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Abstract

To meet the demands of high availability and optimal performance in dynamic
environments, modern systems deploy autonomic or self-adaptation mechanisms.
However, increasingly today’s enterprise systems are compositions of many sub-
systems, each an adaptive system. Currently, each autonomic manager operates
to maintain locally defined quality-of-service (QoS) objectives, but their indepen-
dent actions often lead to globally sub-optimal results. Commonly, human admin-
istrators handle situations in which the collection of autonomic systems is behaving
sub-optimally. However, generating a plan to change the configurations of the con-
stituent autonomic managers is a complex and challenging task in the management
of a single autonomous system, but the challenge is exacerbated where there may be
tradeoffs in how to balance configuration options across the collection of autonomic
subsystems.

These challenges can be addressed by introducing an automated approach, re-
ferred to as meta-management, that provides a formal basis for reasoning about
changes to the configurations of autonomic subsystems. The automated approach
to meta-management is then established as part of a framework that can be used to
instantiate a higher level autonomic manager, referred to as a meta-manager, that
provides assurance about, and improves the performance of a collection of auto-
nomic systems. This approach and framework includes a MAPE-K control loop
specialized to the needs of meta-management, a domain specific language, SEAM,
that enables the practical specification of adaptation policies, and a taxonomy of
strategy synthesis techniques. The practicality, effectiveness, and applicability of
the approach are then evaluated against three case studies.

The first is an AWS Shopping Cart system in which a meta-manager is estab-
lished to manage a collection of autonomic system represented by a front end user
interface, a middleware services tier, and a database services tier. This case study
was selected to evaluate the ability of the meta-manager to improve the homeostatic
operations of the collection of autonomic systems on popular architectural pattern,
code base, and operations platform that is in wide industrial use.

The second is the Google Control plane in which a meta-manager was estab-
lished to manage a collection of autonomic systems that suffered a significant out-
age. This case study was selected because it presented a well documented and spe-
cific failure scenario that occurred during the period of the research of this thesis that
cause of which was, partially, a result of human-centric management of a collection
of autonomic systems.

Finally, the third is a simulation of an electrical grid cascade failure that rep-
resents the Northeast Blackout of 2003. This case study was selected because it
presents an example of a failure of human-centric management of a collection of
autonomic systems that was exhaustively documented that occurred in a context out-
side of information technology and/or cloud based providers. This provides credi-
bility to the applicability claim of the thesis
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Chapter 1

Introduction

To meet the demands of high availability and optimal performance in dynamic environments,
modern systems deploy autonomic or self-adaptation mechanisms. These autonomic mecha-
nisms are responsible for continuously monitoring operating conditions and effecting changes in
the system to ensure defined quality objectives are achieved. For example, during cyber-Monday
and other periods of extreme traffic, a large web system like Amazon.com will add server ca-
pacity to guarantee acceptable performance for all users. When the traffic returns to normal, the
autonomic manager will remove the extra server capacity to prevent unnecessary costs.

However, increasingly today’s enterprise systems are compositions of many subsystems, each
an adaptive system. Each subsystem has its own defined objectives, reasoning methods, and
adaptation tactics. Additionally, they are often built by different vendors, hosted on multiple
platforms, and have different implementations. For example, a large web system will have dif-
ferent autonomic managers to oversee the product catalog and video playing user interfaces,
another for the middle tier common services, and potentially a fourth for the distributed database
system.

Currently, each autonomic manager operates to maintain locally defined quality-of-service
(QoS) objectives, but their independent actions often lead to globally sub-optimal results. For
example, the autonomic manager of an n-tiered enterprise system could be scaling up the capacity
of the middle tier while the manager for the database tier is scaling down: at least one of them is
likely to be inconsistent with the best global action. These globally sub-optimal behaviors are the
result of the subsystems having incomplete information about the current and future state of their
environment, interdependency between systems propagating detrimental behavior, and changes
in the global definition of optimal behavior due to shifting organizational priorities. Some of
these sub-optimal results can be potentially catastrophic to the collective system. For example,
the Northeast Blackout of 2003 was the result of a fault in a specific electrical grid, an autonomic
system, which eventually cascaded to over 100 power plants and affected 10 million people in
Ontario, Canada, and 45 million people in 8 US states with an estimated economic impact of
$6.4 billion [54].

Commonly, human administrators handle situations in which the collection of autonomic
systems is behaving sub-optimally. To do so, human administrators evaluate the current state
of their individual autonomic systems and the environments to determine if the global quality
objectives are likely to be met. When the administrator concludes that intervention is appropriate,



they generate a plan of changes to the configuration of the individual autonomic systems with
the goal of improving the collection’s performance against the global quality objectives.

However, generating a plan to change the configurations of the constituent autonomic man-
agers is a complex and challenging task. First, the human needs to analyze the current state
information for the local environments, the managed systems, and each autonomic manager and
predict the potential future states of each to determine the best course of action. Prediction of
future states is challenging with multiple dimensions of uncertainty, including how potential fu-
ture states affect the systems under management, how each autonomic manager will respond,
and the likely effect those adaptations will have on the individual systems. Understanding these
uncertainties is critical to the human administrator, as their comprehension of this information
will directly influence the effectiveness of their planned configuration changes. Second, the hu-
man needs to consider multiple quality objectives for the system. These quality objectives often
have multiple competing dimensions (e.g., cost and response time) and the relative priority of
those dimensions may change over time due to changes in organizational priorities. Third, the
human needs to select an appropriate set of configuration changes from a combinatorially large
set across the subsystems. Failure to properly consider the space of configuration options has a
direct impact on the effectiveness of the configuration changes. Finally, the decisions that hu-
mans need to make are often time critical to prevent further degradation in the collection’s ability
to meet global quality objectives.

These challenges are acute for a human in the management of a single autonomous system,
but the challenge is exacerbated where there may be tradeoffs in how to balance configuration
options across the collection of autonomic subsystems. The NERC report on the 2003 North-
east Blackout highlights these human limitations [54, p. 94-96] by concluding that the human
administrators of the primary power grid involved in the Northeast Blackout were only able to
determine that a critical system had failed after 40 minutes and were unable to determine the
total extent of the failure or the potential consequences of it despite having another 69 minutes
to respond before the ‘point of no return’. Consequently, the complex and ad-hoc nature of a hu-
man generating a plan to change the configuration of constituent autonomic managers is unable
to provide strong assurances (e.g., regarding optimality of the plan or minimization of risk).

These challenges can be addressed by introducing an automated approach, referred to as
meta-management, that provides a formal basis for reasoning about changes to the configura-
tions of autonomic subsystems. This automated approach is enabled by the fact that while each
subsystem can vary considerably in functional purpose, each of them is autonomic which pro-
vides three key advantages over collections of human-adapted systems that can be exploited to
enable an automated approach to meta-management: (1) the simplification of the state space, (2)
a reduction in the variance of the results of adaptation, and (3) the abstraction of the underlying
system. Each will be briefly discussed here, but see chapter [ for additional detail.

First, as is common with the introduction of a control system, the administrator must identify
the key properties and quality of service objectives (QoS) that define the simplified model of the
system that will be used to reason about the current state of the system and any adaptations that
are needed. For many systems this manifests as an architectural model of the managed system
combined with the QoS objectives [25,139,120]. This simplified representation of the managed
system partially enables the computational scalability of analyzing changes to the configuration
of the autonomic subsystems.



Second, enabled by the simplified representation of the system, the introduction of an auto-
nomic manager provides a degree of predictability about the resulting state of the system and the
impact to the QoS properties as a result of taking adaptive actions. This predictability reduces the
number of potential outcomes that need to be specified which allows for the practical creation of
a specification of the autonomic behavior of a subsystem, referred to as an adaptation policy. This
partially enables an automated approach to meta-management by providing a simplified model
of the adaptive behavior of the autonomic subsystem that allows a meta-manager to reason about
potential changes.

Finally, the abstraction of the implementation details of the individual managed subsystems
by treating each of them as a black box autonomic system allows for two key assumptions.

First, we will assume that each autonomic subsystem has a set of configuration parameters
that can be used to tune the behavior of the subsystem to within a specified range of behaviors.
The autonomic configuration options are the interface by which human administrators establish
the organizational and business preferences/tradeoffs and constrain the behaviors of the auto-
nomic manager for each subsystem.

Second, an adaptation policy can be specified for the autonomic subsystem in which the
state(s) that could be the result of an adaptive action are dependent upon the state of the environ-
ment, the state of the managed system, and the the configuration parameters of the autonomic
manager. Due to the desired predictability of the results of adaptation gained with the introduc-
tion of an autonomic manager, it would be expected that if the same set of conditions were to
occur on two different occasions that the autonomic manager would select the same adaptation
option(s) in both circumstances. Therefore, if one is able to elaborate the states of the managed
system and the states of the environment, it is also possible to predetermine which adaptation
option(s) the autonomic manager would deploy and determine what the potential resulting states
of the managed system would be.

An automated approach to meta-management can be established as part of a framework [T]
that can be used to instantiate a higher level autonomic manager, referred to as a meta-manager,
that provides assurance about, and improves the performance of a collection of autonomic sys-
tems. To simplify and enable the creation of the framework, the meta-manager will implement a
specialized MAPE-K control loop.

The MAPE-K control loop [S7] is a commonly used architecture for the implementation of
autonomic managers which control the adaptive behaviors of a specific system. It is composed of
four elements, monitoring(M), analysis(A), planning(P), and execution(E), with shared knowl-
edge(K) that enables the process. For the purposes of a meta-manager, a specialized version of
the control loop, referred to as a Meta-MAPE-K loop, will be established. While each component
of the MAPE-K loop has specializations for the purpose of meta-management, the knowledge
and planning components are the most significantly impacted.

The Meta-Knowledge component of the Meta-MAPE-K control loop is responsible for at
least three kinds of knowledge. The first is the specification of the adaptive behavior of each
autonomic subsystem (i.e., the adaptation policies). The second kind of required information
is a global utility function that provides the definition of ‘good’ for the QoS objectives for the
collection of autonomic systems. The third is contextual information about the collection of au-

By framework we mean a library of reusable code, a set of tools, and design principles



tonomic systems that is unknown or only partially known to the autonomic subsystems, referred
to as global knowledge. There are at least two types of global knowledge: (1) information on the
interrelationships between individual subsystems, local environments, and global properties and
(2) constraints on individual subsystems and global state. For example, often collections of au-
tonomic systems are composed together according to a plan referred to as a system architecture.
The system architecture creates a set of dependencies and correlations between the autonomic
subsystems that can be used to better predict the most likely state of the managed systems in the
future. Additionally, the context in which the collection of autonomic systems is operating has
constraints that must be adhered to (e.g., maximum operating cost).

The Meta-Planning component of the Meta-MAPE-K loop is responsible for synthesizing
a plan of changes, referred to as a meta-strategy, to the configurations of the autonomic sub-
systems to improve performance of the collection of autonomic systems against the global QoS
objective as defined by the global utility function. However, the choice of synthesis technique
(e.g., Stochastic multi-player game or Monte Carlo Analysis) used to generate adaptation strate-
gies is characterized by a tradeoff between timeliness, assurance, and computational scalability.
Each strategy synthesis technique has a profile for the timeliness of the technique to generate an
adaptation plan, the level of assurance that adaptation plan can provide, and the computational
scalability of the technique to handle systems of realistic size. Consequently, the selection of a
strategy synthesis technique for meta-management is a critical task that must carefully consider
the timeliness, assurance, and scalability requirements of the context in which the collection of
autonomic systems is operating to ensure the effectiveness of the meta-manager.

1.1 Thesis

An automated approach to the meta-management of collections of autonomic systems, as im-
plemented by a meta-manager, can address the ad-hoc and error-prone and costly process of
human-centric administration. Therefore, this thesis investigates the following claim:

Thesis Statement

We can provide engineers the ability to establish an automated solution to the autonomic
control of a significant subset of collections of autonomic systems that is effective, applica-
ble in a variety of contexts, and is practical to implement and maintain using the following
elements:

1. An automated approach to the management of collections of autonomic systems.

2. A domain specific language used to abstract and represent the adaptation behavior
for each autonomic subsystem.

3. Guidance to determine the appropriate strategy synthesis technique for the context in
which the collection of autonomic systems is operating.

4. A reusable software framework that simplifies the development of a meta-manager.

The key claims in this thesis relate to practicality, effectiveness, and applicability. Let us
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expand on each of these individual claims.

Practicality: The framework will be practical with respect to:

1. Ease of Use. The framework will allow individuals with standard state-of-the-practice
knowledge in software engineering to use it to instantiate an automated solution to manage
an applicable collection of autonomic systems.

2. Human Feasible Configuration. The framework will provide methods that will allow a
human administrator to specialize a meta-manager to a particular collection of autonomic
systems including the specification of adaptive behavior for each subsystem, referred to as
an adaptation policy.

3. Scalability. The framework will be capable of scaling to handle systems of practical indus-
trial size.

Effectiveness: The framework will be effective with respect to:

1. Improved Performance. A collection of autonomic systems managed by an autonomic
manager will experience improved performance against defined global quality objectives
over human-based management.

2. Timeliness and Assurance. Because the framework and approach do not mandate a spe-
cific synthesis technique, an engineer implementing the framework can select a synthesis
technique that best fits the level of timeliness and assurance required for the context.

Applicability: The framework will be applicable to a significant subset of collections of auto-
nomic systems with the following characteristics:

* Each subsystem is non-adversarial| in nature.

* Each of the subsystems provides an interface to adjust the configuration parameters of the
autonomic managers.

* The adaptive behavior that each autonomic subsystem will employ for a given state of the
environment under a set of configuration parameters can be specified.

1.2 Case Studies

The evidence for many of the arguments that substantiate the claims of this thesis is primarily
based on three case studies: (1) Amazon Shopping Cart Web System, chapter [/, (2) Google
Control Plane, chapter@ and (3) Electrical Grid Cascde Failure, chapter@ Therefore, the level
of realism represented in each of case studies and collections of autonomic systems under study
is important to understand. Therefore, this section will highlight the key properties and features
of each of the case studies and the realism present in each.

The comparison of the case studies across key dimensions is presented in table The
following are descriptions of each of the key properties:

?Meaning that the individual autonomic subsystems have no motivation to act contrary to the global objectives
and accept the authority of the meta-manager.



AWS Shopping Cart | Google Control Plane Power Grid
Functional Area IT Consumer IT Infrastructure Industrial
Instability No Yes Yes
Homeostatic Yes Yes No
Global Knowledge Yes No Yes
Actual or Simulation Actual Actual Simulation
. ElasticBeanStalk GCP Managed
Autonomic Manager & DAX Autoscaling Instance Grfups SCADA
. DTMC Stochastic DTMC
Synthesis Method with Simulation Multiplayer Game with Monte Carlo
Synthesis Toolset PRISM PRISM-Games Matlab
Mimic Admin Action No Yes Yes

Table 1.1: Case Study Comparison

Functional Area - The enterprise context in which the collection of autonomic systems
described in the case study are operating.

Instability & Homeostatic - As discussed in chapter 4} the automated approach to meta-
management is capable of addressing both situations in which the goal is to continuously
improve the operations of the collections of autonomic systems, referred to as homeo-
static operations [93,[111], and also improving the response of the collection of autonomic
systems to rare edge case events which causes instabilities which can have severe conse-
quences.

Global Knowledge - Whether the case study included the use of global knowledge or
information that was not available or only partially available to the individual subsystems.

Actual or Simulation - Whether the case study was performed on real-world systems or
the collections of autonomic systems was simulated.

Autonomic Manager - The type of autonomic control system(s) responsible for managing
the autonomic behaviors of the subsystems.

Synthesis Method - The technique used to synthesize the meta-strategy for the use case.

Synthesis Toolset - The program used to perform the analysis and synthesize the meta-
strategy.

Mimic Administrator Action - If the actions of the meta-manager can be directly com-
pared to the actual or recommended actions of human administrators.

AWS Shopping Cart

The Amazon Web Services(AWS) Shopping Cart case study uses an actual system, not a repre-
sentative system. It uses the actual code base, architectural models, and products and services
which power countless production grade shopping cart systems for AWS customers. Specifi-
cally, it is based upon an open source and publicly available shopping cart system designed and
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maintained by AWS [108]]. The exemplar shopping cart is designed to have three architectural
tiers: (1) a front end user interface (UI), (2) a middleware services tier, and (3) a data services
tier. While all three tiers are controlled by autonomic management systems, the autonomic man-
ager(s) for the middleware services tier do not provide an interface to update their configuration
parameters. Therefore, the middleware services are not eligible for the automated approach to
meta-management presented in this thesis. However, the other two tiers are controlled by two
different, but related, autonomic managers in ElasticBeanStalk [[103] for the FrontEndUI and
DAX [100] Autoscaling for the data services tier. The code base, architectural pattern, and the
products and services in-use are all realistic of thousands of shopping cart in use in production
grade situations.

This case study was selected to evaluate the ability of the meta-manager to improve the
homeostatic operations of the collection of autonomic systems on popular architectural pattern,
code base, and operations platform that is in wide industrial use.

Google Control Plane

The Google Control Plane case study is based upon an actual incident documented by Google
in [52] in which the system that processes changes in the networking configuration for Google
Cloud customers failed. While the technical details of the control plane system are not publicly
available, the experimental platform was instantiated using information from the Google incident
report using the same or similar services offered publicly to GCP customers. The most relevant
of which are the Managed Instance Groups (MIGs) which provide autonomic management ca-
pabilities to clusters of server instances. By autoscaling individual clusters of application server
instances, the MIGs are responsible for ensuring there is sufficient processing capacity available
to process the network change requests. As each of the clusters are designed to be practically
identical, there is very little diversity in the QoS objectives or autonomic configuration options
of each cluster. Additionally, while the control plane is an IT centric system, it does not handle
the same volume of requests as a front end website might and, due to the specific nature of its
function, its environment has only moderate variation in the number of requests sent for a given
period of time. The system used in this case study is, to the extent possible, using the same
architectural pattern, products and services as the actual Google Control Plane system.

This case study was selected because it presented a well documented and specific failure
scenario that occurred during the period of the research of this thesis that cause of which was,
partially, a result of human-centric management of a collection of autonomic systems.

Power Grid Cascade Failure

The exemplar system used in the power grid case is a simulated system as it is impractical to
perform research experiments on actual electrical grids. Additionally, because the behavior of
electrical grids is highly dependent on the topology of their physical components, there is no
pre-built simulation of specific events like the Northeast Blackout of 2003. The analysis of a
specific event is of limited value as, in the power grid research community, it is difficult to draw
meaningful conclusions that would generalize to other power grids. Therefore, the state-of-the-
practice in electrical grid research is to use one of several standard models of representative
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power grids and, since the behavior of electrical grids is well described by sets of differential
equations, simulate the events of interest depending on the type of research being performed. To
perform such a simulation, two components are required: the simulation environment and the
model of an electrical grid.

In this case study, the simulation environment is established in Matlab 2023a [60] using the
MatPower [81, [128]] set of open source libraries for electrical grid optimization and simulation
which has been cited in over 4000 papers [126]. Additionally, the AC-CFM libraries [86), 87,
which augment the MatPower libraries, simulate an electrical grid cascade failure. The electrical
grid model is based on the IEEE 39 Bus system model [} 33] and has been cited over 750 times
[125]. The interconnection of the individual electrical grids to compose a larger electrical grid is
unique to this thesis, but follows a similar approach used in [66l]. Therefore, while the exemplar
system presented in this case study is simulated, it follows the best practices of the electrical grid
research community with appropriate modifications necessary to test the automated approach to
meta-management presented in this thesis.

This case study was selected because it presents an example of a failure of human-centric
management of a collection of autonomic systems that was exhaustively documented that oc-
curred in a context outside of information technology and/or cloud based providers. This pro-
vides credibility to the applicability claim of the thesis.

1.3 Contributions

The contributions of this work are:

* Automated Approach: An automated approach to the meta-management for collections
of autonomic systems that provides a formal basis for reasoning about the changes to the
configuration of the constituent autonomic systems that improves the performance on a
time scale appropriate to the context.

* Strategy Synthesis Taxonomy: A taxonomy of strategy analysis and synthesis techniques
that provides guidance on each of their expected timeliness and assurance capabilities and
the types of contexts for which those techniques might be best suited.

* SEAM - A DSL for Meta-Management: A language that addresses the challenges of
representing the behavior of autonomic subsystems independent of the adaptation plan
synthesis techniques, represents the global objective of the collection of autonomic sys-
tems, and the global knowledge about the interdependencies between the individual auto-
nomic subsystems and/or the local environments and constraints on the operations of the
collection of autonomic systems.

* Implementation Framework: A reusable software framework that implements the com-
mon components and functional requirements for the implementation of a meta-manager.

1.4 Thesis Layout

The remainder of this thesis is organized as follows:
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Chapter [2| presents a motivating example of the management of collections of autonomic
systems and the research challenges it presents.

Chapter 3 discusses the previous research related to this work.

Chapter [] presents the automated approach to meta-management and how that is imple-
mented in a specialized Meta-MAPE-K loop.

Chapter [5] presented the details of the SEAM language specialized for the needs of meta-
management.

Chapter [0] presents the taxonomy of strategy synthesis techniques

Chapter 7| presents a case study based on an AWS Shopping Cart web system
Chapter [§| presents a case study based on the Google Control Plane
Chapter [J9] presents a case study based on an electrical grid cascade failure
Chapter [10]discussed how the claims presented in chapter[I] are validated.

Chapter I ] discusses this approach and provides details on its applicability and its limita-
tions and provides direction for future work.

Chapter [12] presents the conclusions of the thesis.
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Chapter 2

Exemplar Scenario and Research

Challenges

This chapter presents a representative system that will be used throughout the remainder of the
thesis to illustrate and provide examples for many of the key concepts and motivate a set of
research questions that will frame the research carried out in this thesis.

Exemplar System Diagram

[l
Manager Manager Manager
Shopping Cart Middleware Data Services
System Common System
Services
Key
|:| Compute Unit =P Bi-Directional
Manager Interaction
Video Playback
System

Figure 2.1: Exemplar System Diagram

Consider a large scale
multipurpose system that is
built to handle a variety of
functional use cases and be-
cause each use case has a dif-
ferent set of quality objec-
tives, the global system is sub-
divided into subsystems that
are built for a specific use
case. For example, an e-
commerce platform, like ama-
zon.com, might be subdivided
into a shopping cart subsys-
tem, to manage the display
and purchase of individual
products, and a video play-
back subsystem. Addition-
ally, each of these user facing
systems is dependent upon a
common set of services that

are necessary to provide functionality to users. For example, both shopping cart and video
playback subsystems would need functionality related to individual users like their purchase
history and security and access authorizations. This results in the need for a middleware com-
mon services subsystem to provide the necessary functionality. Further, the raw information
about important entities such as the users and products will need to be stored and retrieved on-
demand requiring a data services subsystem. When a multipurpose system is subdivided into
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. Adaptation Utility Config
System Primary Users Tactics Dimensions Parameters
Video Playback Add Server, Response Time, .
System Internet Users Change Fidelity | Runtime Cost Capacity Buifer
Shopping Cart Add Server, Response Time, .
System Internet Users Change Fidelity | Runtime Cost Capacity Buifer
M1dd1§ware Front End Add Server Requnse Time, Capacity Buffer
Services Systems Runtime Cost
) Middle Tier Add Server, Response Time, )
Data Services Change . Capacity Buffer
Systems e Runtime Cost
Replication

Table 2.1: Sub System Properties

functional units it is common to organize it into layers and tiers in a manner consistent with an
n-tier architecture pattern [37]. See figure [2.1|for a diagram of the exemplar system.

To ensure that each subsystem maintains its specific quality objectives, it is common to im-
plement an autonomic manager to monitor the state of the system under management and make
changes to the configuration of the system as necessary in response to various environmental
stimuli. However, autonomic managers do not typically react to the environmental stimuli di-
rectly. Instead, they track the values of key system metrics that directly relate to the desired qual-
ity of service (QoS) objectives (see table [2.1), which are dependent upon both the environment
and the architectural configuration of the managed system. For example, focusing specifically
on the shopping cart web system, the environment establishes the user load for the system, the
environmental stimuli, and the autonomic manager tracks the average web page response time,
which is influenced by both the user load on the system and various architectural properties such
as the number of servers in use and the fidelity of the content being presented.

When the autonomic manager determines that a QoS objective (e.g., average page response
time) is either not currently being met, referred to as reactive adaptation, or is unlikely to be met
within a particular time horizon, referred to as proactive adaptation, then the autonomic manager
examines potential alternative configurations for the architectural properties of the managed sys-
tem. For example, adding servers or lowering the fidelity of the content, or both, are potential
alternative architectural reconfigurations of the managed system that will influence the average
page response time.

However, typically, an autonomic manager does not simply select any course of action that
will improve performance against a quality of service objective; rather it attempts to select the
‘best’ course of action, referred to as an adaptation strategy, under some constraints and prefer-
ence conditions. For example, the local environment of the shopping cart system might increase
the user load causing the average page response time to rise above a preconfigured acceptable
level. This condition triggers a response from the autonomic manager which determines what the
‘best’ adaptation strategy is under the current set of configuration options and the current state
of the managed system. For the shopping cart system, the autonomic manager has the choice of
adding servers, which will raise the operating cost of the system or lowering the fidelity of the
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content which will decrease the quality of the users’ interactions with the system. The organi-
zation’s preference for which of these choices should be deployed is commonly established in
the form of a utility function, which in this case might, for example, prioritize adding servers
up to a preconfigured maximum before reducing the fidelity of the content. The complete set
of adaptation strategies the autonomic manager takes in response to the combinations of the en-
vironmental conditions and states of the system is referred to as an adaptation policy and an
example adaptation policy for the shopping cart system is presented in figure 2.2]

Avg. Page New

REsponse Server Cfmtt?nt Deploy(-ed Seruar Buffer .Nev_v Expected
Time Count Fidelity Adaptation Count Servers Fidelity Cost
<2.5s. 10 High [None] 10 1 High $1100

15 High [None] 15 2 High $1700

20 High [None] 20 2 High $2200

2i5:5:— 3518 10 High Add Server 11 1 High $1200
15 High Add Server 16 2 High $1800

20 High Reduce Fidelity 20 0 Low $2000

3.55.—45s. 10 High Add Server 13 1 High $1400
15 High Add Server 18 2 High $2000

20 High Reduce Fidelity 20 0 Low $2000

> 4.5s 10 High Add Server 20 0 High $2000

15 High Add Server 20 0 High $2000

20 High Reduce Fidelity 20 0 Low $2000

Autonomic Manager Configuration: Maximum Cost: $2000 Capacity Buffer: 10%
Environmental Constraints: Cost per Server per Unit Time: $100

Quality Objective (Utility Function): < 2.5s =1, 2.55s —3.5s =0.6, 3.55s —4.5s =0.3, > 4.55s =0

Figure 2.2: Exemplar of Autonomic Behavior

The following are the descriptions of the individual columns in table[2.2}

1. Avg. Page Response Time - The average page response time for the managed system.
This is the monitored metric of the managed system.

Server Count - The current number of servers deployed for the solution.

Fidelity - The current setting for the content fidelity of the system.

Deployed Adaptation - The adaptation tactic that was deployed.

New Server Count - The new server count after the deployed adaptation tactic.

Buffer Servers - The number of servers that are added to account for the capacity buffer.

New Fidelity - The new value for the content fidelity after the deployed adaptation tactic.

e A o

Expected Cost - The expected run time cost of the servers.
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As can be observed in figure [2.2] the local environment for the shopping cart system es-
tablishes the user load. However, the user load cannot be directly observed by the autonomic
manager, so the administrators have determined that the observable QoS property is the ‘Average
Page Response Time’ which is dependent upon the user load of the local environment. When
the ‘Average Page Response Time’ is below the target threshold of 2.5 seconds, the adaptation
manager deploys no adaptation strategy. However, when the ‘Average Page Response Time’
is above the target threshold at 3.0 seconds or 4.0 seconds the adaptation manager chooses to
deploy an adaptation strategy and make changes to its architectural configuration. Importantly,
the selection of which adaptation strategy to deploy is dependent upon the current state of the
managed system. For example, if the system is running below the maximum cost, $2000, then
the autonomic manager adds additional server capacity. However, if the system is running at the
maximum cost, then adding additional server capacity is no longer an available adaptation tactic
as part of an adaptation strategy and the system instead reduces the content fidelity.

However, the adaptation strategy the adaptation manager selects is dependent upon the set of
configuration options established in the autonomic manager (e.g., maximum cost and capacity
buffer). If the configuration options change, then the choices of which adaptation strategy to
deploy might also change.

Avg. Page New

Response Server C(-)ntt?nt Deploy(_ed Server Buffer .Ne\?r Expected
Time Count Fidelity Adaptation Count Servers Fidelity Cost
<25s. 10 High [None] 10 1 High $1100

15 High [None] 15 2 High $1700

20 High [None] 20 2 High $2200

2.55.—35s. 10 High Add Server 11 1 High $1200
15 High Add Server 16 2 High $1800

20 High Add Server 20 2 High $2000

3.55.—4.5s. 10 High Add Server 13 1 High $1400
15 High Add Server 18 2 High $2000

20 High Add Server 20 2 High $2000

>4.5s 10 High Add Server 20 0 High $2000

15 High Add Server 20 0 High $2000

20 High Reduce Fidelity 20 0 Low $2000

Autonomic Manager Configuration: Maximum Cost: $2500 Capacity Buffer: 10%
Environmental Constraints: Cost per Server per Unit Time: $100

Quality Objective (Utility Function): < 2.5s =1, 2.5s —3.55=0.6,3.55s —4.55s=0.3,> 455 =0

Figure 2.3: Exemplar of Autonomic Behavior, New Configuration

In figure the ‘maximum cost’ configuration option has been modified from $2000 to
$2500 which has resulted in changes to the adaptation decisions of the autonomic manager, high-
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lighted in red. Specifically, because additional resources are available, the autonomic manager
chooses to deploy the ‘Add Server’ tactic as part of a strategy instead of ’Reduce Fidelity’.

In addition to the configured constraints (e.g., maximum cost) and preferences (e.g., adding
servers vs. decreasing content fidelity) that define the tradeoff space for the autonomic manager,
there is potentially an additional set of configuration options available to the autonomic manager
that serve as architectural guidelines that should be adhered to, but can be temporarily violated
or ignored as needed. For example, the autonomic manager for the shopping cart system might
have a ‘capacity buffer’ setting that sets the guideline for how much spare processing capacity
the web system should have available to handle small fluctuations in user load. In the event that
the shopping cart system is running near its maximum cost then this ‘capacity buffer’ setting
might be ignored in order to comply with that defined constraint. Finally, there are also defined
constants that are a result of something in the operating context of the autonomic manager and
managed system and cannot be changed. For example, the cost per server per unit time for
the shopping cart system is a constant defined by the context and potentially required for the
autonomic manager to make appropriate adaptation decisions.

While the autonomic managers for the managed systems in this exemplar are distinct with
different quality objectives, implementations, architectural properties, preferences, constraints,
constants, and guidelines they will all function similarly to the shopping cart example as de-
scribed. Table [2.1] outlines the similarities and differences between the subsystems in this exem-
plar.

However, while each subsystem serves a specific functional purpose, it is only when the indi-
vidual subsystems are composed into a collective system that the combination of them provides
the functional capabilities for which the global multipurpose system was designed. This global
system has its own set of quality objectives and constraints that must be met. For example, the
organization can define that a single user interaction with the shopping cart system should not
take longer that 3 seconds to respond. This interaction is dependent upon not just the shop-
ping cart system but also on the performance of the middleware common services and the data
services systems. If any one of the systems in the interaction chain fails to meet its individual
quality objectives, then the global quality objective is unlikely to be met. As such, the autonomic
managers are individually configured to try and maintain a level of service that will give the best
chance for the global objectives to be met. The individual autonomic managers can provide a
level of assurance about the performance of the systems they manage, but there is little assurance
about the collective performance.

Research Question 1: How to provide assurance on the behavior of the collection
of autonomic systems?

Human administrators address this lack of assurance by trying to configure the autonomic
managers for each of the subsystems to give the best chance for the global quality objectives to be
met. However, managing the performance of a collection of autonomic systems is a challenging
task for human administrators that is complicated by several factors.

First, the autonomic behavior of the individual subsystems is dependent upon at least three
factors: the state of the environment, the state of the system under management, and the current
configuration of the autonomic manager. The behavior of the autonomic manager for a single
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subsystem is often only partially known by the human administrators due to the combinatorial
complexity in understanding how the dependencies between the environment, managed system,
and the configuration of the autonomic manager interact. This complexity is further increased by
uncertainty in both the current and future states of the local environment and the system under
management. This combinatorial complexity also provides a barrier to the practical specification
of the expected autonomic behaviors that could be useful to a human administrator.

Research Question 2: How to enable the practical analysis of adaptation policies
given the uncertainty in the future state of the managed system?

Research Question 3: How to enable the practical specification of adaptation poli-
cies for individual autonomic subsystems?

Second, the global quality objectives and constraints are dependent upon the interactions and
dependencies between the individual subsystems. Changes in the configuration of one subsystem
(e.g., the maximum cost constraint) can have a global impact beyond that individual subsystem.
The complex web of dependencies between changes to the configuration of individual autonomic
managers and the impacts of those changes on both the global quality objectives and on other
dependent subsystems is only partially understood by human administrators. In some scenarios,
human administrators will have to continuously make adjustments to the configurations of auto-
nomic subsystems to try and improve the performance of the collection of subsystems without
violating the constraints (e.g., the maximum cost of the autonomic manager configuration).

Research Question 4: How to synthesize a plan of changes to the configurations
of the autonomic subsystems that improves the performance of the collection of
autonomic systems?

Third, both the local quality objectives for the individual subsystems and the global quality
objectives for the composed collection are likely to have multiple quality objectives with of-
ten competing dimensions that are subject to change over time due to changes in organizational
priorities. Developing a plan of changes to optimize the configurations of each autonomic sub-
system to balance these competing and layered objectives is subject to significant error by human
administrators often resulting in sub-optimal results and sometimes in catastrophic outcomes.

Research Question 5: How to synthesize a plan of changes that balances compet-
ing organizational priorities?

Finally, the process of synthesizing an adaptation strategy to update the configurations of
the autonomic subsystems cannot take an unknown or unrestricted amount of time to complete.
The context in which each collection of autonomic subsystems operates will dictate the amount
of time in which the changes must be made or else the conditions will change which is likely
to invalidate the synthesized adaptation strategy. The amount of time required for a human to
understand the complexity of the adaptation policies and dependencies between the individual
systems can be prohibitive and is not a generally viable option for the effective management for
collections of autonomic systems in non-trivial systems.
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Research Question 6: How to synthesize a plan of changes on a time scale appro-
priate to the context?

However, humans do have an advantage in the management of collections of autonomic sys-
tems. Because collections of autonomic systems are often composed according to well estab-
lished patterns (e.g., an N-Tier architecture), the human administrators have knowledge of how
the subsystems should interact with each other and the characteristics of those interactions. Ad-
ditionally, because the systems were designed and created by human engineers for a specific
functional purpose, the environments in which the subsystems operate must be at least partially
understood to ensure the systems fulfill their intended purpose. Human administrators can lever-
age this knowledge to better understand the current state of the collection of autonomic systems
and, potentially, better predict the future state of individual autonomic subsystems.

Research Question 7: How to leverage the knowledge about the structure of the
system and environments to improve the effectiveness of managing a collection of
autonomic systems?

These research questions define the primary challenges in developing an automated approach
to the management of collections of autonomic systems. Fortunately, there are several areas of
current research that can partially address some of these research questions. The following chap-
ter presents the current state of research in autonomic systems, collections of adaptive systems,
strategy synthesis and assurance in autonomic systems, and control theory for autonomic sys-
tems.
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Chapter 3

Related Work

