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Abstract
Wearable Cognitive Assistance (WCA) applications run on wearable mobile de-

vices, to provide guidance for real world tasks. Physical assembly tasks have been a
significant focus of research on WCA. We introduce new techniques to support the
development of WCA applications for more complex assembly tasks than previous
techniques supported. In addition, our work reduces the load on developers creating
WCA applications by eliminating the need to collect and label real training images.
We accomplish this by training computer vision models on synthetically generated
images. This dissertation investigates escalation to human experts in cases when a
user is not satisfied with the automated guidance from an application. Lastly, we
develop a new version of a software framework for WCA applications, and evaluate
ways in which WCA applications can benefit from running computations directly on
mobile devices.
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Chapter 1

Introduction

Wearable Cognitive Assistance (WCA) applications provide guidance to users for a specific task.
This task could range from assembling a physical object, remembering people’s names, exercis-
ing, or playing a game or sport. These applications utilize mobile devices, such as smart glasses
or a smartphone, to capture data and interact with the user. WCA applications process captured
data in order to determine the physical state of the task, and then provide assistance based on this
physical state.

Table 2.2 lists some examples of WCA applications that have been developed prior to the
work in this dissertation. All of these applications determine a task’s physical state based on
images from an RGB camera. This camera may be mounted on glasses that the user wears,
or held in a tripod with a view of the user’s workspace. Feedback is provided in the form of
synthesized speech and images shown on the display of the mobile device.

WCA is a compelling use case for edge computing. Many of these applications utilize large
deep neural network (DNN) models that are too computationally intensive to run on a small and
lightweight mobile device. However, these applications generate large volumes of data that must
be processed quickly. Further, computation must be offloaded to a server with close network
proximity to the mobile device that is capturing the data [79]. We will henceforth refer to this
server as a cloudlet.

This work focuses on WCA applications that help users complete physical assembly tasks.
Users are given step by step instructions, which requires the application to determine when a
user has completed a step of the task. The application accomplishes this by processing frames
from an RGB camera. Prior to the work reported here, applications had been developed for a
lego kit [7], a lamp [6], and a toy sandwich [9]. These tasks all required fewer than ten steps and
used parts that had distinct shapes and colors. Taking WCA applications to the next level will
require supporting tasks with many more parts, many more steps, parts that are small relative to
the full object being assembled, and a combinatorial explosion of error states. We address these
challenges in this research.

One significant challenge is the amount of labeled data that is required for training computer
vision models. Each step of the task, and every error state that the developer would like to detect,
must be represented in the data that the models get trained on. Increasing the number of steps
thus directly increases the amount of data that is required for training the models. Collecting and
labeling all of this data is an incredibly time-consuming process. This process can take up to 2
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or 3 hours per task step. Developing these models is an iterative process, which involves testing
under different lighting conditions, and then collecting more data in environments in which the
model performs poorly. Creating training sets is thus a significant barrier to developing WCA
applications that support large numbers of steps and large numbers of parts.

Assembly tasks might involve parts that are much smaller than the full object being assem-
bled. For example, one step might require the user to insert a screw into a large metal piece. The
application needs to be able to detect when steps involving small screws have been completed,
as well as steps involving larger parts. In addition, there are many possible ways that a user
can complete a task step incorrectly. In fact, the number of possible errors that a person can
make while completing a task is significantly larger than the number of steps that are required to
complete the task. These challenges lead to my thesis statement.

1.1 Thesis Statement
Scaling up WCA to complex assembly tasks is challenging because of (a) the difficulty of

vision-based state detection with very small parts in the context of much larger objects be-
ing assembled; (b) the combinatorial explosion of possible error states; and (c) the large
manual effort needed to create accurate DNNs that can reliably determine when task steps
have been completed. These problems can be solved by a combination of (1) hierarchi-
cal decomposition of complex assemblies into modular compositions of subassemblies, (2)
on-demand seamless escalation for live expert assistance, and (3) synthetic generation of
training sets for born-digital components. The resulting solution can be implemented in a
scalable and maintainable way using modular software components. This will enable the
development of WCA applications for more complex tasks, which is a necessary step along
the path towards making WCA applications practical for real world tasks.

1.2 Potential Impact
The following issues currently make WCA applications impractical for real world assembly
tasks:

• Current techniques do not support tasks with more than roughly ten steps, and the steps
must have gross visible differences from each other. For example, a WCA application
developed with these techniques cannot detect the presence or absence of a single screw.
Figure 1.1 shows an example of the gross differences that current techniques support, and
the subtle differences that require the techniques introduced in this work.

• A developer must collect and label training data for each error state that the application
detects. However, there are exponentially more error states than correct states for any given
task. This makes it infeasible to create a WCA application that is capable of detecting all
possible error states for a task.

• The computer vision models that we use for WCA applications require thousands of im-
ages depicting each state. All of these images must be labeled with a bounding box. Col-
lecting and labeling these images requires an immense manual effort.
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Figure 1.1: A comparison of gross and subtle differences in task steps. The top two images
illustrate a gross difference that current WCA techniques can detect. The bottom two images
show a subtle difference that requires the new techniques from this work to support.

This work addresses all three of these issues. We present new techniques that enable the de-
velopment of WCA apps with steps that look almost identical. The changes between these steps
are subtle, such as the addition of a single screw. Our techniques also enable the development of
tasks with a larger number of steps.

Existing WCA applications for assembly tasks have no way of handling user errors that they
were not specifically developed to support. If a user makes such a mistake, the application will
either provide the user with an instruction for a different step, that it was built to recognize, or
it might not provide any guidance at all. In these cases, we allow the user to start a video call
with a human who is an expert on the task that the user is trying to complete. We call this feature
human escalation.

Lastly, reducing the time it takes for developers to build WCA applications for assembly
tasks is imperative for motivating a critical mass of developers to build them. Training computer
vision models using synthetic data entirely removes the need to manually capture images of each
task step and label these images with bounding boxes.

3



1.3 Novelty
Existing WCA applications use techniques that cannot support assembly tasks with large num-
bers of steps or subtle differences between steps. An example of a subtle difference is the inser-
tion or removal of a single screw (as depicted in Figure 1.1). The lego application developed by
Chen et al. [30] guided users to place colored blocks on a 3D grid. This application did not use
any machine learning (ML) models, and its techniques are tightly coupled to this specific task.
The Sandwich application developed by Chen et al. [30] determined the task step that was shown
using a single Faster R-CNN object detector. As we describe in §6.2.1, a single Faster R-CNN
object detector is not sufficient for more realistic tasks.

The combinatorial explosion of possible error states has not been addressed in any prior work
on WCA applications. The sandwich application from Chen et al. [30] was built to detect one
specific error. But none of our prior work has attempted to address the wide range of possible
mistakes that a well-intentioned user might make when completing an assembly task. Escalation
to a human expert is the first solution that has been proposed.

Training ML models using synthetic images has long been an area of active research. How-
ever, this work represents the first attempt to do so in the context of WCA. We offer results from
training models for real WCA applications, using synthetic data.

1.4 Roadmap
This dissertation validates the thesis as follows:

• Chapter 2 discusses prior work on WCA, other work on aids for assembly tasks, and the
computer vision research that we leverage in our work.

• Chapter 3 describes how we detect when steps of real world tasks have been completed. It
also presents the three WCA applications that we developed using our techniques.

• Chapter 4 presents and evaluates our efforts to train DNNs for WCA applications using
synthetic training images.

• Chapter 5 introduces our system for error handling with human task experts. The chapter
also presents Monte Carlo simulations that call center operators can use to determine the
number of human experts that are required to support a set of WCA application users.

• Chapter 6 describes the software framework that we built to support Gabriel applications,
and it explores how mobile device hardware can be used by WCA applications.

• Chapter 7 concludes the dissertation and offers suggestions for future work on WCA ap-
plications.
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Chapter 2

Background

This work builds upon prior work on WCA applications, and it leverages existing work in com-
puter vision. This chapter provides an overview of this work in addition to a comparison between
WCA and other computerized aids for assembly tasks.

2.1 Aids for Assembly Tasks
We consider three types of people who are involved with WCA applications. The first are users,
who are completing a task and receiving guidance from the application. The next are experts, who
are familiar with the tasks, and the mistakes that a user might make. Some systems (including
ours) allow experts to help users with a task, over a video call. The last type of people are
developers who create a WCA application for a specific task, but developers are not involved at
the point that a user is completing the task.

A large body of work has been done by other researchers on systems to aid with assembly
tasks. However, none of these systems determined when steps were completed using computer
vision models that processed data from an RGB camera. In contrast to some previous work,
the techniques we propose do not require instrumenting parts of workspaces with sensors. Our
system also does not require the person who is completing the task to determine when a step has
been completed, and then indicate this to the system. In addition, our system does not require
the continuous attention of a task expert to observe a user for the entire duration of that task.
The application starts out providing automated guidance, and only starts a call with a task expert
when the user requests help from a human. This burdens task experts much less than a system
where the task expert must be on a call to help a user with the full task.

Fraser et al. [41] developed a system to distribute steps for an assembly task among members
of a group completing the task together. Instructions are displayed on a smartphone screen,
and users manually press a button to indicate when a step is completed. Their system has no
way to automatically detect when a step is completed, and it does not handle user errors. The
authors ran a user study where people assembled an IKEA cabinet and a Meccano bridge kit.
Requiring people completing the task to indicate when a step is completed creates an additional
burden that our system avoids. Antifakos et al. [22] developed a system that determines when
steps for assembling an Ikea wardrobe have been completed, using sensors such as gyroscopes,
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Prior Work Detection of Step Completion Other Attributes
Fraser et al. [41] User presses a button Multiple users working on task to-

gether.
Antifakos et al. [22] Automatic, using gyroscopes,

accelerometers, force sensing
resistors, and more

Requires sensors to be installed in the
Ikea parts. Did not give instructions.

Gupta et al. [46] Automatic, using Microsoft
Kinect

Builds a full virtual model of what the
user has constructed. Only supports
large colorful duplo blocks.

Aehnelt and Urban [21] Automatic, using RFIDs and
infrared light barriers

Requires sensors to be present in
working environment.

Lafreniere et al. [60] Manually from user The final assembled object was mas-
sive. Many parts were identical.

Johnson et al. [54] Remote task expert Compared tablet with Google Glass.

Table 2.1: Existing systems that helped users with physical assembly tasks

accelerometers, force sensing resistors, and infrared distance meters. This system allows users
to complete steps of the task in different orders. However, their system was purely focused on
detecting completed steps, and it did not give the users any instructions. Gupta et al. [46] used
a Kinect sensor to guide users through assembling objects out of Duplo blocks. The system
determined when steps were completed by processing data from the Kinect sensor. Duplo blocks
have bright colors and simpler shapes than the objects that our tasks use. Aehnelt and Urban [21]
developed a system that provides instructions to users on smartwatch displays, and determines
when steps have been completed using sensors that are typically present in a factory environment,
such as RFIDs and infrared light barriers [24]. Our system does not require the presence of such
sensors.

Lafreniere et al. [60]’s system guided users through assembling a pavilion out of bamboo
sticks. The users moved around a room, picking up certain sticks and then delivering them to
a robotic arm. Users wore Apple Watches, and were given written instructions on the watches’
displays. A user swiped on the face to see the next instruction. The locations of each user
were also tracked using BLE beacons that communicated with iPhones that users carried. A
centralized system used the location information to decide the next instruction that should be
given to each user. This system requires users to manually request the next instruction, while our
system automatically gives the next instruction after the user completes a step.

Johnson et al. [54] examined systems where remote experts helped users with assembly tasks.
The people completing tasks communicated using a tablet for one task, and a Google Glass for
another. In addition, they looked at a case where where the user could stay in one place and a
case where the user had to move across different workspaces to complete the task.

Table 2.1 provides a brief summary of all of the existing systems described in this section.
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2.2 Wearable Cognitive Assistance
A WCA application provides just-in-time guidance and error detection for a user who is per-
forming an unfamiliar task. Prompt error detection is also valuable for a user who is performing
familiar tasks, since human errors cannot be completely avoided, especially when the user is
tired or stressed. Informally, WCA is like having “an angel on your shoulder.” [48] It broadens,
the metaphor of GPS navigation tools that provide real-time step-by-step guidance, with prompt
error detection and correction.

This work builds on top of past research on WCA applications. Ha et al. [48] introduced the
first version of a programming framework called Gabriel. This framework includes networking
and runtime components for WCA applications. Chen et al. [30] developed an initial set of WCA
applications, determined how much latency was acceptable for these applications, and examined
how changes to the network, hardware, and algorithms used can affect end to end latency. Wang
et al. [87] examined how to reduce the load imposed on a cloudlet by a single WCA user, thereby
allowing many more users to share single cloudlet. Pham et al. [72] developed a toolchain that
allows people to develop WCA applications without writing any code.

Table 2.2 lists some examples of WCA applications that have developed in prior work. In
total, those researchers have developed over 15 WCA applications. This work focuses on applica-
tions that that help users assemble physical objects. Chen et al. [30] developed such applications
for an IKEA lamp, a Lego kit, and a toy sandwich. We developed applications for an IKEA cart,
a model car, a smartphone sanitizer, a model plane, a Meccano bike it, and a Stirling engine.

These applications are a compelling use case for edge computing. They first capture images
using the camera on a mobile device, such as a smartphone or head-mounted wearable device.
The images are then sent to a cloudlet for processing, using the Gabriel platform [48]. The
computational limitations of lightweight mobile devices that have acceptable battery life prevent
applications from processing images using the devices’ own hardware [78]. Table 2.3 lists the re-
source consumption and end-to-end latency bounds of five offloading-based WCA applications.
It shows that WCA applications are simultaneously compute-intensive, bandwidth-hungry, and
latency-sensitive.

Our work extends this body of research in the following ways:
• Utilizing new computer vision techniques to support more realistic assembly tasks.
• Adding live call support to WCA applications, so human experts can help users correct

errors they make with tasks.
• Training computer vision models using synthetic training images.
• Developing a new software framework for WCA applications, that allows multiple users

to share a single instance of an application running on a cloudlet.
• Exploring how well DNNs running on mobile device hardware can support WCA applica-

tions.
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2.3 Computer Vision
Many of the aids for assembly tasks described in Section 2.1 require the user to press a button
in order to indicate that a step has been completed. However, our applications determine when
steps have been completed automatically, using computer vision.

This work’s contribution is in how computer vision (CV) is being applied, rather than devel-
oping any new CV algorithms. This section highlights the CV research that we leverage in our
work.

We follow the lead of Gebru et al. [42], who used a two step process to find and distinguish
cars that appeared in Google Street view images. Their first step was finding the regions of
images that were likely to contain cars. Then their second step was classifying the type of car
in that region. We leverage their approach to train models on our own new data using existing
neural architectures.

Image classifiers give a single class label for a full image, and do not provide a bounding
box. These are most useful when a scene has already been cropped to a region involving a single
object. Imagenet [33] is a classification dataset which contains classes for 1000 objects. Object
detectors provide bounding boxes and labels for objects in an image. This is particularly helpful
when an object might only take up part of the camera view, or there might be multiple objects
visible at once. Microsoft COCO [62] is an object detection dataset with 80 classes. Faster
R-CNN [75] is an object detector that is used in our lamp [6] and toy sandwich [9] assembly
assistants.

Imagenet has the classes “race car,” “sports car,” and “streetcar,” in addition to classes for
objects that aren’t cars. The Stanford Cars dataset [58] is more fine-grained, with images of cars
that are labeled with the year, make, and model. The fine-grained dataset requires classifying cars
based on small intricate details, while classifying cars into the three coarse-grained categories is
simpler. This increase in complexity is similar to the increase in complexity between the work
of Chen et al. [30] and the work presented in this dissertation. The Fast MPN-COV [61] image
classifier performs well on several fine-grained classification datasets.

Our work is not the first to use object detection models for tasks beyond detecting the objects
in an image and providing their coordinates. Object detectors have been used for finding screws
in pictures of aircraft parts [66] and consumer electronics [40]. Wu et al. [90] found differences
between book covers using a modified version of Faster R-CNN.

2.4 Synthetic Training Data
Training CV models in order to develop a WCA application for a specific task requires thousands
of labeled images. Collecting and labeling this data requires a substantial effort, and it must be
repeated for each new WCA application. Training models with synthetic data would eliminate or
reduce the need for WCA application developers to collect and label real images. Reducing the
amount of time it takes developers to create WCA applications helps make WCA applications
practical for real world tasks.

The idea of avoiding manual labeling has a long and rich history. Hinterstoisser et al. [52]
trained an object detector on synthetic data that outperformed an object detector trained on real
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data. They generated backgrounds cluttered with distractor objects. In addition, they added some
distractor objects to the foreground and varied the lighting conditions that were used to render
each of the images. These images looked 3D, but they were not photo-realistic. Other works
have generated photo-realistic images to use as training data [85, 47], or used real background
images [50, 73, 84]. Dwibedi et al. [34] avoided rendering 3D graphics altogether by cropping
objects from photographs, and pasting these crops into other photographs. Their models trained
on synthetic images performed worse than their models trained on real images. However, they
also trained models using a mix of real and synthetic images, and these performed better than
models trained on real or synthetic data alone.

2.5 Hierarchical Decomposition
Simon [81] argued that all complex systems are made up of smaller systems. These smaller
systems are made up of even smaller systems, thus forming a hierarchy with several layers.
Reasoning about a smaller system on its own is easier than trying to understand a full system
all at once. We can apply this idea to state detection for WCA applications by decomposing a
large assembly task into separate smaller sub-assemblies. This limits the scope of what any one
computer vision model that we use is responsible for. It also allows multiple developers to work
on computer vision models for different parts of the task completely independently from each
other. Finally, it also simplifies performance of a task over an extended period (e.g. multiple
days). A person who has to stop work in the middle of a task will have an easier time if the task
is split into subtasks that don’t require any context from earlier subtasks. They can start work
from the beginning of a subtask every time, rather than having to recall anything about steps they
completed the last they they worked on the task.

Epshtein and Ullman [35] utilized hierarchies of visual features to recognize objects. Gong
et al. [43] automatically identified subassemblies of assembled objects based on CAD files. They
utilize features such as the number of other parts that a certain part touches, or the amount of
surface area that two touching parts share. They considered subassemblies from the perspective
of assembly sequence planning, rather than detecting completed task steps using computer vi-
sion. Separating complex tasks into subassemblies for WCA applications requires considering
how easy it is for a user to complete a task, and how easy it is for computer vision models to
detect when steps have been completed.

2.6 Development Toolchain
Pham et al. [72] created a set of tools called Ajalon, that developers can use to create WCA appli-
cations for assembly tasks. They utilized Intel’s Computer Vision Annotation Tool (CVAT) [1]
and developed Open Workflow Editor [15], a state machine editor. The authors ran a user study
with developers to show that their toolchain is effective.
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App
Name

Example Input
Video Frame

Description Symbolic
Represen-
tation

Example
Guidance

Pool Helps a novice pool player aim correctly. Gives
continuous visual feedback (left arrow, right ar-
row, or thumbs up) as the user turns his cue stick.
The symbolic representation describes the posi-
tions of the balls, target pocket, and the top and
bottom of cue stick.

<Pocket,
object
ball, cue
ball, cue
top, cue
bottom>

Ping-
pong

Tells novice to hit ball to the left or right, de-
pending on which is more likely to beat oppo-
nent. Uses color, line and optical-flow based mo-
tion detection to detect ball, table, and opponent.

<InRally,
ball po-
sition,
opponent
position>

“Left!”

Work-
out

Counts out repetitions in physical exercises.
Classification is done using Volumetric Tem-
plate Matching on a 10-15 frame video segment.
A poorly-performed repetition is classified as a
distinct type of exercise (e.g. “good pushup”
versus “bad pushup”).

<Action,
count>

“8”

Face Jogs your memory on a familiar face whose
name you cannot recall. Detects and extracts a
tightly-cropped image of each face, and then ap-
plies a state-of-art face recognizer. Whispers the
name of the person recognized.

ASCII
text of
name

“Barack
Obama”

Lego Guides a user in assembling 2D Lego models.
The symbolic representation is a matrix repre-
senting color for each brick.

[[0, 2,
1, 1],
[0, 2, 1, 6],
[2, 2, 2, 2]]

“Put a 1x3
green piece
on top”

Draw Helps a user to sketch better. Builds on third-
party app for desktops. Our implementation pre-
serves the back-end logic. A Glass-based front-
end allows a user to use any drawing surface
and instrument. Displays the error alignment in
sketch on Glass.

Sand-
wich

Helps a cooking novice prepare sandwiches ac-
cording to a recipe. Since real food is perishable,
we use a food toy with plastic ingredients. Ob-
ject detection uses Faster-RCNN deep neural net
approach. [75]

“Lettuce
on top of
ham and
bread”

“Put a piece
of bread on
the lettuce”

Table 2.2: Example Wearable Cognitive Assistance Applications. The input frame is sent to a
cloudlet, which converts it to the symbolic representation. The symbolic representation is then
used to give guidance. (Source: Adapted from Satyanarayanan [77])
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Pool Ping-pong Face Lego Sandwich
Cloudlet CPU load(%) 72.10 45.40 75.60 52.20 85.10
End-to-end latency bounds (tight–loose, ms)* 95–105 150–230 370–1000 600–2700
Video streaming bandwidth requirement 480p: 3.6 / 7.0

(Average / Peak, Mbps) 720p: 6.8 / 9.9
1080p: 8.1 / 12.7

Table 2.3: Resources used by example WCA applications. The implementations of the applica-
tion servers [30] were tested on a laptop (with an Intel® Core™ i7-8500Y processor and 8GB
RAM), running the frontend on an Android phone, using 480p, 720p, and 1080p video resolu-
tions. (*) End-to-end latency includes both the round trip time (RTT) from the Android phone
to the cloudlet and compute time in the cloudlet. Tight and loose bounds are adopted from
Chen, et al, [30] where they are defined: “The tight bound represents an ideal target, below
which the user is insensitive to improvements. Above the loose bound, the user becomes aware
of slowness, and user experience and performance is significantly impacted.”
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Chapter 3

Detecting Completed Steps of Complex
Tasks

Many of the aids for assembly tasks described in Section 2.1 require the user to press a button in
order to indicate that a step has been completed. This section examines how applications can use
computer vision to automatically determine when steps have been completed. This frees users
from having to use their hands to press a button on a wearable device after they have completed
each step of a task.

A user wears a mobile device with a camera (such as a Google Glass). The mobile device
gives the user an instruction, waits for them to complete this, and then gives them the next
instruction. Completing a step might require adding a part to the assembly, removing a part
from the assembly, or repositioning the object in order to give the camera a certain view. The
application must determine when a step is completed based on images from the camera. It is
important to avoid false positives, which are instances where the application determines that a
step has been completed before it actually has been. False positives cause the application to give
the user a new instruction before the previous step gets completed, which results in a poor user
experience. When a false negative occurs, the application will not give the user a new instruction
after they have completed a step. However, false negatives can typically be corrected by slightly
rotating the assembly, which will give the camera a different view of the object and thus get the
classifier to assign a correct label. False negatives result in a suboptimal user experience, but
they are less disorienting than false positives.

Developers must train computer vision models to recognize when each step of the task has
been completed. They must also train the models for each error state that they want the applica-
tion to be able to recognize. Unfortunately, there is a combinatorial explosion in the number of
possible error states, which we address in Chapter 5.

This chapter presents the approaches we have developed to detect the step of a physical task
that is shown in an image, in the context of WCA. We wanted to develop something that takes
an image captured by a headset camera, and determines the step of the task that is shown in that
image. If a user has made a mistake that the application was developed to recognize, we want
the application to be able to recognize this as well.
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3.1 Hierarchical Decomposition
Inspired by Simon’s argument that all complex systems are made up of smaller systems [81],
we argue that any object that is assembled from more than ten parts can be decomposed into
sub-assemblies. The CAD programs Autodesk Inventor and Intergraph Smart 3D both represent
assemblies as a hierarchy [23, 31]. Epshtein and Ullman [35] utilized hierarchies of visual fea-
tures to recognize objects. Gong et al. [43] automatically identified subassemblies of assembled
objects based on CAD files. They utilize features such as the number of other parts that a certain
part touches, or the amount of surface area that two touching parts share.

The lower bound of ten parts comes from our firsthand experience developing WCA appli-
cations. We have successfully developed applications for objects assembled out of ten or fewer
parts without splitting the task into subassemblies. However, for objects assembled using more
than ten parts, splitting the task into subassemblies has proven to be a useful technique.

This technique is applicable to tasks with multiple levels of sub-assembly hierarchies. An
assistant for a task involving multiple sub-assemblies is effectively a series of independent ap-
plications. Once the user completes one sub-assembly, they will automatically be taken to the
assistant for the next one. If the sub-assemblies must be connected together after that, there will
be an assistant for these steps as well. Tasks can be broken into sub-assemblies the same way
that long documents can be broken into chapters, sections, and subsections. Sub-assemblies near
the top of the hierarchy are going to be made up of multiple levels of sub-assemblies below them.
Hierarchical Decomposition can be used to split a task that requires hundreds of steps, or even
thousands of steps, into sub-assemblies that can be assembled in 10 steps or fewer. Our initial
WCA applications were all for 10 step tasks. It thus made sense to develop WCA applications
for longer tasks as a series of tasks that required 10 or fewer steps.

Figure 3.1 shows two of the sub-assemblies of a Stirling engine. Our application uses a
different pair of computer vision models for each sub-assembly. The code selects the correct pair
based on the current step that the user is working on. Each step involves attaching a piece to one
sub-assembly. None of the sub-assemblies involve more than 8 steps. Splitting the task up into
sub-assemblies thus simplifies the scope of the problem to developing a set of assistants for 8
step tasks.

The number of steps required for each sub-assembly is not something that we have any fixed
rules about. The optimal number of steps for a sub-assembly may vary based on the task. How-
ever, limiting the number of steps to 10 worked well for all of the applications that we have
developed.

Figure 3.2 shows how a model motorcycle can be broken up into three sub-assemblies. The
Stirling engine has a single large base, but the motorcycle is simply assembled from small pieces.
Therefore, assembling the motorcycle requires an additional set of steps at the end, to connect
the sub-assemblies together.
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Figure 3.1: A stirling engine with two sub-assemblies highlighted

(a) The fully-assembled model

(b) Sub-assemblies

Figure 3.2: A model motorcycle from a Meccano Erector kit. The sub-assemblies are first
assembled from smaller components. Next, the user combines the sub-assemblies together into
the fully-assembled motorcycle. The application uses a fine-grained image classifier and an
object detector for the final steps of putting the 3 sub-assemblies together. In these final steps,
each of the 3 sub-assemblies is treated like a part that the user is attaching to the final object
being assembled.
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Figure 3.3: The architecture of our WCA applications. The dashed lines represent a Wi-Fi
connection. The solid lines represent a connection over Gigabit Lan. The dotted lines represent
data transmission between components on a single cloudlet.

3.2 Two Stage Process
An assembly task involves attaching components to form an object. The object is made up of the
components that are assembled together, so it must be larger in size than any of the individual
components. A part that gets attached in one step of the task might be a lot smaller than the
whole object. For example, one step might ask the user to insert a single screw into a large metal
engine. Having the user move their head close to the part they just attached, in order to give
the camera a better view of how the part was attached, would make it easier for computer vision
models to determine when a step has been computed. However, this would be cumbersome for a
user.

Instead, the application should work while a user keeps their head in a position that feels nat-
ural for completing a task. This requires the system to determine when a step has been completed
based on an image that contains most or all of the full object being assembled. We accomplish
this using a two stage process, where the system first finds the region of an image that contains
the sub-assembly involved in a step. It then crops the image around this region, and the next
model determines if the step has been completed based on the cropped image.

This process is similar to the two stage process used by Gebru et al. [42]. The first stage
involves finding the region of the image that contains the subassembly that a user is working on,
using Faster R-CNN [75]. Next, the image is cropped around this region, and the cropped region
is classified using Fast MPN-COV [61]. There is one Fast MPN-COV model per subassembly.
The Fast MPN-COV model has one label for each step of the task that is part of this model’s
subassembly. The classification result therefore indicates the step of the task that is shown in an
image. The application considers a step to be complete when an image from the camera feed
is classified as the label corresponding to the next step. The architecture for our applications is
shown in Figure 3.3. Chapter 6 compares the accuracy of two stage process with single object
detection and image classification DNNs.
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3.2.1 Re-Using Labels
A single label may correspond to multiple steps of a task. For example, a kit might contain
two identical subassemblies that get assembled on their own, before being connected to the rest
of the kit. The steps required to assemble both of these subassemblies will be identical. The
subassemblies do not get connected to the rest of the kit until after they have been assembled,
so there will not be any visible differences while the user is assembling one or the other. The
application can therefore use the same sequence of outputs from a computer vision model for
both subassemblies. However, two consecutive steps cannot share the same label.

The application considers a step to be completed when images are classified with the label
corresponding to the next step. If the next step had the same label, the application would think
that the user completed a step immediately after the step was started. For example, imagine that
a developer trained a fine-grained image classifier that had a label corresponding to two curved
metal bars attached together. Creating an application with two consecutive steps that asked the
user to show the attached two bars would not work. The application would see that the second
“attached two bars” step was completed immediately after the first one, because the completion
of both steps corresponds to the same output from the image classifier. This issue is illustrated
in Figure 3.4.

The issue described in this section results from the fact that some visual change needs to
occur in order for the application to determine that a step has been completed. A developer
with two consecutive identical steps can likely combine the instructions from both steps together
into one single step. Another option is to break up the consecutive steps by adding a step in
between them that asks the user to clear everything off the table and then show the empty table
to the camera. The only requirement is that the completion of each step must cause some visual
change to occur, because this is the method the application uses to determine when a step has
been completed.

3.2.2 Training
We performed transfer learning from pre-trained models, rather than training models from scratch.
Our Fast MPN-COV models were pre-trained on ImageNet 2012 [76] and our Faster R-CNN
models were pre-trained on COCO 2017 [62]. We used a PyTorch [71] implementation of Fast
MPN-COV and a TensorFlow [20] implementation of Faster R-CNN.

3.2.3 Error Correction
Developers can train fine-grained classifiers to recognize specific mistakes that a user of a WCA
application might make when trying to complete a task. An error state requires training data, the
same way other steps of the task do. When a frame gets classified as depicting an error state, the
user is given instructions about how to correct this. Chapter 5 provides further discussion about
handling errors with WCA applications.
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Figure 3.4: The issue with identical consecutive steps. The sequence of steps depicted in the
top row cannot be supported by our techniques because the two consecutive steps are identical.
There is no visually apparent difference between the two images in the top row. The sequence
of steps depicted in the bottom row is acceptable because the identical steps are not consecutive.
The image in the middle is different from the images on the right and left.

3.2.4 Development Tools
We expanded the Ajalon tools [72] to support the two stage process described in §3.2. Ajalon
previously only supported a single object detector, which was sufficient for toy examples such as
the sandwich described in [30]. However, more complex assembly tasks require the use of mul-
tiple object detectors and multiple fine-grained image classifiers. Our improvements to Ajalon
allow developers to have the application use different computer vision models as a user pro-
gresses through a task. This results in a single application that will automatically start giving
users instructions for the next sub-assembly after they have completed the previous one.

3.3 Our Applications
To validate our approach, we developed WCA applications for three real assembly tasks. We
trained models for these applications using real videos that were recorded using a smartphone.
The videos were manually annotated with bounding boxes using Intel’s Computer Vision Anno-
tation Tool (CVAT). We cleaned up our dataset by computing the perceptual hash values of every
image. For all sets of images with identical perceptual hash values, we removed all but one of
the images. This resulted in a set of images that all had unique perceptual hash values. We have
integrated CVAT and code to remove frames with identical perceptual hash vales into the Ajalon
toolchain.
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Figure 3.5: The steps detected by our Stirling Engine WCA application. The blue rectangles
represent subassemblies. Each subassembly corresponds to a different Fast MPN-COV model.

We have posted1 all of the artifacts required to run these applications, along with videos
showing them being used. We describe each application below in Sections 3.3.1 to 3.3.3.

3.3.1 Stirling Engine
The Stirling Engine WCA application guides users through disassembling a Stirling engine. Fig-
ure 3.1 depicts the fully-assembled Stirling Engine. This task requires 22 steps. All of the parts
are made out of metal, with the exception of one ring that is made out of silicone. Some steps just
require removing a single screw, and the engine looks very similar before and after these steps
have been completed. We split the task into four subassemblies, which are shown in Figure 3.5.

Several steps of the task involved removing screws from the engine. The labels for these
steps indicated the number of screws visible in the frame, rather than being unique to the specific
step of the task. For example, in Figure 3.6, the first and third steps were both given the label
“2 Black Screws.” The training script for Fast MPN-COV randomly flips images horizontally, so
we did not want the label to depend on the orientation of objects. The initial steps for this task
all require removing screws or flipping the engine to show screws that were previously occluded.
Therefore, every step changes the number of screws that are visible. Designing the workflow this
way made the computer vision tractable.

We found that illuminating the engine with a table lamp increased the accuracy of the appli-
cation beyond what we could achieve with overhead room lighting. We lit the object the same
way when capturing training data and using the application.

1https://cmusatyalab.github.io/roger-thesis/
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2 Black Screws 2 Black Screws1 Black Screw 1 Black Screw

Remove 1 screw Flip Engine Remove 1 screw

Figure 3.6: Four states from our WCA application for a Stirling engine. The steps look visually
similar aside from the number of screws that are visible. The text in colored boxes are the labels
that our image classifier was trained on. Note that some different steps were given the same
label, but consecutive steps must have different labels. The text in the white boxes describes
the actions users take to complete a step.

We created a second version of the Stirling Engine application to guide users through assem-
bling the engine. This version used the exact same computer vision models as our application for
disassembly. However, the application requires the labels to be observed in the opposite order,
because the order of steps is reversed.

3.3.2 Ikea Cart
Our next application provides guidance for users assembling an Ikea Raskog utility cart. The
fully assembled cart is depicted in Figure 3.7. The task requires twenty steps to complete suc-
cessfully. However, the cart has two pairs of identical components that must be assembled the
same way. Therefore, four of the steps are repeats of earlier steps. The application uses the same
label in cases where steps are identical. Thus there were 16 labels, that each corresponded to
the 16 unique steps. In addition, we developed the application to detect one error state, so there
were 17 possible labels that our models could output. We split the task into three subassemblies,
which are shown in Figure 3.8.

The repeated steps are repeated in pairs. For example, step 1 is performed, followed by step
2. Then both are repeated. Repeating steps in pairs avoids the situation where two consecutive
steps correspond to the same label from the classifier.

3.3.3 Toy Car
The last application guides users through assembling a model car. The fully assembled model car
is shown in Figure 3.9. This task requires 28 steps, which we split into 6 subassemblies. These
steps and subassemblies are shown in Figure 3.10. The computer vision models output a unique
label for each step of the task.
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Figure 3.7: The fully assembled utility cart
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A

A-1 A-2 A-3 A-4 A-5 A-6 A-7

B

B-1 B-2 B-3 B-4

C

C-1 C-2 C-3 C-4 C-5 C-6

Figure 3.8: The steps detected by our Ikea WCA application. The blue rectangles with rounded
corners represent subassemblies. The sequences of steps in white rectangles ([A-1, A-2] and
[A-3, A-4]) are repeated. The error state (B-4) appears in the red circle.
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Figure 3.9: The fully assembled model car
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A

A-1 A-2 A-3 A-4 A-5

B

B-1 B-2 B-3

C

C-1 C-2

D

D-1 D-3D-2

E

F

E-1 E-2 E-3 E-4 E-5 E-6 E-7

F-1 F-2 F-3 F-4 F-5 F-6 F-7 F-8

Figure 3.10: The steps detected by our Toy Car WCA application. The blue rectangles represent
subassemblies.
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Figure 3.11: Images of the toy car and Ikea cart kits, before and after being cropped

3.4 Implementation Details
We captured images at 1920x1080 pixels, and transmitted these to the cloudlet at their full reso-
lution. This is the highest resolution that Android CameraX’s ImageAnalysis use case supports.
After processing the images with Faster R-CNN, the application crops them around the region
that likely contains the object. The cropped image is resized to 448x448 pixels and then classi-
fied by Fast MPN-COV. By starting with a large initial image, we ensured that the cropped image
would be at least 448x448 pixels. Figure 3.11 shows examples of images before and after being
cropped.

The code for many computer vision models is written to run inference on batches of images
that are stored on disk. The torchvision package contains functions for loading images from
disk, in batches. Using these models in WCA applications requires modifying the code to run
the models on images being transmitted over the network, one by one. The input batch size must
be set to 1, because anything larger would require building up a queue of images that would be
run through the model together as a single input. A larger batch size would improve the frame
rate for inference, but hurt the latency in an interactive application.

Live data must be as similar as possible to the data that the models are trained on. For exam-
ple, converting a JPEG image to raw pixel values using OpenCV will result in slightly different
values than using Pillow will. We observed that our Fast MPN-COV model performed signif-
icantly better with images opened using Pillow than with images opened using OpenCV. The
training images were opened using Pillow, but we did not expect opening JPEGs with OpenCV
and Pillow to result in different color values.

Processing images while a user is in the middle of a step wastes bandwidth and computing
resources on cloudlets. In addition, it might lead to an application mistakenly believing that
a step has been completed before it actually has been. We did not train our models on any
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(a) Two Images with identical perceptual hash values

(b) An image with a perceptual hash value that is different from the images in Figure 3.12a

Figure 3.12: Images with identical and different perceptual hash values

images of the assemblies in partially completed states. We experimented with a filter that will
only run images through the DNNs when a certain number of consecutive frames have identical
perceptual hash values. This essentially means that a certain number of images in a row all had
to look very similar. This will only occur when there is no motion in the frame, and the camera is
not moving. Figure 3.12 shows examples of images with different and identical perceptual hash
values. Requiring a sequence of images to look similar reduced the number of frames that had to
be processed using DNNs, and it helped avoid cases where the application erroneously detected
completed steps. This technique worked well for WCA applications running on a smartphone
mounted to a tripod. But it was less effective for WCA applications running on a Google Glass,
due to the motion of the user’s head. Instead, we required a sequence of sequential images
to be assigned the same label by the classifier. This helped avoid cases where the application
mistakenly believed a step had been completed while a user was still in the middle of it. But it
did not save computing resources on the cloudlet, because every frame had to be processed.

3.5 Guidelines for WCA Developers
We spent a significant amount of time planning out our applications before we began any devel-
opment work. The first part of planning involved establishing what each step of the task should
be. In particular, a developer should take pictures of what each completed step should look like
and write the text for each instruction.

3.5.1 Subassemblies
Steps that begin with showing a new part to the camera should be the start of a new subassembly.
For example, steps A-1, B-1, C-1, and D-1 in Figure 3.10 all start with a new part. Steps that
involve rotating or repositioning the object being assembled were sometimes chosen as the start
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of a new subassembly. Steps B-1 and B-4 in Figure 3.5 both involve rotating or repositioning,
but we chose to make step B-1 the start of a new subassembly while we did not make step B-4
the start of a new subassembly. None of our applications used a step that involved adding a part
to the object being assembled as the start of a new subassembly.

3.5.2 Training Data
It is important to collect training data for each step of the task using a variety of camera angles,
backgrounds, and lighting conditions. After training a model, test it on new data that was not
included in the training or validation sets. If the performance of the model is not acceptable,
create a new training set that includes test images that were classified incorrectly. Then train a
new model using this set. The new model should then be evaluated on a different fresh test set
that has not been used for anything.
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Chapter 4

Accelerate WCA development with
synthetic training images

Training the DNNs that are used by WCA applications for physical assembly tasks requires
thousands of labeled images. Capturing and labeling these images requires substantial effort.
Bounding boxes must be drawn around the region of each image that contains the object being
assembled. The bounding box must then be labeled with the step of the assembly process that
is depicted in the image. Collecting and labeling a training set of images is a major barrier to
entry for anyone who wants to develop a WCA application for a new task. For example the
Ikea Cart application described in Section 3.3.2 had 17 different states. Labeling images to train
the models used by this application took over 50 person hours using Intel’s Computer Vision
Annotation Tool (CVAT). This time-consuming and labor-intensive aspect of WCA is the biggest
bottleneck to its widespread adoption. Enabling developers to build WCA applications without
collecting or labeling training images would significantly help make WCA applications practical
for real world tasks.

Previous papers have proposed the use of synthetically generated images for training sets. In
this approach, pre-labeling is done by construction [51, 85, 47, 50, 73, 84, 34]. Since programs
that generate synthetic images have information about the objects that are visible and their lo-
cations, there is no need for manual input of this information. In addition, synthetic images of
objects can easily be rendered in a wide variety of different lighting conditions and environments.
In contrast, capturing real images of objects in a variety of conditions requires the images of the
object to be captured in every such environment. Overall, the use of synthetic data may save
considerable manual effort.

This chapter presents our experience training DNNs for WCA applications for three assembly
tasks, using synthetic training images.

4.1 Meccano Erector Kit
In this section, we ask how well synthetic images work for creating a WCA application for
assembling a Meccano Erector Kit. We use the following procedure to answer this question. We
first generate a set of synthetic (pre-labeled) images using the Unity Perception package [27].
Unity is a video game engine that includes 3D graphics rendering capabilities and CAD tools.
The Perception package was created by Unity to enable the creation of object detectors from
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Figure 4.1: Examples of synthetically generated images

CAD models instead of real images that had to be labeled with bounding boxes. This package
can create thousands of images, and it will render the subassembly in a different location in each
one. It outputs a label file with each image, that contains the coordinates that the subassembly
in that image was rendered at. This eliminates the need to manually label images with bounding
boxes.

After generating the synthetic images with Unity, we train computer vision models on this
data. Next, we collect and manually label a set of real images for the same task, and then train
computer vision models on this data. Finally, we compare the accuracy of these two families of
models on a held-out test set of real images. Our results show that models created with a training
set size of 75,000 synthetic images perform slightly better than models created with roughly
15,000 real images. However, this ordering is reversed when fewer synthetic images are used for
training.

The Meccano Kit assembles into a model bike. The fully assembled model is depicted in
Figure 4.2. It is made from over 50 parts. However, to limit the amount of work required to
separate the CAD model into subassemblies, this work will only separate the bike into three
subassemblies. The fine-grained classifiers we trained for this kit had 5 output labels. Three
of the labels were for the individual subassemblies, and the remaining two were for the steps
required to put the subassemblies together.

4.1.1 Generating Data
We found a computer-aided design (CAD) model for the Meccano kit on the community website
GrabCAD1. This CAD model appears to have been created to replicate the physical Meccano
pieces, rather than being the same model that was used to manufacture the pieces. In particular,
we noticed a number of differences between the CAD model and the actual Meccano parts. We
selected textures for each part of the model, trying to match the appearance of the physical object
as closely as possible. We generated synthetic images using the Unity Perception Package [27].
The default setup for this package fills the background of the images that are generated with
objects that the network should learn to ignore. Figure 4.3 shows an image generated using this
default setup.

1https://grabcad.com/library/meccano-9550-002-1
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Figure 4.2: The fully assembled model bike
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Figure 4.3: A synthetic image showing part of the bike model. The background is filled with
distractor objects that the network should learn not to identify. The background objects are part
of the Unity Perception package, and were not customized for the Meccano kit.
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Figure 4.4: Bounding boxes with and without padding. The white bounding box has no
padding. The Unity perception package uses bounding boxes without padding. The green
bounding box has padding. Our dataset uses bounding boxes with padding.

The Unity Perception Package allowed us to make some of the individual parts of the CAD
model invisible. This enabled us to generate synthetic images for each step of the task. For
a given step, we specified the parts of the subassembly that were visible. We were then able
to generate thousands of synthetic images for this step. The perception package generated a
label file for each synthetic image, that specified the coordinates of a bounding box around the
subassembly and a label name corresponding to the step of the task that was shown in the image.

We trained a Faster R-CNN object detector using this data. The Unity package creates a
file with bounding box and label information, and we converted this to the format used by the
TensorFlow Object Detection API. The perception package drew bounding boxes tightly around
the objects. We added padding to these bounding boxes, to make them more like our hand-
drawn labels (which also had some padding). Figure 4.4 shows bounding boxes with and without
padding. Training the object detector on images with padding resulted in the object detector
returning bounding boxes with some padding. This resulted in higher intersection over union
scores when evaluating our object detectors on test data with hand-drawn labels.
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Figure 4.5: Our first attempt at making our synthetic images look more realistic. This image is
meant to look like an object sitting on a wood floor. The models need to work on real images,
so the synthetic images should look as realistic as possible.

Unfortunately the training process for this model did not converge. This might have occurred
because it is difficult to differentiate the object we want to detect from the brightly colored
distractor objects in the background. We attempted to fix this issue by removing the background
objects from the image, and then we tried to make the objects look like they were sitting on
a wooden floor. We accomplished this by placing the object at the bottom of the 3D scene in
Unity and texturing the floor of the scene with an image of wood from Adobe’s collection of
stock images. Figure 4.5 shows one of these images. The Faster R-CNN model trained on this
data converged; however, it performed poorly. One issue that we noticed was the object detector
mistakenly detected lines in the wood floor as being a model bike assembly. Figure 4.6 shows an
example of such an erroneous detection.

We were able to correct this issue by using 15 additional background textures and randomiz-
ing the lighting in the scene and the position of the camera. We did not conduct an experiment
to determine the minimum number of background textures that are required to achieve good per-
formance. We have posted our code2. Figure 4.7 shows some examples of this data. Figure 4.8
shows some of the background images that we used.

After training the Faster R-CNN object detector to find the location of a subassembly, we
trained a Fast MPN-COV classifier to determine the step of the task that is shown in the region
found by the Faster R-CNN model. Henceforth, we will use the term model pair to describe a
Faster R-CNN object detector and a Fast MPN-COV classifier created using the same training
set. The two stage process was required to achieve acceptable accuracy. Section 6.2.1 examines
using a single model instead of the two stage process.

2https://github.com/exiaohuaz/data-gen
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Figure 4.6: Our model incorrectly detected a line in the floor as an object of interest. The green
bounding boxes are regions of the image in which the model detected an object.

Figure 4.7: Synthetically generated images from our final set. The models trained on this data
performed well.
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Figure 4.8: Examples Images from Adobe Stock that we used as background textures

4.1.2 Results
We evaluated our model pipelines based on accuracy, which is the percentage of images in the
test set that were classified correctly. This is equivalent to both top-1 accuracy and micro F1
score. Classification tasks are typically evaluated using top-K accuracy, which looks at the K
labels that the model outputs as being most likely. If any of the K labels are correct, the output
is considered correct. The value of K is varied based on what seems reasonable for the specific
task. Setting K to 5 makes sense for a dataset like Imagenet, with 1000 different labels. However,
all of our models were trained on labels for a single subassembly. Each subassembly was built in
under 10 steps, so our models had fewer than 10 output labels. In addition, a WCA application
can only give a user one instruction at a time. Our classifiers must reliably output the one correct
label in order to be useful. We thus chose top-1 accuracy as our evaluation metric, rather than
selecting a larger value of K.

All of our training and testing data relates to uncluttered environments with good lighting.
We assume that a human using a WCA application can correct environmental issues to reduce
classification complexity. For example, the user can increase the amount of light shining on
an assembly, or remove clutter from the background. Assuming near-optimal environmental
conditions for a WCA assembly task is thus reasonable.

We trained one model pair on real data that was manually labeled with bounding boxes and
class labels (15,477 images). The remaining model pairs were trained on synthetic data sets
of varying size (12,000, 25,000, 50,000 and 75,000 images). The labels for these images were
generated by Unity. We compared the accuracy of these model pairs.

Our test set consists of 4490 real images that are not included in any training set. Table 4.1
presents our results. We observe that the model trained on real data performs better than the
models trained on synthetic datasets with 12,000, 25,000, and 50,000 images. However, this
relationship is reversed for a model trained on 75,000 synthetic images. Somewhere between
50,000 and 75,000 images lies the cross-over point at which the increased number of synthetic
images more than compensates for their lower realism. Changing the quality of the synthetic
data, changing the quality of the real data, or changing the amount of real data could change the
location of the cross-over point.
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Dataset Type Training Set Size Accuracy
Synthetic 12,500 69.6%
Synthetic 25,000 79%
Synthetic 50,000 84.1%
Synthetic 75,000 89%
Real 15,477 84.5%

Table 4.1: Classification results for model pairs trained on data for the Meccano kit. Accuracy
is the percentage of our 4490 test images that the model pairs classified correctly.

4.2 Toy Plane
The next kit we generated synthetic images for was a toy plane that was made up of 3D printed
plastic parts. This kit contained six unique parts, and required four steps to assemble. Figure 4.9
shows what the physical kit looks like when it is fully assembled. Figure 4.10 shows the CAD
models for the individual parts while Figure 4.11 shows the CAD models for the assembly steps.

We downloaded the CAD file for this kit from the community website Cults3, and then 3D
printed the kit using this file. We will refer to objects generated from a CAD model that we have
access to as being “born digitally.”

We captured real images of the 3D printed parts using a smartphone camera, labeled these
images with CVAT [1], and trained a model pair on this data. A review of the labeling confirmed
that there were no errors. Next, we generated synthetic training images using the Unity Percep-
tion Package. Figure 4.12 contains examples of these images. Afterwards, we trained model
pairs on sets of these synthetic images, with varying sizes.

All of our model pairs for the toy plane were tested on a set of 14,996 real images that was
separate from any of the images used during training. The results of these tests are shown in
Table 4.2. All of our model pairs that were trained on synthetic images performed better than
the model pair trained on 39,643 real images. This was different than what we observed with
the Meccano kit. The model pair trained on 75,000 synthetic training images of the Meccano kit
outperformed the model pair trained on real images of the Meccano kit. However, the model pair
trained on real images of the Meccano kit outperformed all of the model pairs trained on fewer
than 75,000 synthetic images. One possible reason that synthetic data was more effective for
the toy plane than the Meccano kit is that training on synthetic data might be more effective for
objects with simpler surfaces. The toy plane is made out of simple plastic, while the Meccano
kit is made out of more complex metals. The model trained on 12,500 synthetic images might
have gotten high accuracy on our test set because the toy plane’s parts are all made out of non-
reflective plastic.

To further investigate why all models trained on synthetic images of the toy plane outper-
formed the model trained on real images, but the model trained on real images of the Meccano
kit outperformed some of the models trained on synthetic images, new training and test sets of
real images of both kits should be collected and labeled. The experiments should be repeated

3https://cults3d.com/en/3d-model/game/toy-plane-assembled-by-bolts-and-nu
ts
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Figure 4.9: The fully assembled model plane kit. All parts are 3D printed plastic.

Figure 4.10: CAD models for the individual model plane parts

Figure 4.11: CAD models for the model plane assembly steps
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Figure 4.12: Synthetically generated training images for the toy plane kit

Dataset Type Training Set Size Accuracy
Synthetic 12,500 87.7%
Synthetic 25,000 89.3%
Synthetic 50,000 90.0%
Real 39,643 76%

Table 4.2: Classification results for model pairs trained on data for the toy plane. Accuracy is
the percentage of our 14,996 test images that the pipeline of models classified correctly.

with this new data, in order to see if the same trend still occurs. If the relative performance of
the models trained on real data still differs, the experiment should be repeated with a different
pair of kits. As with the toy plane and Meccano kit, one kit should be made out of simple plastic,
while the other kit should be made out of complex metals.

As we observed with the Meccano kit, the accuracy of our models for the toy plane increased
with the size of the training set. However, the increases in accuracy were less dramatic than the
increases in accuracy for the Meccano kit, because the model pair trained on the smallest dataset
achieved a high accuracy.

4.3 Phone Sanitizer
The final kit we generated synthetic training data for was a sanitizer for a smartphone. This kit
contained a large metal base and several plastic parts. Figure 4.13 shows the kit fully assembled.
The kit contained four unique parts, and there were five steps required to assemble it. Thus there
were 9 output labels from the fine-grained classifier.

As with the toy plane, this kit was born digitally, and we had access to the CAD files that the
parts were manufactured from. We generated synthetic training images for the sanitizer using
the Unity Perception [27] package and Autodesk A3D [89]. Figure 4.14 shows images from the
training set that was generated using Unity while Figure 4.15 shows images from the training
set that was generated using A3D. Both sets of data were used to train model pairs that were
then evaluated on 60,129 real images. As with all data that we labeled in this work, we reviewed
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Figure 4.13: The fully assembled Phone Sanitizer
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Figure 4.14: Synthetic images of the phone sanitizer, from the Unity Perception Package

all labeling and confirmed that there were no errors. We trained model pairs on different sized
datasets, as we did with our other synthetic datasets. The results from these evaluations are
presented in Table 4.3. The results from the models trained on images from A3D were noticeably
better than the model pairs trained on the Unity data. We again observed that model pairs trained
on larger datasets performed better.

Unity A3D A3D with Simple Textures
12,500 75% 89.6% 77.3%
25,000 81.2% 91.6% 76.8%
50,000 85% 92.9% 78.84%

Table 4.3: Classification results for model pairs trained on data for the phone sanitizer. The top
row of the table indicates the software used to create the dataset. The left column of the table
indicates the size of the training set. The values in the table are the percentage of our 60,129
test images that the pipeline of models classified correctly.

The textures of the sanitizer parts in the A3D images were more realistic than the textures of
the parts in the Unity images. In particular, the metal surfaces in the A3D images reflect light
more accurately than the metal surfaces in the Unity images. We hypothesized that the realistic
textures were responsible for A3D images resulting in models that were more accurate than the
Unity images. To verify this hypothesis, we generated a set of images using A3D that used much
simpler textures. Figure 4.16 shows examples of these images. We created three different sized
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Figure 4.15: Synthetic images of the phone sanitizer, from Autodesk A3D
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Figure 4.16: Images generated using A3D with simple object textures

training sets using these images. Table 4.3 lists the accuracies of models trained on these sets,
tested on the test set of real images. The accuracy was considerably lower than the models trained
on our original A3D dataset, with the same number of images. This supports our hypothesis that
realistic textures were responsible for the superior performance of the models trained on the A3D
images, when compared with model pairs trained on Unity images.

The model pair trained on 12,500 images was 0.5% more accurate than the model pair trained
on 25,000 images. This is a very small difference in performance, but it is unexpected. One pos-
sible explanation for this difference is that the 25,000 image dataset contained a set of particularly
problematic images that were not in the 12,500 image dataset. The images might have been prob-
lematic due to lighting or orientation of the subassembly. These problematic images might have
eliminated any benefit that the larger dataset offered. The model pair trained on 50,000 images
was more accurate than either of the model pairs that were trained on smaller datasets.

4.4 Discussion
Capturing and labeling training images for WCA applications is a time consuming process. Us-
ing synthetic images is less labor-intensive, and would simplify development of WCA applica-
tions. We have achieved promising results with this approach for three different assembly tasks.
These results offer the tantalizing promise that using synthetic data might eliminate the need to
manually capture and label images in order to develop WCA applications for assembly tasks.

Wang et al. [89] note several ways that A3D could be improved to make images look better.
The first change they propose is increasing the variation in how objects are positioned. Currently,
Auto3D renders all objects in a scene with a single texture. Wang et al. [89] propose an improve-
ment that would allow parts to be rendered with different textures. In addition, Wang et al. [89]
propose to increase the variation in camera positions used to render the scene. We believe that
all of these proposed changes, especially the improvements to camera positioning, could result
in better training data for the types of computer vision models that we use. In addition, software
tools liked Autodesk A3D and the Unity Perception package can be made easier to use. A devel-
oper must create individual CAD files for each step of a task. For example, if the models must
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recognize a certain kit with a screw inserted and without that screw inserted, the developer must
create a CAD file showing the kit before this screw is removed and another CAD file showing
the kit after this screw is removed. Open Workflow Editor allows a developer to specify a task
using a flowchart. Adding the ability to specify the parts of a CAD model that get inserted or
removed during a task step would make it easier to develop WCA applications for kits that are
born digitally. In addition, integrating tools for automatic Assembly sequence planning [43] into
these programs would improve WCA application development.

After a developer has generated synthetic images, the number of manual steps required to
achieve a working WCA application is still very high. Autodesk A3D and the Unity Perception
package both output annotations in different formats. The developer must convert these into
the format used by the TensorFlow Object Detection API, and create another copy in the format
used by the Fast MPN-COV implementation. Afterwards, the developer must start training object
detectors and fine-grained images classifiers needed by the application. The developer must then
create a flowchart in Open Workflow Editor that specifies the task instructions and the models
that should be used at each step of the task. We are actively working to simplify this process by
automating the workflow of transformations.
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Chapter 5

Escalation to Human Experts

The techniques presented in the previous chapters allow WCA applications to detect states that
the developer trains models to handle. The developer can provide example images of the object
after each step has been done correctly. However, there are many possible ways that an object
can be put together incorrectly. It is not possible to collect images of every mistake that someone
completing a task might make. People using these applications in the real world are going to
reach some states that the models were not trained for. As Dr. Reynold Xin once said, “A
machine learning model is only as good as the data it is fed [67].” Our models can signal to our
application that an image “looks most similar to this set of images from the training data.” These
models are not capable of a more general understanding, such as “the long brass piece is screwed
on upside down.”

Detecting all possible error states would require us to have examples of these states in our
training data. There is a combinatorial explosion in the number of error states, compared to
the number of correct states, so collecting training data for every possible error is not practical.
Instead, we handle errors that our models were not trained to recognize by having people com-
pleting tasks call a human expert from the application. Detecting all possible error states using
the computer vision techniques described in the previous chapters is impractical. However, al-
lowing users to call human task experts to correct errors is practical. Escalation to human experts
is thus a necessary component that helps make WCA applications practical for real world tasks.

When a user calls an expert, the user’s camera feed during these calls can be recorded, and
these recordings can provide data to train models to recognize these errors in the future. This
allows us to follow a DevOps strategy when developing these applications. A team of developers
can launch an initial version of a WCA application that detects a small number of error states.
As the application gets used, and people call in to get help with new errors, the developers can
improve the application to detect these errors. Over time, this process will increase the number
of error states that our application can detect.
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5.1 Experts Without Automation
Several commercial products allow a remote human expert to help a user through an assembly
task. Examples of such systems include Microsoft Dynamics 365 Remote Assist [4], Webex
Expert on Demand [14], AMA XpertEye [17], and Vieaura [13]. The person completing the
task wears a headset with a camera, but the expert must be on a call with a single user for the
duration of an entire task. A task expert’s time is valuable. We believe that integrating wearable
cognitive assistance with human assistance will allow products like these to scale from requiring
experts to work one on one through each step of the task to enabling experts to help multiple
users concurrently.

5.2 Calls With Human Experts
The computer vision models that our applications use are not perfect. In order to handle cases
where a model makes a mistake, our applications allow the user to start a call with a human who is
an expert on the task being completed. The human expert sees a feed from the user’s camera and
they can talk the user through correcting problems. In addition, the expert can change the step
that the application thinks the user is in the middle of, and then the user can continue to receive
guidance from the application after the call ends. The application can also be modified to suggest
calling the expert, if a user has been stuck on a step for a certain amount of time. However,
additional research is required to determine what should trigger a suggestion to call the expert.
Potential options include triggering a suggestion after the application has seen a sequence of
frames with identical perceptual hash values, or simply a certain amount of time passing without
the user advancing a step. In addition, it might not be necessary to suggest calling the expert in
the first place, as users have the option to start the call at any point. Figure 5.1 shows options for
task guidance systems that use human experts.

When we train models for WCA applications, we consider each state of a task to be one
object. Open World Object Detection [55] is an active area of research into models that can learn
to detect previously unlabeled objects. However, this does not help with recognizing such an
object the first time it is seen. WCA applications need to handle all errors, even ones that have
not been seen before. A human who is an expert on the task can do this.

Correcting error states in WCA applications can be done on the order of tens of seconds to a
few minutes, unlike driving a car which might require sub-second response times. It’s perfectly
acceptable for the user to press a button to call for help from an expert, if the application does
not detect that a step has been completed after a certain amount of time. The user will then be
connected to someone who is an expert on this task. The expert will see the camera feed from the
headset and talk back and forth with the user to help them get back to a state that the computer
vision models can handle. The expert will also have the ability to update the application’s state,
so the user can continue receiving automated guidance from an earlier or later step after the call.
This workflow is depicted in Figure 5.2.

We connect users to task experts using Zoom, which offers SDKs for several platforms [19].
The user runs an Android application on a smartphone or Google Glass, which starts a call with
the expert using Zoom’s Android SDK. The human expert uses a web application that incor-
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Figure 5.1: The design space of remote expert assistance systems for assembly tasks. Our
system primarily guides users with a WCA application. Users must explicitly press a button to
start a call with a human expert.
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Figure 5.2: The workflow followed to request help from a human expert

porates Zoom’s Web SDK. The components of the system are shown in Figure 5.3. Figure 5.4
shows a screenshot of the application used by the human expert. The expert’s web application
allows them to see the user’s camera feed, as well as the step that the user is currently working
on. The application works for any WCA task that was created with Open Workflow Editor. The
code can be modified to use a different video calling service in the future.
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User Server

DNN

Task Expert 

WebSocket

Zoom

Figure 5.3: The components of a WCA application with human assistance. The user primarily
receives guidance from a server running a DNN. If the user reaches a point where the automated
assistance fails, they can switch over to receiving guidance from a human expert over a video
call.

Figure 5.4: A screenshot of the web application used by the human task expert. The feed from
the user’s camera is shown on top. The task steps are shown on the bottom. The step that the
application believes the user is currently working on is surrounded by the blue box. Clicking
on a different step will change the current step to the one that was clicked on.
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5.3 Simulating Call Centers
Supporting a large number of people using WCA applications at the same time would require
multiple human experts answering support calls. It is important to employ enough experts to
ensure that wait times are reasonable. However, having too many experts working at one time
will create unnecessary expenses.

We developed a simulation that people running a call center for a WCA application could
use to determine the number of experts they should have available to assist the users who call for
help.

There is a large body of work examining wait times for call centers [29, 45]. Our work is
different because we simulate a user completing a task with a WCA application. A single user
might call the expert multiple times, if they get stuck on multiple steps. In addition, we model
user patience, to determine the amount of time a user will wait before calling the expert.

5.3.1 A Simple Model
Kendall’s notation is used to describe queuing models, by specifying the arrival process, the
distribution of service times, and the number of servers [57]. The arrival process determines how
the amount of time between calls to the expert should be sampled. The amount of time that a
user and an expert spend on a call with each other is the service time. The number of servers
refers to the number of experts.

M/M/N is an example of Kendall’s notation, where the queue has a Poisson arrival process,
a Poisson service time distribution, and more than one server. The time between events for a
Poisson arrival process follows an exponential distribution. An exponential distribution has the
probability density function λ∗e−λx when x is above 0. As shown in Figure 5.5, it takes the form
of a negatively accelerated decreasing function of x, where the rate of decrease is governed by λ.

The M/M/N model is sometimes called Erlang-C. It has been used to model call centers [29].
Expected wait times for an M/M/N model can be computed using Formula 5.1 and Formula 5.2,
which appear in [82]. These formulas compute precise values rather than approximations. Wait
time is the period between when a user requests help, and when the user gets connected to the
expert. We measure this in seconds. These formulas are a function of the variables listed in
Table 5.1.

E[Wait for M/M/N] =
Lq
λ

(5.1)
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Figure 5.5: The PDFs for the distributions that Simulation 1 samples from. PDF stands for
probability density functions. The inter-arrival times and service times were both sampled
from exponential distributions.

Lq Expected number of people waiting for an expert
λ Average arrival rate. Equivalent to 1/(inter-arrival time). We compute inter-arrival time

by taking the average of the inter-arrival samples from our simulation. The units for λ
are 1/seconds.

µ Average service rate. Equivalent to 1/(service time). We computer service time by
taking the average of service time samples from our simulation. The units for µ are
1/seconds.

n The number of experts working in the call center.

Table 5.1: The variables used to compute expected wait time for users in an M/M/N queue

Simulation 1

We compared the wait times from Formula 5.1 with a simple Monte Carlo simulation that we
will call Simulation 1. The simulation modeled users calling in, waiting until an expert in the call
center is available to speak, and then the user and the expert are on the call for a certain amount
of time. There is a single queue for all users waiting for an expert, and it is serviced in first in,
first out (FIFO) order. An expert will service the next call from the queue as soon as they finish
their current call. The M/M/N queue assumes that all call inter-arrival times are independent of
service times and other inter-arrival times. If a user had the option to give up on waiting, this
would violate the independence assumption. Our models do not allow the simulated users to give
up on waiting. We ran the simulation with different numbers of experts. The experiment was
repeated 10 times, with different random values, for each setting of the number of experts.
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Inter-Arrival Times
Distribution Type Exponential
λ 1 / 60 seconds
Service Times
Distribution Type Exponential
λ 1 / 180 seconds

Table 5.2: Parameter values for the distributions that Simulation 1 samples from

The inter-arrival time between calls coming in was sampled from an exponential distribution.
The lengths of calls were sampled from an exponential distribution with a lower value of λ. These
two distributions are depicted in Figure 5.5. Samples were generated using SciPy [86]. Unfor-
tunately we did not have any real data to help inform the parameter values for our distributions.
Therefore, we picked parameter values that seemed reasonable based on our experiences with
WCA applications. Table 5.2 lists the parameter values used for Simulation 1. Figure 5.6 shows
how the waiting times from our simulation and the formula vary as we increase the number of
experts. The average arrival rate and average service rate that we plugged into Formula 5.1 were
computed based on the inter-arrival times and service times that were sampled by the simulation.
The wait times from Formula 5.1 match the wait times from the simulation well. This is expected
because Formula 5.1 computes precise values, rather than approximations.

Figure 5.6: The waiting times resulting from Simulation 1 and Formula 5.1. The time values
were sampled from the distributions shown in Figure 5.5. The number of users in the system
varies as described in Section 5.3.1.

The system occupancy, which is computed according to Formula 5.3, cannot exceed 1. Oth-
erwise, calls will arrive faster than they can be answered, and the queue will continue to grow the
longer the simulation is run. We thus only report results for cases where the system occupancy
is below 1.
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ρ =
λ

Nµ
(5.3)

The number of users in the system at any given time was not fixed. Instead, it is a function
of the arrival process, service times, and the amount of time users spend waiting in the queue.
Increasing the number of experts while leaving all other parameters the same will decrease time
spent in the queue, which will reduce the number of users in the system overall.

5.3.2 Lognormal Service Times
Service times are exponentially distributed in the M/M/N model. However, two studies of logs
from actual call centers have shown service times to be lognormally distributed [29, 45]. A
normal distribution follows a bell curve, with mean µ and standard deviation σ. If ln (X) follows
a normal distribution, this means thatX is lognormally distributed. Figure 5.7 shows an example
of a probability density function for a lognormal distribution.

Figure 5.7: The PDFs for the distributions that Simulation 2 samples from. The inter-arrival
times were sampled from an exponential distribution. The service times were sampled from a
lognormal distribution.

The probability density function for a lognormal distribution is:

1

xσ
√
2π

exp

(
−(ln(x)− µ)2

2σ2

)
Lognormal service times require an M/G/N model, which has a Poisson arrival process, more

than one server, and allows for any distribution of service times. Brown et al. [29] examined the
expected call center wait time using Formula 5.4, which is an approximation of an M/G/N queue.

E[Wait for M/G/N] ≈ E[Wait for M/M/N] ∗ 1 + (σs ∗ µ)2

2
(5.4)

E[Wait for M/M/N] is computed according to Formula 5.2. σs is the standard deviation of
service times. µ is the average service rate. Note that the average service time is 1/µ.
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Inter-Arrival Times
Distribution Type Exponential
λ 1 / 60 seconds
Service Times
Distribution Type Lognormal
σ 0.4 log(seconds)
µ log(180 seconds)

Table 5.3: Parameter values for the distributions that Simulation 2 samples from

Simulation 2

We modified Simulation 1 to sample service times from a lognormal distribution, but we kept
the exponential distribution for inter-arrival time samples. We will refer to this version of the
simulation as Simulation 2. The distributions for Simulation 2 are depicted in Figure 5.7, and
the parameters of these distributions are listed in Table 5.3. The results from the simulation
and Formula 5.4 are shown in Figure 5.8. The average arrival rate and average service rate
for Formula 5.4 were computed based on the inter-arrival times and service times that were
sampled by the simulation. The waiting times from the simulation were slightly higher than the
waiting times from the formula in every case. We believe this difference is due to the fact that
Formula 5.4 is just an approximation. In addition, the formula is approximating a queue with an
arbitrary probability distribution for service times. Thus it is more general than our simulation,
which specifically uses a lognormal distribution for service times.

Figure 5.8: The waiting times resulting from Simulation 2 and Formula 5.4. The time values
were sampled from the distributions shown in Figure 5.7. The system occupancy was greater
than 1 when there were fewer than 4 experts, so we do not have results for these cases for the
reasons that we describe in Section 5.3.1. The number of users in the system varies as described
in Section 5.3.1.
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5.3.3 Simulating All Steps
We expanded our simulation to model users completing an entire task with a WCA application.
We will refer to this version as Simulation 3. Rather than starting at the point that a call comes
into the call center, we also model users receiving automated guidance and calling for help if
they get stuck. The simulation includes user patience, which is the amount of time a person is
willing to spend on a step, before they give up and call the expert. Most steps of the task will be
feasible. This means that a user will eventually complete the step if they spend enough time on
it. However, a user’s patience is finite. In addition, some steps might be infeasible, which means
that the user cannot complete them without calling the expert. Infeasible steps could be a result
of incorrectly manufactured parts, bad lighting, or poorly trained machine learning models. It is
therefore in the user’s best interest to give up on a step and call the expert at some point.

Simulation 3 models users from the point they begin the task. We will refer to the time that
the user starts the task as the entrance time. The amounts of time in between sequential entrance
times (which we will henceforth call inter-entrance times) are sampled from an exponential dis-
tribution. The number of users completing the task at any given point is a function of the arrival
process, and the lengths of time that it takes users to complete the full task. The simulation mod-
els users completing the task according to the process described in Algorithm 1. This process is
repeated for each simulated user. The simulation allows users to work in parallel. However, if
a user calls for help while all experts are busy, they must wait in a queue for service. As in the
previous simulations, all users wait in a single queue that is serviced in FIFO order.

for step in task do
sample patience length;
sample step feasibility;
if step feasibility is 1 then

sample step length;
if step length ¡ patience length then

Pause for step length;
User completes step successfully;

else
Pause for patience length;
User calls expert for help;

end
else

Pause for patience length;
User calls expert for help;

end
end

Algorithm 1: The process simulating one user completing a task using a WCA application

Simulation 3 samples from distributions used in existing literature. Patience length is sam-
pled from a generalized Pareto distribution. Probability theory considers patience lengths to be
extreme values [91]. A generalized Pareto distribution can be used to model extreme values.
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The generalized Pareto distribution has parameters for location (µ), scale (σ), and shape (ξ). µ
is equivalent to the mode of a generalized Pareto distribution, rather than the mean. σ is not
the standard deviation of a generalized Pareto distribution. The probability density function of a
generalized Pareto distribution is:

1

σ

(
1 +

(
ξ ∗ x− µ

σ

))−(1/(ξ+1))

Xiong et al. [91] found a generalized Pareto distribution to be a good fit for samples of time
that people waited before crossing streets, while the crossing signal was telling them not to cross.

Step feasibility was sampled from a Bernoulli distribution. A Bernoulli distribution models
events with two possible outcomes. It uses a single parameter p, which is the probability of one
outcome. Probability values must sum up to one, so the probability of the other outcome is 1−p.

Step length was sampled from an exponentially modified Gaussian distribution. An expo-
nentially modified Gaussian random variable is the sum of two independent random variables;
one that is exponentially distributed and one that is normally distributed. Dawson [32] suggested
sampling response times from an exponentially modified Gaussian distribution. Figure 5.9 shows
the generalized Pareto and exponentially modified Gaussian distributions that were used.

When the sampled step feasibility value is 1, and the patience length value is smaller than the
step length value, the user will call the expert for help. This represents a user giving up on a step
that is feasible. One can increase the proportion of steps that a user will give up on by shifting
the step length distribution to the right and/or shifting the patience length distribution to the left.

Figure 5.9: The PDFs for the distributions that Simulation 3 samples from. Patience length is
sampled from a generalized Pareto distribution and step length is sampled from an exponentially
modified Gaussian distribution. Sampling from these distributions resulted in users giving up
on about 2.5% of feasible steps.

55



The samples from the exponential distribution that were used to determine Inter-entrance
times for users starting the task are shown in Figure 5.10. The times at which a user in our
simulation called for help are shown in Figure 5.11. We fit an exponential curve to both of these
sets of data. The R2 for the exponential fit was 0.99 for the inter-entrance times. This strong
exponential fit is expected, because these times were drawn from an exponential distribution.
The exponential fit for the inter-arrival times of users calling for help had an R2 of 0.983. This
indicates that Simulation 2, which simply models calls coming in with exponential inter-arrival
times, might be accurate enough for modeling call centers for WCA applications.

Figure 5.10: Inter-entrance time samples from Simulation 3. The inter-entrance time samples
for users starting the task are shown in blue. These were drawn from an exponential distribution.
We fit an exponential curve to this data, which is shown in red.

Figure 5.11: Inter-arrival times for help calls that resulted from Simulation 3. We fit an expo-
nential curve to this data, which is shown in red.
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Step Lengths
Distribution Type Exponentially modified Gaussian
µ 60 seconds
σ 12 seconds
λ 1 / 15 seconds
Patience
Distribution Type Generalized Pareto
µ 100 seconds
σ 40 seconds
ξ 0.1
Step Success
Distribution Type Bernoulli
p 0.95
Inter-Arrival Times
Distribution Type Exponential
λ 1 / 60 seconds
Service Times
Distribution Type Lognormal
σ 0.4 log(seconds)
µ log(180 seconds)

Table 5.4: Parameter values for the distributions that Simulation 3 samples from

Servicing Calls

Our simulation sampled service times from a lognormal distribution. All of the parameters for
the distributions sampled from in Simulation 3 are shown in Table 5.4. The average waiting time
for users in our simulation is shown in Figure 5.12, along with the expected waiting times from
Formula 5.4. There was a huge variation in waiting time across different runs of the simulation
with five experts. However, this variation decreased substantially when we ran the simulation
with six experts. This makes sense intuitively, as there was more of a buffer to handle bursts of
calls coming in.

The simulation results are plotted against the times from Formula 5.4 in Figure 5.13. Fitting a
linear model to these values achieves an R2 coefficient of 0.86. This fit indicates that the waiting
times from the simulation are reasonably well correlated with the waiting times from the formula.
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Figure 5.12: Waiting times from Simulation 3 and Formula 5.4. The standard deviation of
waiting times from the simulation was large when there were five experts. However, increasing
the number of experts decreased this standard deviation. The number of users in the system
varies as described in Section 5.3.1.

Figure 5.13: Waiting times from Simulation 3 plotted against times from Formula 5.4. The
waiting times in Figure 5.12 drop significantly when the number of experts is increased from 5
to 6. Thus there is a large gap between the points in this figure.
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5.4 Extending to Real Call Centers
We did not have data for real workers completing WCA tasks and calling experts for help. We
therefore chose parameter values for the distributions that our simulations sampled from based
on our experiences developing and using WCA applications. In order to make our work helpful
for a practitioner staffing a call center for a real WCA application, we developed a tool that runs
our simulations based on real data for a specific WCA application. In order to use this tool, a user
inputs data samples collected from a call center. The required samples are lengths of task steps,
lengths of user patience, lengths of calls, inter-entrance times of workers, and the probability of
a user completing a step correctly.

The tool is available as a Google Colab notebook. Google Colab is a web based service for
running Python code. A Colab notebook can also be downloaded and run locally as a Python
script or a Jupyter notebook. We have posted the tool publicly1 under Version 2.0 of the Apache
License. All of the source code is available at that link. There is a version of the tool that allows
users to copy and paste data samples into a web form, and a second version that allows users to
upload data as CSV files. After a user uploads data, the notebook fits distributions to this data and
runs the simulation with samples from the newly-fitted distributions. The notebook generates a
graph similar to Figure 5.12.

5.5 Exploring Parameter Space
This simulation allows us to see how average wait time changes, when we modify one variable
and leave all other variables constant. Although the quantitative outcomes will depend on the
specific source distributions, which were parameterized here based on observation of previous
WCA applications, the results of these simulations illustrate the pronounced increases in wait
time that occur given a shift in critical parameters, such as greater incidence of infeasible steps,
reduced user patience, or inclusion of more long steps that lead users to call on the expert.

We ran these simulations with nine experts. We sample from the same distributions used in
Simulation 3. The simulation was run ten times for each variable value we tested.

5.5.1 Varying the Proportion of Feasible Steps
This experiment varied the proportion of steps that a user could complete. A feasible step is one
that a user can complete if they spend enough time on it. However, a user might choose to give
up and call the expert before the step is complete. Users are guaranteed to complete a feasible
step if they spend enough time on it. However, the user might actually give up and call the expert
before they have spent the time necessary to complete the step. An infeasible step cannot be
completed unless the user calls the expert. Results are shown in Figure 5.14. As the proportion
of infeasible steps increases, the average waiting time increases. This is because an increase in
the number of infeasible steps will increase the number of calls to the expert.

1https://cmusatyalab.github.io/roger-thesis/
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Figure 5.14: Average wait times resulting from changing the proportion of feasible steps. These
wait times were fit by a second-order polynomial as shown, with an R2 value of over 0.99. This
indicates a steep cost as a WCA application is penetrated by infeasible steps, for example,
due to ineffective image processing or manufacturing error. As we describe in Section 5.5.1,
feasible steps are those that are completable, but a user may still give up on a feasible step and
call the expert.

5.5.2 Varying Patience Length
Patience length is the amount of time that a user is willing to spend trying to complete a step,
before calling the expert. The average waiting time that resulted from different average lengths of
patience are shown in Figure 5.15. Increasing average patience length will increase the number
of steps that users will complete on their own without calling the expert. The number of calls to
experts therefore decreases. Thus the average waiting time decreases as average patience length
increases.

5.5.3 Varying Length of Feasible Steps
This experiment varied the average amount of time that a user must spend in order to complete
a feasible step. Figure 5.16 shows the results of this. Increasing average step length increases
the likelihood that a step will take longer than a user’s patience length. This results in more calls
being made to the expert. Therefore, increasing average step length increases the average waiting
time.
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Figure 5.15: Average wait times resulting from changing users’ simulated patience. Given the
current parameters, with nine experts available, the waiting times move from a scale of minutes
to hours when the patience length is doubled from 40 sec to 80 sec. A Generalized Pareto
distribution, which is what we use to sample patience lengths, is parameterized by its mode.
This is thus the parameter that we vary, in order to change patience length samples.

Figure 5.16: Average wait times resulting from changing the average step length. Step length
refers to the amount of time it took to complete a step that was feasible. See Section 5.5.1
for how we define a feasible step. Given the current parameters, with nine experts available,
doubling the average step length from 80 sec to 160 sec moved waiting times from essentially
no waiting to over 2 hours.
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5.6 Limiting the Number of Active Users
WCA applications might be licensed for use by a certain number of people at any given time. We
will henceforth use the term “active users” to refer to the number of people using an application
at a given time. For example, an organization might buy a license for a WCA application that
supports 10 active users. If 10 people from this organization are using the application, and an
11th person tries to start using it, the 11th person will be given an error message saying that
the organization only paid for a license for 10 active users. This error message will prevent the
application from starting.

This licensing strategy has the advantage of limiting the resources required to support appli-
cation users. The licenses could be specific to a particular location. In this case, a provider could
provision cloudlet resources at that location in order to support the number of active users that
a license allows. In addition, limits on the number of active users make it easier to decide how
many human experts to have available in the call center.

We created a version of our simulation that included a limit on the number of active users.
We will henceforth call this version Simulation 4. Simulation 4 is identical to Simulation 3 while
the number of active users is below the limit. Once the number of active users reaches the limit,
new users will be unable to start the task. One of the active users must complete the task, which
will cause the number of active users to drop below the limit, before a new user will be allowed
to begin the task. Users attempt to begin the task according to the same Poisson arrival process
used in Simulation 3. However, if a user attempts to begin the task while the number of active
users is equal to the limit, they will leave the simulation without starting the task.

Figure 5.17 shows the average waiting times that resulted from running Simulation 4 with
different limits on the number of users. Figure 5.18 shows the number of experts that were
required to achieve certain average wait times for users in the queue.

Figure 5.17: Average wait times resulting from Simulation 4. We varied the number of experts
and the limit on the number of active users allowed in the simulation.
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Figure 5.18: The number of users that were serviced under certain wait time thresholds. These
numbers were obtained from Simulation 4. As expected, the number of users increased as we
increased the number of experts.

5.7 Summary
In order to help users correct mistakes that they make completing an assembly task with the help
of a WCA application, we added a call functionality to our applications. Users can press a button
to request help from a task expert, who can see the user’s camera feed and talk back and forth
with the user. We developed and evaluated Monte-Carlo based tools to predict the number of
experts that must be available to help a given set of users.
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Chapter 6

Device and Cloudlet Implementation

This chapter describes a new version of the Gabriel software framework that we developed for
WCA applications. Next, it examines DNNs that can be run on mobile devices, and how these
models can be used in WCA applications to reduce the bandwidth and latency consumed by
each WCA application user. The new software framework contains modular components that
allow developers to implement WCA applications in a scalable and maintainable way. Reduc-
ing bandwidth and latency consumption are critical for the scalability and practicality of WCA
applications in real world settings.

6.1 Software Framework
We developed a new version of the Gabriel software library for WCA applications [5]. The
primary function of this library is to transmit data from mobile devices to cloudlets, and to
obtain results in a timely manner for WCA, in spite of networking delays and cloudlet load.
WCA applications require responses shortly after a user completes a step, so we always want to
process the newest frame possible. We never want to build up a queue of stale data to process.
The library accomplishes this using a flow control mechanism similar to the one proposed by Ha
et al. [48].

6.1.1 Motivation
The library we developed replaces an earlier implementation. The code for this earlier implemen-
tation had become unmanageable. It was tightly coupled around sending single image frames,
and we wanted the ability to send chunks of consecutive frames in order to support activity recog-
nition in WCA tasks. We also needed multiple clients to share one cloudlet, which the old code
did not support. Developing a new version of the platform allowed us to use modern technologies
such as Python 3, WebSockets, and asyncio. A key goal with the new version of the platform was
making it easy to work with. We published server and client libraries to package repositories,
so that developers can easily include them in Python and Android code. Our code includes a
special case for Gabriel workflows that involve a single cognitive engine, thereby lowering the
implementation complexity of simple WCA applications.
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6.1.2 Key Abstractions
We use the abstractions of “sources” and “cognitive engines.” A source is anything that produces
data on a mobile device. It could be a stream from a sensor such as a camera or microphone. A
source might also be a filter that runs on the device, analyzes all frames produced by a sensor,
but then only forwards some of these frames to the cloudlet. We use the term “early discard” to
refer to filters like this. A cognitive engine runs on a cloudlet and processes data. A cognitive
engine will process one frame of data at a time. A frame could be a single image, a short clip of
audio or video, or set of readings from a different type of sensor. Note that a frame refers to a
reading from one sensor, not multiple sensors.

All of the WCA applications we have developed just have a single cognitive engine pro-
cessing images from a single camera source. However, our framework supports workloads with
multiple sources and multiple cognitive engines. Multiple cognitive engines may consume data
from the same source, but we restrict each cognitive engine to consuming data from one source.
This reduces the complexity of cognitive engines.

Cognitive engines are all implemented in Python. Developers implement a single function
that takes a frame as its input parameter and returns a list of results when it completes. Cognitive
engines that do not need to return results to mobile devices can just return an empty list.

Flow Control

Our flow control mechanism is based on tokens. A token represents a frame that a client is
waiting to have processed. A cloudlet operator sets the number of tokens that are given to a
client. Clients have a set of tokens for every source. For example, if a client has two sources,
and the number of tokens on the cloudlet is set to 1, the client will be given one token for each of
the two sources. The cloudlet operator sets the number of tokens based on the amount of latency
that is acceptable for a given application. When a client sends a frame to the cloudlet, it gives up
a token for this source. The cloudlet returns the relevant token when the function processing the
frame returns. A client will drop all frames from a source, until it gets a token for this source.
Clients and cloudlets communicate using the The WebSocket Protocol [16], which is built on
TCP. Therefore, tokens will never be lost due to packet loss.

Applications that are very latency sensitive, such as wearable cognitive assistance, will be run
with a single token per source. Applications that can tolerate higher latency can be run with more
tokens. Multiple tokens will allow frames to be transmitted while the cloudlet is busy processing
other frames. This may cause frames to be buffered on the cloudlet, if the cognitive engine takes
a long time to process earlier frames. As a result, there might be a significant amount of time
between when a frame is captured and when it gets processed. However, using multiple tokens
does avoid periods where the cloudlet does not have any frames to process because it is waiting
for the next frame to be sent over the network. Increasing the number of tokens thus increases
the possible delay before a frame gets processed but reduces the amount of time the cloudlet is
idle. It also reduces the number of dropped frames. The number of tokens is thus a parameter
whose increase will increase the framerate for applications that can tolerate higher latency.

Consider a network with latency so high that transmitting a frame from a client to the cloudlet
takes longer than processing the frame on the cloudlet. If the number of clients is low, the cloudlet
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operator can increase the number of tokens that clients are given. This will cause a queue of
unprocessed frames to form on the cloudlet. It will also cause clients to send a larger number of
frames to the cloudlet, rather than dropping them. However, the amount of time between a client
sending a frame, and receiving a result back for the frame will increase. It is therefore advisable
to run latency sensitive applications, such as WCA, with a single token per client.

When multiple cognitive engines consume frames from the same source, the token for a
frame is returned when the first cognitive engine finishes processing the frame. A Client will
only receive a result from the first cognitive engine that finishes processing a frame, and it will
not get additional results or tokens when other engines finish processing the same frame. Our
server library keeps a queue of input frames for each source. When multiple clients produce
frames from the same source, such as two smartphones both capturing images with an RGB
camera, these frames are put into the same queue. Figure 6.1 shows an example of how frames
are inserted into queues.

Client - 1

RGB Camera

Client - 2

RGB Camera

Server

Infrared Camera

Infrared Camera

Microphone

RGB Camera Queue

Infrared Camera Queue

Microphone Queue

Figure 6.1: Two Gabriel clients that produce frames from multiple sensors. The arrows repre-
sent frames being inserted into queues on the server.

One of our design goals for this new version of Gabriel was to ensure that frames get con-
sumed at the rate that the fastest cognitive engine can process them. An instance of Gabriel
running with a single cognitive engine that processes camera images at 30 FPS should return
tokens to clients at a consistent rate, with or without a second cognitive engine that processes
frames at 15 FPS. In other words, the addition of a slower cognitive engine should not change
anything from the client’s perspective. The rate tokens are returned is the same if Gabriel is run
with one fast cognitive engine, or if it is run with the same fast cognitive engine and a second
cognitive engine that is slower.

Our second goal was to ensure that cognitive engines do not get stale frames because they are
slow. If a fast engine processes multiple frames in the time it takes a slow engine to process one
frame, the slow engine should not be given all of the frames that were given to the fast engine.
This would create an increasingly large queue of stale frames for the slow engine.

We accomplish these goals by having two possible things happen when a cognitive engine
finishes processing a frame.

1. If the frame that was processed is the most recently removed frame from the queue, a new
frame is removed from the queue and sent to the cognitive engine for processing.
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2. If the processed frame is the not most recently removed frame, no new frame is removed
from the queue, and the cognitive engine is sent the existing most recently removed frame.

This process is illustrated in Figure 6.2.

Frame 36

Most recently 
removed frame

Cognitive Engine 2Cognitive Engine 1

Frame 36 Frame 35

Cognitive Engine 2 finishes processing Frame 35. It is given Frame 36, which is the most recently removed frame.

Queue

Frame 39 Frame 38 Frame 37

Frame 36

Most recently 
removed frame

Cognitive Engine 2Cognitive Engine 1

Frame 36

Queue

Frame 39 Frame 38 Frame 37
Frame 36

Cognitive Engine 1 finishes processing Frame 36. A token is returned to the client that sent Frame 36. Frame 37 is 
removed from the queue, and becomes the most recently removed frame. Frame 37 is also given to Cognitive Engine 1.

Frame 37

Most recently 
removed frame

Cognitive Engine 2Cognitive Engine 1

Frame 37

Queue

Frame 39 Frame 38
Frame 36

Tim
e

Figure 6.2: Two cognitive engines consuming frames from the same queue

A cognitive engine finishing processing the most recently removed frame represents this
cognitive engine being the fastest. However, this process still works if the amount of time that
cognitive engines take to process frames varies, and the fastest engine changes. The decision is
solely based on whether or not the frame that has just been processed is still the most recently
removed frame.

Workflow

Almost all of our applications use a single cognitive engine. Our server code runs workflows
like this as a single Python program. A WebSocket server is run in the main process, and the
cognitive engine is run in a separate process using Python’s multiprocessing module. Inter-
process communication is done using the multiprocessing module’s Pipe function. For workloads
that require multiple cognitive engines (such as the one depicted in Figure 6.3), the WebSocket
server is run as a standalone Python program and each cognitive engine is run as a different
Python program. The Python programs communicate with each other using ZeroMQ [18]. All
Python programs can be run on a single cloudlet, or they can be run on different cloudlets.

We have developed client libraries for Python and Android. These include networking com-
ponents that communicate with our server code using WebSockets. The libraries also contain
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Figure 6.3: A Gabriel workflow with two clients and three cognitive engines

functions to capture images with a camera and transmit the latest frame whenever a token is avail-
able. The Python library uses OpenCV [28] to capture images while the Android library uses
CameraX [3]. Our Python code has been published to The Python Package Index (PyPI) [10, 8]
and our Android code has been published to Maven Central [2].

6.2 Leveraging Mobile Device Hardware
This section considers running shifting some (or all) of the computations for WCA applications
from cloudlets to mobile devices. This leverages on-device computation to reduce bandwidth
and cloudlet usage.

6.2.1 Accuracy Comparisons
We compare the accuracy of models and model pairs that developers can use in WCA applica-
tions. Some of these models can be run directly on mobile devices or on cloudlets, while others
can only be run on cloudlets.

Running a Single Model

In an attempt to develop extremely lightweight versions of our applications, we considered using
a single DNN, rather than the pipeline described in §3.2. We used data from four of our appli-
cations, which is summarized in Table 6.1. The training set contains images that were labeled
with a bounding box around the subassembly. The test set contains images that are distinct from
the training set, but were not labeled with bounding boxes. WCA applications need to indicate
the step of a task that is shown in a camera feed, but they do not need to provide bounding box
coordinates for any parts in the image. Our evaluation thus did not examine bounding box coor-
dinates, so we did not label any test images with bounding boxes. All images in the training and
test sets were assigned a class label, indicating the step of the task that was shown in the image.
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Set Size
Name Description Training Test
Stirling Assemble a heat engine from metal parts 9598 10010
Meccano Build a model bike from metal parts 15477 4490
Toyplane Build a model helicopter from 3D printed plastic parts 55000 14996
Sanitizer Assemble a sanitizer for a smartphone from metal and plastic

parts
49956 60129

Table 6.1: A summary of the data used for the experiments in Chapter 6. Set sizes are measured
in number of images. Each dataset corresponds to one of our WCA applications.

Meccano Stirling Sanitizer Toyplane
Resnet 50 69.8% 26.3% 68.3% 56.4%
EfficientDet-Lite0 75.2% 53.7% 79.3% 51.1%
EfficientDet-Lite1 71.1% 53.8% 84.1% 63.5%
EfficientDet-Lite2 75.2% 57.8% 84.9% 59.8%
Fast MPN-COV 73.5% 52.0% 84.0% 78.0%
Faster R-CNN 72.3% 50.7% 91.0% 67.5%

Table 6.2: Classification accuracy for standalone DNN models. Accuracy is the percentage of
images that the model classified correctly. The highest accuracy for each application is in bold.

For each application, we trained a Resnet 50 [49] image classifier, three different sized Ef-
ficientDet [83] object detectors, a Fast MPN-COV [61] classifier, and a standalone Faster R-
CNN [75] object detector. We then evaluated these models on the test set for the relevant appli-
cation. When evaluating object detection results, we ignored bounding box coordinates and just
checked if the class label for the detected object with the highest confidence score was correct.
Table 6.2 lists the accuracy of these models.

Running a Pipeline of Models

The results in Table 6.2 leave a lot of room for improvement. We next evaluated an object detector
and an image classifier used in a pipeline, as described in §3.2. Our standalone image classifiers
were trained and tested on uncropped images, while the image classifiers in our pipeline setup
were trained on images that were cropped to just contain the subassembly. When testing the
pipeline, we ran the object detector on uncropped images. Then, we cropped the image around
the bounding box returned by the object detector, and then ran the image classifier on this cropped
image. Figure 6.4 shows examples of cropped and uncropped images. The results of these
pipelines are presented in Table 6.3.

The accuracy of the best pipeline was better than the accuracy of the best standalone DNN
for all of our applications. Faster R-CNN and Fast MPN-COV was the best pipeline for all of
our applications except Stirling, where EfficientDet-Lite2 and Resnet 50 worked better. This
highlights the need for WCA application developers to determine the models that work best for
their specific application.
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Figure 6.4: Images showing steps from the Stirling and Meccano tasks. Uncropped images are
on the left and cropped images are on the right.

Meccano Stirling Sanitizer Toyplane
EfficientDet-Lite0 and Resnet 50 75.0% 85.1% 87.9% 69.8%
EfficientDet-Lite0 and Fast MPN-COV 82.0% 78.4% 79.3% 77.2%
EfficientDet-Lite1 and Resnet 50 74.6% 70.3% 87.7% 70.9%
EfficientDet-Lite1 and Fast MPN-COV 81.7% 66.6% 79.3% 77.7%
EfficientDet-Lite2 and Resnet 50 75.0% 91.0% 89.1% 70.1%
EfficientDet-Lite2 and Fast MPN-COV 81.5% 86.0% 80.6% 76.6%
Faster R-CNN and Fast MPN-COV 84.5% 80.9% 92.9% 81.9%

Table 6.3: Classification accuracy for pipelines. Pipelines consist of an object detector, fol-
lowed by an image classifier. Accuracy is the percentage of images that the model classified
correctly. The highest accuracy for each application is in bold.
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Device Google Glass Enter-
prise Edition 2

Magic Leap 2 Vuzix Blade 2

Year Launched 2019 2022 2022
Weight 51 g 260 g 93 g
Computing Hardware Qualcomm Snap-

dragon XR1
AMD Zen 2 and
AMD RDNA 2

Quad Core ARM
CPU

External Compute Pack No Yes No
Spatial Mapping No Yes No

Table 6.4: The smart glasses that we profiled our applications on. The values in the “Computing
Hardware” row came from the tech specs advertised by the device manufacturer.

Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
EfficientDet-Lite0 and Resnet 50 480 ± 14 161 ± 3 2031 ± 27
EfficientDet-Lite1 and Resnet 50 661 ± 46 183 ± 7 2423 ± 155
EfficientDet-Lite2 and Resnet 50 958 ± 9 222 ± 3 3072 ± 73

Table 6.5: Inference time for one frame, in milliseconds. For each cell, the average comes
before the ± sign and the standard deviation comes after.

6.2.2 On-device WCA
The EfficientDet [83] object detector and Resnet 50 [49] image classifier can be run on certain
Android devices using TensorFlow Lite. This allows developers to create WCA applications that
run some or all of their computations on mobile devices instead of cloudlets. However, Fast
MPN-COV and Faster R-CNN cannot currently run on mobile devices [11, 12].

We developed versions of our applications that ran EfficientDet and Resnet 50 pipelines di-
rectly on mobile devices. We profiled our applications on the three devices listed in Table 6.4.
All three devices run Android, which allowed us to re-use our code across all of the devices.
Inference Time
We first measured the amount of time it took to process an image through the two-DNN pipeline.
We accomplished this by storing our test set on the devices, and running code that looped through
each image. Inside the loop, our code ran the pipeline of models that was being timed. The code
logged the elapsed time every 20 frames, based on Android’s uptime counter. Each pipeline was
run for five minutes. Table 6.5 lists all of these times.

Chen et al. [30] conducted user studies to determine acceptable latency bounds for WCA
applications. They found tight and loose latency bounds, which they describe as follows:

“The tight bound represents an ideal target, below which the user is insensitive
to improvements, as measured, for example, by impact on performance or ratings of
satisfaction. Above the loose bound, the user becomes aware of slowness, and user
experience and performance is significantly impacted.”

The tight latency bound for an assembly application was 600 ms, and the loose bound was 2700
ms. Table 6.6 lists the largest pipeline that meets the these latency bounds on each device.
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Tight Bound Loose Bound
Google Glass EE 2 EfficientDet-Lite0 and Resnet 50 EfficientDet-Lite2 and Resnet 50
Magic Leap 2 EfficientDet-Lite2 and Resnet 50 EfficientDet-Lite2 and Resnet 50
Vuzix Blade 2 None EfficientDet-Lite1 and Resnet 50

Table 6.6: The largest pipeline that meets tight and loose latency bounds. “Largest” refers to
the number of parameters used for the pipeline’s version of EfficientDet. The latency bounds
were determined by Chen et al. [30]. The accuracy of these pipelines is listed in Table 6.3.
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Figure 6.5: Power consumption for headsets running EfficientDet inference in a loop. The y-
axes of these graphs do not start at zero. These values were sampled every 100 ms. Each dot
on the graph represents one sample. The repeated values indicate that the current and voltage
readings that Android provides access to are updated less frequently than 100 ms. As we
describe in Section 6.2.2, the Magic Leap consumed significantly more power than the other
devices that we tested.

Power Consumption

We measured the amount of power that each of these devices used while running the pipelines in
a loop. As with our previous experiments, we ran each pipeline for five minutes. None of these
devices had user serviceable batteries, so we could not measure power consumption based on the
current and voltage that was being supplied to the device by its charger. Instead, we ran our code
with the devices unplugged, and queried for current and voltage readings from Android, using
the BatteryManager class. We multiplied the voltage and current to compute power. Our code
contained a background thread which logged the current and voltage every 100 ms. Figure 6.5
shows graphs of power for all three devices, sampled every 100 ms. Each value repeats several
times, which indicates that current and voltage values were updated less frequently than 100 ms.
Unfortunately, this means that these measurements are somewhat crude.

Table 6.7 lists the power values for each pipeline, running on all three devices. The baseline
measurements were recorded for an application that showed an empty Android activity, but did
not do anything aside from recording current and voltage values in a background thread. Ta-
ble 6.8 lists the percentage increase in power consumption above the baseline, for running each
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Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
Baseline 0.61 ± 0.13 15.1 ± 0.46 0.84 ± 0.15
EfficientDet-Lite0 and Resnet 50 1.43 ± 0.35 18.54 ± 0.37 1.18 ± 0.10
EfficientDet-Lite1 and Resnet 50 1.26 ± 0.29 18.41 ± 0.22 1.24 ± 0.16
EfficientDet-Lite2 and Resnet 50 1.26 ± 0.27 18.55 ± 0.16 1.22 ± 0.13

Table 6.7: Average power consumption, in Watts. For each cell, the average comes before the
± sign and the standard deviation comes after. These measurements were recorded while the
mobile device was running the full pipeline. The baseline application did not carry out any
computation.

Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
EfficientDet-Lite0 and Resnet 50 134% 23% 41%
EfficientDet-Lite1 and Resnet 50 106% 22% 48%
EfficientDet-Lite2 and Resnet 50 107% 23% 45%

Table 6.8: The percentage increase of power consumption, above the baseline

pipeline. Percentage increase was calculated using the formula:

Pipeline Wattage− Baseline Wattage
Baseline Wattage

The Magic Leap 2 consumed over 15 watts running the baseline application. The device’s
depth sensors might have consumed some of this power, or it could have been spatial mapping
code running in the background. None of the pipelines increased the Magic Leap 2’s power
usage by more than 25% of the power consumed by the baseline. The most dramatic increase
over baseline power usage was for EfficientDet-Lite0 and Resnet 50 on Google Glass EE 2, with
an average power usage of 1.43 Watts. However, this still implies a reasonable battery life. A 3.2
Wh battery can supply 1.43 Watts for over two hours.

Our takeaway message is that the reduction in battery life is not a reason for WCA application
developers to be dissuaded from running DNNs on mobile devices. The decision should be made
strictly based on accuracy. The models that can be run on mobile devices were significantly less
accurate than the models that required cloudlets, for three out of the four applications that we
tested. WCA application developers will have to test the accuracy of models trained on data
for their specific applications, in order to determine if on-device models will provide adequate
accuracy.

6.2.3 Split Computing
Split Computing offers a middle ground between offloading all computations to a server, and
carrying out all computations locally. Instead, split computing uses a lightweight “head,” that
runs lightweight computations on the mobile device, and a heavyweight “tail,” that runs the
remainder of the computations on a more powerful server. This reduces the amount of data that
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must be transmitted over the wireless network, and it reduces the amount of computation that is
carried out on the cloudlet.

A large body of work exists exploring split computing applications. Odyssey [69] modified
the Janus speech recognition application to operate in one of three modes. In one of the modes,
a preliminary phase of speech processing was done locally (i.e., the head), and the extracted
information was shipped to a remote server for the completion of the recognition process (i.e.,
the tail). For certain combinations of network bandwidth and device/server capabilities, this split
offered lower end-to-end latency than fully local or fully remote execution. Several subsequent
efforts in split computing [25, 37, 38, 68, 44, 92, 70, 26, 59] were surveyed in 2012 [39].

More recently, machine learning researchers have examined how DNN models can be split
across mobile devices and servers [56, 53, 36, 64]. These works partition the DNNs such that
the output from the subset of the network that runs on the mobile device (the head) is smaller
than the original input to the network. We will henceforth refer to the output from the head
as an embedding. Transmitting the embedding to the server, instead of the original input saves
bandwidth. The embedding is a compressed representation of the input, that the remainder of the
network (the tail) can process accurately. However, there is no clear way to convert an embedding
back to the original input. A 2022 survey [65] discusses a number of recent works on split
computing for DNNs. Unfortunately, modifying the architecture of a DNN for split computing
is difficult [63]. Split architectures exist for common computer vision tasks like object detection
and image classification. However, many developers lack the skills to create split architectures
for tasks that such architectures don’t already exist for.

Implementing the pipeline described in §3.2 using a split object detector is impractical. The
output from a split object detector just contains the bounding box coordinates and class labels
for detected objects. There is no way for the server to obtain a cropped image from the original
embedding that was sent to the cloudlet. Our application would either have to send the entire
image to the cloudlet along with the embedding, or it would have to send the bounding box
coordinates back to the mobile device, and have the mobile device send the cropped image in
some form to run the classifier. The former approach eliminates all of the bandwidth savings
that split computing offers; while the latter approach requires a second round trip to the mobile
device, which increases latency.

We instead realized split computing by running an EfficientDet object detector on a mobile
device, and a Fast MPN-COV classifier on a cloudlet. The client that runs on the mobile device
crops images around the bounding box with the highest confidence score, so only the detected
subassembly remains in the image. This cropped image is then sent to the cloudlet, instead of
the uncropped original. If the object detector does not find a subassembly in the image, the client
does not send anything to the cloudlet. This setup is depicted in Figure 6.6.

Bandwidth Savings

We compared the bandwidth required to transmit all images in full and the bandwidth required to
transmit the cropped images from our split computing strategy. For each of the four applications,
we ran the EfficidntDet-Lite0 object detector that was trained for this application on the full
test set. We recorded the number of bytes required to transmit the images cropped around the
subassemblies detected by the model, and compared this with the number of bytes required
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Figure 6.6: On-device, split computing, and thin client implementations of WCA. The split
computing client only attempts to send an image when the object detector finds a subassembly.
The thin client sends images as rapidly as the Gabriel flow control mechanism allows.
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Stirling Meccano Toyplane Sanitizer
79.2% 52.3% 86.8% 94.2%

Table 6.9: The bandwidth saved by transmitting cropped images. Images were cropped around
the bounding boxes returned by EfficientDet-Lite0.

to transmit the entire test set. Table 6.9 lists the bandwidth savings percentages, which were
calculated using the formula:

Bytes for full images− Bytes for cropped images
Bytes for full images

The bandwidth savings achieved by this strategy is content-dependant. The distance between
the camera and the object being assembled will change how large a subassembly appears in the
image, and this will directly impact the number of bytes required to transmit the cropped image.
The bandwidth savings of techniques such as image compression or DNN-based split computing
vary less based on the specific content in an image.

Transmitting cropped images required less than 50% of the bandwidth than the uncropped
images would have required, for all of our datasets. The savings was over 90% for the Sanitizer
dataset. In many cases, this significant bandwidth savings will be worth the reduction in accuracy
(presented in Table 6.15).

Inference Time

We measured the inference time of our split computing pipelines with code that ran the pipelines
in a loop, similar to our measurements in Section 6.2.2. The loop runs through the images in our
test set, and processes each one locally with an object detector. After an image is processed by
the object detector, it is cropped if the detector finds a subassembly with high confidence. The
crop is then sent to the cloudlet, where it is processed by the classifier. After sending a cropped
image to the cloudlet, the mobile device immediately starts processing the next image. However,
we used a single token for Gabriel’s flow control. The mobile client cannot send a new cropped
image to the cloudlet before the cloudlet finishes processing the previous cropped image. In cases
where the client is ready with the next cropped image before the cloudlet has finished processing
the last one that was sent, the client will wait for the cloudlet to finish processing the last image
before the client sends the next one.

The mobile devices were connected to the internet over Wi-Fi while the cloudlet had a wired
connection to the internet. Figure 6.7 shows this topology. The ping time between the mobile
device and the cloudlet was under 5 ms. The cloudlet had an Intel® Xeon® Processor E5–2699
CPU and an Nvidia GeForce GTX 1080 Ti GPU.

As with our other measurements, we ran each pipeline and device combination for five min-
utes. We logged the elapsed time every 20 iterations of the loop, and then divided the elapsed
time by 20 to compute the per-frame inference time. Table 6.10 lists the averages and standard
deviations of the per-frame inference times. Table 6.11 lists the largest split pipeline that meets
the latency bounds from Chen et al. [30] on each device. Table 6.12 lists the accuracies of the
pipelines from Tables 6.10 and 6.11.
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Figure 6.7: The network connecting mobile devices to the cloudlet. Solid lines represent a
wired connection. The mobile device and cloudlet are in close network proximity to each other.

Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
EfficientDet-Lite0 and Fast MPN-COV 308 ± 22 106 ± 7 1120 ± 47
EfficientDet-Lite1 and Fast MPN-COV 622 ± 186 133 ± 6 1778 ± 210
EfficientDet-Lite2 and Fast MPN-COV 779 ± 38 154 ± 4 2156 ± 65

Table 6.10: Single-frame inference time of split computing pipelines. The EfficientDet models
were run on the device, then crops were sent to the cloudlet, where they were processed by Fast
MPN-COV. These values include the DNN processing times on the device and cloudlet, as well
as the time to send cropped images to the cloudlet and send results back to the mobile device.
For each cell, the average comes before the ± sign and the standard deviation comes after.

Tight Bound Loose Bound
Google Glass EE 2 EfficientDet-Lite0 and Fast MPN-COV EfficientDet-Lite2 and Resnet 50
Magic Leap 2 EfficientDet-Lite2 and Resnet 50 EfficientDet-Lite2 and Resnet 50
Vuzix Blade 2 None EfficientDet-Lite2 and Resnet 50

Table 6.11: The largest split pipelines that meet tight and loose latency bounds. “Largest” refers
to the number of parameters used for the pipeline’s version of EfficientDet. The latency bounds
were determined by Chen et al. [30].

Meccano Stirling Sanitizer Toyplane
EfficientDet-Lite0 and Fast MPN-COV 82.0% 78.4% 79.3% 77.2%
EfficientDet-Lite1 and Fast MPN-COV 81.7% 66.6% 79.3% 77.7%
EfficientDet-Lite2 and Resnet 50 75.0% 91.0% 89.1% 70.1%
EfficientDet-Lite2 and Fast MPN-COV 81.5% 86.0% 80.6% 76.6%

Table 6.12: Accuracy of pipelines from Tables 6.10 and 6.11. This table is a subset of Table 6.3.
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Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
Baseline 0.61 ± 0.13 15.1 ± 0.46 0.84 ± 0.15
EfficientDet-Lite0 and Fast MPN-COV 1.37 ± 0.11 18.03 ± 0.32 1.27 ± 0.10
EfficientDet-Lite1 and Fast MPN-COV 1.23 ± 0.15 18.31 ± 0.21 1.22 ± 0.10
EfficientDet-Lite2 and Fast MPN-COV 1.21 ± 0.16 18.76 ± 0.25 1.24 ± 0.12

Table 6.13: Average power consumption of mobile devices running DNN pipelines. Power
consumption is measured in Watts. For each cell, the average comes before the ± sign and the
standard deviation comes after. These measurements were recorded while the mobile device
ran the object detector and then sent cropped images to the cloudlet, which then ran the image
classifier. The baseline application did not carry out any computation.

Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
EfficientDet-Lite0 and Fast MPN-COV 125% 19% 51%
EfficientDet-Lite1 and Fast MPN-COV 102% 21% 45%
EfficientDet-Lite2 and Fast MPN-COV 98% 24% 48%

Table 6.14: The percentage increase of power consumption, above the baseline

Power Consumption

Similar to Section 6.2.2, we measured power consumption using a background thread that ob-
tained current and voltage values from Android every 100 ms. Our power measurements were
just made on the mobile devices, and the power consumed by the cloudlet was not measured. Ta-
ble 6.13 lists the averages and standard deviations of our power measurements, while Table 6.14
lists the percentage increase over the baseline.

These values are similar to the power values for the pipelines that ran entirely on mobile de-
vices. Split computing does not offer a significant reduction in power consumption compared to
running DNNs entirely on mobile devices. Our discussion about power values from Section 6.2.2
applies to these values as well. Split computing consumes more power on the device than the
thin clients discussed in Section 6.2.4.

6.2.4 Thin Clients
This section compares our on-device implementations of WCA applications with split computing
implementations, and a thin client that runs both DNNs on a cloudlet.

Accuracy

Table 6.15 lists the accuracies for the thin client and the highest accuracies for on-device and split
computing pipelines. The thin client achieved the best performance for all applications except
for Stirling. The best performing pipeline for Stirling can be run in all three configurations.
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Meccano Stirling Sanitizer Toyplane
Best on-device pipeline 75.0% 91.0% 89.1% 70.9%
Best split computing pipeline 82.0% 91.0% 89.1% 77.7%
Thin client 84.5% 91.0% 92.9% 81.9%

Table 6.15: Classification accuracy for pipelines. Pipelines consist of an object detector fol-
lowed by an image classifier. Accuracy is the percentage of images that the model classified
correctly.

Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
166 ± 8 150 ± 8 203 ± 9

Table 6.16: Single-frame inference time for the thin client. Time is measured in milliseconds.
For each cell, the average comes before the ± sign and the standard deviation comes after.

Inference Time

Table 6.16 lists the inference times for all three devices running the thin client for five minutes.
These times include transmitting images to the cloudlet, processing them there, and then trans-
mitting results back to the mobile device. As with our other time measurements, the applications
were run for five minutes, and elapsed time was recorded every 20 frames. These values were
well below the tight latency bounds on all three devices.

The Vuzix Blade 2 could not meet the tight latency bound when running any of the split
computing or on-device pipelines that we tested. The thin client was the only way we were able
to meet the tight latency bound with the Vuzix Blade 2. However, the Google Glass EE 2 and
Magic Leap 2 were able to meet the tight latency bound with some of the split computing and
on-device pipelines that we tested.

Power Consumption

Power measurements for the thin client, averaged over five minute runs, are listed in Table 6.17
along with the baseline measurements and on-device measurements from Section 6.2.2, and split
computing measurements from Section 6.2.4. The baseline application showed an empty An-
droid activity and just recorded current and voltage values in a background thread. Running the
thin client on the Vuzix Blade 2 consumed more power than running the baseline application,
but less power than running any of the on-device or split computing pipelines. The Google Glass
EE 2 consumed slightly more power running the thin client as it did when running the on-device
and split computing pipelines. However, all three of these clients consumed significantly more
power than the baseline. The thin client on the Magic Leap 2 consumed slightly less power than
the baseline application. There isn’t a clear explanation for why this would have happened, but
the difference is fairly small.
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Google Glass EE 2 Magic Leap 2 Vuzix Blade 2
Baseline 0.61 ± 0.13 15.1 ± 0.46 0.84 ± 0.15
On-device 1.26 ± 0.27 18.41 ± 0.22 1.18 ± 0.10
Split computing 1.21 ± 0.16 18.03 ± 0.32 1.22 ± 0.10
Thin client 1.30 ± 0.41 14.26 ± 0.33 1.17 ± 0.09

Table 6.17: Average power consumption for thin clients, in Watts. For each cell, the average
comes before the ± sign and the standard deviation comes after. The baseline application did
not carry out any computation on the device, and it did not have any network communica-
tions. The on-device measurements are the smallest non-baseline value from each column in
Table 6.7, while the split computing measurements are the smallest non-baseline values from
Table 6.13. The thin client measurements were recorded while the mobile device sent an im-
age to the cloudlet, the cloudlet ran the two DNNs, and then sent the result back to the mobile
device.

6.3 Summary
Our new implementation of Gabriel is designed to be maintainable and easy to use. In addition,
it allows connections from multiple users at the same time, which was previously unsupported.

Certain DNNs can run on mobile devices. This enables WCA applications to run entirely
on a mobile device. Another option is to split the computation across a mobile device and a
cloudlet. These options reduce the amount of network bandwidth that the application consumes.
We found DNNs that can run on certain mobile devices with acceptable latency. However, these
models were often less accurate than the DNNs that require more powerful servers.

We achieved the best performance for three out of our four applications offloading all com-
putations to a cloudlet. However, cloudlet resources and bandwidth are limited resources. Split
computing offers a significant bandwidth savings, with a modest cost in accuracy. It is also pos-
sible to run WCA applications entirely on a mobile device, but this hurts accuracy significantly.
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Chapter 7

Conclusion and Future Work

This chapter concludes the dissertation by summarizing our contributions and discussing open
problems and future work that will further our goal of making WCA applications practical.

7.1 Contributions
We address the problem of Scaling Up Wearable Cognitive Assistance for Assembly Tasks that
involve many parts. The thesis we validated is:

Scaling up WCA to complex assembly tasks is challenging because of (a) the difficulty
of vision-based state detection with very small parts in the context of much larger objects
being assembled; (b) the combinatorial explosion of possible error states; and (c) the large
manual effort needed to create accurate DNNs that can reliably determine when task steps
have been completed. These problems can be solved by a combination of (1) hierarchi-
cal decomposition of complex assemblies into modular compositions of subassemblies, (2)
on-demand seamless escalation for live expert assistance, and (3) synthetic generation of
training sets for born-digital components. The resulting solution can be implemented in a
scalable and maintainable way using modular software components. This will enable the
development of WCA applications for more complex tasks, which is a necessary step along
the path towards making WCA applications practical for real world tasks.

We propose computer vision techniques that make it possible to detect when steps of these
long tasks have been completed. We also demonstrate the feasibility of training computer vision
models for WCA using synthetic images. To handle the combinatorial explosion in the number
of errors states for a task, we support escalation to a human task expert, and we create tools to
determine the number of experts required to keep queuing times reasonable. We then redesign
and re-implement the Gabriel software framework for WCA applications, to improve scalability.
These contributions mark an important step towards making WCA applications practical for real
world assembly tasks. Developers need a way to support real world assembly tasks, without
spending an unreasonable amount of time collecting and labeling training images. WCA appli-
cations need some way to guide users who have made errors completing tasks. Lastly, WCA
deployments must scale to multiple users.
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7.2 Future Work

7.2.1 Subassembly Identification
WCA application developers need to split assembly tasks up into subassemblies. This is presently
a manual process, but splitting tasks up automatically would reduce the burden on the developer.
Gong et al. [43] automatically identified subassemblies of assembled objects based on CAD files.
However, they were just concerned with making it as easy as possible for people to assemble the
objects. We are also need to detect completed task steps using computer vision. There are
many ways to split an object up into different subassemblies. The split that results in the easiest
assembly process might make the computer vision task difficult. Subassembly identification
for WCA requires making the assembly process easy, and making the computer vision problem
tractable. On top of this, WCA developers might not have access to the CAD model for a kit.
WCA developers need a way to split objects into subassemblies without using a CAD model.

7.2.2 Detecting Environmental Issues
Our computer vision models might output an incorrect label if the object being assembled is
positioned at an awkward angle, or if the lighting in a room is too dim. WCA applications
have no way of detecting when one of these issues has occurred. However, if the applications
could detect issues like this, they could alert the user. The user could then correct the issue, and
avoid the incorrect computer vision results that the issue would have caused. For example, the
application could provide audio guidance to the user that says “hold this part differently, or at a
different angle.”

Practitioners running WCA applications can record traces of real users completing a task with
the help of a WCA application. This will allow the practitioners to collect images with objects at
an angle that causes the application’s models to output an incorrect result. The practitioners can
then train the model to recognize an error state that corresponds to an instruction to correct the
issue.

7.2.3 Computer Vision Techniques
Deep Neural Networks perform best when the training, validation, and testing data are drawn
from the same distribution as the data that the trained model will be used on [74]. Unfortunately,
this will rarely be the case in practice for WCA applications. The lighting conditions that the
application is used in and defects in how parts are manufactured can introduce biases in the data
that the application will see at runtime. Biases that did not exist in the training data can cause
the DNNs used by the application to perform poorly. Each task that a developer creates a WCA
application for requires its own training set. This limits the size of the training set that would be
practical to collect in order to develop one of these applications. Computer vision models that
are robust to biases that did not exist in the original training set, or models that can be refined at
runtime to address biases, will improve the reliability of WCA applications.

The computer vision models used by our applications are trained to identify the completed
step shown in an image. But they are not trained on any data depicting incomplete steps. Our
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applications currently avoid telling a user that a step has been completed, while the user is ac-
tually in the middle of the step, using the techniques described in §3.4. In addition, users hands
often cover up parts of an assembly while they are completing steps of a task, which prevents the
object detector from finding the subassembly in an image. However, additional work is needed
to reliably prevent the application from giving the next instruction while the user is still in the
middle of the previous step of the task.

7.2.4 Textures for 3D Models
CAD designs for born-digital objects specify the shapes of parts. However, they rarely include
information about the materials that objects are manufactured from. In fact, a single CAD design
can be used to manufacture objects out of multiple different materials. A person who wants to
generate synthetic data for a new born-digital object must specify texture information for the
material that the object was made out of. This is a time consuming process. In particular, the
person must ensure that the object looks realistic in a variety of simulated lighting conditions.
Reducing the manual effort required to specify texture information will make it easier to generate
synthetic training images.

7.2.5 Device and Cloudlet Implementations
Wearable devices that are more powerful than the ones used in our experiments are likely to be
developed. With any mobile device, there is a tension between the device’s size and weight,
its computing capability, and its battery life. As mobile devices improve, devices without such
constraints are likely to improve more [80]. For this reason, we forsee that there will continue to
be a gap between the accuracy of models that can be run directly on mobile devices, and models
that can be run on a cloudlet. WCA applications will thus still require edge computing in order to
achieve the highest possible accuracy for computer vision models. However, these applications
will benefit from improvements to future smart glasses.

In addition to hardware improvements, new computer vision techniques will be developed
that will further push the boundaries on computer vision processing that can take place on mo-
bile devices. WCA applications can leverage these improvements through thin clients and split
computing approaches similar to those detailed in Chapter 6. These applications can also run
local computations to avoid sending certain frames to the cloudlet. For example, an early discard
filter might determine that there is no way that a frame shows that the current step has been com-
pleted, so the frame will not require any further processing. If this filter can be run on a mobile
device, the device can avoid transmitting filtered frames to the cloudlet.

7.2.6 Development Tools
Open Workflow Editor can only be used to create applications that give the user instructions
and then process camera images until the application determines that the user has completed
a step or reached an error state. Certain task steps might be time consuming, which makes
it computationally expensive to process frames for the entire time a user is completing a step.
Allowing developers to limit periods when images are being processed would save on these costs.
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For example, a user could press a button on the side of the headset, in order to indicate that they
believe that a step has been completed. The application would then only have to process images
after this button is pressed. Open Workflow Editor will have to be extended in order to support
this.

Applications created with Open Workflow Editor must determine when steps have been com-
pleted based on the output of DNNs. However, developers might want to employ other tech-
niques, such as length measurement or rules-based classifiers. In addition, Open Workflow Ed-
itor only supports applications that process images from an RGB camera. Allowing developers
to create applications with Open Workflow Editor that utilize techniques that are not DNNs and
sensors that are not RGB cameras will require a substantial software engineering effort. Almost
every WCA application that has been developed for assembly tasks exclusively utilizes RGB
cameras and DNNs for image processing. Any developer considering adding a new feature to
Open Workflow Editor should first develop new WCA applications that use this feature, with-
out using Open Workflow Editor. This will establish the value of such a feature, and help the
developer understand how it should be implemented. This experience will also inform the user
interface that Open Workflow Editor should have developers use to set up this feature in new
applications.

The tools used for synthetic training image generation require a CAD design file for the
object being assembled. Other strategies must be employed to make it feasible for developers
to create WCA applications for kits that the developers do not have CAD designs for. These
strategies might involve generating synthetic images based on 3D scans, data augmentation based
on photographs of the kit, or training computer vision models using few-shot learning [88].

7.2.7 Multi-Modal Sensing
This dissertation examines WCA applications that determine when task steps have been com-
pleted by processing images from an RGB camera. Collecting data from torque sensors and
force sensors would increase what applications can detect, beyond what is possible with RGB
cameras alone. For example, an application could determine if a user tightened a bolt too tightly,
or if a user did not attach two parts together with enough force. Sensors beyond RGB cameras
might be of particular use for the assembly of objects that are extremely large. Determining step
completion for objects like these might require a user to stand back, so that an entire object is in
view of a headset’s camera. The work of Antifakos et al. [22] represents one extreme, where an
entire Ikea wardrobe was outfitted with gyroscopes, accelerometers, force sensing resistors, and
infrared distance meters in order to determine step completion. However, multi-modal sensing
with a mix of these sensors and an RGB camera might represent the best of both worlds. An
RGB camera can be used where possible, to avoid having to install sensors on the kit being as-
sembled. But torque sensors and force sensors can be used for steps whose completion cannot
be sufficiently detected using RGB cameras.
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