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Abstract

With the increasing prevalence of large datasets of images, machine learning
has all but overtaken the field of computer vision. In place of specialized do-
main knowledge, many problems are now dominated by deep neural networks
that are trained end-to-end on collections of labeled examples. But can we trust
their predictions in real-world applications? Purely data-driven approaches can
be thwarted by high dimensionality, insufficient training data variability, intrin-
sic problem ambiguity, or adversarial vulnerability. In this thesis, we address
two strategies for encouraging more effective generalization: 1) integrating prior
knowledge through inference constraints 2) theoretically motivated model selec-
tion. While inherently challenging for feed-forward deep networks, they are preva-
lent in traditional techniques for data decomposition such as component analysis
and sparse coding. Building upon recent connections between deep learning and
sparse approximation theory, we develop new methods to bridge this gap between
deep and shallow learning.

We first introduce a formulation for data decomposition posed as approxi-
mate constraint satisfaction, which can accommodate richer instance-level prior
knowledge. We apply this framework in Semantic Component Analysis, a method
for weakly-supervised semantic segmentation with constraints that encourage in-
terpretability even in the absence of supervision. From its close relationship
to standard component analysis, we also derive Additive Component Analysis
for learning nonlinear manifold representations with roughness-penalized addi-
tive models.

Then, we propose Deep Component Analysis, an expressive model of con-
strained data decomposition that enforces hierarchical structure through multi-
ple layers of constrained latent variables. While it can again be approximated
by feed-forward deep networks, exact inference requires an iterative algorithm
for minimizing approximation error subject to constraints. This is implemented
using Alternating Direction Neural Networks, recurrent neural networks that can
be trained discriminatively with backpropagation. Generalization capacity is im-
proved by replacing nonlinear activation functions with constraints that are en-

forced by feedback connections. This is demonstrated experimentally through



applications to single-image depth prediction with sparse output constraints.
Finally, we propose a technique for deep model selection motivated by sparse
approximation theory. Specifically, we interpret the activations of feed-forward
deep networks with rectified linear units as algorithms for approximate inference
in structured nonnegative sparse coding models. These models are then compared
by their capacities for achieving low mutual coherence, which is theoretically tied
to the uniqueness and robustness of sparse representations. This provides a frame-
work for jointly quantifying the contributions of architectural hyperparameters
such as depth, width, and skip connections without requiring expensive valida-
tion on a specific dataset. Experimentally, we show correlation between a lower
bound on mutual coherence and validation error across a variety of common net-
work architectures including DenseNets and ResNets. More broadly, this suggests
promising new opportunities for understanding and designing deep learning ar-

chitectures based on connections to structured data decomposition.
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Introduction

In the case of all things which have several parts and in which the totality
is not, as it were, a mere heap, but the whole is something beside the parts,
there is a cause; for even in bodies contact is the cause of unity in some

cases, and in others viscosity or some other such quality.

Aristotle, 350 B.C.E.

Understanding the composition of images is an essential task in many problems
within the field of computer vision. Examples include segmenting images into
semantically related regions like in Figure 1.1, interpreting contextual cues for
classifying the subjects of images, or recovering the three-dimensional structure
of scenes by separating shape from shading. This essentially amounts to extracting
specific patterns of information from collections of thousands, millions, or even
billions of visual features. While seemingly intractable, real-world visual data
are often rich with structure that limits their complexity and enables effective
learning. Even though the typical image resolution of a digital photograph is
large, the number of realistic natural images is extremely small relative to that
of all combinations of possible pixel values. For example, physical laws precisely
limit how light can travel throughout a scene, semantic meanings dictate how
object appearances correlate, and human biases affect how images—and questions
about images—are framed. One of the major goals in computer vision is to achieve
levels of performance comparable to human vision.

Since David Marr’s pioneering work on the computational foundations of vi-
sion [94], effectively leveraging prior knowledge has been an important challenge
in emulating vision. While the underlying task of extracting three-dimensional in-

formation from two-dimensional projections of a scene is fundamentally ill-posed,
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Figure 1.1: Many tasks within computer vision can be posed as decomposing an
image into its constituent parts. In the task of semantic segmentation, pixels are
grouped into non-overlapping parts that correspond to different objects within a
scene. Even without extensive supervision, prior knowledge such as object color
consistency can encourage more accurate segmentations.

humans leverage a multitude of subconscious cues to resolve ambiguities and con-
struct an accurate mental model of the world. For example, binocular disparity
allows for the triangulation of light projected onto our retinas, shading is used
to infer surface normals and integrate the geometric structure of objects, while
perspective and high-level semantic knowledge enable correlating image size with

relative distance [59].

Building upon the successes of human vision, there has been a long history of
introspective work within the computer vision community towards incorporating
prior cues for resolving visual ambiguities [122]. These approaches are typically
either derived from geometric constraints or learned from correlation patterns in
large datasets of labeled images. Despite their foundations in the physical prop-
erties of light within a scene, computational implementations for enforcing image
constraints often rely on simplifying approximations that can limit their effec-
tiveness. For example, many algorithms rely on unrealistic assumptions such as
rigidity [18], Lambertian reflectance [15], or surface smoothness [112]. In contrast,
learning-based techniques instead approach visual inference as a data-driven pre-
diction problem. Given enough representative examples, correlation patterns cor-
responding to visual structure can be learned instead of enforced explicitly. Fig-
ure 1.2 provides an intuitive example of how pixel-level image segmentations could
be found only through image-level supervision, prior constraints such as object
color consistency, and the co-occurrence of image features. In fact, deep neural
networks trained for the task of image classification have been found to automat-

ically learn object localization without any strong pixel-level annotations [113].
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Figure 1.2: Large collections of images can provide context that enables effective
visual inference using prior knowledge about the structure of images. In the task
of weakly supervised image segmentation, color consistency constraints alongside
co-occurrences of image features like the texture of water enable pixel-level object
labels to be inferred from image-level annotations of training data.

Due to limited model complexity and computational inefficiency, early learning-
based methods were restricted to simplified problems such as the co-segmentation
of subjects shared within small collections images [125]. However, recent advances
in deep neural networks have spawned a bevy of new methods for solving much
more complex problems by mining extensive datasets of images for predictive pat-
terns of correlation. Through multiple layers of parameterized nonlinear transfor-
mations, these models have a high capacity for learning functions that accurately
map input images to output predictions. When trained on sufficiently large sets of
example pairs of input and output data, the learned functions can then be applied
to predict unknown outputs from novel images not seen during training. Even
though they were originally designed for higher-level unstructured tasks such as
image classification [75], deep neural networks have since achieved unparalleled
performance in a wide variety of tasks. New datasets, loss functions, and net-
work configurations have quickly expanded their scope to include a much wider
range of structured applications that once required hard-coded assumptions or ex-
plicit geometric reasoning. Examples include predicting depth maps [12], surface

normals [150], and optical flow [11].

Motivation

Surprisingly, many state-of-the-art methods now use task-agnostic, “black-
box” models that do not consider any of the rich prior knowledge and structure
associated with these problems. As a result, they can fall victim to unpredictable

failure modes that prevent effective generalization. This behavior can occur when
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image content is insufficient to resolve inherent ambiguities or when the distribu-
tion of the training data differs substantially from that of the testing data. But
even with sufficient training data, poor generalization has also been observed in
adversarial scenarios where small, imperceptible changes to the input can com-
pletely alter the output predictions [137]. Ideally, architectures should be selected
to reduce their sensitivity to these input perturbations for improving generaliza-
tion performance, but this is not yet possible due to a fundamental lack of theo-
retical understanding [157]. Instead, deep network architectures are still largely
designed through human ingenuity and ad-hoc experimentation.

Within computer vision, there has been significant progress in developing new
architectures that can learn effective image representations across a wide range of
different applications. This can be seen through the community’s quick adoption
of the newest state-of-the-art deep networks from AlexNet [73] to VGGNet [132],
ResNets [54], DenseNets [(2], and so on. But this begs the question: why do some
deep network architectures work better than others? Despite years of ground-
breaking empirical results, an answer to this question still remains elusive.

The difficulty in comparing network architectures arises from the lack of a
theoretical foundation for characterizing their generalization capacities. Shal-
low machine learning techniques like support vector machines [31] were aided by
theoretical tools like the VC-dimension [116] for determining when their predic-
tions could be trusted to avoid overfitting. Deep neural networks, on the other
hand, have eschewed similar analyses due to their complexity. Theoretical explo-
rations of deep network generalization [103] are often disconnected from practical
applications and rarely provide actionable insight into how architectural hyper-
parameters contribute to performance.

For real-world applications like self-driving cars, interpretability and robust-
ness are key requirements for encouraging user trust in the output of computer
vision algorithms. Unfortunately, current deep neural network architectures lack
both the the theoretical tools to guarantee good generalization performance and
the ability to enforce agreement with prior knowledge. As such, classical tech-
niques for enforcing constraints and fusing multiple data sources like LiDAR still
play a key role in perception pipelines, as shown in Figure 1.3. This can be par-

tially attributed to the difficulty in enforcing prediction constraints that encode

4
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ol i
(a) Dense Image Data (b) Sparse LiDAR Constraints

Figure 1.3: Real-world applications of computer vision like self-driving cars re-
quire robust and interpretable machine learning algorithms. They also tend to
be rich with structure, prior domain knowledge, and multiple sources of com-
plementary data such as (a) high-resolution but ambiguous image data and (b)
sparse but accurate LiDAR measurements. We propose techniques inspired by
data decomposition to effectively model this rich structure through constraints.

prior structure with feed-forward computations wherein multiple outputs are con-
structed independently from one another. This differs from classical techniques for
data decomposition which can naturally enforce constraints during optimization
and are often also associated with strong theoretical performance guarantees.
The computational framework of data decomposition has seen numerous ap-
plications in the fields of computer and human vision alike. Founded on the
assumption that useful representations should be able to accurately reconstruct
input data, classical computational techniques like component analysis and ma-
trix factorization attempt to approximately decompose a set of data points x; for
i = 1,...,n into linear combinations of shared representative components b; with

individualized weights w;; so that:

k
Vi=1,...,n: xi%Zwijbj, {’U)ij,bj} eC (1.1)

j=1
The representations w; and the model parameters b; are restricted by constraints
in the set C to enforce prior knowledge. For example, nonnegativity constraints

have demonstrated the ability to decompose images into more natural components



1.2

CHAPTER 1. INTRODUCTION

corresponding to localized parts [20]. Similarly, sparsity has been shown to give
rise to feature locality and frequency selectivity. The resulting learned features
are very similar those observed experimentally in the mammalian primary visual
cortex [112].

Learning an image decomposition amounts to finding parameters and repre-
sentations that minimize the average reconstruction error subject to these con-

straints, as formalized in Equation 1.2.

n k
argminz Hw, - Zwijbjug s.t. {wi;,b;} €C (1.2)
wijbj =1 j=1 2

One important benefit of this framework is its generality; depending on the ap-
plication of interest, different features of the data can be emphasized simply by
modifying the constraints in C. Furthermore, certain constraints such as sparsity
give representations with theoretically advantageous properties such as unique-
ness, robustness, and generalization guarantees. However, despite these advan-
tages, classical techniques for shallow representation learning have greatly reduced

modeling capacity in comparison to deep alternatives.

Contributions

In this thesis, we propose new extensions that bridge the gap between classical
data decomposition techniques and modern deep learning.

First, we observe that because of image variability and differing spatial lay-
outs, some constraints would be inconsistent and impossible to enforce with tradi-
tional approaches based on matrix factorization. To broaden its scope, we derive
a novel formulation of data decomposition posed as approximate constraint sat-
isfaction that are able to handle richer prior knowledge. Instead of learning com-
ponents that minimize average reconstruction error, we minimize their proximity
to components that exactly reconstruct each training example. These auxiliary
decompositions correspond to affine equality constraints, which can be enriched
by other instance-level prior knowledge. We apply this new method to Semantic

Component Analysis (SCA) where semantic segmentations is directly posed as
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image decomposition [101]. Through informative constraints that encourage spa-
tially localized, non-overlapping regions, we achieve interpretable results on small
datasets even in the absence of pixel-level annotations.

Despite their ability to effectively incorporate a wide range of prior knowl-
edge, the assumption of linearity in classical data decomposition techniques has
also limited its applicability to more complex visual learning applications. While
it has been shown to be remarkably accurate for some data like aligned images
of Lambertian objects such as faces [7], even small perturbations can introduce
nonlinearities that bias the results. Kernel PCA handles nonlinear interactions
by performing data decomposition in an implicit higher-dimensional reproducing
kernel Hilbert space [129], but it is not optimized to effectively reconstruct the
input data. Alternatively, manifold learning assumes that meaningful represen-
tations should preserve the local geometry of input data [110, 9]. However, these
methods are often computationally expensive, difficult to interpret, and sensi-
tive to noise. To address these issues, we propose Additive Component Analysis
(ACA), a novel method for nonlinear component analysis that fits an unsupervised
additive model [20] to data [102]. We extend our constraint satisfaction frame-
work for data decomposition to explicitly optimize reconstruction error subject
to intuitive constraints that penalize the roughness of the learned manifold. This
framework can also be generalized to accommodate data restricted to known man-
ifolds, as demonstrated in Approximate Grassmannian Projections, a method for
subspace-valued data decomposition [103].

Despite advances in modeling nonlinearities, shallow data decomposition tech-
niques are still limited by their attainable model capacity. Recently, deep neural
networks have emerged as the preferred alternative to component analysis for rep-
resentation learning of visual data. Their ability to jointly learn multiple layers
of abstraction has been shown to allow for encoding increasingly complex features
such as textures and object parts [$1]. Unfortunately, “black-box” deep learning
models are not yet well understood and do not share the same interpretability
enabled by the intuitive constraints of data decomposition. In order to bridge the
gap between these two techniques, we introduce the framework of Deep Compo-
nent Analysis (DeepCA), a multilayer sparse coding model that shares the same

practical advantages of deep learning [100]. Building upon theoretical connections
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to multilayer convolutional sparse coding [117, |, DeepCA allows deep neural
networks to encode prior knowledge through recurrent feedback connections that
explicitly enforce constraints.

In addition to broadening the applicability of data decomposition, this re-
lationship also provides a novel perspective for conceptualizing deep learning
techniques. Despite their unrivaled practical advantages, deep neural networks
still not well understood intuitively or theoretically [157]. By considering feed-
forward deep networks as approximate solutions to sparse coding problems [117],
we indirectly analyze complicated deep network architectures through the sparse
dictionary structures that they induce. Sparse approximation theory specifies
conditions that guarantee sparse representations to be uniquely identifiable and
robust to input perturbations [39, 10]. Though not necessary, these properties
are closely related to their ability to effectively memorize individual training ex-
amples and generalize to unseen validation data. We quantify deep networks
by their maximum capacity to achieve these properties using the minimum deep
frame potential, a bound on the induced dictionary structure. We propose to use
this architecture-dependent measure as a cue for dataless model selection that
does not require computationally expensive training and validation. Experimen-
tally, we show correlation with validation error across different state-of-the-art

families of architectures that are commonly used in computer vision applications.

Thesis Organization

In Chapter 2, we provide necessary background material. This includes an
overview of techniques for both shallow and deep representation learning, dif-
ferent constraints and regularizers, methods for enforcing this prior knowledge
with proximal optimization algorithms, theoretical challenges involved with char-
acterizing generalization capacity in deep neural networks, and the foundations
of sparse approximation theory.

In Chapter 3, we provide an interpretation of data decomposition as approxi-
mate constraint satisfaction. In Section 3.1 we present a novel formulation for data
decomposition that supports a wide range of rich data-dependent constraints and

propose a general optimization strategy for learning. In Section 3.2, we apply this
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framework to the problem of weakly-supervised image segmentation. Through
instance-level constraints that explicitly encode the compositional structure of
individual images through non-overlapping consistency constraints, we achieve
semantically interpretable segmentations with few training examples and incom-
plete annotations. In Section 3.3, we use the same framework to relax the linearity
assumptions of standard data decomposition through Additive Component Anal-
ysis. Instead of learning linear subspaces that span fixed component vectors, we
learn smooth curvilinear manifolds constructed as linear combinations of nonlin-
ear smoothing splines. To increase representational power, we compose multi-
ple layers in a manner similar to deep learning. This allows for modeling more
complex nonlinear interactions like image translation that cannot be effectively
represented with curvilinear manifolds.

In Chapter 4, we describe theoretical and conceptual connections between deep
learning and sparse approximation. In Section 4, we propose Deep Component
Analysis, a novel framework for multi-layer data decomposition. Inference in these
models can be performed using Alternating Direction Neural Networks, recurrent
deep networks that implement an optimization algorithm for constrained opti-
mization. We apply these networks to the task of single-image depth prediction
with sparse output constraints and show that recurrent feedback connections ro-
bustly enforce prior knowledge for improved generalization performance. Finally,
in Section 4.2, we show that these connections allow different deep networks to
be quantified and compared indirectly using the minimum deep frame potential,
a data-independent measure of architecture-induced dictionary structure. Corre-
lations with validation error across a variety of practical densely connected and
residual networks demonstrate the promising potential for better understanding

deep learning through the lens of data decomposition.
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2.1

Background

Identifying the underlying structure of data is one of the most important tasks
in machine learning. As technological advancements facilitate the construction of
datasets with increasing size and dimensionality, data analysis is becoming more
challenging due to computational constraints and the curse of dimensionality.
In the field of computer vision especially, data often consist of thousands if not
millions of features, resulting in drastically increased training data requirements.
Thus, alternative representations are necessary for efficiently and robustly encod-
ing data for use in high-level applications such as recognition. In this chapter,
we provide an overview of different techniques for learning image representations

along with some theoretical tools for evaluating and predicting their effectiveness.

Visual Representation Learning

Despite their high dimensionality, real-world data often concentrate near man-
ifolds with lower intrinsic dimensionality [105]. For example, while the typical im-
age resolution of digital photographs is large, the space of natural images occupies
an extremely small volume in comparison to that of all possible pixel instanti-
ations. Because the geometric nature of data is typically unknown, a variety
of properties have been proposed for encouraging the extraction of meaningful
low-dimensional representations. Techniques for data decomposition are founded
on the implicit assumption that useful representations are those that can accu-
rately reconstruct input data. However, to enable effective generalization and
interpretability, modeling assumptions or regularization often must be employed.

Alternatively, manifold learning has acheived much success under the assump-
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tion that meaningful representations should preserve the local geometry of input
data. However, these methods are often computationally expensive, difficult to

interpret, and sensitive to noise.

Data Decomposition and Component Analysis

Component analysis methods play a key role in many computer vision ap-
plications due to its ability for linear and non-linear dimensionality reduction,
denoising, feature extraction and exploratory data analysis [34]. Principal Com-
ponent Analysis (PCA) fits a low dimensional subspace to data by finding di-
rections of maximal variance. Though successful in restricted settings, early ap-
plications such as Eigenfaces [111] were unable to produce interpretable com-
ponents. This was partially resolved through NMF, which demonstrated the
ability to decompose images into more natural components corresponding to lo-
calized parts [30]. Numerous extensions have since been proposed to improve
interpretability through localization constraints [34] or sparsity-inducing regular-
ization [60]. Other approaches have explicitly modeled the physical process of
occlusion by introducing additional latent variables that encode the ordering of
objects in the scene [57]. However, all of these methods still require that all
objects in different images be aligned, which is impractical for real images.

Data decomposition techniques that rely on matrix factorization approximate
a matrix X (with data instances x; as its columns) as the product of two matrices
W and B, i.e. as X =~ BWT. This factorization approximately decomposes data
x € R? into linear combinations of learned components in B € R**_ In other
words, data points are represented as linear combinations of a shared set of basis
components, i.e. x; ~ Bw,; = Zj w;;b;j where b; are the columns of B and w; are
the columns of W. This is typically accomplished by minimizing reconstruction
error subject to constraints C on the coefficients that serve to resolve ambiguity or
incorporate prior knowledge such as low-rank structure or sparsity. Despite this,
matrix factorization approaches are limited in their ability to incorporate more
complicated priors. It is also unclear how they could be effectively applied to
structured tasks like image segmentation in which semantic regions are known to

be spatially localized in distinct, non-overlapping regions. Later in Section 3.2, we
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develop a technique that addresses these issues by allowing for rich, instance-level
constraints that can depend on image content. This allows for the interpretable
decomposition of image data into semantic segmentations.

While the problem of learning both the components and coefficients is typi-
cally non-convex, its structure naturally suggests simple alternating minimization
strategies that are often guaranteed to converge [155]. However, these techniques
typically require careful initialization in order to avoid poor local minima. This
differs from backpropagation with stochastic gradient descent wherein random ini-
tializations are often sufficient. Alternatively, we consider a nested optimization

problem that separates learning from inference:

n
argminZHzc(i) ~Bf(x™)|? st. f(z)=argmin |z — Bw|} (2.1)
B wee
Here, the inference function f : R¢ — R* is a potentially nonlinear transformation
that maps data to their corresponding representations by solving an optimization
problem with fixed parameters. For unconstrained PCA with orthogonal compo-
nents, this inference problem has a simple closed-form solution given by the linear
transformation fY¢4(x) = BTx. Substituting this into Equation 2.1 results in a
linear autoencoder with one hidden layer and tied weights, which has the same
unique global minimum but can be trained by backpropagation [5].

With general constraints, inference typically cannot be accomplished in closed
form but must instead rely on an iterative optimization algorithm. However, if this
algorithm is composed as a finite sequence of differentiable transformations, then
the model parameters can still be learned in the same way by backpropagating
gradients through the steps of the inference algorithm. Later in Section 4, we
extend this idea by representing an algorithm for inference as a recurrent neural
network unrolled to a fixed number of iterations. This allows for very efficient
learning for a general class of models with a wide variety of constraints and

regularizers.

Prior Knowledge, Constraints, and Regularizers

A variety of techniques have been proposed for integrating constraints for en-

forcing prior knowledge about image structure. An example is shown in Figure 2.1,
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4

(a) Original Image (b) Similarity Graph

Figure 2.1: The structure of images can be effectively represented though simi-
larity graphs of image regions. Inference over these graphs can be used to enforce
spatial consistency constraints for more accurate image segmentations with lim-
ited training data.

where similarities between the appearance of image regions are represented using
superpixel graphs. In Section 3.2, we show how inference over these graphs can
enforce spatial consistency constraints for image components resulting in inter-

pretable image decompositions into semantic regions.

Some other methods have attempted to explicitly address the need for repre-
sentations that are invariant to uninformative image variations. This is usually
accomplished by simultaneously aligning and decomposing the images in an alter-
nating manner. For example, [16] introduced discrete latent variables that select
from predefined linear image transformations. Similarly, [07] learned translation-
invariant appearance and occlusion models for videos. To be able to scale to higher
parametric models, [35] proposed parameterized component anlaysis. However,
these types of methods are typically restricted to small parametric classes of im-
age transformations (e.g. translation or rotation) and cannot account for multiple
objects or strong changes in pose.

Identifying and localizing the semantic classes within an image is an example
of a task for which invariances cannot be easily parametrized. In addition to
accounting for non-rigid transformations, large intra-class appearance variations
must also be considered. Thus, none of the techniques described above would be

able to give a semantically-meaningful separation into classes.
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2.1. Visual Representation Learning

Without pixel-wise labeling of training images, simple discriminative models
are no longer viable. Some weakly-supervised approaches attempt to simultane-
ously learn discriminative classifiers alongside object locations through alternating
methods like multiple-instance learning [58, 30] or matrix completion [21]. Others
use graphical models that enforce consistency both within and across images to
ensure class similarity [147, , |. However, exact inference in these models
is typically intractable, so approximate methods must be used instead. Further-
more, all of these methods require large, non-convex optimization problems that
are sensitive to initialization and do not scale well to large data sets. Lever-
aging the recent work in the optimization of deep networks, approaches based
on CNNs have resulted in high-quality segmentations even without full supervi-
sion [121, , , , |. However, none of these approaches can be used for
the unsupervised clustering of images into semantically-meaningful regions.

Instead, most approaches to this problem incorporate prior knowledge about
class appearance and image composition to guide image segmentations or bound-
ing box localizations. If fully-supervised training data is available, the most ef-
fective method is to train discriminative models that can be used to directly
classify individual image regions. These local predictions are typically guided to-
wards global consistency using prior knowledge such as local similarity [23, 47, 68],
contextual geometric constraints [111], or agreement between multiple indepen-
dent segmentations [2, (5]. Unlike component analysis, most methods for visual
recognition are fully-supervised and make use of bounding boxes or pixel-wise
segmentations to locate objects of interest. However, this type of manual labeling
is time consuming, error-prone, and potentially suboptimal [109]. On the other
hand, the increasing prevalence of large image collections emphasizes the need for

fully- or partially-automated techniques for analyzing and archiving their content.

Nonlinear Dimensionality Reduction

Numerous attempts have been made to model more complex data by incorpo-
rating nonlinearities within a component analysis framework. The most promi-
nent example is kernel PCA [129], which handles nonlinear interactions implicitly

by performing PCA in a higher-dimensional reproducing kernel Hilbert space us-
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ing the kernel trick. However, it is not optimized to effectively reconstruct the
input data which limits its applicability. While out-of-sample inference is en-
abled via a representer theorem, there is no clear back-projection from the latent
space to the original input space due to the pre-image problem [76]. Furthermore,
the computational requirements of kernel PCA prevent its use on large datasets.
Similarly, Gaussian Process Latent Variable Models [77] provide a general prob-
abilistic interpretation of nonlinear PCA, but still suffer from many of the same
issues due to the kernelized covariance function. Recently, approximate kernel
methods have been proposed to improve computational efficiency. In [123], data
are explicitly mapped to a randomized feature space in which inner products ap-
proximate kernel function evaluations. Using this idea, random nonlinear features
have led to scalable algorithms for nonlinear PCA [90]. However, these approaches
all first transform the input data, preventing their effective application to data
reconstruction and denoising.

Methods for manifold learning find low-dimensional data representations by
minimizing local geometric distortions, e.g. [140, 9]. Most often formalized as
eigendecompositions, these algorithms do not learn explicit mappings to the la-
tent space and thus cannot support back-projection or out-of-sample extensions
directly [13]. Furthermore, these techniques tend to be topologically unstable,
relying on unintuitive hyper-parameters (e.g. neighborhood size) that require
careful tuning in order to avoid degenerate behavior like short circuiting [4].

Unlike parametric methods that have a fixed complexity, nonparametric meth-
ods can adapt to the data, allowing for the representation of a wide range of
nonlinearities. However, they are ineffective in high-dimensional settings due to
the large amount of training data required to effectively characterize full data
distributions [151]. To address this issue, additive models consider a smaller
class of nonparametric functions that decompose into sums of univariate func-
tions considering each input dimension independently [20] via smoothing splines,
piecewise polynomial functions with roughness penalties that encourage functions
with small second derivatives [151]. Other nonparametric methods have also gen-
eralized the notion of principal components as geometric objects passing through
the center of data [52, ], but they cannot generally be used for dimensionality

reduction. The method that is most similar to ACA is [24], which also learns ex-
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2.1. Visual Representation Learning

plicit nonparametric functions to minimize a least-squares objective, but requires

good initializations and is intractable for large datasets.

Deep Neural Networks

Deep neural networks have emerged as the preferred technique for represen-
tation learning of visual data. Their ability to jointly learn multiple layers of
abstraction has been shown to allow for encoding increasingly complex features
such as textures and object parts [31]. Unlike with component analysis, inference
is given in closed-form by design. Autoencoders are unsupervised deep networks
attempt to reconstruct data by learning explicit nonlinear mappings to and from
latent representations. While shown to be equivalent to PCA in the linear case [5],
nonlinear activation functions and stacking can enable a rich class of nonlinear
representations [119]. In fact, some deep learning models can be interpreted as
learning data manifolds [11] or lower-dimensional distributions [70].

Deep networks have had the most success in fully-supervised scenarios due to
the ability to train image representations jointly with objectives such as classifca-
tion or regression. Specifically, a representation is constructed by passing an im-
age x through the composition of alternating linear transformations with param-
eters B; and b; and fixed nonlinear activation functions ¢; for layers j =1,...,1

as follows:
FPNN(@) = ¢i(B] -+ 62(By (41(B{@ — b1) — b2) -~ — by) (2.2)

Then, learning is accomplished using first-order optimization techniques that min-
imize a loss function ¢ that measures discrepancy with training annotations. Up-
dates are made jointly with respect to the parameters in all layers via back-
propagation, an application of the chain rule for computing gradients of function

compositions. The general optimization problem with supervision vy is:

argmin Y £(fP"N (™), y©) (2.3)
{Bj7b.7} i=1

Instead of considering the forward pass of a neural network as an arbitrary

nonlinear function, we interpret it as a method for approximate inference in

17



2. BACKGROUND

an unsupervised generative model. This follows from previous work which has
shown it to be equivalent to bottom-up inference in a probabilistic graphical
model [119] or approximate inference in a multi-layer convolutional sparse coding
model [117, ]. However, these approaches have limited practical applicability
due to their reliance on careful hyperparameter selection and specialized optimiza-
tion algorithms. While ADMM has been proposed as a gradient-free alternative
to backpropagation for parameter learning [139], we use it only for inference which
allows for simpler learning using backpropagation with arbitrary loss functions.

Recurrent feedback has been proposed to improve performance by iteratively
refining predictions, especially for applications such as human pose estimation or
image segmentation where outputs have complex correlation patterns [22, 8, 83].
While some methods also implement feedback by directly unrolling iterative al-
gorithms, they are often geared towards specific applications such as graphical
model inference [29, (1], solving under-determined inverse problems [50, 37, l,
or image alignment [36]. Similar to [156], we provide in Section 4 a more general
mechanism for low-level feedback in arbitrary neural networks that is motivated
by the more interpretable goal of minimizing reconstruction error subject to con-
straints on network activations.

While these methods employ explicit nonlinear mappings for reconstructing
the original data, it is not yet clear how different regularization techniques and
model architectures affect the space of learnable nonlinear functions [157], so they
tend to require significant engineering effort and still often result in overfitting
and poor interpretability. Due to the vast space of possible deep network archi-
tectures and the computational difficulty in training them, deep model selection
is still largely been guided by ad-hoc engineering and human ingenuity. While
progress slowed in the years following early breakthroughs [78], recent interest
in deep learning architectures began anew due to empirical successes largely at-
tributed to computational advances like efficient training using GPUs and rectified
linear unit (ReLU) activation functions [73]. Since then, numerous architectural
changes have been proposed. For example, much deeper networks with residual
connections were shown to achieve consistently better performance with fewer
parameters [541]. Building upon this, densely connected convolutional networks

with skip connections between more layers yielded even better performance [(2].
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2.2. Theoretical Foundations

While theoretical explanations for these improvements were lacking, consistent ex-
perimentation on standardized benchmark datasets continued to drive empirical
success.

However, due to slowing progress and the need for increased accessibility of
deep learning techniques to a wider range of practitioners, more principled ap-
proaches to architecture search have recently gained traction. Motivated by ob-
servations of extreme redundancy in the parameters of trained networks [30],
techniques have been proposed to systematically reduce the number of parame-
ters without adversely affecting performance. Examples include sparsity-inducing
regularizers during training [1] or through post-processing to prune the param-
eters of trained networks [56]. Constructive approaches to model selection like
neural architecture search [14] instead attempt to compose architectures from
basic building blocks through tools like reinforcement learning. Efficient model
scaling has also been proposed to enable more effective grid search for selecting ar-
chitectures subject to resource constraints [135]. While automated techniques can
match or even surpass manually engineered alternatives, they require a validation

dataset and and rarely provide insights transferable to other settings.

Theoretical Foundations

We are motivated by theoretical connections between deep neural networks
and sparse approximation. Consider the feed-forward deep neural network from
Equation 2.3, which is constructed as the composition of linear transformations
with parameters B; and nonlinear activation functions ¢;. Equivalently, it can
be represented as f(x) = w; where w; = BJij,l —b; for j =1,...,0 and
wp = x. In many modern state-of-the-art networks, the ReLLU activation function
has been adopted due to its effectiveness and computational efficiency. It can also
be interpreted as the nonnegative soft-thresholding proximal operator associated
with the function ® in Equation 4.3, a nonnegativity constraint and a sparsity-

inducing ¢; penalty with a weight determined by the scalar bias parameter A.

O(w) = I(w > 0) + A fJwl], (2.4)
¢(x) = ReLU(z — A1) = argmini ||w — x5 + o(w)
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Thus, the forward pass of a deep network is equivalent to a layered thresh-
olding pursuit algorithm for approximating the solution of a multi-layer sparse
coding model [117]. Results from shallow sparse approximation theory can then
be adapted to bound the accuracy of this approximation, which improves as mu-
tual coherence decreases, and indirectly analyze other theoretical properties of

deep networks like uniqueness and robustness.

Deep Network Generalization

To better understand the implicit benefits of different network architectures,
there have been adjacent theoretical explorations of deep network generalization.
These works are often motivated by the surprising observation that good perfor-
mance can still be achieved using highly over-parametrized models with degrees
of freedom that surpass the number of training data. This contradicts many
commonly accepted ideas about generalization, spurning new experimental ex-
plorations that have demonstrated properties unique to deep learning. Examples
include the ability of deep networks to express random data labels [158] with a
tendency towards learning simple patterns first [3]. While exact theoretical ex-
planations are lacking, empirical measurements of network sensitivity such as the
Jacobian norm have been shown to correlate with generalization [111]. Similarly,
Parseval regularization [98] encourages robustness by constraining the Lipschitz

constants of individual layers.

Due to the difficulty in analyzing deep networks directly, other approaches
have instead drawn connections to the rich field of sparse approximation theory.
The relationship between feed-forward neural networks and principal component
analysis has long been known for the case of linear activations [5]. More recently,
nonlinear deep networks with ReLLU activations have been linked to multilayer
sparse coding to prove theoretical properties of deep representations [117]. This
connection has been used to motivate new recurrent architecture designs that
resist adversarial noise attacks [124], improve classification performance [134], or

enforce prior knowledge through output constraints [99].
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2.2. Theoretical Foundations
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(a) Orthogonal Basis (b) Equiangular Tight Frame

Figure 2.2: A comparison between (a) an orthogonal basis and (b) an overcom-
plete equiangular tight frame. Overcomplete representations allow for redun-
dantly representing data in higher dimensions. Low mutual coherence and spar-
sity constraints ensure representation efficiency, uniqueness, and robustness.

Sparse Approximation Theory

Sparse approximation theory considers representations of data vectors x € R
as sparse linear combinations x &~ ) ;Wj b; = Bw of atoms from an over-complete
dictionary B € R?®*. The number of atoms k is greater than the dimensionality
d and the number of nonzero coefficients ||w/, in the representation w € R¥ is

constrained to be small.

Through applications like compressed sensing [38], sparsity has been found
to exhibit theoretical properties that enable data representation with efficiency
far greater than what was previously thought possible. Central to these results
is the requirement that the dictionary be “well-behaved,” essentially ensuring
that its columns are not too similar. For undercomplete matrices with k£ < d,
this is satisfied by enforcing orthogonality, but overcomplete dictionaries require
other conditions. Specifically, we focus our attention on mutual coherence p of
the dictionary B, the maximum magnitude normalized inner product of all pairs
of dictionary atoms. Equivalently, it is the maximum magnitude off-diagonal

element in the Gram matrix G = BTB where the columns of B have unit norm:

pmmax PO @ ) (2.5)
= X = X - 11 .
i bill 1ol i ’
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Figure 2.3: Visualizations of upper bounds on the number of nonzero elements
required for solutions of overdetermined linear systems to be unique (a). In a
DeepCA model, as additional layers are added to double the activation dimen-
sionality, the uniqueness capacity increases sublinearly with respect to the dimen-
sionality of the augmented shallow system (b).

Figure 2.2 shows an example comparing a complete orthogonal basis with an

overcomplete dictionary that has minimal mutual coherence.

We are primarily motivated by the observation that a model’s capacity for low
mutual coherence increases along with its capacity for both the memorization of
training data—through unique representations—and the generalization to validation

data—through robustness to input perturbations.

With an overcomplete dictionary, there is an infinite space of coefficients w
that can exactly reconstruct any data point as * = Bw, which would not sup-
port discriminative representation learning. However, if representations from a
mutually incoherent dictionary are sufficiently sparse, then they are necessarily
optimal and unique [39]. Specifically, if ||w||, < 3(14x!), then w is the unique,
sparsest representation for . Furthermore, if ||w]||, < (V2 —0.5)u~1, then it can
be found efficiently by convex optimization through ¢; regularization. Thus, min-
imizing the mutual coherence of a dictionary increases its capacity for uniquely
representing data points for improved memorization. Figure 2.3 demonstrates the

effect of dictionary size on the minimum achievable mutual coherence.

Sparse representations are also robust to input perturbations [10]. Specifically,
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given a noisy datapoint © = xy + z where xy can be represented exactly as
xo = Bwy with [|wo|, < I (14 p~!) and the noise z has bounded magnitude
|z|]l, < €, then wg can be approximated by solving the ¢;-penalized LASSO
problem:

arg min |z — Buw|3 + A [[wl), (2.6)
w

It’s solution is stable and the approximation error is bounded from above in

Equation 2.7, where §(x, \) is a constant.

2 (et ()’
P uB)d wlly - 1)

[lw — woll (2.7)

Thus, minimizing the mutual coherence of a dictionary decreases the sensitivity of
its sparse representations for improved generalization. This is similar to evaluating
input sensitivity using the Jacobian norm [l 11]. However, instead of estimating
the average perturbation error over validation data, it bounds the worst-cast error

over all possible data.
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Data Decomposition as
Approximate Constraint

Satisfaction

Despite their support for constrained inference, traditional matrix factoriza-
tion is often unable to incorporate more complicated priors. Specifically, since the
learned components b; are shared amongst all training examples, these techniques
have limited applicability to structured tasks that are naturally represented by
data-dependent constraints. For example, the task of image segmentation can
be described as decomposing each image into a unique set of semantic regions
that are spatially localized to distinct regions. This prior knowledge cannot be

effectively represented as a single constraint set C.

Instance-Level Data Decomposition

Instead of approximating data as combinations of shared parameters, we pro-
pose an exact data decomposition of each image feature vector into its own distinct

set of instance components h;;, as shown in Equation 3.1.

k k
€Tr; ~ Zwijbj — xT; = Zwijhzj (3.1)
i=1 j=1

Exposing these latent components allows for easily incorporating instance-level
semantic constraints C; related to a priori knowledge about individual data points

x;, such as the layout and composition of objects within images.
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3.1. Instance-Level Data Decomposition

While learning m x n components from only n training examples may seem in-
tractable, we restrict the learning process by explicit enforcing similarity between
instance components with same index j, which could, for example, correspond
to different semantic classes. We formalize this intuition with the optimization
problem in Equation 3.2, which constrains the global image feature vector x;
to equal a linear combination of its constrained instance components h;; while

minimizing the sum of weighted distances to exemplar components b;.

k

arg min ZZMU |hij — bj||§ s.t. Zwijhij =x;, {wij, hij} €C; (3.2)

wijhisbs i1 =1 =
This formulation attempts to regularize the solution for h;; by shrinking them
towards related instance components while adhering to the instance-level con-
straints in C; that can vary across data points x;. Learning the shared model
parameters b; then amounts to finding a set of components that is closest to sat-
isfying all of the constraints, i.e. the approximate intersection of sets C; for each
instance ¢ in the training set. Unlike matrix factorization approaches, explicitly
decomposing a shared basis into separate instance components allows for richer
constraints that would otherwise not be possible.

Because it appears to be accomplishing a very different goal, it is natural to ask
how our approximate constraint satisfaction objective differs from the standard
reconstruction error minimization objective in Equation 1.2. Equation 3.3 below
shows an equivalent objective after substituting the auxiliary decomposition of x;

from Equation 3.1.

Wy 5 7hz] 7bj i=1

k
2
arg min Z H wa ij — bj) H2 s.t. Zwijhij = x;, {wij, hij} €C; (3.3)
j=1

When expanded, the squared norm introduces additional cross terms in the form
of (hij —w;jb;)T(hir, — wir f},) for k # j that do not appear in our objective. De-
spite this, unconstrained versions of both formulations achieve exactly the same
solutions, justifying our interpretation of data decomposition as approximate con-
straint satisfaction.

To see why these two problems are equivalent, consider solving Equation 3.2

only for the auxiliary components h;; with the shared parameters b; and latent
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representations w; fixed. This decomposes into independent subproblems for
each data instance ¢ = 1,...,n. If we concatenate the variables so that G; =
[withit, . .., wihig] and Fy = [wibii, . . ., wipbii] The scaled instance components
in G; can be found by solving the optimization problem in Equation 3.4, where
A =1], ®1I; and ® denotes the Kronecker product.

argmin ||G; — FZ||2F s.t. Avec(G;) = x; (3.4)
G.

k3

Note that this is simply the projection of the scaled shared components in F;
onto the affine subspace defined by the equality constraint of the exact instance
decomposition. Thus, its solution is given in closed form in Equation 3.5, where
AT x; is a point on the affine subspace and the columns of N form an orthonormal

basis for the nullspace of A.
vec(G;) = ATx; + NNT (vec(F;) — A'tw;) (3.5)

Here, ATx; = %:BZ ® 1 and NNT = (I — %11T) ® I. After some simplification,

the instance components h;; can be found from Equation 3.6:

Intuitively, this can be interpreted as distributing the current approximation error
equally among the instance components h;; so that they sum to x;. Plugging this
back into our problem in Equation 3.2 gives the original reconstruction error
minimization objective function from Equation 1.2 rescaled by k~!. Thus, both

problems have exactly the same solutions.

Alternating Optimization

Parameter learning for this problem naturally lends itself to an efficient alter-
nating minimization algorithm inspired by the problem of finding the approximate

intersection of convex sets. After initialization, we fix the shared components b;
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Figure 3.1: Our algorithm’s convergence without constraints on synthetic data
and 50 random initializations. Despite its alternating nature, our approach is
robust to initialization and typically converges very quickly in both objective
value (a) and reconstruction error from projection onto the exemplar components

(b).

and jointly solve for the latent representations w; and instance components h;;.

k ~T I —bj ~ ~ Ww; hl j
arg minz b h;; st. h;; = A
wij,hij j=1 _b; b}-bj Wij
(3.7)
[ I, 0 } hi; = z;, {wij, hij} € C;
j=1
Then, with these variables fixed, we solve for the shared components b;.
" " owlh

D Wy
b, =1 i=1"ij

This process is repeated until convergence. Despite the nonconvexity of our
problem, each of these subproblems is convex and the alternating optimization
procedure has been shown to converge consistently to good solutions for a variety
of applications. In Figure 3.1, we demonstrate empirically that our algorithm
converges quickly and is robust to initialization. Later in Section 3.2, we show
that this alternating strategy is also effective for the problem of weakly-supervised
semantic segmentation.

While a separate set of instance components are learned for each image, the

exemplar components b; can be represented simply as the weighted average of
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100 200 0 50 100 ﬂ 45 90 135 0 25 50 75 0 25 50 75 D 16 30 45

.0344 .0292 .0179 .0178 .0140
a) Nonnegative Matrix Factorization (NMF)
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b) Approximation with Shared Components b;
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(¢) Decomposition with Instance Components h;;

Figure 3.2: A comparison of the components found through instance decomposi-
tion with traditional nonnegative matrix factorization (NMF). The first column
in each row shows a reconstructed image while the next five columns show the
components used and the corresponding coefficients that minimize its reconstruc-
tion error. Row (i) uses the basis found through matrix factorization, (ii) the
shared exemplar components b; of SCA, and (iii) the instance components h;; of
SCA that exactly reconstruct the image. The qualitative similarity between these
components and the comparable reconstruction performance suggests a close rela-
tionship between SCA and traditional matrix factorization, despite their different
objective functions.
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Figure 3.3: Left: The convergence of our algorithm on the MSRC2 data set
with weak labels. Showing 20 random initializations, both the objective value
(a) and the training accuracy (b) consistently converge to the same values after
only around 3 iterations. Right: Example segmentations at different points in the
training process. After iteration 1, the large water and sky regions are successfully
found, while iterations 2 and 3 segment the smaller boats.

all instance components h;; sharing the same index j. Importantly, unlike other
methods employing high-dimensional and over-complete bases, the many instance
components of SCA are not estimated independently; they are related through
the smaller set of exemplar components, which can be interpreted as a shared

basis representative of the training data.

Despite their seemingly unfamiliar construction, we empirically found that the
exemplar components of SCA share close connections between the bases learned
through traditional matrix factorization techniques. For comparison purposes,
we use the shared exemplar components as a basis that can approximately re-
construct data in the same manner as PCA or NMF. Without any additional se-
mantic constraints C;, this basis consistently achieves reconstruction performance
comparable to that of PCA despite the different objective function. In addition,
by introducing nonnegativity constraints on both w;; and h;;, the resulting ex-
emplar components are qualitatively similar to the basis vectors found through
NMF. This is shown in Figure 3.2, which gives a visual comparison between our
method and NMF.
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3.1.2 Robustness via Trimmed Averaging

The Grassmann Average [53] (GA) is a recent method for scalable dimen-
sionality reduction that represents data points as one-dimensional subspaces and
constructs a leading component as their spherical average. This is very similar to
our method which also represents components as weighted averages.

Specifically, GA can be considered a special case of our problem for a single
component (m = 1) with the additional constraints w; = £1 and ||b||, = 1. After

incorporating these constraints, Equation 3.2 can be written as:

n
argmaxZwiang st w; =1, ||blly =1 (3.9)

wib o

Note that w; = 1 if and only if @b is positive. Thus, the objective can be
equivalently represented by replacing the multiplication of /b by w; with an
absolute value, resulting in exactly the same problem solved by GA.

One of the main benefits of GA is that robustness can be easily incorporated
simply by using the robust feature-wise trimmed average (in which the smallest
and largest P% of values are ignored) in place of the ordinary average, which is
highly sensitive to outliers. We apply this same idea to introduce robustness to
our algorithm as well, which was found to be particularly effective in cases when
supervision is minimal or altogether unavailable. However, while GA must rely
on greedy methods for acquiring more than just the leading component (which
could affect what is considered to be an outlier), our algorithm is able to estimate

multiple components simultaneously.

3.2 Semantic Component Analysis (SCA)

Real-world images are often composed of a number of distinct (but semantically-
related) regions. A natural aim of visual learning is to find these meaningful
regions in an unsupervised or weakly-supervised manner. For instance, consider
Figure 3.4(a): it is clear that there are four component objects that can explain
the given images. The question is how to recover these semantic components

with minimal supervision. Algorithms that approach this problem face many
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challenges, primarily in dealing with large intra-class variability in appearance,
illumination, and pose.

A generative model for image formation can be considered as mixing a number
of semantic components: one for each class present within an image. While the
same local image features (e.g. quantized sift descriptors) may appear in instances
from different classes, the distributions of features within semantic regions are
often distinct across classes. If these global image features could be unmixed into
their semantic components—each representing consistent segmentations belonging
only to a single class—then recognition tasks could be simplified dramatically. This
problem motivates a component analysis (CA) approach to image understanding
in which an image is decomposed into semantic components.

Image decomposition is often accomplished through matrix factorization tech-
niques, such as Principal Component Analysis (PCA) [144], Non-negative Matrix
Factorization (NMF) [80], or Probabilistic Latent Semantic Analysis (pLSA) [133].
These methods approximate data as linear combinations of latent factors by min-
imizing total reconstruction error. While some variations of these approaches
can result in localized, semantically-meaningful, or parts-based image decompo-
sitions, they are generally unable to adhere to a key property of image formation:
objects are occlusive, i.e. image formation is nonlinear in pixel space because an
object occludes everything behind it. Thus, images tend to consist of contiguous
groups of pixels that belong only to a single object class. On the other hand,
matrix decompositions represent each pixel as a superposition of multiple com-
ponents. Since they rely on a shared basis that only approximates the original
data, modifying these methods to enforce semantically-meaningful components
by incorporating such nonlinear pixel-level constraints with real-word, unaligned
images is nontrivial.

In the last decade, image classification has become an incredibly active re-
search topic with widespread applications. Most methods for visual recognition
are fully-supervised and make use of bounding boxes or pixel-wise segmentations
to locate objects of interest. However, this type of manual labeling is time con-
suming, error-prone, and potentially suboptimal [109]. On the other hand, the
increasing prevalence of large image collections emphasizes the need for fully- or

partially-automated techniques for analyzing and archiving their content.
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Figure 3.4: An overview of Semantic Component Analysis (SCA) applied to the
task of unsupervised object discovery. (a) From a set of images containing mul-
tiple classes, (b) Bag-of-Words features are extracted pooling information from
the entire image. (c¢) SCA decomposes these global representations into compo-
nent histograms associated with meaningful component objects. The segments
corresponding to these object histograms are shown in (d).

To demonstrate its ability to incorporate richer prior knowledge, we apply our
novel formulation of instance-level data decomposition to the task of image seg-
mentation. We introduce Semantic Component Analysis (SCA), a novel method
for visual data decomposition that finds semantic factorizations of visual data.
Figure 3.4 illustrates SCA applied to Bag-of-Words (BoW) histograms extracted
from input images. Our algorithm decomposes these global image features into
class-specific histograms (Figure 3.4c¢) constructed from partitions of semantically-
related image segments (Figure 3.4d). While existing factorization methods use
a global basis common to all images, the key idea of SCA is the introduction of
instance-specific sets of components allowing for more complex image constraints
and priors. Specifically, we enforce that object partitions be spatially-consistent.
This type of coherence would not be not possible with a global basis because

instances of the same class vary in appearance and location across images.

Images are often composed of a number of distinct (but semantically-related)
regions. A natural aim of visual learning is to find these meaningful regions with

minimal supervision. While supervised approaches to image segmentation rely on
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labeled training examples, acquiring this data can be time-consuming and error-
prone. Instead, we consider the process of image formation as mixing a number
of semantic components: one for each class present within an image. While the
same local image features may appear in instances from different classes, the
distributions of features within semantic regions are often distinct across classes.
If these global image features could be unmixed into their semantic components—
each representing consistent segmentations belonging only to a single class—then

recognition tasks could be simplified dramatically.

Semantic Constraints for Segmentation

Ideally, we seek a semantically-interpretable technique for CA that represents
each class as a single component. In order to encourage that this be the case in
the absence of pixel-level annotations, we must rely on priors and constraints that
summarize assumptions about how classes are represented in images. Specifically,
we note that images tend to be separated into spatially-consistent partitions of
object classes. However, because of intra-class variability and differing spatial
layouts across images, these constraints would be inconsistent and impossible to
enforce in traditional matrix factorization approaches.

Instead, we propose an exact data decomposition of each image feature x; into
it’s own distinct set of instance components H; (with columns h;;) in lieu of a

shared basis:

r; = Hiwi = Zwijhij Vi = 1, ooy n. (310)
Jj=1

Here, n represents the size of the dataset and m represents the total number of
semantically-related groups of components (i.e. object classes) that we consider.
Observe that having a separate set of components for each image—where the basis
H; depends on the image index i—differs from traditional CA methods which use
a global basis common to every image.

In order to encourage semantic in the absence of pixel-level annotations, we
must rely on priors and constraints that summarize assumptions about how classes
are represented in images. Specifically, we note that images tend to be sepa-

rated into spatially-consistent partitions of object classes. However, because of
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intra-class variability and differing spatial layouts across images, these constraints
would be inconsistent and impossible to enforce in traditional matrix factorization
approaches.

This formulation assumes additive image representations, meaning that an
image’s global feature vector @; can be expressed as the sum of its segment feature
vectors. Note that many shallow representations share this property, including
all average-pooled local features. We represent images using simple ¢;-normalized
Bag-of-Words histograms over dense SIFT descriptors [91] quantized to d = 1024
dictionary elements. we begin with an over-segmentation of each image into p;
locally-consistent superpixel feature vectors of dimensionality d. Let S; € R4*Pi
be a matrix with the i*" image’s normalized superpixel features s;;, as its columns.
Let ¢ represent the proportion of the image taken up by the k™ superpixel
and denote by g; the vector with these values as its elements. Thus, due to its
additivity, ; = S;q;. That is, the image histogram x; is a convex combination
of its superpixel histograms s;.

To account for object class occlusion in the image, we enforce that the instance
components h;; come from non-overlapping partitions of superpixels by defining
indicator variables z;;, € {0,1} that are 1 if the kM superpixel belongs only to
the j* class and 0 otherwise. Let z;; be the column vector formed by stacking
the z;;, for all k. Then, the weighted component histograms can be written
as w;jhij = S;diag(g;)zij, where w;; represents the proportion of the i*! image
belonging to the j class. This also constrains the component by wij = q] Zij SO
that 0 < w;; <1 and Z;”Zl wi; = 1.

While the over-segmentation of images into superpixels provides some local
spatial consistency, many superpixels could still make up a single object. Thus,
we incorporate an additional regularization term borrowed from the spectral clus-
tering and co-segmentation literature [08] that promotes smoothness between su-
perpixels. Specifically, we define a similarity matrix W, that assigns each pair of
superpixels in an image a weight determined by their spatial proximity and color
similarity. Denote by L; the normalized graph Laplacian constructed from Wj.
Enforcing that the quantity zgjLizij be small (less than a threshold parameter
p) encourages nearby superpixels with similar color to take on the same label.

Figure 3.5 shows an example of this.
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(a) Image ) Ground Truth =0.05

Figure 3.5: A comparison of segmentation results both with (c) and without (d)
spatial consistency regularization, which encourages segmentations that better
adhere to object boundaries. By taking into account local similarities within
images, spurious errors can be avoided resulting in segmentations that better
match the ground truth (b).

Note that this set of constraints is non-convex since we enforce z;;; to be
binary, which would make optimization difficult. Thus, we first relax this con-
straint by allowing z;;; to take on values within the continuous interval [0, 1].
Since Z;”Zl zijk = 1, z;jx can be interpreted as the degree to which the k™M super-
pixel in the i image belongs to the ;' class. The solution can then be rounded
by selecting the class with the highest value in order to produce a discrete seg-
mentation.

These semantic instance constraints are summarized as follows in Equation 3.11:

C; = {wij,hij : wijhi; = S;diag(q;)z4j, 2; L izij < p,
k
wij = q] zij, Zzij =1,0<z; < 1} (3.1)
j=1

This constraint set is very general and can be easily adapted to include additional
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Table 3.1: SCA segmentation results on synthetic data.

8 0
Tg —g oN %) % ] v
1 2 3 4 5 6 7 8 9 10 §
Cluster (GT) 02 66 41 52 00 96 98 96 49 96 | 77
Cluster (Super) | 00 29 96 32 03 39 52 29 31 28| 36
SCA (None) | 76 73 84 65 84 01 8 88 81 75| 77
SCA (Weak) | 80 81 90 74 86 53 81 83 82 88| 82
SCA (Full) 77T 78 8 74 78 55 86 88 88 92| 85

image priors or modified to be applicable to tasks even beyond image segmen-
tation. Even so, these simple, intuitive constraints surprisingly still result in
semantically-meaningful decompositions. Furthermore, because this set is con-
vex, it allows for convenient optimization

The original objective function from Equation 3.2 can then be updated to

incorporate these constraints as shown in Equation 3.12.

n k

arg min Z Z |S;diag(q;)zij — wijijg + )xz;;Lizij

wij»Zibj =1 j=1 K (3.12)
S.t. ’LUZ']‘ = q;rzij, Zzij = 1, 0 S zij S 1
j=1

Note that the formulation described thus far does not require any training
labels, various levels of supervision can be easily incorporated by simply fixing
certain known elements during training. In particular, weak supervision can be
included by forcing the coefficients w;; for all absent classes to be zero, which

effectively requires summing only over those classes present in an image.

Experimental Results

To demonstrate the effectiveness of our method, we evaluate it against a num-
ber of datasets with varying levels of superivsion.
First, we consider synthetic data with minimal controlled intra-class variation.

Specifically, we use 500 training images and 200 testing images generated by first

36



3.2. Semantic Component Analysis (SCA)

T E RN

Ground Truth Cluster (GT) Cluster SCA (None) SCA (Weak) SCA (Full)

Figure 3.6: Top: Confusion matrices for the accuracies in Table 3.1. Bottom:
Example segmentations for the different methods. Increasing levels of supervision
improve segmentation consistency.

selecting one of three backgrounds from the Salzburg Texture Image Database [77]
and then randomly placing up to 7 rescaled objects segmented from the MSRC2
dataset [130], for a total of 10 classes. There is a maximum of 50% overlap with
other objects and the image edges (simulating occlusion), and there are 2.9 classes

per image on average.

Table 3.1 shows the segmentation performance of our algorithm with varying
levels of supervision using a BoW dictionary size of 1024 with smoothness regu-
larization parameter A = 0.05 and using a robust trimmed average with P = 20%.
In the unsupervised setting, clusters were permuted and assigned to class labels in
order to maximize average training accuracy. As unsupervised baselines, we also
compare k-medians clustering of both ground-truth segments and independent
superpixels. Even though our method is based on superpixels, its performance
is very close to the clustering of ground-truth segments, even performing better
on smaller classes. This is likely due to the joint assignment of all classes within
an image according to the image formation constraints in C;. Simply clustering
superpixels results in very poor performance because small regions do not contain

enough class-specific features.

While increasing the level of supervision improved accuracy somewhat (es-
pecially for “tree”, which is visually similar to the background classes such as

“grass”), our algorithm was generally able to cluster the image regions into the
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sheep horse sign grass car aeroplane bird body

Figure 3.7: Example unsupervised segmentation results on the MSRC2 dataset.
The bar plots on top show the proportion of pixels associated with a given ground
truth class that were assigned to each of the 10 unsupervised clusters. Below
are example images and the resulting segmentations achieved by our algorithm,
showing clear separation into semantically-meaningful groups.

correct semantic classes even with minimal training. Class confusion matrices
and example segmentations are shown in Figure 3.6.

We also evaluated our algorithm on the MSRC2 dataset [130], which contains
591 images segmented into 21 ground truth classes. We first applied our method
in the unsupervised setting with m = 10 latent classes. Smoothness regularization
was used with A = 2 along and exemplar components were computed using the
median, i.e. with P = 50%. Example qualitative results are shown in Figure 3.7.
Note that the resulting groups are semantically related and generally give a good
separation between classes. For example, nearly all “aeroplane” pixels were as-
signed to cluster 2, which also included pixels associated with other man-made

objects such as “car” and “boat”.
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Table 3.2: SCA segmentation results on the MSRC2 dataset.
l \ [147] \ [19] \ [59] H SCA (None) \ SCA (Weak) \ SCA (Full) ‘
| Total Acc. [ 67 [ 69 [ 71 ] 60 [ 70 [ 77 |

Table 3.3: SCA segmentation results on the Sift Flow dataset.
] [ 7] T [148] [ [151] ]| SCA (None) | SCA (Weak) | SCA (Full) |
[ Avg. Acc. | 14 | 21 [ 28 || 14 \ 19 \ 25 |

We tested our algorithm with weak labels provided at both training and testing
time. To provide context, we also show results of our method when training
without any labels and with full pixel-level annotations. We used the standard
method for separating the training and testing data [130]. Table 3.2 summarizes
our results in terms of total pixel accuracy in comparison to other methods.
Despite the simplicity of our algorithm, we achieve comparable performance to
many state-of-the-art systems specifically engineered for the task. Figure 3.8
shows some example successful and unsuccessful segmentations.

Finally, we evaluated performance on the challenging Sift Flow dataset [37],
which contains 2688 total images (200 of which are used only for testing) and 33
classes, with an average of 4.43 classes per image. Following [154], we predict
weak labels of testing images using linear SVMs trained on 4096-dimensional
features extracted from the last fully-convolutional layer (fc6) in the pre-trained
Caffe CNN [66]. Table 3.3 shows average class accuracy in comparison to other
methods. Results from unsupervised and fully-supervised training are also shown
for comparison. We again achieve comparable performance to other methods
that are designed specifically for weakly-supervised semantic segmentation and
use much richer feature sets (color, GIST, and superpixel locations) and priors

(e.g. objectness, ILP, and discriminative appearance models.)

Conclusion

We outlined a general framework for explicitly introducing interpretability
to component analysis. This was accomplished through an alternative objective

function (rather than the traditional least squares reconstruction error from ma-
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(b) Failure Cases

Figure 3.8: Example weakly-supervised segmentations from the MSRC2 dataset
showing both (a) successful and (b) unsuccessful cases. Typical failure cases occur
because of confusion between visually similar classes that commonly co-occur (e.g.
sky and road) or when different classes have very similar color (e.g. the gray cat
on the road.)

trix factorization) that exposes instance components which can be constrained
using prior information. Specifically, we formalized an intuitive observation: im-
ages tend to be partitioned into spatially-consistent, non-overlapping regions that
belong only to a single class. Despite their simplicity, these constraints allow
for the semantically-meaningful clustering of image regions. Requiring only BoW
features and superpixel color similarities, our algorithm is easily-implementable,
efficient, and robust to initialization. Furthermore, varying levels of supervision
can be incorporated trivially.

Even without manual engineering, fine-tuning, or over-fitting to a particu-
lar dataset, we achieve competitive performance on standard weakly-supervised
semantic segmentation tasks. Our approach is general, allowing for the simple

inclusion of additional constraints and priors with the potential to improve these
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results even further. SCA could also be easily adapted to numerous other applica-
tions beyond semantic segmentation, including time series analysis, background

modeling in videos, etc.

Additive Component Analysis (ACA)

Despite the complexity of factors involved in determining the organization of
pixels in an image, one prominent hypothesis suggests that images concentrate
near manifolds with low intrinsic dimensionality determined by their underlying
degrees of freedom [105]. One of its earliest successes was found in the area of
face recognition through the Eigenfaces algorithm [144], a holistic data-driven
approach for representing data as linear combinations of learned components.

In addition to enabling richer constraints that better encode prior knowledge
in applications like image segmentation, instance-level data decomposition can
also be adapted to address the basic modeling restriction common to many com-
ponent analysis techniques: linearity. We propose Additive Component Analysis
(ACA), a novel method for nonlinear component analysis. The motivating hy-
pothesis underlying our approach is that reconstructed input data should vary
smoothly with respect to lower-dimensional representations, relaxing the strict
linearity assumption of PCA. Our approach can be interpreted as an unsuper-
vised additive model [20] constructed to predict training data from latent input
variables, effectively fitting a smooth manifold to data with complexity controlled
by an intuitive roughness penalty. An overview is shown in Figure 3.9, along with
comparisons to PCA.

We generalize Equation 1.2 by instead approximating data as the sum of
learned nonlinear basis functions f; evaluated at some latent variables w;;, re-
sulting in approximations given by the additive model &; ~ f(w;) = > i T (wij).

The resulting optimization problem is shown in Equation 3.13.

n k
2
argminz Hml - ij(wij)Hz + M w7 st fieF (3.13)
j=1

wij fj =1

Here, we aim to learn both the basis functions f; and latent variables w;. We

constrain the basis functions to belong to the set F In addition, in order to
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(a) Additive Component Analysis (ACA) (b) Principal Component Analysis (PCA)

Figure 3.9: An overview of ACA (a) in comparison to PCA (b) on the task of fit-
ting a two-dimensional surface to three-dimensional data. Both methods minimize
the sum of squared distances between the data and their orthogonal projections.
However, ACA learns a nonlinear manifold resulting in reduced reconstruction
error. The key to our approach is the decomposition of each data point x; into
a sum of target components g;;, which allows the basis functions to be learned
through simple, univariate regression.

compress the latent space and constrain the domains of the basis functions, we
enforce that the latent representations belong to a closed set W, implemented

using a small amount of /5 regularization with a fixed hyperparameter of A = 0.01.

This objective essentially minimizes the error in approximating data by pro-
jecting them onto an m-dimensional curvilinear manifold. Example learned ba-
sis functions can be found in Figure 3.11. In addition, Figure 3.12 visualizes
higher-dimensional basis functions for image data by evaluating them at different

intervals of the corresponding training latent variables.

Optimization for this problem presents an interesting challenge. A common
approach for similar constrained component analysis problems (e.g. non-negative
matrix factorization [14], dictionary learning [72], etc.) is alternating minimiza-
tion. With one set of variables fixed, the resulting problem is usually much sim-
pler. In our case, however, this is not so. With the latent representations w; fixed,
the optimization problem reduces to that of a supervised additive model, which
must be solved using an iterative backfitting algorithm, often requiring many it-
erations to converge [20]. To enable simpler optimization, we again introduce
additional auxiliary variables by decomposing @; into a sum of target compo-

nents g;;, which we enforce with an affine equality constraint. Our optimization
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(d) Find g;; given f(w;). (e) Find f, given wij, g,;- (f) Find I; given wij, g,;-

Figure 3.10: A visualization of one iteration of our alternating optimization pro-
cedure. (a) First, approximate latent variables w; are found by projecting each
data point x; onto the affine subspace defined by the linear basis function ap-
proximations l;, initialized using PCA. (b) Then, w; is updated by projecting x;
onto the tangent space at the point f(w;). This step is repeated multiple times
with smaller step sizes for increased accuracy. (c) The result is an approximate
orthogonal projection of &; onto the manifold. (d) The target components gi; are
then found by equally redistributing the reconstruction error between them. (e,f)
Finally, the basis functions f, and their linear approximations l; are found using
simple univariate regression.

problem can then be equivalently written as follows:

n k k
2
9ij — .fj(wij)H2 s.t. Zgij =, f, €F
=1

(3.14)

Unlike the original problem formulation in Equation 3.13, our formulation
based on instance-level data decompositions again admits an efficient alternating
minimization algorithm similar to the one described previously in Section 3.1.

With f; fixed, we first solve Equation 3.15, which essentially amounts to project-
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Initialization Iteration 20 Iteration 40 Iteration 56 Original

(a) Projections of data onto the ACA manifold throughout optimization
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(b) PCA Initialization (c) ACA Solution

Figure 3.11: An example of our optimization procedure applied to a synthetic
dataset of a two dimensional surface embedded in three dimensions. Gaussian
noise and uniformly random outliers were also added. (a) The original data points
are shown on the right. On the left are their denoised projections using the learned
basis functions (shown in black) throughout optimization. Starting from a linear
subspace at initialization, the basis functions adapt to the nonlinear structure
of the data, resulting in a near perfect reconstruction of the true underlying
manifold. Also shown is a comparison between the basis vectors learned by (b)
PCA and the nonlinear basis functions learned by (c) ACA on the synthetic
dataset. The two latent dimensions vary along the horizontal axis while the three
input dimensions vary along the vertical axis. The values of the target component
dimensions are shown as colored points while their linear and smoothing spline
approximations are shown as dotted and solid black lines respectively. Observe
that ACA is able to find alternate decompositions of the data points in which the
resulting target components can be well approximated by smooth functions.
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Figure 3.12: A visualization of the basis functions learned by ACA on both syn-
thetic and real image data for a variety of roughness parameters (a-b). The value
of the latent variable w;; varies along the horizontal axis while the basis function
index j = 1,...,m varies along the vertical axis.

ing x; onto the learned manifold.

k

k
arg min Z ng‘j — Ui — wijf;'(ﬁ)ij)“z + A w7 st Zgij =z; (3.15)

wiEW.gi5 =1 j=1

Solving this directly is difficult due to the nonlinear basis functions f;. However,
since we enforce that they be smooth with small second derivatives, they can be
effectively approximated by first-order Taylor expansions centered around some
approximate solutions w;; as f;(wq;) ~ wi; + wijfg(u?ij) where w;; = f;(Wi;) —
Wi; f;(wi;). Here, the set of partial derivatives f7(w;;) span the tangent space of
the manifold, reducing to the same linear least squares problem from Section 3.1.

The initial w;; can be found by projecting x; onto the affine subspace defined by
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linear approximations l; to the spline functions f;. This approximation can be
improved by repeatedly updating w; with decreasing step sizes.
Afterward, following a derivation similar to that of Equation 3.6, the target

components g,; are given by the closed form solution in Equation 3.16.

k
gi; = fi(wij) + %(wz - fj(ﬂh‘j)) (3.16)
j=1

With w; and g,;; fixed, we update the basis functions f; by solving Equa-
tion 3.17.

argminz Hgl-j - fj(wij)Hz st. f, €F (3.17)
i1

This is a standard univariate regression problem mapping the latent variables

w;; to the target components 9ij-

3.3.1 Curvilinear Smoothness Constraints

We restrict the basis functions f; to be roughness-penalized smoothing splines [32]
due to their generality and efficient computation. Thus, they must belong to the
set F, which is defined as:

}':{f:R—HRd:/(fl’)’(x))deS%szl,...,d} (3.18)

These constraints are implemented with a roughness penalty that balances ap-
proximation accuracy and complexity with a roughness hyperparameter p. The
solution to the problem in Equation 3.17 is a cubic spline with knots 7; corre-
sponding to each of the training points x;, which can be expressed as a linear
combination of spline basis functions f;(x) = >/ ¢;b(x) with coefficient vec-
tors ¢;; € R [32]. In our implementation, we use B-spline basis functions because
they have bounded support resulting in sparse, banded matrices and linear-time
inverse computations [33]. Furthermore, their evaluation and derivatives can be
efficiently computed using a simple recursive formula [151].

The constraint set in Equation 3.18 can be equivalently expressed as:

F = {f(x) = ;ctbt(x) : /z;CST ;ctbg(x)bg(x)dx < ’y} (3.19)
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where B;(i,t) = byj(wij) and Q;(s,t) = [ b (x)by;(x)dz.
Thus, the infinite-dimensional problem in Equation 3.17 can be reduced to
the simple, regularized linear least-squares problem in Equation 3.20 from which

the optimal spline coefficients C; may be found in closed-form, where G; =

T
[glj7vgn]] and Cj:[clja'--acnbj]‘

arg min HG] — BjCjH% + ,OC;!-Q]‘C]‘ (3.20)

J

Approximate Stochastic Optimization

While the optimization procedure described in the previous section is memory
efficient due to the separability of the cost function into smaller subproblems,
solving for all latent variables at each iteration can be computationally expensive
(and possibly redundant) for extremely large datasets. Ideally, we would instead
prefer to take a stochastic approach that considers only a random subset of the
data at each iteration. The basis functions could then be updated with a certain
step size by taking a weighted average with the parameters from the previous
iteration. However, since the knot locations of the spline functions change at
each iteration, their corresponding parameters are not comparable.

To overcome this issue, we propose an approach that approximates the spline
functions from the previous iteration using the knots from the current itera-
tion so that their parameters can be averaged. Specifically, we use Schoen-
berg’s variation diminishing spline approximation [95, 92], a simple and efficient
method for function approximation that does not require solving a linear sys-
tem of equations as with the roughness-penalized spline approximation. To un-
derstand this method, first recall that spline functions can be interpreted geo-
metrically as smoothed versions of their control polygons, which are piecewise-
linear functions with vertices located at specific control points. For a cubic spline
fw) = >, eiby(w) with a knot vector 7, these control points have coordinates
(17, ¢t) where 7 = %(Ty41 + Te42 + Te43) are the knot averages of 7. Similarly,
for any function f, it’s variation diminishing cubic spline approximation is given
by (Vf)(w) = >, f(7)b:(w) where the coefficients are given directly as func-

tion evaluations at the knot averages. Thus, before updating the basis function
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Figure 3.13: An example of the variation diminishing spline approximation used
in our stochastic optimization technique for parameter averaging of basis func-
tions with different knot locations. The original basis function (a) was fitted
to target components with knot locations denoted by dotted vertical lines while
the updated basis function (b) was approximated with different knot locations
without requiring expensive least-squares fitting.

parameters from the previous iteration, we take a variation diminishing spline
approximation of their control polygons evaluated at the new knot averages from
the current iteration, essentially resulting in a linear interpolation of the control
points. While this is only a rough approximation as shown in Figure 3.13, it leads

to effective learning with significantly reduced training time.

Deep Composition of Additive Models

Despite their generality, additive models can only represent a relatively small
set of possible multivariate functions due to the curvilinear assumption. Thus,
the space of manifolds that can be learned with ACA is also limited. Consider,
for example, a dataset of noisy images containing translated circles. Its intrinsic
dimensionality equals two because there are only two independent dimensions of
variation: horizontal and vertical location. However, the underlying nonlinearities
cannot be effectively modeled with ACA | resulting in poor latent separability and
reconstruction performance. This is demonstrated in Figure 3.14.

This fundamental limitation of component analysis is a result of the restricted

additive interactions allowed between latent variables. To address this, we pro-

48



3.3. Additive Component Analysis (ACA)

5 :‘gr
c ey .
- _;‘;.":‘2, .
S ¢ % u%
S 3 2 e
S 5. @. T L
o E 2
a
Q E 10 '#‘"4{-‘
adyrc by
15 *
Rt
s

| e e ‘.‘".‘&7’
By

f

p = 0.003

Latent Dimension 2

s 0 5 w0
Latent Dimension 1

(a) w;

Figure 3.14: A synthetic example demonstrating the difficulty in modeling nonlin-
earities due to translation with additive components. For two different values of
the roughness parameter p (top and bottom), the latent space of two-dimensional
representations w; is shown (a) indicating two example images (b). ACA learns
an approximate reconstruction &; (c) equal to the sum of a mean image m (d) and
two component images (e,f) given as the evaluated basis functions f;(w;;). Be-
cause the components are additive, reconstruction performance suffers even when
the basis function complexity is increased with a higher roughness parameter p.

pose a deep extension of our approach that stacks multiple ACA layers together,
increasing representational power by composing ¢ additive models f* constructed
as the sum of basis functions ff for j =1,...,mp where mi_1 < my < d so that
f=floflo...of'. Similar approaches have seen much success within the area
of deep learning, partially due to the observation that increasing depth can allow
for comparable expressivity with exponentially fewer parameters [12]. Indeed, in
Figure 3.15, we show that deep ACA successfully models translation, resulting in
reduced reconstruction error and an interpretable two-dimensional representation

in which latent variables correspond to different spatial dimensions.

While function composition makes optimization more difficult, we use the an
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Figure 3.15: A demonstration of the increased representational power provided by
the composition of additive models, comparing ACA with one layer (a), with two
layers trained greedily layer by layer (b), and with two layers trained jointly (c).
The learned low-dimensional latent space (top) indicates two numbered example
points. The corresponding original images (middle) are compared alongside the
denoised reconstructions (bottom). Deep ACA results in better performance and
more interpretable representations by jointly learning richer interactions between
latent variables.

approach similar to the Method of Auxiliary Coordinates (MAC) [25] to learn the
parameters of all layers jointly using essentially the same procedure described in
Figure 3.10. This leads to a more interpretable latent space in comparison to a
greedy approach that learns the parameters of each layer independently, as shown
in Figure 3.15.

We now aim to infer a set of latent variables wf € R™ for k = 1,...,4,
where 'w1 is our low-dimensional representation and the others are constrained
to be intermediate layer outputs, i.e. 'wkJrl fk(wf) for k=1,...,£—1. For
simpler notation, we fix wf“ = x; and denote f*T = flo f&1o... 0 f¥ giving
the optimization problem in Equation 3.21. Our optimization procedure can then
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proceed as usual.

TS a0

w; €W  i=1 k=1

‘ 5.t wht = £ (wh) (3.21)

To enable effective learning of the intermediate layers, we ignore the equality
constraint when solving for the latent variables so that each fkT('wi-“) optimally
reconstructs ;. (Note that this bears some similarity to deeply-supervised deep
neural networks, in which intermediate loss functions encourage the discriminabil-
ity of hidden layers [79].) In other words, deep ACA can be interpreted as learning
a sequence of manifolds with decreasing dimensionality so that wi?‘ can be found
by orthogonally projecting @; onto the mj-dimensional manifold defined by f*T.

As before, we first approximate the latent variables by fixing the basis func-
tions and iteratively projecting «; onto the resulting manfiold’s tangent space,

which is constructed as the first-order Taylor expansion of fkT('wf) around ﬁ;f

- k _
D = ’f’( Z) f,;k( )] DI = D/@Dg I...Dk

Analogous to Equation 3.15, the result can be solved in closed-form.
We again decompose each set of latent variables into target components so
that wf;rl = Z;n:’“l gfj After reintroducing the equality constraint, they can

then be given as:
K k Lok - k
j=1

Finally, we can again fit the basis functions f* (wfj) to the target components

gf;“l using standard regression.

Experimental Results

In this section, we evaluate the effectiveness of our method through qualita-
tive and quantitative analyses on a variety of synthetic and real datasets. This is
intended to demonstrate the wide applicability of ACA and to encourage its use

as a simple alternative to PCA. Specifically, we demonstrate robustness to noise,
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Figure 3.16: A visualization of ACA applied to synthetic data with extreme
amounts of noise. In each column, different amounts of Gaussian noise are added
to points along the manifold from Figure 3.11 (shown in color) along with uni-
formly random outliers (shown in grey). Top views of the original noisy data (a)
are compared to the denoised reconstructions achieved by ACA (b). Even with
large amounts of noise, ACA recovers the underlying structure of the data very
well resulting in consistent low-dimensional representations.

improved denoising and reconstruction performance, and more interpretable rep-
resentations with better separation of semantic categories, including large-scale
experiments on the MNIST dataset.

Because ACA explicitly optimizes reconstruction accuracy, it is naturally very
robust to noise unlike most approaches to manifold learning that require estima-
tion of a neighborhood graph using pairwise distances. To demonstrate this, we
constructed a synthetic dataset consisting of 1000 points sampled along a curved
two-dimensional manifold embedded in three-dimensions. We then added various
amounts of Gaussian noise along with 50 uniformly random outliers. A visual-
ization of this data can be seen in Figure 3.16 and qualitative comparisons are
shown in Figure 3.17 with a variety of nonlinear dimensionality reduction tech-
niques. ACA consistently results in superior low-dimensional representations even
in the presence of extreme noise. Importantly, unlike the other compared nonlin-
ear methods, ACA trivially supports reconstruction of the underlying manifold
for visualization of denoised data.

In image data, “noise” can take a variety of forms, including sensor noise, cast
shadows, misalignment, occlusions, etc. Due to its ability to model complex non-

linear structure, ACA results in perceptually more accurate image reconstructions
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Figure 3.17: Qualitative comparisons showing our method’s superior robustness
to noise. (a) Different amounts of noise are added to points corresponding to
the columns of Figure 3.16. The corresponding low-dimensional latent spaces
of (b) ACA are compared to those of (c) PCA and a variety of other nonlinear
dimensionality reduction techniques (c-j).
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Figure 3.18: A demonstration of the invariance and complex denoising capabilities
of ACA. Given images of faces under a variety of different lighting conditions (a),
dimensionality reduction was performed using ACA (b) and KPCA (c) with 4
components and PCA (d) with 20 components. Because it is able to learn rich
nonlinearities, ACA achieves more perceptually plausible denoised images that
retain more detail with fewer components.

that are invariant to many of these sources. This is demonstrated in Figure 3.18
on the Extended Yale Face Database B [32], which contains partially aligned im-
ages of faces under different lighting conditions. Dimensionality reduction was
performed on ZCA whitened images using ACA and PCA with 4 and 20 com-
ponents respectively, giving similar average mean-squared reconstruction error.
Example components are visualized in Figure 3.12. Also compared was Kernel
PCA with 4 components and a Gaussian kernel with parameter o2 = 2. Since
KPCA does not directly enable back-projection, approximate pre-images were
found using fixed-point iterations [97]. The resulting de-whitened image recon-
structions for ACA are perceptually more plausible, resulting in better shadow

removal while preserving more details for improved identity preservation.

In addition to enabling accurate data reconstruction, ACA can also encode
complex invariances due to the underlying smoothness constraints. This results
in low-dimensional representations that are useful for high-level tasks such as
exploratory data analysis and clustering. This is demonstrated in Figure 3.19,

which shows how the parameter p affects class separability and data reconstruction
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Figure 3.19: A visualization of how the roughness parameter p affects the per-
formance of ACA on novel testing data. Two-dimensional latent embeddings (a)
of images from the COIL-20 dataset are shown in columns for PCA, KPCA, and
ACA with different values of p. Two example images (b) are also shown, along
with their reconstructions (c). Increasing p can improve image reconstruction
performance and the separability of object classes (shown as different colors in
the latent space), but can also reduce performance due to overfitting.

Latent Dimension 1

performance on unseen testing data. In this experiment, approximately half of
the 1440 processed images from the COIL-20 dataset [107] were used as training
data for a two layer deep ACA model with m = [2,4] and a varying roughness
parameter. The learned models were then applied to the remaining testing images
and the corresponding two-dimensional representations plotted alongside example
image reconstructions. Increasing p allows for rougher basis functions with higher
complexity, giving better separability of categories (shown as different colors)
in the latent space in comparison to PCA and KPCA with a Gaussian kernel
(02 = 7). However, it can also lead to overfitting and poor reconstruction accuracy

of test images.

Finally, we demonstrate large-scale results on the MNIST dataset [78] con-
taining 60k training images and 10k testing images, which is prohibitive for many
nonlinear dimensionality reduction implementations. In Figure 3.20, training er-
ror is shown against elapsed time using both batch and stochastic optimization
with a batch size of 1000. Stochastic optimization leads to much faster conver-

gence in less than 10 minutes with an unoptimized Matlab implementation. Also
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shown are the resulting two-dimensional latent representations and example re-
constructions of the testing images. While batch optimization leads to slightly
lower training error, the over-separated latent space indicates overfitting in com-
parison to stochastic optimization. Note that while some techniques designed
specifically for low-dimensional visualization (e.g. t-SNE [145]) may result in
better class separation, they cannot reconstruct the input or be applied to new
data, leading to limited applicability. In Figure 3.20, quantitative results are also
shown demonstrating reconstruction performance and nearest-neighbor classifica-

tion performance.

Conclusion

Additive Component Analysis combines the simplicity and broad applicability
of linear component analysis with the nonlinear representational power of man-
ifold learning. It produces robust and interpretable latent representations given
by memory-efficient models optimized for data reconstruction. This results in
significantly improved performance, especially in the presence of noise, enabling
the detailed analysis and visualization of large, real-world datasets. Furthermore,
the composition of multiple ACA layers can overcome the modeling limitations
of additive components, with parameters that can be learned jointly with the
same memory-efficient optimization procedure. We believe that this demonstrates
the encouraging potential for nonparametric deep learning using compositions of
additive models as an alternative to standard linear transformations with fixed
nonlinear activation functions. This could potentially lead to adaptive representa-
tional power with far fewer parameters, reduced overfitting due to the underlying

smoothness assumption, and superior robustness.

56



3.3. Additive Component Analysis (ACA)

B
8
o o 7
6 : : :
x10 8 5 5
3.5 T T T T T 5 £ .
5 —PCA 2 & s
A = =, =10" (Batch) :
35 3 —— = 10* (Stochastic) 0
§ ‘ - =)= 107 (Batch) Latent Dimension 1 Latent Dimension 1
g \ = =107 (Stochastic) =1
< 25 ~ —— _ b 2 O n
(o} ~ - - T e @ o o o e — — - - ’
= e e —e - — e - 5 = r
2 L L L L L = — »
0 1000 2000 3000 4000 5000 6000 : 3 f
J
Elapsed Time (Seconds) = = -
o . -
(a) Convergence Timing Comparison » = p
o v
Training Reconstruction Error Testing Reconstruction Error Testing Prediction Error
45 45
§ Ohgrsssssnsnnns Line: § hgesassnnnnnnn Line: Color: Line: Color:
i 40 = ACA i 40 = ACA||=m=2 5 0¢ = ACA||=m=2
o pees sunns{nnsPCA o pees unus{nnsPCAlmm=4 5 == sPCAl=m=4
gas £3s =m=8 c 0.4
> 5 S
5 30k an- I g lo] . I k3]
[} [} 5
&2 &2 o 02
8 s O b e——— T
2 20 -6 -5 -4 -3 -2 =1 = 20 -6 -5 -4 -3 -2 =1 0= -6 -5 -4 -3 -2 =1
107 10° 10° 10° 10° 107 10 107 10° 10° 107 107 107 10 107 10° 10° 10° 107 107 10
Roughess Parameter p Roughess Parameter p Roughess Parameter p
(d) Training Reconstruction (e) Testing Reconstruction (f) Testing Prediction

Figure 3.20: The effect of our approximate stochastic optimization scheme applied
to the MNIST dataset. Reconstruction error (a) is plotted throughout training
with stochastic optimization with solid dots shown every 20 iterations. The re-
sulting two-dimensional test data embeddings for p = 1073 (b) are compared
against to those of PCA (c) alongside grids of reconstructed images from the re-
gions indicated by black squares. Also shown are results on the MNIST datset,
showing (a) reconstruction error of training images, (b) reconstruction error of
testing images, and (c) testing nearest-neighbor classification error. Performance
is compared between PCA and ACA for a variety of roughness parameters p and
numbers of components m.
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Deep Network Inference as

Data Decomposition

Deep convolutional neural networks have achieved remarkable success in the
field of computer vision. While far from new [7%], the increasing availability of ex-
tremely large, labeled datasets along with modern advances in computation with
specialized hardware have resulted in state-of-the-art performance in many prob-
lems, including essentially all visual learning tasks. Examples include image classi-
fication [62], object detection [(3], and semantic segmentation [28]. Despite a rich
history of practical and theoretical insights about these problems, modern deep
learning techniques typically rely on task-agnostic models and poorly-understood
heuristics. However, recent work [30, , 16] has shown that specialized architec-
tures incorporating classical domain knowledge can increase parameter efficiency,

relax training data requirements, and improve performance.

Prior to the advent of modern deep learning, optimization-based methods like
component analysis and sparse coding dominated the field of representation learn-
ing. These techniques use structured matrix factorization to decompose data into
linear combinations of shared components. Latent representations are inferred
by minimizing reconstruction error subject to constraints that enforce properties
like uniqueness and interpretability. Importantly, unlike feed-forward alternatives
that construct representations in closed-form via independent feature detectors,
this iterative optimization-based approach naturally introduces conditional de-
pendence between features in order to best explain data, a useful phenomenon
commonly referred to as “explaining away” within the context of graphical mod-

els [11]. An example of this effect is shown in Figure 4.1, which compares sparse

o8



. - 2 = O = =
s g‘s (C) . --#- -
083 .039

x 3360 122 .024 .001

Positive Correlation
Coefficient Vall

o — — =

- ' | i — = o = =

: ‘ (d) I R =

om0 w0 am o o me w0 eo o —
x

(a) Feed-Forward  (b) Optimization 194164 141 .066 .026  .009

Figure 4.1: An example of the “explaining away” conditional dependence pro-
vided by optimization-based inference. Sparse representations constructed by
feed-forward nonnegative soft thresholding (a) have many more non-zero elements
due to redundancy and spurious activations (c). On the other hand, sparse repre-
sentations found by ¢;-penalized, nonnegative least-squares optimization (b) yield
a more parsimonious set of components (d) that optimally reconstruct approxi-
mations of the data.

representations constructed using feed-forward soft thresholding with those given
by optimization-based inference with an ¢; penalty. While many components in
an overcomplete set of features may have high-correlation with an image, con-
strained optimization introduces competition between components resulting in

more parsimonious representations.

Component analysis methods are also often guided by intuitive goals of in-
corporating prior knowledge into learned representations. For example, statis-
tical independence allows for the separation of signals into distinct generative
sources [09], non-negativity leads to parts-based decompositions of objects [30],
and sparsity gives rise to locality and frequency selectivity [112]. Due to the diffi-
culty of enforcing intuitive constraints like these with feed-forward computations,
deep learning architectures are instead often motivated by distantly-related bio-
logical systems [131] or poorly-understand internal mechanisms such as covariate
shift [64] and gradient flow [55]. Furthermore, while a theoretical understand-
ing of deep learning is fundamentally lacking [15&], even non-convex formulations
of matrix factorization are often associated with guarantees of convergence [0],

generalization [88], uniqueness [15], and even global optimality [51].

59



4.1

4. DEEP NETWORK INFERENCE AS DATA DECOMPOSITION

a; = ¢(Blay) | w3 = a‘;sgenéign E(w,x) | 23 €, | zgll H z?l } ....... .| z[3T] |
™y t Nt t

| a, =¢,(Bla,) | | Bsw; |=|w; EC; | w; u 2; EC, | 2[21] H zE] } """" ’| z[ZT] |
™y N 1 - t

| a,=¢,(Blx) | | B,w, |=lw;€C | wy u z; €0 | 251] H 252] } """" ’| ZET] |

(a) Feed-Forward  (b) DeepCA (c) Optimization  (d) Unrolled Optimization

Figure 4.2: A comparison between feed-forward neural networks and the pro-
posed deep component analysis (DeepCA) model. While standard deep networks
construct learned representations as feed-forward compositions of nonlinear func-
tions (a), DeepCA instead treats them as unknown latent variables to be inferred
by constrained optimization (b). To accomplish this, we propose a differentiable
inference algorithm that can be expressed as a recurrent generalization of feed-
forward networks (c) that can be unrolled to a fixed number of iterations for
learning via backpropagation (d).

Deep Component Analysis

In order to unify the intuitive and theoretical insights of component analysis
with the practical advances made possible through deep learning, we introduce
the framework of Deep Component Analysis (DeepCA). This novel model for-
mulation can be interpreted as a multilayer extension of traditional component
analysis in which multiple layers are learned jointly with intuitive constraints in-
tended to encode structure and prior knowledge. DeepCA can also be motivated
from the perspective of deep neural networks by relaxing the implicit assumption
that the input to a layer is constrained to be the output of the previous layer,
as shown in Equation 4.1 below. In a feed-forward network (left), the output
of layer j, denoted a;, is given in closed-form as a nonlinear function of a;_i.
DeepCA (right) instead takes a generative approach in which the latent variables
w; associated with layer j are inferred to optimally reconstruct w;_; as a linear

combination of learned components subject to some constraints C;.
Feed-Forward: a; = ¢(B]Taj_1) = DeepCA: Bjw; =~ w;_1 s.t. w; €C; (4.1)

From this perspective, intermediate network “activations” cannot be found
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in closed-form but instead require explicitly solving an optimization problem.
While a variety of different techniques could be used for performing this infer-
ence, we propose the Alternating Direction Method of Multipliers (ADMM) [15].
Importantly, we demonstrate that after proper initialization, a single iteration
of this algorithm is equivalent to a pass through an associated feed-forward neu-
ral network with nonlinear activation functions interpreted as proximal operators
corresponding to penalties or constraints on the coefficients. The full inference
procedure can thus be implemented using Alternating Direction Neural Networks
(ADNN), recurrent generalizations of feed-forward networks that allow for pa-
rameter learning using backpropagation. A comparison between standard neural
networks and DeepCA is shown in Figure 4.2. Experimentally, we demonstrate
that recurrent passes through convolutional neural networks enable better spar-
sity control resulting in consistent performance improvements in both supervised
and unsupervised tasks without introducing any additional parameters.

In addition to practical advantages, our model also provides a novel perspec-
tive for conceptualizing deep learning techniques. Specifically, rectified linear unit
(ReLU) activation functions [19], which are ubiquitous among many state-of-the-
art models in a variety of applications, are equivalent to ¢i-penalized, sparse
projections onto non-negativity constraints. Alongside the interpretation of feed-
forward networks as single-iteration approximations of reconstruction objective
functions, this suggests new insights towards better understanding the effective-
ness of deep neural networks from the perspective of sparse approximation theory.

Deep Component Analysis generalizes inference in the original component
analysis model of Equation 3.2 by introducing additional layers j = 1,...,1 with
parameters B; € RPi-1*Pi. Optimal DeepCA inference can then be accomplished
via Equation 4.2, where we use penalty function notation ®; : R? — R in place

of constraint sets.

!
[ (x) = arg minz 5 llwj—1 — ijng + ®j(w;) st wy==2x (4.2)

Wisr  j=1

Note that hard constraints can still be represented by indicator functions I(w; €
C;) that equal zero if w; € C; and infinity otherwise. While we use pre-multiplication

with a weight matrix B; to simplify notation, our method also supports any linear
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transformation by replacing transposed weight matrix multiplication with its cor-
responding adjoint operator. For example, the adjoint of convolution is transposed
convolution, a popular approach to upsampling in convolutional networks [110].
If the penalty functions are convex, this problem is also convex and can be
solved using standard optimization methods. Instead of alternating optimization
for parameter learning, however, we use backpropagation like in standard feed-
forward networks by replacing the inference function in Equation 2.3 with an
optimization algorithm for solving Equation 4.2 unrolled to a fixed number of
iterations. This allows for arbitrary loss functions while still enforcing constraints

on the inferred outputs.

From Activation Functions to Constraints

Before introducing our inference algorithm, we first discuss the connection
between penalties and their nonlinear proximal operators, which forms the ba-
sis of the close relationship between DeepCA and traditional neural networks.
Ubiquitous within the field of convex optimization, proximal algorithms [1 18] are
methods for solving nonsmooth optimization problems. Essentially, these tech-
niques work by breaking a problem down into a sequence of smaller problems
that can often be solved in closed-form by proximal operators ¢ : R — R¢ asso-
ciated with penalty functions ® : R — R given by the solution to the following

optimization problem, which generalizes projection onto a constraint set:

o(w) = argwrlnin% Hw - 'w’HE + & (w') (4.3)

Within the framework of DeepCA, we interpret nonlinear activation functions
in deep networks as proximal operators associated with convex penalties on la-
tent coefficients in each layer. hile this connection cannot be used to generalize
all nonlinearities, many can naturally be interpreted as proximal operators. For
example, the sparsemax activation function is a projection onto the probability
simplex [96]. Similarly, the ReLU activation function is a projection onto the
nonnegative orthant. When used with a negative bias b, it is equivalent to non-

negative soft-thresholding S; , the proximal operator associated with nonnegative
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¢1 regularization:
O (w) = I(w > 00+ by lwy] = ¢ (w) = S (w) = ReLU(w—b) (4.4)

While this equivalence has been noted previously as a means to theoretically ana-
lyze convolutional neural networks [117], DeepCA supports optimizing the bias b
as an £1 penalty hyperparameter via backpropagation for adaptive regularization,
which results in better control of representation sparsity.

In addition to standard activation functions, DeepCA also allows for enforcing
additional constraints that encode prior knowledge if their corresponding proximal
operators can be computed efficiently. For our example of single-image depth
prediction with a sparse set of known outputs y provided as prior knowledge,
the penalty function on the final output w; is ®;(w;) = [(Sw; = y) where
the selector matrix S extracts the indices corresponding to the known outputs
in y. The associated proximal operator ¢; projects onto this constraint set by
simply correcting the outputs that disagree with the known constraints. Note
that this would not be an effective output nonlinearity in a feed-forward network
because, while the constraints would be technically satisfied, there is nothing to
enforce that they be consistent with neighboring predictions leading to unrealistic
discontinuities. In contrast, DeepCA inference minimizes the reconstruction error
at each layer subject to these constraints by taking multiple iterations through

the network.

Alternating Direction Neural Networks

With the model parameters fixed, we solve our DeepCA inference problem
using the Alternating Direction Method of Multipliers (ADMM), a general opti-
mization technique that has been successfully used in a wide variety of applica-
tions [15]. To derive the algorithm applied to our problem, we first modify our
objective function by introducing auxiliary variables z; that we constrain to be
equal to the unknown coefficients w;, as shown in Equation 4.5 below.

l
arg minz i sz_l—ijng + ®j(z;) st wog=z,Vj:w; =z; (4.5)

{w;,z;} j=1
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From this, we construct the augmented Lagrangian £, with dual variables A

and a quadratic penalty hyperparameter p = 1:

2 2
Ly =Y 3llzj1 — Bjwj|5 + ®;(z;) + A] (w; — z5) + § |w; — 25 (4.6)
j=1

The ADMM algorithm then proceeds by iteratively minimizing £, with re-
spect to each set of variables with the others fixed, breaking our full inference
problem into smaller pieces that can each be solved in closed form. Due to the
decoupling of layers in our DeepCA model, the latent activations can be updated
incrementally by stepping through each layer in succession, resulting in faster
convergence and computations that mirror the computational structure of deep
neural networks. With only one layer, our objective function is separable and
so this algorithm reduces to the classical two-block ADMM, which has extensive
convergence guarantees [15]. For multiple layers, however, our problem becomes
non-separable and so this algorithm can be seen as an instance of cyclical multi-
block ADMM with quadratic coupling terms. While our experiments have shown
this approach to be effective in our applications, theoretical analysis of its con-
vergence properties is still an active area of research [27].

A single iteration of our algorithm proceeds by taking the following steps for
all layers 7 = 1,...,[ in succession:

1.) First, w; is updated by minimizing the Lagrangian after fixing the as-
sociated auxiliary variable z; from the previous iteration along with that of the

previous layer z; 1 from the current iteration:

w?*” = arg min £, (w;, zg,fjlll, Zg,ﬂ’ )\gﬂ) (4.7)
w;
-1
T, ) B A

This is an unconstrained linear least squares problem, so it’s solution is given by

solving a linear system of equations.

2.) Next, z; is updated by fixing the newly updated w; along with the next
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layer’s coefficients w; 1 from the previous iteration:
2= argmin £ (w[tH] w2z }\[ﬂ) (4.8)
j‘_gzj p\Wj 5 Wii1, 255 A '
_ 4 (1R [¢] [t+1] | 1410
= ¢; (;Biriwiy + (w4 2XA)
[t+1] ._ [t+1] | 1401
This is the proximal minimization problem from Equation 4.3, so its solution is
given in closed form via the proximal operator ¢, associated with the penalty
function ®;. Note that for j # [, its argument is a convex combination of the
current coefficients w; and feedback that enforces consistency with the next layer.
3.) Finally, the dual variables A; are updated with the constraint violations
scaled by the penalty parameter p.

[t+1] . [t] [t+1]  _[t+1]
A=A (w2 ) (4.9)

This process is then repeated until convergence. Though not available as a
closed-form expression, in the next section we demonstrate how this algorithm
can be posed as a recurrent generalization of a feed-forward neural network.

Our inference algorithm essentially follows the same pattern as a deep neural
network: for each layer, a learned linear transformation is applied to the previous
output followed by a fixed nonlinear function. Building upon this observation, we
implement it using a recurrent network with standard layers, thus allowing the
model parameters to be learned using backpropagation.

Recall that the w; update in Equation 4.7 requires solving a linear system
of equations. While differentiable, this introduces additional computational com-
plexity not present in standard neural networks. To overcome this, we implicitly
assume that the parameters in over-complete layers are Parseval tight frames, i.e.
so that BijT = 1. This property is theoretically advantageous in the field of
sparse approximation [20] and has been used as a constraint to encourage robust-
ness in deep neural networks [95]. However, in our experiments we found that it
was unnecessary to explicitly enforce this assumption during training; with ap-
propriate learning rates, backpropagating through our inference algorithm was
enough to ensure that repeated iterations did not result in diverging sequences

of variable updates. Thus, under this assumption, we can simplify the update in
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Algorithm 1: Feed-Forward Algorithm 2: Alternating Direction Neural Network
Input: x, {B;,b;} Input: x, {B;,b;}
Output: {w;}, {z,} Output: {ng]}, {zE.T]}
Initialize: zo = x Initialize: {)\go]} =0, {wgl],zgl]} from Algorithm 1
forj=1,...,ldo fort=1,...,7—1do
Pre-activation: for j=1,...,ldo
wj = BJT'zjfl Dual: Update Agt] (Eq. 4.9)
Activation: Pre-activation: Update 'wgﬁl] (Eq. 4.10)
2 1= ¢5(w; = b)) Activation: Update z/*"] (Equ. 4.8)
end 7
end
end

Equation 4.7 using the Woodbury matrix identity as follows:

wi™ = 2l L BT Byl 2= Gl 13 (4.10)

As this only involves simple linear transformations, our ADMM algorithm for
solving the optimization problem in our inference function f* can be expressed
as a recurrent neural network that repeatedly iterates until convergence. In prac-
tice, however, we unroll the network to a fixed number of iterations 7" for an
approximation of optimal inference so that f [T}(:c) ~ f*(x). Our full algorithm

is summarized in Algorithms 1 and 2.

Generalization of Feed-Forward Networks

Given proper initialization of the variables, a single iteration of this algorithm

is identical to a single pass through a feed-forward network. Specifically, if we
(1 _ (1 .
0 =

x, then w’ "' is

let A% = 0 and 2% = BT2IY | where we again denote z ;

J J 37D
equivalent to the pre-activation of a neural network layer:

1 1 1 1
wg = B]ngll + 4 B] (zg.ll - Bj(B}zgll)) — B]ng._l (4.11)

Similarly, if we initialize 'wgojrl = B;F_H'wgl}, then zg-l] is equivalent to the

corresponding nonlinear activation using the proximal operator ¢;:

z = 0; (B Bl w)) + Jw)l) = 6 (w)') (4.12)
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Thus, one iteration of our inference algorithm is equivalent to the standard
feed-forward neural network given in Equation 2.2, i.e. fll(z) = fP"N(x), where
nonlinear activation functions are interpreted as proximal operators correspond-
ing to the penalties of our DeepCA model. Additional iterations through the
network lead to more accurate inference approximations while explicitly satisfy-

ing constraints on the latent variables.

Learning by Backpropagation

With DeepCA inference approximated by differentiable ADNNs, the model
parameters can be learned in the same way as standard feed-forward networks.
Extending the nested component analysis optimization problem from Equation 2.1,
the inference function f[T] can be used as a generalization of feed-forward network
inference f 1 for backpropagation with arbitrary loss functions L that encourage
the output to be consistent with provided supervision y®, as shown in Equa-
tion 4.13 below. Here, only the latent coefficients fET](a:(i)) from the last layer
are shown in the loss function, but other intermediate outputs j # [ could also
be included. .

arg minZL(ng}(a:(i)), y(i)) (4.13)

{Bjbj} =1
From an agnostic perspective, an ADNN can thus be seen as an end-to-end deep
network architecture with a particular sequence of linear and nonlinear trans-
formations and tied weights. More iterations (I" > 1) result in networks with
greater effective depth, potentially allowing for the representation of more com-
plex nonlinearities. However, because the network architecture was derived from
an algorithm for inference in our DeepCA model instead of arbitrary composi-
tions of parameterized transformations, the greater depth requires no additional
parameters and serves the very specific purpose of satisfying constraints on the

latent variables while enforcing consistency with the model parameters.

Sparse Measurements as Constraints for Depth Completion

DeepCA also allows for other constraints that would be impossible to effec-

tively enforce with a single feed-forward pass through a network. As an example,
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Figure 4.3: A demonstration of DeepCA applied to single-image depth predic-
tion using images concatenated with sparse sets of known depth values as input.
Baseline feed-forward networks are not guaranteed to produce outputs that are
consistent with the given depth values. In comparison, ADNNs with an increas-
ing number of iterations (7' > 1) learn to satisfy the sparse output constraints,
resolving ambiguities for more accurate predictions without unrealistic disconti-
nuities.

we consider the task of single-image depth prediction, a difficult problem due to
the absence of three-dimensional information such as scale and perspective. In
many practical scenarios, however, sparse sets of known depth outputs are avail-
able for resolving these ambiguities to improve accuracy. This prior knowledge
can come from additional sensor modalities like LIDAR or from other 3D recon-
struction algorithms that provide sparse depths around textured image regions.
Feed-forward networks have been proposed for this problem by concatenating
known depth values as an additional input channel [93]. However, while this
provides useful context, predictions are not guaranteed to be consistent with the
given outputs leading to unrealistic discontinuities. In comparison, DeepCA en-
forces the constraints by treating predictions as unknown latent variables. Some
examples of how this behavior can resolve ambiguities are shown in Figure 4.3
where ADNNs with additional iterations learn to propagate information from the

given depth values to produce more accurate predictions.
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Figure 4.4: A demonstration of the effects of fixed (solid lines) and learnable (dot-
ted lines) bias parameters on the reconstruction error (a) and activation sparsity
(b-d) comparing feed forward networks (blue) with DeepCA (red). All models
consist of three layers each with 512 components. Due to the conditional de-
pendence provided by recurrent feedback, DeepCA learns to better control the
sparsity level in order improve reconstruction error. As 1 regularization weights,
the biases converge towards zero resulting in denser activations and higher net-
work capacity for reconstruction.
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Figure 4.5: The effect of increasing model size on training (a) and testing (b)
classification error, demonstrating consistently improved performance of ADNNs
over feed-forward networks, especially in larger models. The base model consists
of two 3 x 3, 2-strided convolutional layers followed by one fully-connected layer
with 4, 8, and 16 components respectively. Also shown are is the classification
error throughout training (c).

Experimental Results

In this section, we demonstrate some practical advantages of more accurate
inference approximations in our DeepCA model using recurrent ADNNSs over feed-
forward networks. Even without additional prior knowledge, standard convo-
lutional networks with ReLU activation functions still benefit from additional
recurrent iterations as demonstrated by consistent improvements in both super-

vised and unsupervised tasks on the CIFAR-10 dataset [74]. Specifically, for an
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Figure 4.6: Quantitative results on reduced-size images from the NYU-Depth
V2 dataset. The training (a) and testing (b) reconstruction errors throughout
optimization show that more iterations (7" > 1) reduce convergence time and
give much lower error on held-out test data. With a sufficiently large number of
iterations, even lower-capacity models with encoders consisting of fewer residual
blocks all achieve nearly the same level of performance with small discrepancies
between training (c) and testing (d) errors.

unsupervised autoencoder with an f5 reconstruction loss, Figure 4.4 shows that
the additional iterations of ADNNs allow for better sparsity control, resulting
in higher network capacity through denser activations and lower reconstruction
error. This suggests that recurrent feedback allows ADNNs to learn richer rep-
resentation spaces by explicitly penalizing activation sparsity. For supervised
classification with a cross-entropy loss, ADNNs also see improved accuracy as
shown in Figure 4.5, particularly for larger models with more parameters per
layer. Because we treat layer biases as learned hyperparameters that modulate
the relative weight of £; activation penalties, this improvement could again be at-
tributed to this adaptive sparsity encouraging more discriminative representations

across semantic categories.

While these experiments emphasize the importance of sparsity in deep net-
works and justify our DeepCA model formulation, the effectiveness of feed-forward
soft thresholding as an approximation of explicit ¢; regularization limits the
amount of additional capacity that can be achieved with more iterations. As
such, ADNNs provide much greater performance gains when prior knowledge is
available in the form of constraints that cannot be effectively approximated by
feed-forward nonlinearities. This is exemplified by our application of output-
constrained single-image depth prediction where simple feed-forward correction

of the known depth values results in inconsistent discontinuities. We demonstrate
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Figure 4.7: Qualitative depth prediction results given a single image (a) and a
sparse set of known depth values as input. Outputs of the baseline feed-forward
model (b) are inconsistent with the constraints as evidenced by unrealistic discon-
tinuities. An ADNN with 7' = 20 iterations (c) learns to enforce the constraints,
resolving ambiguities for more detailed predictions that better agree with ground
truth depth maps (d). Depending on the difficulty, additional iterations may
have little effect on the output (xvii) or be insufficient to consistently integrate
the known constraint values (xviii).
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this with the NYU-Depth V2 dataset [106], from which we sample 60k training
images and 500 testing images from held-out scenes. To enable clearer visual-
ization, we resize the images to 28 x 28 and then randomly sample 10% of the
ground truth depth values to simulate known measurements. Following [93], our
model architecture uses a ResNet encoder for feature extraction of the image con-
catenated with the known depth values as an additional input channel. This is
followed by an ADNN decoder composed of three transposed convolution upsam-
pling layers with biased ReLLU nonlinearites in the first two layers and a constraint
correction proximal operator in the last layer. Figure 4.6 shows the mean absolute
prediction errors of this model with increasing numbers of iterations and different
encoder sizes. While all models have similar prediction error on training data,
ADNNs with more iterations achieve significantly improved generalization per-
formance, reducing the test error of the feed-forward baseline by over 72% from
0.054 to 0.015 with 20 iterations even with low-capacity encoders. Qualitative
visualizations in Figure 4.7 show that these improvements result from consistent
constraint satisfaction that serves to resolve depth ambiguities.

In Figure 4.8, we also show qualitative and quantitative results on the full-
sized images, an easier problem due to reduced ambiguities provided by higher-
resolution details. Quantitative metrics in Table 4.1 (following [93]) demonstrate
the effect of changing the ResNet encoder size on prediction performance. Despite
having far fewer learnable parameters, ADNNs perform comparably to a state-
of-the-art feed-forward model due to explicit enforcement of the sparse output
constraints. While feed-forward models have achieved good performance given
sufficient model capacity [93], they generalize poorly due to globally-biased pre-
diction errors causing disagreement with the known measurements. By explicitly
enforcing agreement with the sparse output constraints, ADNNs reduce outliers
and give improved test performance that is comparable with feed-forward net-

works requiring significantly more learnable parameters.

Conclusion

DeepCA is a novel deep model formulation that extends shallow component

analysis techniques to increase representational capacity. Unlike feed-forward
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Figure 4.8: Results on full-sized images from the NYU-Depth V2 dataset, com-
paring a feed-forward baseline and an ADNN architecture with 10 iterations (a).
Given input images, constraints, and ground truth depth maps (b) for both base-
line (¢) and ADNN (d) architectures, example predictions and absolute error maps

are visualized.

Table 4.1: Quantitative ADNN results on the full-sized NYU dataset.
Method ResNet +# Params RMSE Rel 0 0o 03

Baseline 18 1.5x 107 054 016 792 947 994
ADNN 18 1.2x 107 028 0.06 955 994 99.9
Baseline 10 88x 10 056 0.16 79.8 94.6 99.4
ADNN 10 6.5 x 106 0.24 0.05 97.3 99.6 99.9
[93] 50 34x107  0.23 0.04 97.1 99.4 99.8
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networks, intermediate network activations are interpreted as latent variables to
be inferred using an iterative constrained optimization algorithm implemented
as a recurrent ADNN. This allows for learning with arbitrary loss functions and
provides a tool for consistently integrating prior knowledge in the form of con-
straints or regularization penalties. Due to its close relationship to feed-forward
networks, which are equivalent to one iteration of this algorithm with proximal
operators replacing nonlinear activation functions, DeepCA also provides a novel
perspective from which to interpret deep learning, suggesting possible new direc-
tions for the analysis and design of network architectures from the perspective of

sparse approximation theory.

Model Selection with the Deep Frame Potential

We propose to interpret feed-forward deep networks as a method for approx-
imate inference in related sparse coding problems. These problems aim to opti-
mally reconstruct zero-padded input images as sparse, nonnegative linear combi-
nations of atoms from architecture-dependent dictionaries, as shown in Figure 4.9.
We propose to indirectly analyze practical deep network architectures with com-
plicated skip connections, like residual networks (ResNets) [54] and densely con-
nected convolutional networks (DenseNets) [62], simply through the dictionary
structures that they induce.

To accomplish this, we introduce the deep frame potential for summarizing
the parameters of feed-forward deep networks. As a lower bound on mutual
coherence—the maximum magnitude of the normalized inner products between all
pairs of dictionary atoms [39]-it is theoretically tied to generalization properties of
the related sparse coding problems. However, its minimizers depend only on the
dictionary structures induced by the corresponding network architectures. This
enables dataless model comparison by jointly quantifying contributions of depth,
width, and connectivity.

Our approach is motivated by sparse approximation theory [13], a field that
encompasses properties like uniqueness and robustness of shallow, overcomplete
representations. In sparse coding, capacity is controlled by the number of dic-

tionary atoms used in sparse data reconstructions. While more parameters allow
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Figure 4.9: Why are some deep neural network architectures better than others?
In comparison to (a) standard chain connections, skip connections like those in (b)
ResNets [54] and (c) DenseNets [62] have demonstrated significant improvements
in training effectiveness, parameter efficiency, and generalization performance.
(d) We provide one possible explanation for this phenomenon by approximating
network activations as solutions to sparse approximation problems with different
induced dictionary structures. To summarize these architecture-dependent differ-
ences, we propose the deep frame potential-a measure of coherence that is related
to representation stability—as a criterion for dataless model selection.

for more accurate representations, they may also increase input sensitivity for
worse generalization performance. Conceptually, this is comparable to overfit-
ting in nearest-neighbor classification, where representations are sparse, one-hot
indicator vectors corresponding to nearest training examples. As the number of
training data increases, the distance between them decreases, so they are more
likely to be confused with one another. Similarly, nearby dictionary atoms may
introduce instability that causes representations of similar data points to become
very far apart leading to poor generalization performance. Thus, the robustness
of shallow representations is fundamentally limited by the proximity of dictionary
atoms through similarity measures like mutual coherence.

However, deep representations have not shown this same correlation between
model size and sensitivity [158]. While adding more layers to a deep neural
network increases its capacity, it also simultaneously introduces implicit regu-

larization to reduce overfitting. This can be explained through the proposed
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(a) Chain Network Gram Matrix (b) ResNet (c) DenseNet

Figure 4.10: In comparison to (a) chain networks, skip connections in (b) residual
networks and (c) densely connected networks produce Gram matrix structures
with more nonzero elements.

connection to sparse coding, where additional layers increase both capacity and
effective input dimensionality. In a higher-dimensional space, dictionary atoms
can be spaced further apart for more robust representations. Furthermore, we
argue in Figure 4.10 that architectures with denser skip connections induce dic-
tionary structures with more nonzero elements, which provides additional freedom
to reduce mutual coherence with fewer parameters. In Figure 4.11, we show that
this correlates with improved generalization performance.

We propose to use the minimum deep frame potential as a cue for model
selection. Instead of requiring expensive validation on a specific dataset to ap-
proximate generalization performance, architectures are chosen based on how ef-
ficiently they can reduce the minimum achievable mutual coherence with respect
to the number of model parameters. In this paper, we provide an efficient frame
potential minimization method for a general class of convolutional networks with
skip connections, of which ResNets and DenseNets are shown to be special cases.
Furthermore, we derive an analytic expression for the minimum value in the case
of fully-connected chain networks. Experimentally, we demonstrate correlation

with validation error across a variety of network architectures.

Architecture-Induced Dictionary Structure

While deep representations can be analyzed by accumulating the effects of
approximating individual layers in a chain network as shallow sparse coding prob-
lems [117], this strategy cannot be easily adapted to account for more complicated

interactions between layers. Instead, we adapt the framework of Deep Compo-
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Figure 4.11: Parameter count is not a good indicator of generalization perfor-
mance for deep networks. Instead, we compare different network architectures
via the minimum deep frame potential, the average nonzero magnitude of in-
ner products between atoms of architecture-induced dictionaries. In comparison
to chain networks, skip connections in residual networks and densely connected
networks produce Gram matrix structures with more nonzero elements allowing
for (a) lower deep frame potentials across network sizes. This correlates with
improved parameter efficiency giving (b) lower validation error with fewer pa-
rameters.

nent Analysis [99], which jointly represents all layers in a neural network as a
single sparse coding problem. In Equation 4.14, the activations w; € RFi of
a feed-forward chain network approximate the solutions to a joint optimization
problem where wy = « € R*0 and the regularization functions ®; are nonnegative

sparsity-inducing penalties as defined in Equation 2.4.

T .
wj = gf)j(Bj ’wj,l) Vj = 1,...,l (414)
l
. 2
~argmin » _ [|Bjw; — w3+ ®j(w,)
{wj} 7j=1

The compositional constraints between adjacent layers are relaxed and replaced
by reconstruction error penalty terms, resulting in a convex, nonnegative sparse
coding problem.

By combining the terms in the summation of Equation 4.14 together into a
single system, this problem can be equivalently represented as shown in Equa-

tion 4.15, where the latent variables w; are stacked together in the vector w,
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®(w) = >, ®j(w;), and the input x is augmented with zeros.

B w
- ~ = 2
Bl 0 w1 X
-1B, . 0
arg min 2 w2 + &(w) (4.15)
w 0 . .
—IBl wg 0
- - - -7 2
,1><k’

The layer parameters B; € R i are blocks in the induced dictionary B, which
has > j kj—1 rows and > ; kj columns. It has a lower block-triangular structure of
nonzero elements that summarizes the corresponding feed-forward deep network
architecture wherein the off-diagonal identity matrices connect adjacent layers.

Model capacity can be increased both by adding additional parameters to
a layer or by adding layers, which implicitly pads the input data @ with more
zeros. This can actually reduce mutual coherence by increasing the system’s di-
mensionality. Depth allows model complexity to scale jointly alongside effective
input dimensionality so that the induced dictionary structures still have the ca-
pacity for low mutual coherence and improved capabilities for memorization and
generalization.

We extend this model formulation to incorporate more complicated network
architectures. Because mutual coherence is dependent on normalized dictionary
atoms, we observe that the magnitudes of their elements and their inner products
can both be reduced by increasing the number of nonzeros. In Equation 4.16, we
replace the identity connections of Equation 4.15 with blocks of nonzero param-

eters to allow for lower mutual coherence.

B11 0
B— |B2uB2 (4.16)
: . .0
T T
_Bn By Bll_

This lower block triangular structure is induced by the feed-forward activations

in Equation 4.17, which again approximate the solutions to a nonnegative sparse
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coding problem.

w;j = ng( ZB]kwk> Vi=1,...,1 (4.17)

In comparison to Equation 4.14, additional parameters introduce skip connections
between layers so that the activations w; of layer j now depend on those of all
previous layers k < j.

These connections are similar to the identity mappings in residual networks [54],
which introduce dependence between the activations of pairs of layers for even
jeLl—1j:

wj = ¢;(Bjw; 1), wj1 = ¢j1(wj1+Bj w)) (4.18)

In comparison to chain networks, no additional parameters are required; the only
difference is the addition of w;_; in the argument of ¢;.1. As a special case
of our more general framework, we interpret the activations in Equation 4.18 as

approximate solutions to the optimization problem in Equation 4.19:

l
argmin ||z — Byw: [|5 + ) @;(w;) (4.19)
{w;} j=1

+ Z H’wj — B;!—’wj_1Hz + H’w]‘-H —w;_1 — B}+1ij2
even j
This results in the induced dictionary structure of Equation 4.16 with B;; = I
for j > 1, Bjp =0 for j > k+ 1, Bj;, = 0 for j > k with odd k, and B, = I for
j > k with even k.

Building upon the empirical successes of residual networks, densely connected
convolution networks [62] incorporate skip connections between earlier layers as
well. This is shown in Equation 4.20 where the transformation B; of concatenated
variables wy for k =1, ..., j—1 is equivalently written as the summation of smaller
transformations B y.

7j—1

wj = ¢J( BJ [wk]k 1) b; ( Z Bjkwk) (4.20)
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These activations again provide approximate solutions to the problem in Equa-
tion 4.17 with the induced dictionary structure of Equation 4.16 where Bj; =1
for j > 1 and the lower blocks B, for j > k are filled with learned parameters.
Skip connections enable effective learning in much deeper networks than chain-
structured alternatives. While originally motivated from the perspective of mak-
ing optimization easier [71], adding more connections between layers also improves
generalization performance and parameter efficiency [62]. As compared in Fig-
ure 4.11, denser skip connections induce dictionary structures with denser Gram
matrices. This suggests that architectures can be quantified and compared based

on their capacities for inducing dictionaries with low mutual coherence.

The Deep Frame Potential

We propose to use a lower bound on the mutual coherence of the induced
structured dictionary as a means for data-independent comparison of architecture
capacities. However, directly optimizing mutual coherence from Equation 2.5 can
be difficult in practice due to its piecewise structure. A tight lower bound can be
found by replacing the maximum off-diagonal Gram matrix element of the Gram
matrix with the mean, as shown in Equation 4.21 where N(G) is the number of
nonzero off-diagonal elements in the Gram matrix G and Tr G equals the number

of dictionary atoms.

IG|F -~ TG

(B) > F2(B) = = L

(4.21)
Equality is met in the case of equiangular tight frames when the normalized in-
ner products between all dictionary atoms are equivalent [71]. In practice, we
employ the averaged frame potential F?(B) as a strongly-convex objective func-
tion because of its superior optimization properties [10]. Due to the block-sparse
structure of the induced dictionary matrices from Equation 4.16, we evaluate the
frame potential in terms of local blocks G € R¥*Fi" that are nonzero only if
layer j is connected to layer j’. In the case of convolutional layers with localized
spatial support, there is also a repeated implicit structure of nonzero elements as

visualized in Figure 4.12.
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Figure 4.12: A visualization of a one-dimensional convolutional dictionary with
two input channels, five output channels, and a filter size of three. (a) The filters
are repeated over eight spatial dimensions resulting in a block-Toeplitz structure
that is revealed through (b) row and column permutations. (c¢) The corresponding
gram matrix can be efficiently computed by considering (d) repeated local filter
interactions. This structure allows for lower coherence than an equivalent fully-
connected layer with the same number of parameters.

To compute the Gram matrix, we first need to normalize the global induced
dictionary B from Equation 4.16. By stacking the column magnitudes of layer j
as the elements in the diagonal matrix C; = d1ag( ;) € RFi¥Ki | the normalized
parameters can be represented as Bij = BijCj . Similarly, the squared norms
of the full set of columns in the global dictionary B are N2 ZZ _ 02 The
full normalized dictionary can then be found as B = BN_1 where N is a block
diagonal matrix with N as its blocks. The blocks of the Gram matrix G = BB

are then given as:

G, _ZN 'B/B;; N (4.22)
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For chain networks, G;;; # 0 only when j' = j + 1, representing the connection

between adjacent layers. In this case, the blocks can be simplified as:

Gjj = (C2+ 1) 2(B]B; + I)(C? + 1) (4.23)

_1 1
Gjjjr1) = —(C2+ 1) 2B (C2yy +1)73 (4.24)
Gy =B/B (4.25)

Because the diagonal is removed in the deep frame potential computation,
the contribution of Gj; is simply a rescaled version of the local frame potential
of layer j. The contribution of Gj(;;1), on the other hand, can essentially be in-
terpreted as rescaled ¢o weight decay where rows are weighted more heavily if the
corresponding columns of the previous layer parameters have higher magnitudes.
Furthermore, since the global frame potential is averaged over the total number
of nonzero elements in G, if a layer has more parameters, then it will be given
more weight in this computation. For more general networks with skip connec-
tions, however, the summation from Equation 4.22 introduces more complicated

interactions; it cannot be determined from local properties of individual layers.

Essentially, the deep frame potential summarizes the structural properties
of global dictionary B induced by the deep network architecture by balancing
interactions within each individual layer through local coherence properties and

between connecting layers.

While the deep frame potential is a function of parameter values, it’s minimum
value is determined only by the dictionary structure induced by the deep network
architecture. Furthermore, we know that it must be lower bounded by a nonzero
constant for overcomplete dictionaries. In this section, we theoretically derive this
lower bound for the special case of chain networks and provide intuition for why

skip connections increase the capacity for low mutual coherence.

First, observe that a lower bound for the norm of Gj;;1) from Equation 4.24
cannot be readily attained because the rows and columns are rescaled indepen-
dently. This means that a lower bound for the norm of G must be found by
jointly considering the entire architecture-induced matrix structure, not simply

through summation of its components. To accomplish this, we instead consider
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the matrix H = BBT, which is full rank and has the same norm as G:

-1

l
IGIZ = 8% = 3" IH; 1% +2> [Hjgen |5 (4.26)
j=1 j=1

We can then express the individual blocks of H as:

Hy, =B (C? +1;,) 'Bf (4.27)
Hj; =B;(C;+1)"'B] + (C;_, + )" (4.28)
Hj(j1) = -B;(C;+ 1)~ (4.29)

In contrast to Gj(;41) in Eq?ation 4.24, only the columns of Hj(; ) in Equa-
tion 4.29 are rescaled. Since B; has normalized columns, its norm can be exactly

expressed as:

k; 2
2 Cin
185 = > (an]+ 1) (4.30)

n=1
For the other blocks, we find lower bounds for their norms through the same
technique used in deriving the Welch bound, which expresses the minimum mutual
coherence for unstructured shallow dictionaries [152]. Specifically, we apply the
Cauchy-Schwarz inequality giving ||A||% > 7—*(Tr A)? for positive-semidefinite
matrices A with rank r. Since the rank of Hj; is at most k;_1, we can lower

bound the norms of the individual blocks as:

2 ]_ kl C2 ?
H > 1n 4.31
> (3 ) (an

n=1
k" 2 k’jfl 2
1 Lo, 1
IIHjjII%2<Z . )
kit \i ¢+l oo Cop t 1

In this case of dense shallow dictionaries, the Welch bound depends only on the
data dimensionality and the number of dictionary atoms. However, due to the
structure of the architecture-induced dictionaries, the lower bound of the deep
frame potential depends on the data dimensionality, the number of layers, the
number of units in each layer, the connectivity between layers, and the relative

magnitudes between layers. Skip connections increase the number of nonzero
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elements in the Gram matrix over which to average and also enable off-diagonal
blocks to have lower norms.

For more general architectures that lack a simple theoretical lower bound, we
instead propose bounding the mutual coherence of the architecture-induced dic-
tionary through empirical minimization of the deep frame potential F?(B) from
Equation 4.21. Frame potential minimization has been used previously to con-
struct finite normalized tight frames due to the lack of suboptimal local minima,
allowing for effective optimization using gradient descent [10]. We propose us-
ing the minimum deep frame potential of an architecture—which is independent
of data and individual parameter instantiations—as a means to compare different
architectures. In practice, model selection is performed by choosing the candidate
architecture with the lowest minimum frame potential subject to desired modeling

constraints such as limiting the total number of parameters.

Experimental Results

In this section, we demonstrate correlation between the minimum deep frame
potential and validation error on the CIFAR-10 dataset [71] across a wide variety
of fully-connected, convolutional, chain, residual, and densely connected network
architectures. Furthermore, we show that networks with skip connections can
have lower deep frame potentials with fewer learnable parameters, which is pre-
dictive of the parameter efficiency of trained networks.

In Figure 4.13, we visualize a scatter plot of trained fully-connected networks
with between three and five layers and between 16 and 4096 units in each layer.
The corresponding architectures are shown as a list of units per layer for a few
representative examples. The minimum frame potential of each architecture is
compared against its validation error after training, and the total parameter count
is indicated by color. In Figure 4.13a, some networks with many parameters—
indicated by warmer colors—have unusually high error due to the difficulty in
training very large networks. In Figure 4.13b, the addition of a deep frame po-
tential regularization term overcomes some of these optimization difficulties for
improved parameter efficiency. This results in high correlation between minimum

frame potential and validation error. Furthermore, it emphasizes the diminishing
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Figure 4.13: A large-scale comparison of fully connected deep network architec-
tures with varying depths and widths, where warmer colors indicate more total
parameters. (a) Some very large networks cannot be trained effectively result-
ing in unusually high validation errors. (b) This can be remedied through frame
potential regularization, resulting in high correlation between minimum frame
potential and validation error.

returns of increasing the size of fully-connected chain networks; after a certain
point, adding more parameters does little to reduce both validation error and
minimum frame potential.

To evaluate the effects of residual connections [51], we adapt the simplified
CIFAR-10 ResNet architecture from |

tional layer followed by three groups of residual blocks with activations as in

], which consists of a single convolu-

Equation 4.18. Before the second and third groups, the number of filters is in-
creased by a factor of two and the spatial resolution is decreased by half through
average pooling. To compare networks with different sizes, we modify their depths
by changing the number of residual blocks in each group from between 2 and 10
and their widths by changing the base number of filters from between 4 and 32.
For our experiments with densely connected skip connections [(2], we adapt the
simplified CIFAR-10 DenseNet architecture from |

it consists of a convolutional layer followed by three groups of of activations as

]. Like the residual network,

in Equation 4.20 with decreasing spatial resolutions and increasing numbers of

filters. Within each group, a dense block is the concatenation of smaller convolu-
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Figure 4.14: A visualization of the effect of increasing depth in chain networks
and residual networks. Validation error is compared against layer count for two
different network widths. (a) In comparison to chain networks, even very deep
residual networks can be trained effectively resulting in decreasing validation er-
ror. (b) Despite having the same number of total parameters, residual connections
also allow for lower minimum frame potentials.

tions that take all previous outputs as inputs with filter numbers equal to a fixed
growth rate. Network depth and width are modified by respectively increasing
the number of layers per group and the base growth rate from between 2 and 12.

Batch normalization [64] was also used in all experiments.

In Figure 4.14, we compare the validation errors and minimum frame poten-
tials of residual networks and comparable chain networks with residual connec-
tions removed. In Figure 4.14a, the validation error of chain networks increases
for deeper networks while that of residual networks is lower and consistently de-
creases. This emphasizes the difficulty in training very deep chain networks. In
Figure 4.14b, we show that residual connections enable lower minimum frame
potentials following a similar trend with respect to increasing model size, again

demonstrating correlation between validation error and minimum frame potential.

In Figure 4.15, we compare chain networks and residual networks with ex-
actly the same number of parameters, where color indicates the number of resid-

ual blocks per group and connected data points vary from a minimum width of
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Figure 4.15: A comparison of (a) validation error and (b) minimum frame po-
tential between residual networks and chain networks. Colors indicate different
depths and datapoints are connected in order of increasing widths. The addition
of skip connections results in reduced error correlating with frame potential with
dense networks showing superior efficiency with increasing depth.

4 base filters to a maximum of 32. The addition of skip connections reduces
both validation error and minimum frame potential, as visualized by consistent
placement below the diagonal line indicating lower values for residual networks
than comparable chain networks. This effect becomes even more pronounced with
increasing depths and widths.

In Figure 4.16, we compare the parameter efficiency of chain networks, resid-
ual networks, and densely connected networks of different depths and widths.
We visualize both validation error and minimum frame potential as functions of
the number of parameters, demonstrating the improved scalability of networks
with skip connections. While chain networks demonstrate increasingly poor pa-
rameter efficiency with depth in Figure 4.16a, the skip connections of ResNets
and DenseNets allow for further reducing error with larger network sizes in Fig-
ures 4.16b,c. Considering all network families together as in Figure 4.11a, we
see that denser connections also allow for lower validation error with comparable
numbers of parameters. This trend is mirrored in the minimum frame potentials
of Figures 4.16d,e,f which are shown together in Figure 4.11b. Despite some fine

variations in behavior across different families of architectures, minimum frame
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Figure 4.16: A demonstration of the improved scalability of networks with skip
connections, where line colors indicate different depths and data points are con-
nected showing increasing widths. (a) Chain networks with greater depths have
increasingly worse parameter efficiency in comparison to (b) the corresponding
networks with residual connections and (c) densely connected networks with sim-
ilar size, of which performance scales efficiently with parameter count. This could
potentially be attributed to correlated efficiency in reducing frame potential with
fewer parameters, which saturates much faster with (d) chain networks than (e)
residual networks or (f) densely connected networks.

potential is generally correlated with validation error across network sizes and
effectively predicts the increased generalization capacity provided by skip con-

nections.

Conclusion

In this paper, we proposed a technique for comparing deep network architec-
tures by approximately quantifying their implicit capacity for effective data rep-
resentations, allowing for model selection without requiring a validation dataset.

Based upon recent theoretical connections between sparse approximation and
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deep neural networks, we demonstrated how architectural hyper-parameters such
as convolution, depth, width, and skip connections induce different structural
properties of the dictionaries in corresponding sparse coding problems. We com-
pared these dictionary structures through lower bounds on their mutual coherence,
which is theoretically tied to their capacity for uniquely and robustly representing
data via sparse approximation. A theoretical lower bound was derived for chain
networks and the deep frame potential was proposed as an empirical optimiza-
tion objective for constructing bounds for more complicated architectures with
skip connections.

Experimentally, we observed a correlation between minimum deep frame po-
tential and validation error across different families of modern architectures with
skip connections, including residual networks and densely connected convolutional
networks. This suggests a promising direction for future research towards the the-
oretical analysis and practical construction of deep network architectures derived

from connections between deep learning and constrained data decomposition.
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