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Abstract

AutoMap is software for computer-assisted Network Text Analysis (NTA). NTA encodes
the links among words in a text and constructs a network of the linked words. AutoMap
subsumes classical Content Analysis by analyzing the existence, frequencies, and
covariance of terms and themes.
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IXLOPpen ORA ...ttt sttt ettt e s 149
X. Load your files into ORA .......cccciiiiiiieiieecite ettt s 150
Example: C:\Documents and Settings\carley\Desktop\AutomapLesson1\
TeXtOULPULFILES. ...c.eviiiiiieeiie et e e eae e eaae e seseeeeens 150
XI. Visualize your Meta-MAaIiCES .....eeevuvreerrieeririeeriieeeriteeeiteeeiteesireesieeesbeeesbeeesneens 150
XII. Run a Semantic Network REPOTt ........c..ooviiiiiiiiiiiieeiiecieeeeeeee e 152
Example: C:\Documents and Settings\carley\Desktop\AutomapLesson1\
SemanticNetworkReport.html...........cccooooiiiiiiiiiiiiicieceee e 153
SEMANTIC-NETWORK REPORT .......c.ccooueiiimiiiiniinieeeteseee ettt 153
SYMMELric dIffETENCE ....ccuvviieiiiieiiieeiie e e re e e e e sneeeenns 153
Saved OULPUL NEEWOTKS. ... .eiiiiiiiiiiiiiiie ettt 154
LLESSOM 2 ..ttt ettt ettt et h bt et e bt ettt e bt e eaeeeaeean 154
Processing data: using the delete liSt.........ocuoiiiiiiiiiiiiiiiiiie e, 154
L. OPen AULOMAD .....eeieiieeiiie ettt ettt ettt e e bee e eaeeesaeeerareeensaeesnsaeesnseeens 154
IL. Overview of the AutoMap Graphical User Interface (GUI)..........cccceevveeiiinnennnen. 154
IT1. Load multiple text documents int0 AUtOMAP .......c.eeevveeeriieeriieeieeeiee e eieeenes 155
Example: C:\Documents and Settings\carley\Desktop\TextInputFiles02-01-07..... 155
Example: C:\Documents and Settings\carley\Desktop\TextInputFiles02-01-07 ..... 156
IV. Carry out a simple content analysiS.........ccccueeerieeiriiernieeniieenieeeieeeiee e 156
Note: The number of unique concepts considers each concept only once. The number
of total concepts considers repetitions of CONCEPLS. ......eevvuveerriveiriiiiiriieeriieerieeene, 157
Note: The number of unique concepts considers each concept only once. The number
of total concepts also considers repetitions of CONCEPLS.......cccveervueeeriiieeriiierrieennnne. 159
V. The basics of pre-processing in AULOMAP ........covverriiiriieiiienieieenieeee e 159
VI. The basics of delete TISES.....ccuiriiiiiiiiiiieeieeiceece e 159
VIL Open @ DElete LiSt........eieiiiieiiieeiiieeiieeeiie et eeiee et e et e e eeareeeiaeesaaeesnseee e 160
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VIII. Delete concepts and examine the effects on the text and concept list................ 161
Note: If you wish to apply a Delete List and a Thesaurus, we recommend applying

the Delete List first, followed by the Thesaurus. ..........ccooceeeviiiiiiiiiiieeniieiieeee, 161
IX. Un-apply @ Delete LISt ....cccueeeriieeiiieeiiieeiieeeiieesiee ettt et eire e s e sesee e 162
X. Save an applied Delete LSt .....ccc.uieriiiiiiiiiiiieiiieeieete e 162

Example: C:\Documents and Settings\carley\Desktop\Lesson 2\SampleDeleteList 163
XI. Save text(s) after application of Delete List........coccueerviiiiiiiiniiiiniiiiniieeniieeen 163

Example: C:\Documents and Settings\carley\Desktop\Lesson 2\TextsAfterDeletion

.................................................................................................................................. 164
XII. Modify @ Delete LiSt......coeiiiieiiieeiieeeiieeciie ettt ee e saee e eane e s 164
XIII. Create a delete list from scratch in AUtOMap ........eeevveeiiiiieniieeniieniieeeieeeeen 164

Example: C:\Documents and Settings\carley\Desktop\Lesson 2\ SampleDeleteList.txt

.................................................................................................................................. 164

Example: C:\Documents and Settings\carley\Desktop\Lesson 2\AppliedDeleteList

.................................................................................................................................. 165
XIV. Open a chosen delete list with Microsoft EXcel ...........coocvvviiiiniiiiniieeniieee, 165
XV. Modify a delete list in Microsoft EXcel .........ccccooviiiiiiiiiiiiiniiiiiiiieeeieeen 165

LLESSOM 3 ettt ettt ettt et e h bttt e st e e bt e naaeereas 166
Processing data: using a Generalization Thesaurus.............cccocceeviieiniiieniieenieeenneen. 166
L. OPEn AULOMAD ....eeiieiieeiiie ettt ettt et e e st e et e e e taeeesaeessaseeensaeesnsneesnseeenns 166
IL. Overview of the AutoMap Graphical User Interface (GUI)..........cccccevveeviienncnnnen. 166
II1. Load multiple text documents into AUtOMAP .......c.eeerveeeriieeriieeiieeeiiee e 167
IV. Carry out a simple content analysiS.........ccccueeeriierriieriiieniieenieeeeeeeee e 167

Note: The number of unique concepts considers each concept only once. The number

of total concepts considers repetitions of CONCEPLS. ......eevvuveerviveiriiieiriiieeriieerieeene 168

Note: The number of unique concepts considers each concept only once. The number

of total concepts also considers repetitions of CONCEPLS.......cccveervuveeriiieeriiierrieennnne. 169
V. The basics Of Pre-ProCeSSING ......cecueerierriieriieiiienie ettt ettt ens 169
VI. Open a Generalization TheSaurus............cooviiiiiiiiiiieiiiieiiceceeceeee e 169
VII. Apply a thesaurus and examine its effect on the texts and concept list............... 170

Note: If you wish to apply both a Delete List and a Generalization Thesaurus, be sure

to use first the Delete List and then the Thesaurus. .........cccccooceeiiiiiieriiiinicnneenneee 170
VIIIL Un-apply a Generalization TheSaurus ...........ccceevueerrieiiiiieniieenieenieeeieeeeeen 171
IX. Modify the generalization thesaurus liSt ..........ccccuveeriiieeriiieeriee e 171
X. Create a generalization thesaurus list from scratch .........ccocccooviiiniiiiniinniennen. 171
XI. Save the Generalization TheSaurus ..........c.ccceecierieeniiiieenieeee e 172

Example: C:\Documents and Settings\carley\Desktop\Lesson

3\AppliedGeneralizationTheSaurus ............ccccvvieriiieriieeeriie e 172
XII. Open the Generalization Thesaurus in Microsoft Excel ...........cccocceniiiiiincnnee. 173
XII. Modify the Generalization Thesaurus in Microsoft Excel..........cccccocvvveniiveennnen.. 173

LLESSOM 4 ..ottt et nees 173
AutoMap Usage "Snapshots" .......c.oeeiiiiiiiieeiieeeiieesiee et s 173
1. Snapshot: Split Input TeXt FIles ........cooiiiiiiiiiiiiiiiiiiceecteeeceeee e 173
2. Snapshot: Using Compare MapPS .......ccccveeeiureeeiiieeniiieenieeerieeesieeesreeesireessneesseeenns 174
3. Snapshot: Merge DyNetML Files..........cooiuiiiiiiiiiiiiieiccecceeeeeeee e 174
4. Snapshot: Convert Network Data FOrmats .........c.cccocuveeviieeiiieeiiieeieecie e 175
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5. Snapshot: Edit Network Data ............cooviiiiiiiiiiiiiiiieecceeeeccceee e 175

6. Snapshot: Visualize Semantic NetWOTKS.........ccceeriiieeriiieeriieeniie e ereeeeveeesveeees 175
RETEIENCES ...ttt e 176
Where to learn more about Dynamic Network Analysis.........cccceeevveerrieeniieeniieeennnnen. 178
ENtropy referenCes: ...coouviiiiiiiiiie e 178
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AutoMap: An Overview

AutoMap is a software tool to analyze text using the method of Network Text Analysis. It
performs a specific type of Network Text Analysis called Semantic Network Analysis.
Semantic analysis extracts and analyzes links among words to model an authors “mental
map” as a network of links. Additionally, Automap supports Content Analysis.

Coding in AutoMap is computer-assisted; the software applies a set of coding rules
specified by the user in order to code the texts as networks of concepts. Coding texts as
maps focuses the user on investigating meaning among texts by finding relationships
among words and themes.

The coding rules in AutoMap involve text pre-processing and statement formation, which
together form the coding scheme. Text pre-processing condenses data into concepts,
which capture the features of the texts relevant to the user. Statement formation rules
determine how to link concepts into statements.

Listed below are the steps a user would follow (in typical order) to use AutoMap:

1. Pre-Process texts.

2. Perform Semantic Network Analysis on texts.

3. Run MetaMatrix Text Analysis and Sub Matrix Text Analysis (Both techniques
are sub-types of Map Analysis).

4. Compare Maps generated with AutoMap.

5. Compute network analytic measures per texts and words.

Network Text Analysis (NTA)

NTA theory is based on the assumption that language and knowledge can be modeled as
networks of words and relations. Network Text Analysis encodes links among words to
construct a network of linkages. Specifically, Network Text Analysis analyzes the
existence, frequencies, and covariance of terms and themes, thus subsuming classical
Content Analysis.

Semantic Network Analysis

In map analysis, a concept is a single idea, or ideational kernel, represented by one or
more words. Concepts are equivalent to nodes in Social Network Analysis (SNA). The
link between two concepts is referred to as a statement, which corresponds with an edge
in SNA. The relation between two concepts can differ in strength, directionality, and
type. The union of all statements per texts forms a semantic map. Maps are equivalent to
networks.
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Social Network Analysis (SNA)

Social Network Analysis is a scientific area focused on the study of relations, often
defined as social networks. In its basic form, a social network is a network where the
nodes are people and the relations (also called links or ties) are a form of connection such
as friendship. Social Network Analysis takes graph theoretic ideas and applies them to
the social world. The term “social network™ was first coined in 1954 by J. A. Barnes (see:
Class and Committees in a Norwegian Island Parish). Social network analysis is also
called network analysis, structural analysis, and the study of human relations. SNA is
often referred to as the science of “connecting the dots.”

Today, the term Social Network Analysis (or SNA) is used to refer to the analysis of any
network such that all the nodes are of one type (e.g., all people, or all roles, or all
organizations), or at most two types (e.g., people and the groups they belong to). The
metrics and tools in this area, since they are based on the mathematics of graph theory,
are applicable regardless of the type of nodes in the network or the reason for the
connections.

For most researchers, the nodes are actors. As such, a network can be a cell of terrorists,
employees of global company or simply a group of friends. However, nodes are not
limited to actors. A series of computers that interact with each other or a group of
interconnected libraries can comprise a network also.

Where to find out more on SNA?
e Scott, John, 2000, Social Networks, Sage (2nd edition)

e Wasserman, S. & K. Faust, 1994, Social Network Analysis: Methods and
Applications.

Dynamic Network Analysis

Dynamic Network Analysis (DNA) is an emergent scientific field that brings together
traditional social network analysis (SNA), link analysis (LA) and multi-agent systems
(MAS). There are two aspects of this field. The first is the statistical analysis of DNA
data. The second is the utilization of simulation to address issues of network dynamics.
DNA networks vary from traditional social networks in that are larger dynamic multi-
mode, multi-plex networks, and may contain varying levels of uncertainty.

DNA statistical tools are generally optimized for large-scale networks and admit the
analysis of multiple networks simultaneously in which, there are multiple types of nodes
(multi-node) and multiple types of links (multi-plex).In contrast, SNA statistical tools
focus on single or at most two mode data and facilitate the analysis of only one type of
link at a time.

DNA statistical tools tend to provide more measures to the user, because they have
measures that use data drawn from multiple networks simultaneously. From a computer
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simulation perspective, nodes in DNA are like atoms in quantum theory, nodes can be,
though need not be, treated as probabilistic. Whereas nodes in a traditional SNA model
are static, nodes in a DNA model have the ability to learn. Properties change over time;
nodes can adapt: A company's employees can learn new skills and increase their value to
the network; Or, kill one terrorist and three more are forced to improvise. Change
propagates from one node to the next and so on. DNA adds the critical element of a
network's evolution and considers the circumstances under which change is likely to

occur.

lllustrative problems that people in the DNA area work

on -

kW

Developing metrics and statistics to assess and identify change within and across
networks.

Developing and validating simulations to study network change, evolution,
adaptation, decay...

Developing and validating formal models of network generation and evolution.
Developing and testing theory of network change, evolution, adaptation, decay...
Developing techniques to visualize network change overall or at the node or
group level.

Developing statistical techniques to see whether differences observed over time in
networks are due to simply different samples from a distribution of links and
nodes or changes over time in the underlying distribution of links and nodes.
Developing control processes for networks over time.

Developing algorithms to change distributions of links in networks over time.
Developing algorithms to track groups in networks over time.

. Developing tools to extract or locate networks from various data sources such as

texts.

. Developing statistically valid measurements on networks over time.

. Examining the robustness of network metrics under various types of missing data.
. Empirical studies of multi-mode multi-link multi-time period networks.

. Examining networks as probabilistic time-variant phenomena.

. Forecasting change in existing networks Identifying trails through time given a

sequence of networks. Identifying changes in node criticality given a sequence of
networks anything else related to multi-mode multi-link multi-time period
networks.

Getting Started

Dynamic Network Analysis
Social Network Analysis
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Dynamic Network Analysis

Dynamic Network Analysis (DNA) is an emergent scientific field that brings together
traditional social network analysis (SNA), link analysis (LA) and multi-agent systems
(MAS). There are two aspects of this field. The first is the statistical analysis of DNA
data. The second is the utilization of simulation to address issues of network dynamics.
DNA networks vary from traditional social networks in that are larger dynamic multi-
mode, multi-plex networks, and may contain varying levels of uncertainty.

DNA statistical tools are generally optimized for large-scale networks and admit the
analysis of multiple networks simultaneously in which, there are multiple types of entities
(multi-entities) and multiple types of links (multi-plex). In contrast, SNA statistical tools
focus on single or at most two mode data and facilitate the analysis of only one type of
link at a time.

DNA statistical tools tend to provide more measures to the user, because they have
measures that use data drawn from multiple networks simultaneously. From a computer
simulation perspective, entities in DNA are like atoms in quantum theory, entities can be,
though need not be, and treated as probabilistic. Whereas entities in a traditional SNA
model are static, entities in a DNA model have the ability to learn. Properties change over
time; entities can adapt: A company's employees can learn new skills and increase their
value to the network; Or, kill one terrorist and three more are forced to improvise.
Change propagates from one entity to the next and so on. DNA adds the critical element
of a network's evolution and considers the circumstances under which change is likely to
occur.

Where to learn to more:

e Kathleen M. Carley, 2003, “ Dynamic Network Analysis” in Dynamic Social
Network Modeling and Analysis: Workshop Summary and Papers, Ronald
Breiger, Kathleen Carley, and Philippa Pattison, (Eds.) Committee on Human
Factors, National Research Council, National Research Council. Pp. 133-145,
Washington, DC.

o Kathleen M. Carley, 2002, “ Smart Agents and Organizations of the Future” The
Handbook of New Media. Edited by Leah Lievrouw and Sonia Livingstone, Ch.
12, pp. 206-220, Thousand Oaks, CA, Sage.

e Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat, 2005-
forthcoming, Toward an Interoperable Dynamic Network Analysis Toolkit, DSS
Special Issue on Cyberinfrastructure for Homeland Security: Advances in
Information Sharing, Data Mining, and Collaboration Systems.

Social Network Analysis (SNA)

Social Network Analysis is a scientific area focused on the study of relations, often
defined as social networks. In its basic form, a social network is a network where the
entities are people and the relations (also called links or ties) are a form of connection
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such as friendship. Social Network Analysis takes graph theoretic ideas and applies them
to the social world. The term social network was first coined in 1954 by J. A. Barnes

(see: Class and Committees in a Norwegian Island Parish). Social network analysis is
also called network analysis, structural analysis, and the study of human relations. SNA is
often referred to as the science of connecting the dots.

Today, the term Social Network Analysis (or SNA) is used to refer to the analysis of any
network such that all the entities are of one type (e.g., all people, or all roles, or all
organizations), or at most two types (e.g., people and the groups they belong to). The
metrics and tools in this area, since they are based on the mathematics of graph theory,
are applicable regardless of the type of nodes in the network or the reason for the
connections.

For most researchers, the entities are actors. As such, a network can be a cell of terrorists,
employees of global company or simply a group of friends. However, entities are not
limited to actors. A series of computers that interact with each other or a group of
interconnected libraries can comprise a network also.

Where to find out more on SNA

e Scott, John, 2000, Social Networks, Sage (2nd edition)
e Wasserman, S. & K. Faust, 1994, Social Network Analysis: Methods and

Applications
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Automap Graphical User Interface

AutoMap's graphical user interface (GUI) is divided into four primary quadrants (or
panels): they will be referred to as P1 (top left), P2 (bottom left), P3 (top right) and P4
(bottom right).

The drop-down menu bar provides access to various analysis tools and utilities. The
browse menu bar allows you to quickly navigate between loaded texts.

Index cards, or “tabs”, provide a tabular interface allowing you to navigate each panel
respectively. The GUI reads any changes dynamically from the XML file. To do that, the
user needs to refresh the tool.

The screen shot below highlights primary features of the Automap GUI and where to find
them:

i A8
Fle Bon Arddss Teoh Help
T Il <] [+ I 5 |oske [em | o s
Browse Menu q —_— - .
- |4 Taxis after beta-batt Thesmaus P T |, [T p——
Index Cards '| 4 Drts e Diedicn 2 4. Tt st Crprem S alion

1. Original Texts I, Tasts afler Slosming

= P1 P3

¥, Goncee LIt | 3, Union Concept List | . Fre-Precesuing Sefings | 4, Anahysis Selings | | 1 Nebwork Anehdc reasurer
Concest Fraqusncy In Cwdeta Lizt Traraiation in Thesa. | | 1 Pl -1

P2 P4

It is important to note that P2 can be edited. The other panels (P1, P3, P4) cannot be
edited. Information displayed on P1 to P4 always relates to each other. The Text Browse
Menu relates to all panels at the same time.

Window sizes do not have an upper threshold. AutoMap will automatically set window
size to largest text size upon user’s request. This is a new button on the Analysis Settings
panel. This enables text set specific maximum window sizes, which also enhances
efficiency.

2007 AutoMap Users Guide — Page 16



The Action Tracer Panel in P4 will log preprocessing utilities applied to your text. This is
a handy way to keep track of changes and actions relating to your text.

Tool Tips

In the various pre-processing panels, such as utilities, “tool tips”, provide more
information on certain routines. Tool tips become visible when you slide he mouse over
that particular tool.

Load Input

1. To open a single text

To open a single text file into Automap, proceed as follows from the Automap menu bar:
File Open > Open single file

A file chooser will pop up (screen shot below).

T T
rﬁ Dper a‘
Lok in: (3 Automap Sample Txt E 2EE
- [Z] our sample text 1121
g& [Z] our sample text
My Recent
Documerts

My Documents

%3

hy Compuier

g Fleneme | ETECTITITRNE] [ _pen ]
Iy Metvwork : - =
Places Files of typ&: 48 Files [+ Cancel

Double click on the file that you wish to analyze > Select the Open button.
The text will be displayed in P1 on tab No. 1. Original Text.

The loading of .TXT files (caps) is now enabled.
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2. To open a set of texts

Should you wish to analyze multiple texts at the same time, they must be stored in one
folder. To do so, proceed as follows from the Automap menu bar:

File menu > Open multiple files
After you select “Open multiple files” a folder chooser will pop up. Again, be sure that

correct folder is selected in the folder chooser. The black ellipses in the screen shot below
highlight where you should be looking in the file chooser:

Text Examples

This user's guide provides illustrative examples for all AutoMap functions. The sample
texts below will be used throughout this guide.

Tip! It is suggested you follow along using the examples below. To do so, simply copy
and paste the texts below into WordPad or notepad and save as a .txt file in the same
folder.
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Our Text Example

Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was
unhappy with the dog. She yelled at it saying "You impossible dog!" But
the dog kept eating the flowers and weeds. She asked Mr. Cray to stop
the dog. He couldn't.

Mrs. Brown planted roses and weeded the garden. The silly dog % dug up
the roses looking for a vole on June 12, 1880. Weeding was no longer
needed.

Prof. Darren, Mrs. Brown & Mr. Cray met the next day to concoct a plan.
John Darren and Mrs. Brown put up a scarecrow. She thought it would
scare the dog. Mr. Cray put up a fence. Problem solved. Then Mrs. Brown
planted lotus, carnations, daffodils, and roses.

Our Text Example Il

Mr. Cray's brown dog stopped eating the lotus blossom at 12 pm the next
day. Mrs. Brown was now happy with the dog. She said "You good dog!"
The dog no longer ate the flowers and weeds. Mr. Cray was pleased too.
Mrs. Brown watered the roses and fertilized the garden on June 13,
1880.

Prof. Darren, Mrs. Brown & Mr. Cray met over dinner and discussed how
the plan had worked. John Darren and Mrs. Brown would take down the
scarecrow the following week. She thought it was too scary for the dog.
Mr. Cray painted his fence. Then Mrs. Brown watered lotus, carnations,
daffodils, and roses.

0per
Look in:
My Recent
Documernls

| Avtomag Sample Txd

My Documents

%9

by Compuier

g File: nae; z and Settings\defauliMy Documents\iutomap Ssmple Txt
Iy Metwoark

Places Files of type:  |ag Files

[ <]
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Choose the folder that contains the texts you wish to analyze and single click on it. The
folder will be highlighted. Do not double click on the folder. Select the Open button (see
above screen shot). The first text will be displayed in panel P1, tab no. 1. Original Text.
You can browse through the texts by using the Browse Menu.

[ & <) 1z = [ 2 Jootm |

[ 5. Texdse - TSRS 1 B, Texs after Sub-Mabrix Selection ) Map of s
| 1 4 Tents after Generalzation il
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Mr. Cray's brown dog stopped eating the lotus blossom at 12 i
The Browser pm the next day. Hrs. Browm was now heppy with the dog.
Menu allows She amid "You good dog!™ The dog no longer ate the flowers
you to l'.]l.ll[:”'jf and weeds, Hr. Cray waa pleased too,
nawgate from Hra. Brown watered the roses and fertilized che garden on i
one text sample || sume 13, 1820.
[Prof. Darren, Mr=s. Erowm ¢ Mr. Cray mec over dinner and lj' |
e ———————— —  oi——
1. Concepd List | 2. Urion Concept List | 3. Pre-Processing Seftings | 4. Analysis Seftings | || 3, Nebwo
| Conced Frequency In Defete List Translation in Thes.., | [2-Statisth
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rown ? & [E]
o _:_ 5| _D_ - ieLTing
s 5 H
dog 4
mr | 4 Ll
wag | 3 | M|
cray | 2 |
= | — GiE
lodus | 2 | Clear
P - = Vi
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Parts of Speech

The Parts of Speech feature does exactly that, when text is loaded into Automap this
feature will show you what part of speech each word is.

To use the feature:

¢ In AutoMap menu bar, select File > Open single file. A folder chooser window
will pop up.

e Navigate to the folder containing the texts you wish to analyze, and single

click on it.

Load your text file and it will appear in Panel 1 - Original Data.

Next go to Panel 2 and select 3. Pre-Processing Settings.

Once in the Pre-Processing Settings, select 1. Utilities.

Scroll down the options and single click on Tag Texts and save Tagging

Output, which is under the heading Parts of Speech Tagging.

NOTE: Data has to be in txt format with .txt extension

| 1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, Analysis Settings

4, Generalization Thesaurus 5. Meta-Matrix Thesaurus 6. Sub-Matrix Selection
1, Liilities 2, Stemming 3. Delete List
Clean up Texts -

[ Remove Symbols and Mumbers I

[ Remove Symbols ]
[ Lndo Remaoval ]
Parts of Speech Tagging

[ Tag Texts and save Tagging Oukput I
’ Undo Tagaing ]

Mamed Entity Recognition (Language [ndependent)

[] as base for Generalization Thesaurus

[ Create list ]

e The Tag Texts option that you have just selected will take your text document
and define each part of text.

e Go back to Panel 1 and select 8. Texts after Parts-of-Speech Tagging. This
option will show you your document with the different parts of speech.
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Nr /NP Cray's/WNNF brown/JJd dog/NN ate/VED the/DT lotus/NN
blossow/NN at/IN 10/CD awm/VEBEP Mrs/NNF Brown/NNF was/VED
unhappy/JJ with/IN the/DT dog/NN She/FRF velled/VED at/IN it/FERH
sayving/VBG "You/NN impossible/JJ dog!"/HH But/CC the/DT dogi/HNN
kept/VEBD eating/VES the/DT flowers/HNN3 and/CC weeds/NNI She/FPRFP
asked/VED Mr/NNF Crav/NHNP to/Td stop/VE the/DT dog/MNN He/FPRFP
couldn' t/MD Mra/NNFP Brown/NNF planted/VED roses/ /NI and/CC
weeded/VEN the/DT garden/NMN The/DT =sillw/JJ dog/NN %/NN dug/VEN
up/ IN the/DT roses/NNS looking/VEBEG for/IN a/DT wole/ /HNH on/IN
June/NHNP 12, /CD 18380/CD Weeding/MWWF was/VED no/RE longer/RE
needed/VEN FProf/NNF Darren, /NNP Mrs/NNF Brown/MNHNF &£/NMN MNr/NNF
Cray/NNP mwet/VBD the/DT next/JJ dav /NN to/TO cohcoct/ NN a/DT
plan/NHN John/WWNF Darren/NNP and/CC MNrs/NNFP EBrown/MNNF put/VED
up/BEF a/DT scarecrow/NN She/PRP thought/VED it/PREP would/HD
goare/VE the/DT dog/NN Mr/NNF Cray/NNP put/VE up/EP a/DT
fence/NN Problem/NNP =olwved/VED Then/RE Mr=/NNF Brown/NNP
planted/VED lotus, /NN carnations, /NN daffodils, /NN and/IC

e To undo the Parts of Speech Tag, simply go back to Panel 2, 1. Utilities option
Parts of Speech Tagging and select the Undo option.

2. Parts of Speech Tagging

This routine associates every word after the highest level of pre-processing applied so far
with its Parts of Speech.

In order to tag your texts, go to the Utilities Panel, Parts of Speech Tagging field, and
press the Tag Texts button.

To see the resulting tagging, go to the upper left panel, and Select 8. Texts after Parts of
Speech tagging.

To undo the tagging, go to the Utilities Panel, Parts of Speech Tagging field, and press
the Undo Tagging button.

This POS tagger was implemented based on a Hidden Markov Model. The learning data

stems from the Penn Treebank 3 corpus. We are grateful to Alex Rudnicky from CMU
for providing the training data to us.
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Parts of Speech

The Parts of Speech feature does exactly that, when text is loaded into Automap this
feature will show you what part of speech each word is.

To use the feature:

¢ In AutoMap menu bar, select File > Open single file. A folder chooser window
will pop up.

e Navigate to the folder containing the texts you wish to analyze, and single

click on it.

Load your text file and it will appear in Panel 1 - Original Data.

Next go to Panel 2 and select 3. Pre-Processing Settings.

Once in the Pre-Processing Settings, select 1. Utilities.

Scroll down the options and single click on Tag Texts and save Tagging

Output, which is under the heading Parts of Speech Tagging.

NOTE: Data has to be in txt format with .txt extension

| 1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, Analysis Settings

4, Generalization Thesaurus 5. Meta-Matrix Thesaurus 6. Sub-Matrix Selection
1, Liilities 2, Stemming 3. Delete List
Clean up Texts -

[ Remove Symbols and Mumbers I

[ Remove Symbols ]
[ Lndo Remaoval ]
Parts of Speech Tagging

[ Tag Texts and save Tagging Oukput I
’ Undo Tagaing ]

Mamed Entity Recognition (Language [ndependent)

[] as base for Generalization Thesaurus

[ Create list ]

e The Tag Texts option that you have just selected will take your text document
and define each part of text.

e Go back to Panel 1 and select 8. Texts after Parts-of-Speech Tagging. This
option will show you your document with the different parts of speech.
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Nr /NP Cray's/WNNF brown/JJd dog/NN ate/VED the/DT lotus/NN
blossow/NN at/IN 10/CD awm/VEBEP Mrs/NNF Brown/NNF was/VED
unhappy/JJ with/IN the/DT dog/NN She/FRF velled/VED at/IN it/FERH
sayving/VBG "You/NN impossible/JJ dog!"/HH But/CC the/DT dogi/HNN
kept/VEBD eating/VES the/DT flowers/HNN3 and/CC weeds/NNI She/FPRFP
asked/VED Mr/NNF Crav/NHNP to/Td stop/VE the/DT dog/MNN He/FPRFP
couldn' t/MD Mra/NNFP Brown/NNF planted/VED roses/ /NI and/CC
weeded/VEN the/DT garden/NMN The/DT =sillw/JJ dog/NN %/NN dug/VEN
up/ IN the/DT roses/NNS looking/VEBEG for/IN a/DT wole/ /HNH on/IN
June/NHNP 12, /CD 18380/CD Weeding/MWWF was/VED no/RE longer/RE
needed/VEN FProf/NNF Darren, /NNP Mrs/NNF Brown/MNHNF &£/NMN MNr/NNF
Cray/NNP mwet/VBD the/DT next/JJ dav /NN to/TO cohcoct/ NN a/DT
plan/NHN John/WWNF Darren/NNP and/CC MNrs/NNFP EBrown/MNNF put/VED
up/BEF a/DT scarecrow/NN She/PRP thought/VED it/PREP would/HD
goare/VE the/DT dog/NN Mr/NNF Cray/NNP put/VE up/EP a/DT
fence/NN Problem/NNP =olwved/VED Then/RE Mr=/NNF Brown/NNP
planted/VED lotus, /NN carnations, /NN daffodils, /NN and/IC

e To undo the Parts of Speech Tag, simply go back to Panel 2, 1. Utilities option
Parts of Speech Tagging and select the Undo option.

2. Parts of Speech Tagging

This routine associates every word after the highest level of pre-processing applied so far
with its Parts of Speech.

In order to tag your texts, go to the Utilities Panel, Parts of Speech Tagging field, and
press the Tag Texts button.

To see the resulting tagging, go to the upper left panel, and Select 8. Texts after Parts of
Speech tagging.

To undo the tagging, go to the Utilities Panel, Parts of Speech Tagging field, and press
the Undo Tagging button.

This POS tagger was implemented based on a Hidden Markov Model. The learning data

stems from the Penn Treebank 3 corpus. We are grateful to Alex Rudnicky from CMU
for providing the training data to us.

Text Pre-Processing
1. Introduction to Text Pre-Processing in AutoMap

Pre-processing reduces the data to terms relevant to you.
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Tip! All pre-processing techniques in AutoMap are optional.
There are some points to consider before you begin Pre-Processing:

1. Namely, Map Analysis can be run without any prior data pre-processing.
2. Meta Matrix Text Analysis and Sub Matrix Text Analysis require pre-
processing.

Pre-processing is semi-automated and iterative and involves several key processes:

Named-Entity Recognition

Named-Entity Recognition is an Automap feature that allows you to retrieve proper
names (e.g. names of people, organizations, places), numerals, and abbreviations from
texts (Magnini, Negri, Prevete & Tanev, 2002). The AutoMap Named-Entity Recognition
functionality detects:

e Single words that are capitalized.
o Example: Copenhagen.
e Adjacent words that are capitalized.
o Example: The New York City Police Department.
e A string of adjacent words that are capitalized, but can be intervened by one
non-capitalized word. The first and the last word in this string are capitalized.
o Example: Canadian Department of National Defense.

Stemming

Stemming detects inflections and derivations of concepts in order to convert each concept
into the related morpheme (Jurafsky & Martin, p.83, 654). AutoMap offers 2 stemmers:

e The Porter Stemmer (Porter, 1980). This stemmer uses the Porter Stemming
algorithm. Additionally, it converts irregular verbs into the verb's infinitive.
o Example: The phrase "Hospitals switched to using emergency
generators, will be stemmed to "Hospit switch to be us emerg gener."
e KSTEM or KROVETZ stemmer (Krovetz, 1995). An inflection and derivation-
based stemmer. The KSTEM or KROVETZ stemmer can be customized.

Collocation Identification
A word's collocates are words appearing next to or near to it.

Tip! Collocations occuring with high frequency are powerful
indicators of a pattern of meaning in a text.

Collocations are helpful to construct thesauri in AutoMap. AutoMap can identify
collocations of size 2 (Bigrams) as shown below:

e mobile phones

2007 AutoMap Users Guide — Page 25



e shopping centre
Deletion

Deletion removes non-content bearing conjunctions and articles from texts (Carley,
1993). Non-content bearing concepts to be deleted from the texts are denoted in a Delete
List. When applying a Delete List, AutoMap searches the text(s) for concepts specified in
the Delete List and delete matches from the text(s). Example:

e Original input text: The New York City Police Department said a number of
people were trapped in elevators for awhile.
Entries in the Delete List: the, a, of, were, in, for, awhile.
Text after deletion: New York City Police Department said nhumber people
trapped elevators.

Thesauri

A thesaurus associates concepts with more abstract concepts. When applying a thesaurus,
AutoMap searches the text set for the text-level concepts denoted in the thesaurus and
translates matches into the corresponding concept. The terminology of a thesaurus
depends on the content and the subject of the data set (Burkart, 1997: 163; Zuell & Alexa,
2001: 313).

Generalization Thesaurus.

A generalization thesaurus typically is a two-columned collection that associates text-
level concepts with higher-level concepts. The text-level concepts represent the content
of a data set, and the higher-level concepts represent the text-level concepts in a
generalized way (Burkart, 1997; Klein 1997: 256; Popping & Roberts 1997: 382).

e Example: Copenhagen will be associated with the higher-level concept City.
e Related type of Analysis: Map Analysis.

Meta-Matrix Thesaurus

A Meta-Matrix Thesaurus associates text-level concepts with meta-matrix categories.
Since one concept might need to be translated into several meta-matrix categories, a
meta-matrix thesaurus can consist of more than two columns. For example, the concept
"commander" corresponds with the categories agent and knowledge.

e Example: City will be associated with and translated into Location.
e Related type of Analysis: Meta-Matrix Analysis.

For the meta-matrix thesaurus, column headers start with concept knowledge. The order

AND naming of column headers of the meta-matrix thesaurus can be changed in the
XML file.
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Sub-Matrix Selection.

The Sub-Matrix Selection denotes which Meta-Matrix Categories should be retranslated
into concepts used as input for the meta-matrix thesaurus.

Example: Location will be selected and translated into Copenhagen,
Oskarshamn and Ringhals, if those concepts were associated with the Meta-
Matrix category "Location" in the Meta-Matrix Thesaurus.

Related type of Analysis: Sub-Matrix Analysis.

Text Pre-Processing

2. Hierarchy of Pre-Processing Techniques

If you apply a pre-processing technique of a lower order prior to a technique of higher
order, the pre-processing will be maintained through all following procedures of higher
order. You can un-apply each technique after applying it, if needed.

Tip! All pre-processing techniques are optional.

If you wish to apply multiple pre-processing techniques, do this in the following order:

1.

vk

Named-Entity Recognition: This is an utility that does not impact the data.
Can be used before any type of analysis is run. Can be used before or after
Stemming.
Collocation/ bigram Identification: This is an utility that does not impact the
data. Can be used before any type of analysis is run.
Stemming: Can be used before any type of analysis is run. Can be used
before or after Named-Entity Recognition.
Deletion: Can be used before any type of analysis is run.
Thesauri:
1. Generalization Thesaurus
Can be applied before Semantic Network Analysis is run. Can be
applied before Meta-Matrix Thesaurus is applied.
2. Meta-Matrix Thesaurus
Has to be applied if Meta-Matrix Analysis should be run.
3. Sub-Matrix Selection
Can only be performed if Meta-Matrix Thesaurus was applied. Has to
be applied if Sub-Matrix Analysis should be run.

The numbering of the index card tabs on P1 and P2 reflect this hierarchy in order to make
the sequence of the pre-processing steps more intuitive.

Numbering of index card tabs on P1:

6. Texts after Meka-Matrix Thesaurus 7. Texts after Sub-Matrix Seleckion
b4 Texts after Delefion 5. Texts after Generalization
1. Criginal Texts 2, Texts after Symbal Remaval 3. Texts after Stemming
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Numbering of index card tabs on P2:
1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, Analysis Settings

|4, Generalization Thesaurus 5. Meta-Matrix Thesaurus | B, Sub-Matrix Selection
L HHitos | 2. Stemming | 3. Delete List

Text Pre-Processing

3.1 Named-Entity Recognition

To create a list of all Name-Entities that are contained in the data set opened, go to
Utilities (tab no. 3) in P2 and click the Create and save Named Entities List button in the
Named-Entities Field. The resulting list will be automatically saved under

NamedEntities.csv in the root directory of AutoMap.

The Named-Entity Recognition interface:

1. Concept Lisk || 2. Union Concept List | 3. Pre-Processing Settings | 4. Analysis Setkings |

|4, Generalization Thesaurus 5. Meta-Matrix Thesaurus £, Sub-Matriz Seleckion
| 1. Uilities 2. Stemming 3. Delete List
[ Femove Symbols ]
il
[ Undo Removal of Symbals ] _

ramed Entity Fecognition iLanguage Independent)

[ ] as base Far Generalization Thesaurus

[ Create lisk

M-5ram Detection (Language Independent)

[ ] as base for meneralization Thesaurus

The black ellipses in the screen shot below below highlight where to find the
NamedEntities.csv file in your root directory.
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.Eile Edit  Wiew Faworites Tools  Help :‘,‘r

Back = ] ﬁ | Search
@ \J [ F

fAddress |59 C:\Program Files\AutoMap-2 6. 300 AutoMap_djs

[{__"‘ Folders

Faolders

@ Deskkop
[# Erj My Documents
= My Computer
[+ j,. 314 Floppy (A5
[= e Local Disk (D
# [Z7) Documents and Settings
I My Downloads =
= I=5) Program Files
® [5) adobe
® [7) AutoMap-2.5.16
= L) AutoMap-2.6.30
= |5 AukoMap_dist
I help
F ) java
I lib
@ outpuk
E] output CompareMap
L i

= 125 utilities

[E% e mom @

3.1.1 Example for Named-Entity Recognition

Resulting NamedEntities.csv file after the following Small Predefined Delete List was
applied with rhetorical adjacency:

John Darren and Mrs. Brown

a Mr. Cray

an He couldn't. Mrs. Brown

some Prof. Darren Mrs. Brown & Mr. Cray
many 13-Jun

this But

that Mr. Cray's

these Mr. Craye

those Problem solved. Then Mrs. Brown
the Then Mrs. Brown

all 12-Jun

one Weeding

every She

She asked Mr. Cray

2007 AutoMap Users Guide — Page 29



Mrs. Brown

Redundant concepts can be converted to one word by stemming. Concepts not relevant to
the user can be eliminated by deletion.

3.2 Symbol Removal

In the lower left panel (P2) you will find an option under tab no. 3 Pre-Processing
Utilities labeled on tab no. 1 as Symbol Removal. This routine removes or strips off all
characters that are neither a letter nor a number. It maintains sentence marks. It converts
question marks and exclamation marks into sentence marks. This helps replace the
delchar option on the delete list in a more user-friendly fashion. The overall purpose of
this routine is to do a very thorough cleaning of the data in a fully automated, easy to use
fashion. This routine can be unapplied by using the un-apply button, which is located
close the apply button.

Symbol Removal

r- ClED)

File Run finalysis Toolks Help §i

llc:”::] [::H::-I ]Gc:ntn:r: Fienamer

6. Texts after Meta-Makrix Thesaurus | 7. Texks after Sub-Makrix Selection jij Serentic netvwarttor,amen: Te
Celetion ) S. Texts after Generalization
1. Original Texts | Z. Texts after Symbol Remorval I 3. Texts after Stemming
| 1. Cancept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, analysis Settings| || 3. Network analytic measures
iz s 5. Meta-Matrix: Thesaurus 6. Sub-Matrix Selection 1. Actions Tracer Panel |
1. Leities 2. Stermming [ 3. Delete List -

Rerf:'iw.d:_‘-w. Pt

Remave Symbols
Lindo Removal of Symbals

Nared Enitity Recogration —
[[] as base For Generaization Thesaurus
| Create bt )

MN-Gram Detection {Language Independent) =il
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3.21 N-gram Identification: Bigrams

To create a list of all bigrams that are contained in the data set opened, go to the Utilities,
tab no. 3, in P2 and select the Create Bigram (Correlation) List button in the N-gram
Detection. The resulting list will be automatically saved under CorrelationList.csv in the
root directory of AutoMap.

Text PreProcessing
4. Stemming

To stem a text (or text set), go to the Stemming (tab no. 4) in P2.

Porter Stemmer:

To apply the Porter Stemmer select the Apply button next to Porter Stemmer and
stemming of irregular verbs for English. The stemmed text(s) will be displayed on the tab
no. 2 Stemmed Text in P1.

To unstem the texts, go to tab no. 4. Stemming in P2 and select the Un-Apply button. Tab
no. 2. Stemmed Text in P1 will be cleared.

Krovetz Stemmer:
For the Krovetz stemmer, several customization options are offered:

1. Decide whether capitalized words should be stemmed or not.
Use radio buttons in the interface to make your selection. By default,
capitalized words are stemmed.

2. Define words to be modified by the stemmer.
These words are collected in a protection list, named
selfdefined_protected_concepts.txt, stored in the AutoMap root directory
under utilities\KStem. To avoid stemming certain words put them in this list,
one word per line, without any line delimiter.

3. Define specific stems for certain words.
These words are collected in a list of pairwise associations, named
selfdefined_pairs.txt, which are stored in the AutoMap root directory under
utilities\KStem. To stem a certain word into a pre-defined term, put the pair
(first word / pre-defined stem) in the list, one pair per line, without any line
delimiter. The selfdefined_pairs.txt list that comes along with AutoMap
contains already such pairs, which handle the correct stemming or irregular
verbs in English.

To apply the Krovetz stemmer:

Select the Apply button next to K-stem. The stemmed text(s) will be displayed on tab no.
2. Stemmed Text index card in P1.
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To unstem the texts, go to the tab no. 4 Stemming in P2 and select the Un-Apply button.
The tab no. 2 Stemmed Text in P1 will be cleared.

4.1 Example for Stemming (Porter)

Stemmed text in P1 and interface of Stemming index card on P2:
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< BEE|

File FRunAnalysis Tools Help

z 4
£. Texks after Meta-Matrix Thesaurus 7. Texts after Sub-Matrix Selection |
4, Texts after Deletion [ 5. Texts after Generalization
1. Original Texks 2. Texts after Symbol Removal 3. Texts after Stemming

Mr. Cravy's brown dog eat the lotus bhlozzsom at 10 am. Mres.
Brown be unhappy with the dog. She yelled at it saying "You
impozsikbl dog!™ But the dog keep eating the flow and weed. Zhe
asked Mr. Cray to stop the dog. He couldn't. Mrs. EBErown
planted roz and weeded the gard. The =2illy dog % dig up the
ros looking for a wol on Jun 12, 1380. Weeding ke no long

needed.

FProf. Dar, Mr=. Brown &£ Mr. Cray meet the next day to concoct
a plan. John Dar and Mrs. Brown put up a scarecrow. She think
it he scar the dog. M. Craye putup a fenc. Problem solved.
Then Mrs. Brown planted lotus, carnation, daffodil, and ros.

1, Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, Analysis Settings

4, Generalization Thesaurus | 5, Meta-Matrix Thesaurus £, Sub-Matrix Selection
1. Utities 2. Stemring 3. Delete Lit
Paotter Stemmer
danish :
[ Apply ]
[ Un-Apply ]

KSTEM and stemming of irregular werbs {for English)

Stem capitalized concepts

() yes

{na

[ Apply ]
[ Un-&pply ]

Text PreProcessing
5. Deletion

The Delete List is not case sensitive.
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You can use the predefined Delete Lists that AutoMap offers or create your own Delete
List. All lists can be edited.

5.1 Open a Delete List
Click the File menu, select Open Delete List and choose one of the following options:

e Open from file: A file chooser will appear. Select a delete list and hit the Open
button.

e Open small predefined Delete List: AutoMap's predefined small delete list will
be opened.

e Open extensive predefined Delete List. AutoMap's extensive small delete list
will be opened.

The black ellipses in the screen shot below shows where to access the Delete List utility:

70 Run Analysis  Tools  Help

[[Z ©Dpen single file

[
{Clﬂ i

) = Open from file
¥

Thesaurys i
[ Open smal predefined Delete Lisk

Cpen Meta-Matrix Thesaurus ]
Open Sub-Matrix Selection b [ Open extensive predefined Delete List

Create and Refresh Union Concept Lisk

Oukbput Storage Manager

Save Concept List per Text

Save Union Concept Lisk

Save applied Delete Lisk

Save applied Generalization Thesaurus

Save applied Meta-Matrix Thesaurus

Save Sub-Matrix Selection

Save Text{s) after Stemmer applied

Save Text(s) after Delete List applied

Save Text(s) after Generalization Thesaurus applied

Save Text{s) after Meta-Matrix Thesaurus applied

-wiy-wi wiy- wiy . wlN. iy iy iy uiy Wiy N

Save Text(s) after Sub-Matrix selection applied

The Delete List will be displayed in P2, tab no. 5. Delete List index card:

Interface of the Delete List index card:
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1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, Analysis Settings
4, Generalization Thesaurus 5. Meta-Matrix Thesaurus | &, Sub-Matrix Selection ||
L Utes | 2. Stemming 3. Delete List
a
an
and
|la=
at il ;
i Adjacency
for (%) Direct
he
Gl ) Rhetorical
her
heks | Apply Delete Lisk |
him
his l In-apply Delete List l
5 "

The Delete List can be edited. (see section 5.3 Edit a Delete List)

5.1.1 Small predefined Delete List

The Delete List is compiled of words that occur most frequently in English: a, an, and,
some, many, this, that, these, those, the, all, one, every.

The Small Delete List can be edited. (see section 5.3 Edit a Delete List)

5.1.2 Extensive predefined Delete List

An Extensive Delete List is based on words occurring most frequently in English: a, an,
and, as, at, but, for, he, her, hers, him, his, i, it, its, me, mine, my, nor, of, or, our, she, so,
that, the, their, theirs, them, they, to, us, we, who, whoever, whom, whomever, will,
would, you, your, yours, yourself. As the name indicates, the Extensive Delete list
contains more words than the Small Predefined Delete List.

The Extensive Delete List can be edited. (see section 5.3 Edit a Delete List)

5.2 Create a Delete List

There are two ways to create a Delete List:

1. Within AutoMap:
Go to the Delete List index card. The general structure of a Delete List is one
single concept per line. Add concepts by typing one concept per line. Hit enter
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after entering a concept. Avoid empty lines. See the example for more
information.

W N

Outside of AutoMap:

Use a text editor to create a Delete List. Please consider these instructions to
create a Delete List:

The general structure of a Delete List is one single Concept per line.
Avoid empty lines.

The Delete List is NOT case sensitive.

Save the List.

Open the Delete List in AutoMap.

You can edit the Delete List in AutoMap if you wish.

aunnh~hWNR

5.3. Edit a Delete List

On the Delete List index card you can:

e Add concepts: Type one concept per line. Hit enter after entering a concept.
e Modify concepts: Go the the line and retype concept.
¢ Drop concepts: Mark the concept and hit the delete key.

5.4 Apply a Delete List

If you wish to apply a Delete List and a Thesaurus we recommend first applying a Delete
List and then a Thesaurus. Next, follow these steps:

1. Before applying a delete list, an adjacency option can be chosen on the Delete
List index card. Adjacency can be either direct (default) or rhetorical. If the
user does not change the adjacency option, AutoMap uses direct adjacency
for deletion and analysis.

2. To delete the concepts specified in the Delete List from all texts loaded click
the Apply Delete List button on the Delete Concepts Index card.

3. See the pre-processed texts in P1, Delete List (tab no. 3).

When applying a Delete List AutoMap does three things:

1. Search the text(s) for concepts specified in the Delete List.

2. Delete matches from the text(s).

3. Display the resulting text(s) in P1, Delete List (tab no. 3).
If direct adjacency was chosen, concepts specified in the delete list are simply
deleted from texts and concepts left and right to deleted concepts will appear
adjacent to each other in terms of visualization and statement formation.

If rhetorical adjacency was chosen placeholders (xxx) are inserted where a concept was
deleted. The placeholders retain original distances of maintained concepts for purposes of

visualization and analysis.

To apply multiple delete lists load the first one in, apply it, then load in the next, apply it,
and so on.
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5.4.1 Direct Adjacency

If direct adjacency is chosen, concepts in the text that match concepts specified in the
delete list will be deleted from texts. As a result concepts left and right of a deleted
concept move together and will be treated as directly adjacent to each other for
visualization and analysis.

To apply direct adjacency check the radio button in the Delete List index card. Then

apply the delete list. If the user does not change the adjacency option, AutoMap uses
direct adjacency for deletion and analysis.

5.4.2 Rhetorical adjacency
If rhetorical adjacency is chosen placeholders "xxx" are inserted where a concept was
deleted. The placeholders retain the original distances of the maintained concepts visually

for analysis.

To apply direct adjacency check the button on the Delete List tab. Then apply the delete
list.

If the user does not change the adjacency option, AutoMap uses direct adjacency for
deletion and analysis.

5.5 Un-Apply a Delete List
To un-apply a Delete List that was applied to the data, in P2 go to the Delete List (tab no.

5) index card and select the Un-Apply button. The tab no. 3 Delete List index card on P1
will be cleared.

5.6 Save an applied Delete List

To save a Delete List that you have applied to the data, click the File menu, select Save
Delete List as. A file chooser will pop up.

5.7 Save text(s) after application of Delete List

To save the text(s) after the application of the Delete List, click the File menu, select
Save Text(s) after Delete List applied. All texts are automatically saved in a folder called
"preprocessed” in the root directory of AutoMap. The filename will be
"after DL, NameOfYourText.txt".

5.8 Examples for the application of a Delete List

Input text Tool used Setting Resulting text
Mr. Cray's brown dog AutoMap's
ate the lotus blossom at extensive Direct Mr. Cray's brown dog ate lotus

Adjacency blossom 10 am. Mrs. Brown was
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10 am. Mrs. Brown was
unhappy with the dog.
She yelled at it saying
"You impossible dog!"
But the dog kept eating
the flowers and weeds.
She asked Mr. Cray to
stop the dog. He
couldn't. Mrs. Brown
planted roses and
weeded the garden. The
silly dog % dug up the
roses looking for a vole
on June 12, 1880.
Weeding was no longer
needed. Prof. Darren,
Mrs. Brown & Mr. Cray
met the next day to
concoct a plan. John
Darren and Mrs. Brown
put up a scarecrow. She
thought it would scare
the dog. Mr. Craye put
up a fence. Problem
solved. Then Mrs.
Brown planted lotus,
carnations, daffodils,
and roses.

(default)

Delete List:

a, an, and,

as, at, but,

for, he,

her, hers,

him, his, i,

it, its, me,

mine, my,

nor, of, or,

our, she,

so, that,

the, their,

theirs,

them, they,

to, us, we,

who,

whoever,

whom, )
whomever, Rhgtorlcal
will, would, Adjacency
you, your,

yours,

yourself

The

following

concepts

were added

to the

Delete List. Direct
Then the  Adjacency
Delete List (default)
was applied

again.

from, in,
what, was,
with

Rhetorical

unhappy with dog. yelled saying
"You impossible dog!" dog kept
eating flowers weeds. asked Mr.
Cray stop dog. couldn't. Mrs. Brown
planted roses weeded garden. silly
dog % dug up roses looking vole on
June 12, 1880. Weeding was no
longer needed. Prof. Darren, Mrs.
Brown & Mr. Cray met next day
concoct plan. John Darren Mrs.
Brown put up scarecrow. thought
scare dog. Mr. Craye put up fence.
Problem solved. Then Mrs. Brown
planted lotus, carnations, daffodils,
roses.

Mr. Cray's brown dog ate xxx lotus
blossom xxx 10 am. Mrs. Brown was
unhappy with xxx dog. xxx yelled
XXX XXX saying "You impossible
dog!" xxx xxx dog kept eating xxx
flowers xxx weeds. xxx asked Mr.
Cray xxx stop xxx dog. xxx couldn't.
Mrs. Brown planted roses xxx
weeded xxx garden. xxx silly dog %
dug up xxx roses looking xxx xxx
vole on June 12, 1880. Weeding was
no longer needed. Prof. Darren, Mrs.
Brown & Mr. Cray met xxx next day
xxx concoct xxx plan. John Darren
XXX Mrs. Brown put up xxx
scarecrow. xxx thought xxx xxx
scare xxx dog. Mr. Craye put up xxx
fence. Problem solved. Then Mrs.
Brown planted lotus, carnations,
daffodils, xxx roses.

Mr. Cray's brown dog ate lotus
blossom 10 am. Mrs. Brown unhappy
dog. yelled saying "You impossible
dog!" dog kept eating flowers weeds.
asked Mr. Cray stop dog. couldn't.
Mrs. Brown planted roses weeded
garden. silly dog % dug up roses
looking vole on June 12, 1880.
Weeding no longer needed. Prof.
Darren, Mrs. Brown & Mr. Cray met
next day concoct plan. John Darren
Mrs. Brown put up scarecrow.
thought scare dog. Mr. Craye put up
fence. Problem solved. Then Mrs.
Brown planted lotus, carnations,
daffodils, roses.

Mr. Cray's brown dog ate xxx lotus
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Adjacency blossom xxx 10 am. Mrs. Brown xxx
unhappy xxx xxx dog. xxx yelled xxx
XxX saying "You impossible dog!"
xxX xxx dog kept eating xxx flowers
xxx weeds. xxx asked Mr. Cray xxx
stop xxx dog. xxx couldn't. Mrs.
Brown planted roses xxx weeded xxx
garden. xxx silly dog % dug up xxx
roses looking xxx xxx vole on June
12, 1880. Weeding xxx no longer
needed. Prof. Darren, Mrs. Brown &
Mr. Cray met xxx next day xxx
concoct xxx plan. John Darren xxx
Mrs. Brown put up XXX scarecrow.
xxX thought xxx xxx scare xxx dog.
Mr. Craye put up xxx fence. Problem
solved. Then Mrs. Brown planted
lotus, carnations, daffodils, xxx
roses.

Text PreProcessing

6. Generalization Thesaurus

The Generalization Thesaurus is NOT case sensitive.

6.1. Open a Generalization Thesaurus

Click the File menu, select Open Generalization Thesaurus. A file chooser will pop up.
Double click the thesaurus you wish to wish to open or single click the thesaurus and then
hit the Open button. The thesaurus will be displayed on P2 6. Generalization Thesaurus

index card.

Generalization Thesaurus Interface index card:
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1. Concepk List || 2, Union Concept Lisk | 3. Pre-Processing Settings | 4, Analysis Sekkings

A uites 2. Skemming 3. Delete List

4. GGeneralization Thesaurus | 5. Meta-Matrix Thesaurus &, Sub-Matrix Selection
United States/ UnitEd_States_Df_Amer;H | Load Union Concept List l
T.5.4./ United States of Imerica |
T.53./ Tnited 3tates of Lmerica | Create Positive Thesaurus l

C.I.Lh./ Central Intelligence Agency
CIh/f Central Intelligence Agency

F.E.I./ Federal Bureau of Investigat Adiacency
FEI/S Federal Bureau of Investigation

L[] Thesaurus content only

N.R.L./ National Rifle Association o) Dk

NELS Hational Rifle Association

U.K./ Tnited Kingdom

W.M.D./ Weapons of Mass Destruction

WD/ Weanonhs Df_Ha;s Degtructinn I ppl ‘
Goer . Gove 'I"_ﬂ;_F' 'n; - | ’ IIn-Apply l

6.2. Create a Generalization Thesaurus
There are two ways to create a Thesaurus:
1. Within AutoMap:

Go to P2, (tab no. 6) Generalization Thesaurus (see also the interface of the
Generalization Thesaurus index card for an example).

Use the Text Area on this Index card.

Build and edit a thesaurus.

AutoMap supports users in building a generalization thesaurus by loading the union of
concepts from the highest level of pre-processing applied into the Generalization
Thesaurus field. This is found on the Generalization Thesaurus index card and can be
used upon demand.

Follow these steps to load the union concept list into the Generalization Thesaurus field:

1. Create or refresh the Union Concept List.
2. Hit the Load Union Concept List button on the Generalization Thesaurus index
card.

This concept list loaded into AutoMap can be refined by applying Named-Entity
Recognition and Deletion prior to Generalization.
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Here is an example for multi-step pre-processing:

To further illustrate multi-step pre-processing techniques, copy the text passages below,
then save as a TXT file as "Our Text Ltxt" and "Our Text IL.txt" respectivley. Load these
examples into Automap to follow along.

Input texts:
Our Text Ltxt

Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was unhappy with
the dog. She yelled at it saying "You impossible dog!" But the dog kept eating the
flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't. Mrs. Brown
planted roses and weeded the garden. The silly dog % dug up the roses looking for a
vole on June 12, 1880. Weeding was no longer needed. Prof. Darren, Mrs. Brown &
Mr. Cray met the next day to concoct a plan. John Darren and Mrs. Brown put up a
scarecrow. She thought it would scare the dog. Mr. Craye put up a fence. Problem
solved. Then Mrs. Brown planted lotus, carnations, daffodils, and roses.

Our Text IL.txt:

Mr. Cray's brown dog stopped eating the lotus blossom at 12 pm the next day. Mrs.
Brown was now happy with the dog. She said "You good dog!" The dog no longer ate
the flowers and weeds. Mr. Cray was pleased too. Mrs. Brown watered the roses and
fertilized the garden on June 13, 1880. Prof. Darren, Mrs. Brown & Mr. Cray met over
dinner and discussed how the plan had worked. John Darren and Mrs. Brown would
take down the scarecrow the following week. She thought it was too scary for the
dog. Mr. Craye painted his fence. Then Mrs. Brown watered lotus, carnations,
daffodils, and roses.

Pre-
';;‘;f:ﬁ:‘:g Entries Result
applied

John Darren and Mrs. Brown
Mr. Cray
He couldn't. Mrs. Brown
Prof. Darren Mrs. Brown & Mr. Cray
13-Jun
But

1. Create Mr. Cray's

Named-Entity Mr. Craye

List Problem solved. Then Mrs. Brown
Then Mrs. Brown
12-Jun
Weeding
She
She asked Mr. Cray
Mrs. Brown

2. Create Mr. Cray's/Mr.

Named-Entity Craye Mr.

2007 AutoMap Users Guide — Page 41



List and use it
to build a
generalization
thesaurus.

3. Add further
words that
belong
together to
the
generalization
thesaurus.

4. Apply
generalization
thesaurus (no
thesaurus
content only).

3. Deletion
(rhetorical
adjacency).

4. Create
Union Concept
List.

5. Load Union
Concept List
into AutoMap.

Craye/Mr. Cray's

Prof.
Darren/Prof_Darren

an
some
many
this
that
these
those
the
all
one
every

mr. craye brown dog ate the lotus blossom at 10
am. mrs. brown was unhappy with the dog. she
yelled at it saying "you impossible dog!" but the
dog kept eating the flowers and weeds. she asked
mr. cray to stop the dog. he couldn't. mrs. brown
planted roses and weeded the garden. the silly dog
% dug up the roses looking for a vole on june 12,
1880. weeding was no longer needed.

mrs. brown & mr. cray, mrs. brown & mr. cray
met the next day to concoct a plan. john darren
and mrs. brown put up a scarecrow. she thought it
would scare the dog. mr. cray's put up a fence.
problem solved. brown planted lotus, carnations,
daffodils, and roses.

Mr. Cray's brown dog ate xxx lotus blossom at 10
am. Mrs. Brown was unhappy with xxx dog. She
yelled at it saying "You impossible dog!" But xxx
dog kept eating xxx flowers and weeds. She asked
Mr. Cray to stop xxx dog. He couldn't. Mrs.
Brown planted roses and weeded xxx garden. xxx
silly dog % dug up xxx roses looking for xxx vole
on June 12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met xxx
next day to concoct xxx plan. John Darren and
Mrs. Brown put up xxx scarecrow. She thought it
would scare xxx dog. Mr. Craye put up xxx fence.
Problem solved. Then Mrs. Brown planted lotus,
carnations, daffodils, and roses.

(Coincides with Union Concept List loaded into
AutoMap, see cell below)

1880
asked
blossom
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brown
but
concoct
craye
daffodils
dinner
discussed

it
looking
lotus

on

over
plan

pm
problem
said
saying
scary
solved
stopped
take

up
watered
weeded
weeding
weeds
with
worked
yelled

Outside of AutoMap: Use a text editor to create a Thesaurus.
Build and edit a thesaurus.

Save the Thesaurus.

Open the Thesaurus in AutoMap.

You can edit the Thesaurus in AutoMap if you wish.
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6.3 Edit a Generalization Thesaurus

You can add, change or drop the lines of a thesaurus on P2, (tab no. 6) Generalization
Thesaurus.

The general structure of a Thesaurus follows the five points below (see also the interface
of the Generalization Thesaurus index card for an example):

1. Every line contains Concept / Key Concept or in other words Old Word/ New
Word.

A Concept can be one or more words.

A Key Concept is one word.

Be sure to separate the words by a slash.

The Thesaurus is NOT case sensitive.

ubhwWN

6.4 Apply a Generalization Thesaurus

If you wish to apply a Delete List and a Generalization Thesaurus please be sure to use
the Delete List first and then the Thesaurus. Then go through the following process:

1. Decide if you want to use the Thesaurus content only option or not. If you do
not select the Thesaurus content only option this setting will not be applied.

2. If you select the Thesaurus content only option you can choose an adjacency
option.

3. Adjacency can be either direct (default) or rhetorical.

4. To apply your Generalization Thesaurus with the settings you have specified
click the Apply Thesaurus button on the Generalization Thesaurus Index card.
AutoMap uses the entries in the Thesaurus to search the text(s) for concepts.
If a match is found it will be translated into a key concept. Again, the
Thesaurus is NOT case sensitive.

5. See the pre-processed texts on the P1, (tab no. 4) Generalization Thesaurus.
If the Thesaurus content only option and Direct Adjacency were chosen only
key concepts would be displayed and considered for analysis. If the Thesaurus
content only option and Rhetorical Adjacency were chosen key concepts and
their original distances, which are symbolized by place holders (xxx), are
displayed and considered for analysis.

6.4.1 Thesaurus content only
If the Thesaurus content only option is chosen AutoMap performs the following steps:

1. Search the text(s) for concepts specified in the thesaurus.

2. Translate matches into key concepts.

3. Maintain only key concepts in the pre-processed texts. The rest of the input
text is dropped and will not be considered for further pre-processing or
analysis. The original distances of the key concepts will not be maintained.
However, punctuation marks like the end of sentences and paragraphs are
maintained and considered for analysis.

4. As a result, all key concepts in the resulting text appear directly adjacent to
each other.
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To select the Thesaurus content only option check the Thesaurus content only item on P2,
(tab no. 6.) Generalization Thesaurus index card. You can now choose to either use direct
or rhetorical adjacency for the application of the Generalization Thesaurus. Then apply
the Generalization Thesaurus. To switch from not using the Thesaurus content only
option uncheck the Thesaurus content only item on P2, (tab no. 6.) Generalization
Thesaurus and apply the Generalization Thesaurus again.

If the Thesaurus content only option is NOT chosen AutoMap performs the following
steps:

1. Search the text(s) for concepts specified in the thesaurus.

2. Translate matches into key concepts.

3. Keep the rest of the text as it is. This means, all other concepts in the text
that did not match concepts specified in the thesaurus will not be affected in
any way. Original distances of both unaffected concepts and key concepts will
be maintained. This rule does not apply if a concept consisting of more than
one word was translated into a key concept.

The Thesaurus content only item on P2, (tab no. 6) Generalization Thesaurus index card
by default is not checked because AutoMap does not apply the Thesaurus content only
option. To switch to using the Thesaurus content only option check the Thesaurus content
only item on P2, (tab no. 6) Generalization Thesaurus and then apply the Generalization
Thesaurus again.

6.4.1.1 Direct Adjacency

Direct adjacency means that original distances of concepts that represent the key concepts
will neither be visualized nor considered for analysis.

To choose the direct adjacency click the Direct button in the Adjacency field on P2, (tab
no. 6) Generalization Thesaurus index card. Then apply the Generalization Thesaurus. If
the user does not change the adjacency option, AutoMap uses direct adjacency for
generalization and analysis.

6.4.1.2 Rhetorical Adjacency

Rhetorical adjacency means that the original distance of key concepts will be considered
for the analysis. Original distances of concepts that represent the key concepts will be
visually symbolized by placeholders (xxx) and considered for analysis. Rhetorical
adjacency can only be applied if the Thesaurus content only option was not chosen.

To choose the rhetorical adjacency click the Rhetorical button in the Adjacency field on
P2, Generalization Thesaurus (tab no. 6). Then apply the Generalization Thesaurus.

If the user does not change the adjacency option, AutoMap uses direct adjacency for
analysis.

2007 AutoMap Users Guide — Page 45



6.5 Un-Apply a Generalization Thesaurus

To un-apply a Generalization Thesaurus that was applied to the data, go to P2,
Generalization Thesaurus (tab no. 6) and hit the Un-Apply button. The Generalization

Thesaurus (Tab no. 4) on P1 will be cleared.

6.6 Save an applied Generalization Thesaurus

To save a Generalization Thesaurus that you have applied to the data, click the File
menu, select Save Generalization Thesaurus As (a file chooser will pop up).

6.7 Save text(s) after application of Generalization Thesaurus

To save the text(s) after the application of the Generalization Thesaurus, click the File
menu, select Save Text(s) after Generalization Thesaurus applied. All texts are
automatically saved in a folder called "preprocessed" in the root directory of AutoMap.
The filename will be after_general _thes_NameOfYourText.txt".

6.8 Example for the building and applying a Generalization

Thesaurus

Applying a thesaurus to text that was not pre-processed

Input
text
Mr. Cray's
brown dog

ate the
lotus
blossom at
10 am.

Mrs. Mr Craye/Mr_Cray

Brown Mrs Browns/Mrs_Brown

was John

unhappy Darren/Prof _John_Darren

with the  Prof Not Selected -
dog. She Darren/Prof_John_Darren Thesaurus

yelled at it Yelled/yelling content only
saying ate/eating (default)
"You

impossible

dog!" But

the dog

kept

eating the

Tool used Setting

Resulting text

mr. cray's brown dog eating
the lotus blossom at 10 am.
mrs. brown was unhappy with
the dog. she yelling at it
saying "you impossible dog!"
but the dog kept eating the
flowers and weeds. she asked
mr. cray to stop the dog. he
couldn't. mrs. brown planted
roses and weeded the garden.
the silly dog % dug up the
roses looking for a vole on
june 12, 1880. weeding was
no longer needed. prof.
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met the next day to concoct a
plan. prof_john_darren and
mrs. brown put up a



flowers
and
weeds.
She asked
Mr. Cray
to stop the
dog. He
couldn't.
Mrs.
Brown
planted
roses and
weeded
the
garden.
The silly

dog % dug

up the
roses
looking
for a vole
on June
12, 1880.
Weeding
was no
longer
needed.

Prof.
Darren,
Mrs.
Brown &
Mr. Cray
met the
next day
to concoct
a plan.
John
Darren
and Mrs.

Brown put

up a

SCarcCrow.

She
thought it
would

Thesaurus
content only,

Direct Adjacency

(default if
Thesaurus

content only is

chosen)

Selected -
Thesaurus
content only,
Rhetorical
Adjacency

daffodils, and roses.

eating... yelling......,.. .,...
prof_john_darren....... rre

XXX. XXX XXX XXX eating Xxx
XXX XXX XXX XXX XXX. XXX. XXX
XXX XXX XXX XXX XXX. XXX
yelling XXX XXX XXX XXX XXX
XXX XXX XXX XXX XXX XXX XXX
XXX XXX XXX. XXX XXX XXX. XXX
XXX XXX XXX XXX. XXX XXX. XXX.
XXX XXX XXX XXX XXX XXX XXX.
XXX XXX XXX XXX XXX XXX XXX
XXX XXX XXX XXX XXX XXX, XXX.
XXX XXX XXX XXX XXX.

XXX. XXX, XXX. XXX XXX. XXX
XXX XXX XXX XXX XXX XXX XXX.
prof_john_darren xxx xxx. Xxx
XXX XXX XXX. XXX XXX XXX XXX
XXX XXX XXX. XXX. XXX XXX XXX.
XXX XXX. XXX XXX. XXX XXX XXX,
XXX, XXX, XXX XXX.
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scare the
dog. Mr.
Craye put
up a fence.
Problem
solved.
Then Mrs.
Brown
planted
lotus,
carnations,
daffodils,
and roses.

Applying a thesaurus to text that was pre-processed with a
Delete List, direct adjacency:

Input text

Mr. Cray's
brown dog
ate lotus
blossom 10
am. Mrs.
Brown was
unhappy
with dog.
yelled
saying "You
impossible
dog!" dog
kept eating
flowers
weeds.
asked Mr.
Cray stop
dog.
couldn't.
Mrs. Brown
planted
roses
weeded
garden. silly
dog % dug
up roses
looking vole
on June 12,

Tool used

Thesaurus
(same as
above)

Setting

Not selected -
Thesaurus content
only (default)

Selected - Thesaurus
content only, Direct

Adjacency

(default if Thesaurus
content only is

chosen)

Thesaurus content
only, Rhetorical

Adjacency

Resulting text

mr. cray's brown dog eating lotus
blossom 10 am. mrs. brown was
unhappy with dog. yelling saying
"you impossible dog!" dog kept
eating flowers weeds. asked mr.
cray stop dog. couldn't. mrs.
brown planted roses weeded
garden. silly dog % dug up roses
looking vole on june 12, 1880.
weeding was no longer needed.
prof. darren, mrs. brown & mr.
cray met next day concoct plan.
prof_john_darren mrs. brown put
up scarecrow. thought scare dog.
mr. craye put up fence. problem
solved. then mrs. brown planted
lotus, carnations, daffodils,
roses.

eating... yelling......,..

.,... prof_john_darren....... rese

XXX. XXX XXX XXX eating XXx XxXx
XXX XXX. XXX. XXX XXX XXX XXX
xxX. yelling XXX XXX XXX XXX XXX
XXX XXX XXX XXX. XXX XXX. XXX
XXX XXX. XXX. XXX. XXX XXX XXX
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1880.
Weeding
was no
longer
needed.

Prof.
Darren, Mrs.
Brown &
Mr. Cray
met next day
concoct
plan. John
Darren Mrs.
Brown put
up
scarecrow.
thought
scare dog.
Mr. Craye
put up fence.
Problem
solved. Then
Mrs. Brown
planted
lotus,
carnations,
daffodils,
roses.

XXX XXX. XXX XXX XXX XXX XXX XXX
XXX XXX XXX XXX, XXX. XXX XXX
XXX XXX XXX.

XXX. XXX, XXX. XXX XXX. XXX XXX
XXX XXX XXX XXX.
prof_john_darren xxx. XXx XXx
XXX XXX. XXX XXX XXX. XXX. XXX
XXX XXX. XXX XXX. XXX XXX. XXX
XXX XXX, XXX, XXX, XXX.

Applying a thesaurus to text that was pre-processed with a
Delete List, rhetorical adjacency:

Input text Tool used Setting Resulting text

Text after

application

of

Customized

extensive

delete list, Thesaurus

. (same as . .

thetorical 5, e) Not Selected - mr. cray's brown dog eating Xxx

adjacency: Thesaurus content  Jotus blossom xxx 10 am. mrs.
only (default) brown was unhappy with xxx dog.

Mr. Cray's xxx yelling xxx xxx saying "you

brown dog impossible dog!" xxx xxx dog kept

ate xxx lotus eating xxx flowers xxx weeds. xxx

asked mr. cray xxx stop xxx dog.

xxx couldn't. mrs. brown planted
. roses xxx weeded xxx garden. Xxxx
2007 AutoMap Users Guide — Ps’fﬁ%/ AHJOg % dug up XXX roses
looking xxx xxx vole on june 12,

1880. weeding was no longer



blossom xxx
10 am. Mrs.
Brown was
unhappy
with xxx
dog. xxx
yelled xxx
XXX saying
"You
impossible
dog!" xxx
xxx dog kept
eating Xxx
flowers xxx
weeds. XxXx
asked Mr.
Cray xxx
Stop Xxx
dog. xxx
couldn't.
Mrs. Brown
planted
roses Xxx
weeded xxx
garden. Xxx
silly dog %
dug up xxx
roses
looking xxx
XXX vole on
June 12,
1880.
Weeding
was no
longer
needed.

Prof.

Darren, Mrs.
Brown &
Mr. Cray
met XXX next
day xxx
concoct xxx
plan. John
Darren xxx

Thesaurus content

only, Direct
Adjacency

(default if Thesaurus

content only is
chosen)

Thesaurus content
only, Rhetorical

Adjacency

needed.

prof. darren, mrs. brown & mr.
cray met xxx next day xxx concoct
xxx plan. prof_john_darren xxx
mrs. brown put up Xxx scarecrow.
xxx thought xxx XXx scare Xxx
dog. mr. craye put up xxx fence.
problem solved. then mrs. brown
planted lotus, carnations, daffodils,
XXX TOSES.

. eating... yelling......,..

.,... prof_john_darren....... rese

XXX. XXX XXX XXX eating XXX XXx
XXX XXX XXX XXX. XXX. XXX XXX
XXX XXX XXX XXX. XxXx yelling xxx
XXX XXX XXX XXX XXX XXX XXX XXX
XXX XXX XXX XXX XXX XXX. XXX XXX
XXX. XXX XXX XXX XXX XXX. XXX
XXX. XXX. XXX XXX XXX XXX XXX
XXX XXX. XXX XXX XXX XXX XXX XXX
XXX XXX XXX XXX XXX XXX XXX XXX,
XXX. XXX XXX XXX XXX XXX.

XXX. XXX, XXX. XXX XXX. XXX XXX
XXX XXX XXX XXX XXX XXX XXX.
prof_john_darren xxx xxx. XXx
XXX XXX XXX XXX. XXX XXX XXX XXX
XXX XXX XXX. XXX. XXX XXX XXX
XXX. XXX XXX. XXX XXX. XXX XXX
XXX, XXX, XXX, XXX XXX.
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Mrs. Brown
put up Xxx
Scarecrow.
xxx thought
XXX XXX
scare XXX
dog. Mr.
Craye put up
xxx fence.
Problem
solved. Then
Mrs. Brown
planted
lotus,
carnations,
daffodils,
XXX Toses..

Text PreProcessing
7. Meta-Matrix Thesaurus

A Meta-Matrix Thesaurus has to be applied if Meta-Matrix Analysis should be
performed.

A Meta-Matrix Thesaurus associates concepts with meta-matrix categories:

Agent

Knowledge

Resource

Task/Event

Organization

Location

Action

Role

Attribute

Any user-defined category (as many as the user defines)

When applying a Meta-Matrix Thesaurus, AutoMap searches the text(s) for the entries
specified in the Meta-Matrix Thesaurus and translates matches into related Meta-Matrix
categories. If you also want to apply a Delete List or / and a Generalization Thesaurus
you will need to apply these pre-processing tools before the Meta-Matrix Thesaurus.The
Meta-Matrix Thesaurus is NOT case sensitive.

You might also see the meta matrix model as implemented in AutoMap to better
understand the meta-matrix.
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7.1 Open a Meta-Matrix Thesaurus

Click the File menu, select Open Meta-Matrix Thesaurus and choose Open from highest
level of pre-processing.

The union of concepts after the highest level of pre-processing applied so far will be
displayed in alphabetical order on P2, Meta-Matrix Thesaurus (tab no. 7) index card.

Note: The Meta-Matrix Thesaurus can be edited.

If you have a pre-defined Meta-Matrix Thesaurus available that matches (some of) the
concepts contained in the loaded Meta-Matrix Thesaurus you can open this file.

To do so, click the File menu, select Open Meta-Matrix Thesaurus and choose Open from
file.

If a concept contained in the pre-defined file matches a concept in the currently opened
Meta-Matrix Thesaurus the meta-matrix categories assigned to this concept in the pre-
defined file will be automatically assigned to the concept in the currently opened Meta-
Matrix Thesaurus.

Note: The pre-assigned Meta-Matrix Thesaurus can be edited.

7.2 Edit a Meta-Matrix Thesaurus

To each concept that appears in the Concept column of the Meta-Matrix Thesaurus you
can assign special categories:

e One or multiple meta-matrix categories to a concept by checking these
categories. To unselect an assignment, uncheck the meta-matrix categories.

e Self-defined meta-matrix categories (e.g. location for Copenhagen). To do
this, enter the category you wish to define in the last column (User-defined)
of the Meta-Matrix Thesaurus. You can define as many categories as you want
to. You can assign a concept to multiple self-defined categories. In this case,
you will need a single row for each assignment. Hit enter when you have
finished a self-defined row. To unselect an assignment, uncheck the meta-
matrix categories.

e No meta-matrix category to a concept. In this case, this concept will not be
considered for meta-matrix pre-processing and Meta-Matrix Analysis.

7.3 Build a Meta-Matrix Thesaurus

You can build a Meta-Matrix Thesaurus outside of AutoMap by using a text editor.
Please consider these instructions:

1. Every line contains (Key) Concept / Meta-Matrix category / Meta-Matrix
category/.... You can assign a (key) concept to as many Meta-Matrix

2007 AutoMap Users Guide — Page 52



NouhwN

categories as you want to. If a concept that appears in the Meta-Matrix
Thesaurus written by you does not appear in the Concepts column of the
Meta-Matrix Thesaurus this will not result in a conflict. AutoMap automatically
searches for concepts contained in the Concepts column of the Meta-Matrix
Thesaurus and when it finds a concept that also appears in your manually
built Thesaurus it assigns the categories that you assigned to this concept to
the concept on the index card.

Avoid empty lines.

Make sure to separate the words by a slash.

The Meta-Matrix Thesaurus is NOT case sensitive.

Save the Meta-Matrix Thesaurus.

Open the Meta-Matrix Thesaurus in AutoMap.

You can edit the Meta-Matrix Thesaurus in AutoMap if you wish.

7.4 Apply a Meta-Matrix Thesaurus

Meta-matrix pre-processing is a higher level of pre-processing than the application of a
Delete List and a Generalization Thesaurus. Thus, if you also want to apply a Delete List
or / and a Generalization Thesaurus you will need to apply these pre-processing tools
before the Meta-Matrix Thesaurus.

Follow this process:

1.

Decide if you want to use the Thesaurus content only option or not.

If you do not select the Thesaurus content only option this setting will not be
applied.

If you select the Thesaurus content only option you can choose an adjacency
option.

Adjacency can be either direct (default) or rhetorical.

If you do not change the adjacency option, no adjacency option will be
applied.

To apply your Meta-Matrix Thesaurus with the settings you have specified
click the Apply Thesaurus button on the Meta-Matrix Thesaurus Index card.
AutoMap uses the entries in the Thesaurus to search the text(s) for concepts.
If a match is found it will be translated into a Meta-Matrix category. The
Thesaurus is case insensitive.

See the pre-processed texts on the P1, Meta-Matrix Thesaurus (tab no. 5).
Meta-Matrix categories are confined by tags (e.g., <agent>) . If multiple
Meta-Matrix categories were assigned to a concept these categories appear
tagged (e.qg., if police was assigned to agent and resource, than the
translated text would look like this: <agent, resource>).

7.4.1 Thesaurus content only

If the Thesaurus content only option is chosen AutoMap does the following:

1.

Search the text(s) for concepts specified in the Concept column of the Meta-
Matrix Thesaurus.

2. Translate matches into related meta-matrix categories.
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3. Maintain only meta-matrix categories in the pre-processed texts. The rest of
the text is dropped and will not be considered for further pre-processing or
analysis. Punctuation marks like the end of sentences and paragraphs are
maintained and considered for analysis.

To select the Thesaurus content only option check the Thesaurus content only item on P2,
Meta-Matrix Thesaurus (tab no. 7). You can now choose to either direct (default) or
rhetorical adjacency. Then apply the Meta-Matrix Thesaurus. In order to switch from
using the Thesaurus content only option uncheck the Thesaurus content only item and
apply the Thesaurus again.

If the Thesaurus content only option is NOT chosen AutoMap does the following:

1. Search the text(s) for concepts specified in the thesaurus.

2. Translate matches into meta-matrix categories.

3. Keep the rest of the text as it is. This means, all other concepts in the text
that did not match concepts specified in the thesaurus will not be affected at
all. Original distances of both unaffected concepts and meta-matrix categories
will be maintained. This rule does not apply if a concept consisting of more
than one word is translated into a meta-matrix category.

AutoMap by default does not select the Thesaurus content only option. Therefore, the
Thesaurus content only item on P2, Meta-Matrix Thesaurus (tab no. 7) by default is not
checked. Just apply the Meta-Matrix Thesaurus. In order to switch to using the Thesaurus
content only option check the Thesaurus content only item on P2, Meta-Matrix Thesaurus
(tab no. 7) index card and then apply the Thesaurus again.

7.4.1.1 Direct Adjacency

Direct adjacency means that original distances of concepts that represent the key concepts
will neither be visualized nor considered for analysis.

To choose the direct adjacency click the Direct button in the Adjacency field on P2,
Meta-Matrix Thesaurus index card (tab no. 7). Then apply the Meta-Matrix Thesaurus. If
the user does not change the adjacency option, AutoMap uses direct adjacency for
analysis. As a result, only meta-matrix categories are displayed on P1, Meta-Matrix
Thesaurus (tab no. 5) will be considered for analysis. All meta-matrix tags in the resulting
text appear directly adjacent to each other.

7.4.1.2 Rhetorical Adjacency

Rhetorical adjacency can only be applied if the Thesaurus content only option was not
chosen.

To choose the rhetorical adjacency click the Rhetorical button in the Adjacency field on

P2, (tab no. 7) Meta-Matrix Thesaurus. Then apply the Meta-Matrix Thesaurus. If the
user does not change the adjacency option, AutoMap uses direct adjacency for analysis.
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As a result, the meta-matrix tags and the rest of the text are displayed on P1, (tab no. 5)
Meta-Matrix Thesaurus and will be considered for analysis. Original distances of meta-
matrix tags that represent the key concepts will be visually symbolized by placeholders
(xxx) and considered for analysis.

7.5 Un-Apply a Meta-Matrix Thesaurus

To un-apply a Meta-Matrix Thesaurus that was applied to the data, go to P2, (tab. no. 7)
Meta-Matrix Thesaurus and hit the Un-Apply button. The tab no. 5 Meta-Matrix
Thesaurus on P1 will be cleared.

7.6 Save an applied Meta-Matrix Thesaurus

If you wish to save a Meta-Matrix Thesaurus you first need to apply it. To save the
Thesaurus, click the File menu, select Save Meta-Matrix Thesaurus as. A file chooser
will pop up.

7.7 Save text(s) after application of Meta-Matrix Thesaurus

To save the text(s) after the application of the Meta-Matrix Thesaurus, click the File
menu, select Save Text(s) after Meta-Matrix Thesaurus applied. All texts are
automatically saved in a folder called "preprocessed" in the root directory of AutoMap.
The filename will be after MMCatThes_ NameOfYourText.txt".

7.8 Example for editing and applying a Meta-Matrix Thesaurus
An Extract from the Our Text Ltxt was used as input:

Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was unhappy with
the dog. She yelled at it saying "You impossible dog!" But the dog kept eating the
flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't. Mrs. Brown
planted roses and weeded the garden. The silly dog % dug up the roses looking for a
vole on June 12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren
and Mrs. Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye
put up a fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils,
and roses.

The customized extensive Delete List was applied to this text. The resulting text looks
like this:

Mr. Cray's brown dog ate lotus blossom 10 am. Mrs. Brown was unhappy with dog.
yelled saying "You impossible dog!" dog kept eating flowers weeds. asked Mr. Cray
stop dog. couldn't. Mrs. Brown planted roses weeded garden. silly dog % dug up
roses looking vole on June 12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met next day concoct plan. John Darren Mrs.
Brown put up scarecrow. thought scare dog. Mr. Craye put up fence. Problem solved.
Then Mrs. Brown planted lotus, carnations, daffodils, roses.
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Then, open the Meta-Matrix Thesaurus by clicking the File menu, selecting Open Meta-
Matrix Thesaurus, and choosing Open from highest level of pre-processing. The black
ellipse in the screen shot below underscore how to open a Meta-Matrix Thesaurus from
the file menu.

L0 Run Analysis Toals Help

L5 Open single File

3 Open mukiple files (Seleck Folder)

-

[ Cpenfrom file thes

[ ©Cpen Thesaurus for normalizing abbreviations (English)

Dpen Sub-Matrix Selectio
Create and Refresh Union Concept List [23 Open Thesaurus for normalizing typos (English)

Cutput Storage Manager [L3 Open Thesaurus for normalizing contractions (English)
bl Save Concept List per Text [L3 Open Thesaurus for generalizing countriss
7l Save Union Concept List

gl Save applied Delete List

7l Save applied Genersization Thesawrus

(7l Save applied Meta-Matrix Thesaurus

[gll Save Sub-Matrix Selection

gl Save Text(s) sfter Stemmer applied

gl Save Text(s) after Delete List applied

@l Save Text(s) sfter Generahzation Thesauwus applied

@l Save Text(s) after Meta-Matrix Thesaurus spphed

[l Save Text(s) after Sub-Matrix seleckion applied

The union of concepts from the highest level of pre-processing will be displayed in
alphabetical order on P2, tab no. 3 - Preprocessing Settings, tab no. 5 - Meta-Matrix
Thesaurus. As we did not pre-process the text the original input sentence is used for input
for the Meta-Matrix Thesaurus.
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1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings 4 Analysis Settings |

1.. Ltilities 2, Skemming : 3, Delete Lisk

| 4, Generalization Thesaurus _ 5. Meta-Matrix Thesaurus 6, Sub-Matrix Selection
Select Sub-Matrix

knowledge (]
agent: 1
resouUrce
kask,

envert [ = Add in same line ]
organization
location

role =
ackion

[ = Add new line ]

I « Remowve line ]

Adj
jacency Apply
(%) Direct ) Rhetaorical Un-8pphy

Furthermore, we have prepared a Meta-Matrix Thesaurus that we stored on our machine.
This file looks like this:

Mr_Cray/agent
Mrs_Brown/agent
Prof_John_Darren/agent
dog/agent
flowers/resource
lotus/resource
roses/resource
carnations/resource
daffodils/resource
weeds/resource
weeds/task
planting/task
eating/task
yelling/task
met/task

We clicked the File menu, selected Open Meta-Matrix Thesaurus and chose Open from
file.

AutoMap searched the opened Meta-Matrix Thesaurus for the words contained in the
prepared Thesaurus. When it found a match it assigned the words in the opened
Thesaurus the Meta-Matrix categories that were assigned to the same concept in the pre-
defined file. Below is the result:
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| 1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4, analysis Settings
| 1. Utiities | 2. Stememing | 3. Delete List | 4. Generaization Thesaurus | 5. Meta-Matrix Thesaurus | 6, Sub-Matrix Selection |
| Concept knowledge  agent resource ask event organi... | location | role
| cray [l O Fl [ [F] | | O [~
|cran's | O] ] O O] ] O O
T 0 O 0 . N O O O O O
 daffodis Ll [ | | [] | L] El E
| darren Ll L] | Ll [*] | L] El =
day [ ] Fl ] 7] [l || El
1900 Ll 0 O] O O O 0
dog!” L d || Ll L] Ll 0l |
g m 0 0 2 N A O = O
eating C L] L ad L] | |
Fence C CJ | CJ |
:ﬂnmrs [ [F] [ | |
Thesaurus content
O RELE only (& Direct () Rhetorical Un-Apply
Now we edit the Thesaurus by modifying some of the pre-assignments (e.g., centre) and
adding assignments for concepts not assigned to Meta-Matrix categories yet (e.g.,
contact, copenhagen). Not all concepts were associated with Meta-Matrix categories
(e.g., mobile).
| 1. Concept List | 2. Union Concept Lst | 3. Pre-Processing Settings |4, Analysis Settings|
| 1. Uities | 2. Stemming | 3. Delete List | 4. Generalization Thesaurus | 5. Meta-Matrix Thesaurus | 6, Sub-Matrix Selection
e o __J\.Ja e
ey | il ¥l O 0 0 | [ o &
cray's ] [l 4| [l ] Bl | [ []
traye ] ] ] ] ] ] [l [F]
L1 ] Ll L] [l Ll ¥ E
] ] O ] ] ] ] ]
] ] ] ] [ ] [ []
[ [] a [] ] ] []
L1 il ] L] all | I = B
El lLa il B T Bl | Bl | ™ il
| L] | | | ] ]
L | | | C L ] ]
0l [ C | ] Cl | =
MR
[[] Thesaurus content only @ Direct (O Rhetoricd o

In the next step we applied the Apply Meta-Matrix Thesaurus with the following settings:

Setting Resulting text

mr . cray's brown < agent> < task> the < resource> blossom
at 10 am . mrs . brown was unhappy with the < agent> . she
< task> at it saying "you impossible dog!" but the < agent>
kept < task> the < resource> and < task> . she asked mr .

Not Thesaurus
content only
(default)
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cray to stop the < agent> . he couldn't . mrs . brown planted <
resource> and weeded the garden . the silly < agent> % dug
up the < resource> looking for a vole on june 12, 1880 .
weeding was no longer needed . prof . darren , mrs . brown &
mr . cray < task> the next day to concoct a plan . < agent>
and mrs . brown put up a scarecrow . she thought it would
scare the < agent> . mr . craye put up a fence . problem
solved . then mrs . brown planted < resource> , < resource> ,
< resource> , and < resource> .

Thesaurus content
. < agent> < task> < resource> .. < agent> . < task> <

Zg?;’cg']rceyd agent> < task> < resource> < task> .. < agent> ... <

(default if Thesaurus resource> . < agent> < resource> . .. .. < task> . < agent>

content only is . <agent>..... < resource> < resource> < resource> <
resource> .

chosen)

XXX . XXX XXX < agent> < task> Xxx < resource> XXX XXX XXX
XXX . XXX . XXX XXX XXX XXX XXX < agent> . xxx < task> xxx
XXX XXX XXX XXX XXX XXX XXX < agent> xxx < task> xxx <
resource> xXxx < task> . XXX XXX XXX . XXX XXX XXX XXX <
Thesaurus content  agent> . XXX XXX . XXX . XXX XXX < resource> XXX XXX XXX XXX
only, Rhetorical . XXX XXX < agent> XXX XXX XXX XXX < resource> XXX XXX XXX
Adjacency XXX XXX XXX XXX XXX . XXX XXX XXX XXX XXX . XXX XXX XXX . XXX
XXX . XXX XXX XXX . XXX < task> XXX XXX XXX XXX XXX XXX XXX .
< agent> XXX XXX . XXX XXX XXX XXX XXX . XXX XXX XXX XXX XXX
XXX < agent> . XXX . XXX XXX XXX XXX . XXX XXX . XXX XXX . XXX
XXX < resource> < resource> < resource> XXX < resource> .

Text PreProcessing
8. Sub-Matrix Selection

The Sub-Matrix Selection enables the user to re-translate concepts represented by a Meta-
Matrix category in order to run Sub-Matrix Analysis. If input texts (no matter if they
were pre-processed with a Delete list or not) were used in order to generate the Concept
List for the Meta-Matrix Thesaurus, concepts represented by a Meta-Matrix category will
be translated into text-level concepts. If input texts (no matter if they were pre-processed
with a Delete list or not) were pre-processed with a Generalization Thesaurus before
applying the Meta-Matrix Thesaurus, concepts represented by a Meta-Matrix category
will be translated into key concepts.

The Thesaurus content only option always automatically applies for the Sub-Matrix
Selection.
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8.1 Select Sub-Matrix Categories|

Precondition: Sub-Matrix Selection can only be performed if Meta-
Matrix Thesaurus was applied. There are 4 ways to select sub
matrices:

8.1.1 If you do not have a sub matrix selection file available

Create and modify a sub matrix selection.

8.1.2 If you do not have a sub matrix selection file available and
want to select the full meta matrix (means all cells in the meta
matrix)

Go to the File menu, Select Open Sub-Matrix Selection, click on Select Full Meta Matrix.
AutoMap dynamically generates all combinations of meta matrix categories as specified
in the meta matrix thesaurus, including user-defined categories, that represent all cells of
the meta matrix and display these combinations in the left window on P2, 8. Sub-Matrix
Selection.

You can modify this sub matrix selection.
This is the full meta-matrix:

e agent/agent/knowledge/organization/task-
event/resource/location/role/action/attribute
e knowledge/agent/knowledge/organization/task-
event/resource/location/role/action/attribute
e organization/agent/knowledge/organization/task-
event/resource/location/role/action/attribute
e task-event/agent/knowledge/organization/task-
event/resource/location/role/action/attribute
e resource/agent/knowledge/organization/task-
event/resource/location/role/action/attribute
e J|ocation/agent/knowledge/organization/task-
event/resource/location/role/action/attribute

¢ role/agent/knowledge/organization/task-
event/resource/location/role/action/attribute

e action/agent/knowledge/organization/task-
event/resource/location/role/action/attribute

e attribute/agent/knowledge/organization/task-
event/resource/location/role/action/attribute

8.1.3 If you have a sub matrix selection file available

Go to the File menu, Select Open Sub-Matrix Selection, click on Open from file.
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You can modify this sub matrix selections.

8.1.4 If you want to write your own sub matrix selection file and
load it into AutoMap:

Build your own sub matrix selection file outside of AutoMap, save it in .txt format, and
load it into AutoMap.

Go to the File menu, Select Open Sub-Matrix Selection, click on Open from file. You can
modify this sub matrix selections.

8.2 Create or Modify Sub-Matrix Selection

Go to P2, 8. Sub-Matrix Selection, click on a Sub-Matrix category you wish to select and
hit the > Add in same line button. The selected category appears in the right text field on
P2, (tab no. 8) Sub-Matrix Selection.

You can select as many Sub-Matrix categories per row as you wish by clicking on a
category in the left window on P2, tab no. 8 Sub-Matrix Selection and move it to the right
window by clicking the > Add in same line button. Additionally, you can select as many
rows of sub matrix selections as you wish by clicking on a category in the left window on
P2, tab no. 8 Sub-Matrix Selection and move it to the right window by clicking the > Add
in new line button. To add a further category to a new line, first single click on this
category in the right window on P2, tab no. 8 Sub-Matrix Selection, so that the category
is highlighted in blue. To unselect a selected Sub-Matrix category, click on the row in the
right window and hit the < Remove line button on P2, tab no. 8 Sub-Matrix Selection.
The row will disappear from the right window.

Tip!

« If you wish to analyze any relation between e.g. agents and
organizations, you need to select agent/ organization in one
row, and organization/ agent in another row. If you wish to
analyze any relations among all agents, select agent/agent.

- If you wish to analyze any relations among all agents and their
relation with all organizations, select agent/agent/organization
and in another row organization/agent/agent/.

8.3 Apply Sub-Matrix Selection

1. The Thesaurus content only option always automatically applies for the Sub-
Matrix Selection. Select an adjacency option. Adjacency can be either direct
(default) or rhetorical.

If you do not change the adjacency option, direct adjacency will be applied.

2. To apply your Meta-Matrix Thesaurus with the settings you have specified
click the Apply Sub-Matrix Selection button on the Sub-Matrix Selection Index
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card.
AutoMap uses the entries in the Thesaurus to search the text(s) for meta-
matrix tags. If a match is found it will be translated into the related concept.
The Thesaurus IS case insensitive.

3. See the pre-processed texts on the P1, tab no. 6 Sub-Matrix Text.

8.3.1 Direct Adjacency

Direct adjacency means that original distances of concepts that represent meta-matrix
categories will neither be visualized nor considered for analysis.

To choose the direct adjacency click the Direct button in the Adjacency field on P2, tab
no. 8 Sub-Matrix Selection index card. Then apply the Sub-Matrix Selection.

If the user does not change the adjacency option, AutoMap uses direct adjacency for
analysis.

As aresult, only concepts that represent meta-matrix categories are displayed on P1, tab
no. 6 Sub-Matrix Text index card and will be considered for analysis. All concepts in the
resulting text appear directly adjacent to each other.

8.3.2 Rhetorical Adjacency

To choose the rhetorical adjacency click the Rhetorical button in the Adjacency field on
P2, tab no. 8 Sub-Matrix Selection index card. Then apply the Sub-Matrix Selection. If
the user does not change the adjacency option, AutoMap uses direct adjacency for
analysis.

As a result, concepts that represent meta-matrix categories are displayed on P1, tab no. 6
Sub-Matrix Text and will be considered for analysis. Original distances of concepts that

represent meta-matrix categories will be visually symbolized by placeholders (xxx) and
considered for analysis.

8.4 Un-Apply a Sub-Matrix Selection
To un-apply a Sub-Matrix Selection that was applied to the data, go to P2, tab no. 8 Sub-

Matrix Selection index card and hit the Un-Apply button. The tab no. 6 Sub-Matrix Text
on P1 will be cleared.

8.5 Save Sub-Matrix Selection
Apply the Sub-Matrix Selection before you save it.
To save a Sub-Matrix Selection (the content of the right window on P2, tab no. 8 Sub-

Matrix Selection, click the File menu, select Save applied Sub-Matrix Selection as
applied.
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8.6 Save text(s) after Sub-Matrix Selection
To save the text(s) after the application of the Sub-Matrix Selection, click the File menu,
select Save Text(s) after Sub-Matrix Selection applied. All texts are automatically saved

in a folder called "preprocessed" in the root directory of AutoMap. The filename will be
after_SubMatrixSelection_NameOfYourText.txt".

8.7 Example for Sub-Matrix Selection

The Sub-Matrix Selection as shown here is based on the example for the Meta-Matrix
Thesaurus.

We opened P2, tab no. 3 - Pre-Processing Settings, tab no. 6- Sub-Matrix Selection.

1. Concept List | 2. Union Concept Lisk | 3. Pre-Processing Settings | 4, Analysis Setkings

1. Ltilities 2, Stemming 3 Delete list
4, iGeneralization Thesaurus 5. Meta-Matrix Thesaurus 6, Sub-Matrix Selection

Select Sub-Matrix

knowledge knowledge
agent agent
resource resource

task - » Add new line Ewent

Drgar;izatign [ = Add in same line ]

location < Remove line

role
action
attribute

Adjacency Apply
(&) Direct i) Rhetarical Un-2pply

Then we applied the Sub-Matrix Selection with the following settings:

Setting Resulting text

Select:

Agent/ Location/ Action

Location/ Agent/ Action . dog.. dog. dog.. dog.... dog,.. .,... prof_john_darren..
Action/ Location/ Agent dog..... rrre

Direct Adjacency

(default)

Select: XXX. XXX XXX dog XXX XXX XXX XXX XXX XXX XXX. XXX. XXX
Agent/ Location/ Action XXX XXX XXX XXX dOg. XXX XXX XXX XXX XXX XXX XXX XXX
Location/ Agent/ Action XXX XXX dog XXX XXX XXX XXX XXX XXX. XXX XXX XXX. XXX
Action/ Location/ Agent xxx xxx xxx dog. XXX XXX. XXX. XXX XXX XXX XXX XXX XXX
Rhetorical Adjacency  xxx. xxx xxx dog XXX XXX XXX XXX XXX XXX XXX XXX XXX
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(see also next picture) xxX XXX XXX, XXX. XXX XXX XXX XXX XXX. XXX
XXX

XXX. XXX, XXX. XXX XXX XXX. XXX XXX XXX XXX XXX XXX XXX
XXX XxX. prof_john_darren Xxxx XxX. XXX XXX XXX XXX XXX.
XXX XXX XXX XXX XXX XXX dog. XXX. XXX XXX XXX XXX. XXX
XXX. XXX XXX. XXX XXX XXX, XXX, XXX, XXX XXX.

Select: . dog eating lotus.. dog. yelling dog eating flowers

Full Meta-matrix weeds.. dog... roses. dog roses,.. .,.. met.

Direct Adjacency prof_john_darren.. dog..... lotus, carnations, daffodils,
(default) roses.

XXX. XXX Xxx dog eating xxx lotus XXX XXX XXX XXX. XXX.
XXX XXX XXX XXX XXX dog. xxx yelling XXX XXX XXX XXX XXX
xxx xxx xxx dog xxx eating xxx flowers xxx weeds. Xxxx
XXX XXX. XXX XXX XXX XXX dOg. XXX XXX. XXX. XXX XXX roses
XXX XXX XXX XXX. XXX XXX dOg XXX XXX XXX XXX I0Ses XXX
Select: XXX XXX XXX XXX XXX XXX, XXX. XXX XXX XXX XXX XXX. XXX
Full Meta-matrix
Rhetorical Adjacency  xxx
(default)
XXX. XXX, XXX. XXX XXX XXX. XXX met XXX XXX XXX XXX XXX
XXX XxX. prof_john_darren Xxxx XxX. XXX XXX XXX XXX XXX.
XXX XXX XXX XXX XXX XXX dOg. XXX. XXX XXX XXX XXX. XXX
XXX. XXX XXX. XXX XXX lotus, carnations, daffodils, xxx
roses.

Detailed example for Sub-Matrix Selection:

1. Concept List | 2. Union Concept Lisk | 3. Pre-Processing Settings | 4, Analysis Settings

1. LIkilities 2. Skemming 3 Delete List |
4, Generalization Thesaurus 5., Meta-Matrix Thesaurus 6. Sub-Matrix Selection '

Seleck Sub-Matrix

knawledge agentflocation/action
agent locationfagentackion
resource Sk Jagent

task = &dd new line

event : .
organization l = fdd in same line ]

role
ackion
\attribute

adjacency Al
{7 Direct {# Rhetorical B EbEl
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Statement Formation Choices

Statement formation choices can be made after pre-processing data and before running
analysis. These choices define if, how, and where concepts will be linked. Statement
formation settings will be applied to the highest level of data pre-processing that was
applied. If no pre-processing was performed, statement formation settings apply to the
original input text. If the user does not modify the statement formation settings AutoMap
uses a set of default settings.

1. Analysis Settings

To specify the Analysis Settings or make the Analysis Settings, use the Analysis Settings
Index Card.

Your settings will be automatically applied in the analysis. You do not need to confirm
them.

If you do not want to change any of the suggested options a set of standard settings will
be applied. The screen shot below shows an example of the Automap Analysis Settings
tab in P2.

1. Concept List | 2. Union Concept List | 3, Pre-Processing Settings | #. Analysis Settings |

1. Analysis Settings | z, Qukput Options |

Zoding Ties
Directionality Strength
%) Uni-directional Frequency

() Bi-directional

Sindoing
Punctuation Window-Size

(%) Ingnaore punckuation completely : %

{1 Reset window at the end of pharagraphs only Find size of largest text in kext set

i) Reset window at the end of pharagraphs and sentences

Overview on the possible Settings:

Directionality Uni-Directional ~
) ) Select one of the (When coding a tie, only 1st->2nd
Coding Ties : ._.....__concept should be noted)
Specify the way following two possibilities ~ " _ : _
statements are by checking the button. Bi-Directional (When coding a tie, both
counted. 1st <-> 2nd concept shall be noted)
Strength Frequency (The cumulative frequency of
Strength will be printed every existing statement.)
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out by default. To not Item not checked: Existence of
print out Strength frequency will be printed out (binary
uncheck the item. result).

Ignore punctuation completely
(Statements will be placed between all
Windowing ] concepts.)
Windowing is a Punctuation
method that Select one option by
codes the text checking the radio

Reset window at end of paragraphs
only (Statements will be placed only
within every single paragraph.)

as a map by button. )

placing Reset window at end of paragraphs
relationships and sentences (Statements will be
between pairs of placed only within every single sentence.)

Window size between 2 and 100.
The Window Size defines how distant
concepts can be and still have a
relationship. Only concepts in same
window can form statements.

Concepts that
occur within a
window.

Window Size

Select one window size
by using the number
chooser.

1.1 Default Settings

If you do not want to change any of the suggested options the analysis will be done with
the following Standard Settings:

1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings || 4. Analysis Seftings |

| 1. Analysis Settings | 2, Output Options

Coding Ties
Directionality Strength
(%) Uni-directional [ ] Frequency

{3 Bi-directional

Windowing

Punckuation Window-Size

(%) Ingnare punctuation completely z

{ ) Reset windaw at the end of pharagraphs only Find size of largest text in text set

() Reset window at the end of pharagraphs and sentences

Anaphora Resolution

Automap can perform anaphora resolution.

Anaphora is a linguistic instance of a grammatical expression referring to another. In a
general linguistic sense, an anaphoric expression is one represented by some kind of
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deictic, a process whereby words or expressions rely absolutely on context. Sometimes
this context needs to be identified.

The anaphora resolution function is a pre-processing setting and can found in Panel P2,
Tab no. 3. Pre-processing settings in Automap's main interface. The screen shot below
shows where the tool is located.

Fix  Fun Andlyss  addbional Tools  Help

Lie JLs o [2 JLa Jsots | Lex |
 B.TextcaferPartof-SpeschTaggng | 9. Texks after Ansphors Reschiion ||| Semantic network of
&, Texks after Meta-Matrix Theswurus 7. Teodes after Sub-Plotriy Seledion 7
4 TestoafterDeletion | S Tewtsafter Geneesiastion
L, Qrignad Tewks i 2. Teaks sfter Sytobeol Remevsl | 3. Teuks after Stemming
;H:. Ceay's broun deog ate the lotus blossom at L0 am. Hes. o
Brown was unhappy with the dog. She gelled at it =aying
TYou imposaible dog!'™ Buc the dog Kepr eating the Ilowers
and wesda., She adked He, €y oo atop the dog. He conldn't.
Mr=. Broun planted rozes and weesded the garden. The =illy
dag ¥ dug up the roses looking for a vole on Juns 12, 1360.
Weeding waz no longer heeded.
FProf. Darren, Hrs. HrnunW: next day to 21
— s i R —— i o | $.hc¢t e
L E.Mel:a-h'lahmmemm 1 Q%M&mﬂmm 1, ko Traoer Panel
2. Shemming 3. Dedate List H
el
Pz ] — || |ifyearnegiatall
|pressed
1 pressed
: pressed
| £ |3
I |

This tool extracts network information from text that requires additional textual
references from within a certain phrase or grammatical construct.

To Access Anaphora Resolution: Panel P2 > Tab no. 3 Pre-Processing Settings
> 1. Utilities > scroll down to bottom of window

Some examples of what would constitute an Anaphora Resolution might include:

e The boy took the hamburger and ate it. It is anaphoric under the strict
definition (it refers to the hamburger).
e Larry called off work because he felt sick. he is anaphoric (it refers to Larry).

Moreover, think of a sentence being taken out of context and the missing information
required to fully explain the meaning.

Example: The President of our company came to visit us yesterday. The visit was the first
time he had come to Pittsburgh since 1998.
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If the second sentence stands alone by itself, it is necessary to resolve the anaphor.

Automap can apply this pre-process settings, identify Anaphora Resolution instances and
then have them isolated and removed, which is activated by selecting the first and middle
button under the Anaphora Resolution tool. The third button allows you to output the
Anaphora Resolution contained in your text. Each of these preprocessing settings can be
undone.
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Statement Formation Choices

Statement formation choices can be made after pre-processing data and before running
analysis. These choices define if, how, and where concepts will be linked. Statement
formation settings will be applied to the highest level of data pre-processing that was
applied. If no pre-processing was performed, statement formation settings apply to the
original input text. If the user does not modify the statement formation settings AutoMap
uses a set of default settings.

1. Analysis Settings

To specify the Analysis Settings or make the Analysis Settings, use the Analysis Settings
Index Card.

Your settings will be automatically applied in the analysis. You do not need to confirm
them.

If you do not want to change any of the suggested options a set of standard settings will
be applied. The screen shot below shows an example of the Automap Analysis Settings
tab in P2.

1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4. Analysis Settings

1. Analysis Settings | 2, oukput Options

Coding Ties
Direckionality Skrength
(%) Uni-directional Frequency

() Bi-directional

Windowing

Punctuation Window-Size

() Ingnore punctuation completely z

{1 Reset window at the end of pharagraphs anly Find size of largesk kext in bext set

() Reset windawe at the end of pharagraphs and sentences

Overview on the possible Settings:

Uni-Directional

Directionality (When coding a tie, only 1st->2nd

Coding Ties oot one of the
Specify the way ¢4 16wing two possibilities “°M°Pt should be noted)

statements are by checking the button. Bi-Directional (When coding a tie, both
counted. 1st <-> 2nd concept shall be noted)

Strength Frequency (The cumulative frequency of
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Strength will be printed
out by default. To not
print out Strength
uncheck the item.

Windowing
Windowing is a
method that
codes the text
as a map by
placing
relationships
between pairs of
Concepts that
occur within a
window.

Punctuation

Select one option by
checking the radio
button.

Window Size

Select one window size
by using the number
chooser.

1.1 Default Settings

every existing statement.)

Item not checked: Existence of
frequency will be printed out (binary
result).

Ignore punctuation completely
(Statements will be placed between all
concepts.)

Reset window at end of paragraphs
only (Statements will be placed only
within every single paragraph.)

Reset window at end of paragraphs
and sentences (Statements will be
placed only within every single sentence.)

Window size between 2 and 100.
The Window Size defines how distant
concepts can be and still have a
relationship. Only concepts in same
window can form statements.

If you do not want to change any of the suggested options the analysis will be done with

the following Standard Settings:

| 1. Analysis Settings | =, Qutput Options |
Coding Ties

Directionality
(%) Uni-directional

() Bi-directional

Windowing

Punctuation

{#) Ingnore punctuation completely

() Reset window at the end of pharagraphs only

| 1. Concept List | 2. Union Concept Lisk | 3, Pre-Processing Settings {4, Analysis Settings ;

Strength

[] Frequency

Window-Size

2

Find size of largest kext in bext set

) Reset window at the end of pharagraphs and sentences

Semantic Text Analysis

Automap contains text analysis utilities to help you in the pre-processing and data
analysis of your text examples. Take time to become familiar with them as they allow
you to quickly work with your text examples.
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1. Browse through texts

This function enables you to quickly jump from text example to another. All panels are
synchronized in the Browse Menu. A series of screen shots below the instruction ad
emphasis on how to access text Automap's text browsing features.

How to use the Browse Menu:

To go backward or forward text by text:

Click the ''>'"' button or the ''<'' button in the browse menu bar.

To go to first or last text in the text set:

, after Meta- i Thesaurus 7. Texts after Sub-Matrix Selection
4, Texks after Deletion 5, Texts after Generalization
1. Original Texts 2. Texts after Symbol Removal 3. Texts after Stemming

Mr. Crav's brown dog ate the lotus bhlossom at 10 s, Mres.
Brown was unhappy with the dog. She welled at it saying "You
impossible dog!™ But the dog kept eating the flowers and

To go to first or last text in the text set:

Click the ''>>" button or the'' <<'' button.

oy e e b
= .='.U['_J1.-.='*.!J_J-i'. 3l

Run Analysis  Tools  Help

12
6, Texts after Meka-Makrix ?I'?e‘!'a'ﬂ'rﬁ; 7. Texts after Sub-Matrix Seleckion
4, Tewks after Deletion 5, Tewxts after Generalization
1. Criginal Texts 2. Texts after Symbol Removal 3. Texts after Stemming

Mr. Crav's brown dog ate the lotus bhlossom at 10 sm. Mrs.
Brown was unhappy with the dog. She welled at it saying "You
impossible dog!™ But the dog kept eating the flowers and

To go to a specific text:
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Enter the text number in text field right next to the Go to command and
hit OK.

—

Ao ap s be a0

M_File Run .ﬁ.n-é.lysis Tools  Help /’—“ _\\\
O] ) e IO ww [ )

; 6. Texts after Meta-Matrix Thesaurd L 7 Texks ub-Matrix Selection
4 TextsafterDeletion | ) - Texts after Generalization
1. Original Texts | 2. Texts after Symbal Remaoval 3. Texts after Stemming

Mr. Cray's brown dog ate the lotus bhlossom at 10 am. Hres.
Erown was unhappy with the dog. 3he welled at it =saving "You
iwpossible dog!™ But the dog kept eating the flowers and

The name of the currently selected text is displayed on the Browse menu.
These files can be browsed:

All input texts (P1, No. 1. Input Text index card).
All texts after each stage of pre-processing (all index cards of P1).
Concept lists per text (original input text or texts after each stage of pre-
processing).

e Map (P3) and Statistics (P4) outputs that relate to the text currently displayed
on the index cards of P1.

1.1 Example for Browse Menu

i A =)

Fia RunAnabess Took Help

L=< Jiz[ = ][ =1 ] ot o
B Tauits after Mata-batre: Thassins 7. Teats after SubeMatri Slaction o Semartic network of curenk Teut
4, Teki after Delation 5, Teuts after Generalzakion

L. Originual et s 2. Toaks alter Syl Remmoral 3. Tacts aftar Shesmning

Be. Crag's brown dog ate the lotus blossom at 10 am, Mes. s

EECcWE was unhappy with che dog. She yelled at it sagimg "You

impossible dog!® PBut the dog kepe eating the flowveps and

weeds, She asked Mr. {ray to stop the dog. e couldn't. Hes.

Erown planted roasa and weeded che garden. The ailly dog &

dizgf vup the rofes looking o & vole on Juns 1Z, 1590, Pesding

wa= no longer needed. ) . b
1. Concept Lt | 2, Union Concept List | 3, Pre-Frooessng Ssttings | 4. Anslysis Ssttinos 3, Pietwork, snabvtic pesenres

1. Ssction Tracar Pansl 2. Stabishic
Coree Frguery In Cutlety Lk Trarrsation n Thas... -]
the 1 ] | |
brown L U | |l ok-upy Automap Guide’ dur Text Exe
dog & |
] 5 [1
a 4 L]
ared 4 L]
= . al Ll - %'
FSES 3 H| Claar
ik, % | | ol

The example shows a part of the “Our Text 1.txt” in panel P1 tab no. 1 Original Texts.
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The browse menu tells you several important facts:

e The data set opened contains two texts.
e The first of the loaded texts is displayed.
e The filename of the displayed text.

2. Concept List

The Concept List is displayed in panel P2 tab No. 1 Concept List. The Concept List is
created automatically once a text or a set of texts are loaded or modified in Automap.

The concept list tells you several important facts about your text:

e The number of concepts found in the text displayed in P1 tab No. 1 Original
Text.

e Related frequencies of those concepts.

e Cumulated unique concepts and total concepts contained in the data set.

Tip! The number of unique concepts considers each concept only
once, whereas the number of total concepts considers repetitions of
concepts.

By default, the Concept List is sorted by decreasing frequency of concepts. To sort the

list alphabetically, click on the first-column header Concept. In order to resort the list,
click on the header of the second-column header Frequency.

2.1 Example for Concept List

The example below shows a part of the Concept List for the text displayed in the browse
menu. The Table is ordered by Frequency. The concept list contains more entries than the
interface can display:
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&

g
Fie Runfnalyss  Tooks  Help

(=)= ] vz ][ Jew [z |[o]

6, Tewls after Meta-Matrix Thessurus 7. Taxks afver Sub-PMatric Selection
I — 4, Teits after Deletion 5. Texts after Generalization
1. Original Texts 2. Teuts after Symbol Removal 3, Texts after Stemming

Click this Hr. Cray's brown dog ate the lotus blossom at 10 am, Mrcs. &
|

column h&ﬂdlﬂg Brown waz unhappy with the dog. She yelled at it aaying “You 1
impos=ible dog!"™ But the dog kept eacing the flowers and 1

to sort mncepts wesds, She asked Mr. Cray to stop the dog. He couldn't. Me=.
alphahehcallyr Brown planted roses and weeded the gacden. The silly dog %
l:‘_lli_'r_"1_'\l_1'_1_\_|'l romes lookinog for s wole om fune 13 18580 Mescddrnos S50
L. Concept List | 2, Linkan € Ist | 3, Pra-Processing Settings | 4. Anabysts Settings
|. Concepk Iy Dedeter List Translation in Thes...
i 10| E | ~
browm 6| | <
; - dog | El
Click this column | | 3 D
- a
heading to sort 3 7
concepts by P Ul O =
frequency. L

3. Create and refresh Union Concept List

The Union Concept List, found in panel P2, differs from the Concept List (tab no. 1) in
that it considers concepts across all texts loaded in Automap, rather than one single text
file. There are several key pieces of information the Union Concept List tells you:

e Concepts contained in all loaded text sets.
e Related, cumulative frequencies of concepts in all text sets.
e Cumulative unique and total concepts.

Union Concept List results are displayed on tab No. 2 Union Concept List in P2.
However, you must first refresh the union concept list from the file menu, before viewing
your results on the No. 2 Union Concept tab. The union concept list can be refreshed after
each step of pre-processing in order to visualize the impact of pre-processing operations
on the union of concepts.

To refresh the Union Concept, from the drop-down menu bar:

File menu > Refresh Union Concept List.

The ellipse in the screen shot below shows were to access the Refresh Union Concept
List from the drop-down menu bar:
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il | Bun Analysis  Tools  Help

= Cpen single file
[ Open multiple files {Select Folder)

Cpen Delete List
Open Generalization Thesaurus

Dpen Meta-Matrix Thesaurus

- v v v

Dpen = viv Salarkion

reate and Refresh Union Concept: List

H Save Concept Lisk per Text

=
(=
=
=
=
=
=

Sawe Union Concept List

Save applied Delete List

Save applied Generalization Thesaurus
Save applied Meta-Matrix Thesaurus
Save Sub-Matrix Seleckion

Save Texk(s) after Stemmer applied

Save Texk(s) after Delete List applied

The call out box in the screen shot below, shows where to locate the Union Concept tab,
which will contain the results of the Refresh Union Concept List analysis:
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|Flh Run Analysis  Tools Help

e ERER: [ o ]

| 6. Texts aftar Meta-Malrix Thesaurus | 7. Tauts after Sub-Matrix Salection |
ar Deletion 5, Texts after Generalization I

1. Original Iﬁm

Union 2. Texts after Symbol Remawval | 3 Taxtsa&sr‘:‘vtwrhg i
Concept iltr. Cray'sz brown dog ate the lotus blossom at 10 am. Hrs. ﬂ

¥ p iBrDHn was unhappy with the dog. She yelled at it saying "You
LISt | impoasible dog!™ But the dog kept eating the flowera and

. Bhe asked Nr. Cray to stop the dog. He couldn't. Hes.
planted roses and weeded che garden. The =silly dog %
rozez loocking for a vole on June 12, 1880. Weeding &

sl T T T B ———

| IhDdulJ!lLlﬂ: Tr-HtslH:l:nhThH

Your results will be displayed in tab No 2. Union Concept List. The black ellipse in the
screen shot below highlights where to find this tab in the Automap GUI.

. Run Analysis  Tools  Help

O )] ue (GG s [ 1o ]

| . Tieods after Meta-Matrix Thessurus || 5 ?_._Tgn_l_:_!h_eg'_ Sub-Matrix Sefection

Il
Dalation 3 =
1. Original Teots | Ex Tma‘wﬂlwbdllmd | 3. Tests siver Stemnirgy
EH:. Cray's brown dog mte the lotus bloasom at 10 am. Hrs.

Semanti network of current Tex

Brown was unhappy with the dog. %Zhe yelled at it saging “You
impos=ible dog!" But the dog kept eating the flowers and
lymmds=. She asked Hr. Cray to =stop the dog. He couldn'e. Hes.
;Br.n-nn planced roses and wesded the garden. The =illy dog %
dug up the roses looking for & wvole on June 1Z, 1880. Weeding
wag no longer heesded.

FProf., Darcen, Mra. Boown & Hr. Cray met the next day to
and Hrs. Boown put up a

smim!,_&m.

2. Shafistics )
L. dction Tracer Pard |
==
Setctings' Mommy's Sty
i
| Add Selbections bo Delete List |
Number of Unique Concepts: | 100 | InDeletelist: |0 | In Generaization Thessurus: [0 | a = gl
i
Mumber of Totdl Concepts: | 229 | InDeletelist: |0 | In Generskzstion Thesarus: |0 |
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By default, the list is sorted by decreasing frequency of concepts. In order to sort the list
alphabetically click on the first-column header Concept. To re-sort the list, click on the
second-header column Frequency.

Note: The humber of unique concepts considers each concept only
once, whereas the number of total concepts also considers
repetitions of concepts.

3.1 Save Union Concept List
To save a Union Concept List follow these steps:
File menu > Save Union Concept List.

A file chooser will pop up. The black ellipse below highlights how to save a Union
Concept List from the drop-down menu bar.

’ | Run Analysis  Tools Help
__,T Cpen single File
_}' Cpen mulkiple Files (Select Falder)

Open Delete List
Open Generalization Thesaurus
Cpen Meta-Matrix Thesaurus

- v v v

Open Sub-Matrix Selection
Create and Refresh Union Concept Lisk

Outpuk Storage Manager

H Sawve Concept List per Text

fﬁ;ve Uriin CanceptD
.‘h‘-""-__

;ﬂ Save applied Delete Lisk

H Save applied Generalization Thesaurus

uLi_" Save applied Meta-Matrix Thesaurus

Al save Sub-Matrix Selection

ih]_-‘ Save Text{s) after Stemmer applied

.ﬂ Save Texk(s) after Delete List applied

L';_-‘ Sawe Texk(s) after Generalization Thesaurus applied
;H Save Text{s) after Meta-Matrix Thesaurus applied

H Save Text(s) after Sub-Matrix selection applied

Clear

Exit
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3.2 Example for Union Concept List

Let us walk through an example of creating a Union Concept List working with our text
examples from above. They are restated below for you convenience:

1) Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was unhappy with
the dog. She yelled at it saying "You impossible dog!" But the dog kept eating the
flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't. Mrs. Brown planted
roses and weeded the garden. The silly dog % dug up the roses looking for a vole on June
12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren
and Mrs. Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye putup
a fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils, and roses.

2) Mr. Cray's brown dog stopped eating the lotus blossom at 12 pm the next day. Mrs.
Brown was now happy with the dog. She said "You good dog!" The dog no longer ate the
flowers and weeds. Mr. Cray was pleased too.

Mrs. Brown watered the roses and fertilized the garden on June 13, 1880.

Prof. Darren, Mrs. Brown & Mr. Cray met over dinner and discussed how the plan had
worked. John Darren and Mrs. Brown would take down the scarecrow the following
week. She thought it was too scarry for the dog. Mr. Craye painted his fence. Then Mrs.
Brown watered lotus, carnations, daffodils, and roses.

The first step is to load in your multiple texts from which we will create and save a Union

Concept List. An empty AutoMap GUI is shown below before any text is loaded into it.
This is what you will see when you first run AutoMap:
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. Run Analysis Took  Help
N |_ox | Flename:

| & Texts after Meto-Matrix Thesaurus | 7. Tets after Sub-Matrix Selection |,

2. Texts after SymbolRemoval | 3, Teuts after Sterming |

e
Samnantic netvaork of current 1

L. Concept List | 2. Unkon Concept List | 3. Fre-Processing Settings | 4. Analysis Settings | 3. Netwark anahtic measures

S
bt 3 Frogency InDelebs Lt Tranclation ki Thess..; 1. Action Tracer Panel |

From the drop-down menu:

File > Open Multiple Files > (select location of folder on applicaple
drive containing your text examples)

' Run Analysis Took  Help
Li< JL < Jrz[ > |[ > Joow | || ox |

6. Tests after Meta-Mokrix Thesaurus | 7. Tests after Sub-Makrix Selection | | Semantic network of current 1

ki 2. Texts after SymbolRemoval | 3. Tets after Stemming |
?r. Ceay's brown dog ate the lotus bloasom at 10 am. Hca.
Brown was unh&ppy with che dog. She gelled At it saying "You
impossible dog!" But the dogy kept eacing the flower=s and
wesds. She asked Mr. Cray to scop the dog. He couldm't. Hrs,
?rnun planted roses and weeded the garden. The =illy dog %
;ﬂ.un up the roses looking for a wole on June 12, 1880, Wesding
was no longer needed.

L. Concept List | 2, Unkon Concept List | 3. Fre-Processing Settings | 4. Analysis Settings. 3. Mstwork anahytic measures

- Concep Py mDdwelw | Torsennthes.. | (it

the 10 | | :
o4 &

ded 6 Your Text Exomples

E —

ard 4

s i : 2 G =B

she | 3

, | 3 ;
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Select '""Open"'

The screen shot below displays the Automap GUI after our text examples have been
loaded into it.

o= B]x]
File Fun Analysis Tools  Help
GO w2 G e [ (o]
5 &, Tesits aftor Meta-Matrix Thesaurus 7. Tesits afbor Subrlatric Seloction | | Semantic neteork of currers: T
Dislstian || 5. Texts after Ganersization |
1, Driginal Teuts 2. Tauts after Symbol Removal | 3 Texts after Sterwming |
Hr. Ceay's brown dog ate the lotus blossom at 10 =am. Hca. E
Brown was unhappy with cthe dog. She gelled at it saying "You
Aimpossible dog'"™ But the dog kKept eacing che flowers and
weeds, She asked Mr. Cray to scop the dog. He couldn’t. Hrs.
Brown planted roszes and wesded che garden. The =illy dog %
dug up the roses looking for a vole on June 12, 1880. Weeding
was no longer needed.
i-wm'z.mmmmilmemi'i.mﬁm 3. Netwark snahtic messures
Concspt Fraguersy Ty Dhadatas Lt Translstion in Thes.... T Bction Traces P
the | 10 B
browsin [
dog [ [] Your Text Examples
wrs 5 Q
-] 4
-and 4
mr 4 .
[t 3 j !II
she 3
e 3 8

To run the Create and Refresh Union Concept Utility based on multiple texts:

File > Create and Refresh Union Concept List

The following series of screen shots present a step-by-step on how to create an refresh a
union concept list:
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il | Bun Analysis  Tools  Help

= Cpen single file
[ Open multiple files {Select Folder)

Cpen Delete List
Open Generalization Thesaurus

Dpen Meta-Matrix Thesaurus

- v v v

Dpen = viv Salarkion

reate and Refresh Union Concept: List

Save Concept Lisk per Text

Sawe Union Concept List

Save applied Delete List

Save applied Generalization Thesaurus
Save applied Meta-Matrix Thesaurus
Save Sub-Matrix Seleckion

Save Texk(s) after Stemmer applied

Save Texk(s) after Delete List applied

- Sl SN sl ui. iy Wiy Wiy
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Select ''Save Union Concept List'' from the drop-down menu:

| Fun Snalysis  Tools  Help
[ Open single file
_}' Cpen multiple files (Select Folder)

Cpen Delete List
Open Generalization Thesaurus

Cpen Meta-Matrix Thesaurus

v v v v

Cpen Sub-Matrix Seleckion
Create and Refresh Union Concept Lisk

Cwkpuk Skorage Manager

H Save Concept List per Text

@ve Inion CnnceptD

gl Save applied Delete List

&_i" Save applied Generalization Thesaurus
Save applied Meta-Matrix Thesaurus
Save Sub-Matrix Seleckion

Save Text(s) after Stemmer applied
Save Text{s) after Delete List applied

Save Text(s) after Generalization Thesaurus applied

-uiy-wiy. Wi Wiy uiy.

Save Text(s) after Meta-Matrix Thesaurus applied

H Save Text{s) after Sub-Matrix selection applied

Clear

Exit

The result is shown in the screen shot below:
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MM&#TWL’I‘W

OO e GG e [ ]

| 6, Texts after Meta-Matrix Thesaurus i 7. Texts after Sub-fatrix Selection | Semankic netvork of cument 1
r Deletion | 5. Texts slter Ganersization l
1. Criginal Teuts Z rmaﬂ-erﬁwtdmrn-.-d | 3 Tewts after Stemming |
Hr. Ceray's brown dog ate the lotus bloasom at 10 am. Hca.
Brown was unhappy with the dog. She yelled at it saying "You
Aimpoasible dog!™ But the dog Rept esacing che flowers and
weeds. Fhe asked Mr. Cray to scop the dog. He couldn't. Hrs,
EBrown planted roses and wesded cthe garden. The =illy dog
dug up the roses looking for a vole on June 12, 1880. Weeding
was no longer needed.
Prof. Darren, Mrs. Brown & Hr. Cray met the next day to
g =, Brugg puJ; J .Y
f|| 1. concept ]2 WCMLHH  Fre-Processing Settngs | 4. Analysis Settings | | 3 Nstwork analytic neasures
- = P 1
| Concept e Frequency _rmndml.u; Addd bo Defete ... Translationin .., 1A Tracer Pansl ]
the 21 1 :
brown 12 Q
Ijﬂu: [} Ject ings\ Honmy's 3
mes 10]
and a -
= A

Musber of Unigue Concepts: | 100 | InDelete Ust: |0 | In Generalization Thesaurus: [0 |

Mumber of Total Concepts: | 229 |:I?|'1D|htll.ht II‘.I_ | In Generalzation Thesaurus: 0 | Clasr

The table is ordered by Frequency. The concept list contains more entries than the

interface can display. The displayed Union Concept List indicates there are 100 unique
concepts and 229 total concepts in the data set.
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&

Fie RunAnalysis Teols Help

[ |0 <1tz = ][ =1 ]some [E

&, Texts after Meba-Matrio: Thesaurs 7. Texts after Sub-Matrix Sedaction
4, Taxts aftar Delation 5. Texts after Generalization
L. Original Teuts 2, Texks after Symbol Remaval 3, Texts after Shemeing
Hr. Cray's brown dog ace the lotus blossom at 10 am. HNrs.
Brown was unhappy with the dog. She gelled at it =aying "You

Unique impogsible dog!" But the dog kept eacing the flowers and
GDHCED[‘S weeds. She asked Mr. Cray to stop the dog. He couldn't. Hrs.
Brown planted roses and weeded the garden. The s3illy dog %
amung dug up the roges looking for a vole on June 12, 1880, Weeding
Eﬁth Texts waS no longer needed,
 Cancegt List | 2. Unlon Concept List | 3, pre-Processing Settings | 4, Analysis Settings
Tﬂtai Fragquency In Debete List fidd bo Delete ... | Translation in ...
Concepts = B I s R O
Among 23 I = I =
10 0 ’ |
T3 I = I N =
L) I = | Ll
A | a3 | 1
Add Selections to Delete List |
n Delete List: | 0 In Generalization Thesawus: 0
slebe List: 0 In Generaization Thesaurus: 0

ik §

1]

4. Semantic Network Analysis

Semantic Network Analysis can be run on original Input text(s) or texts that have been

pre-processed with a Delete List and/ or a Generalization thesaurus.

Before you run map analysis make sure that you have completed the following steps:

If you wish to analyze a single text, click the Run Analysis menu and select Single Map

Pre-processed the texts if you wish to.

Specified the analysis settings. If you do not do so, the default setting default

settings will be applied.

Specified additional output options if you wish to. If you do not select

additional output options, the default outputs default outputs will be

generated

Analysis.

If you wish to analyze a set of texts, click the Run Analysis menu and select Multiple

Map Analysis.

The Results will be displayed on P3 on the Map index card and on P4 on the Stat index
card. If you had requested additional outputs, those will be generated and stored under the

directories specified under the Section Additional Outputs.
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Other Semantic Network Analysis Points to Consider

e If you have analyzed multiple texts, you can browse through the results and

see the related texts.

Results of multiple analyses are automatically saved in folder named “output”

under directory where AutoMap 2.0 is installed.

e This output folder contains a map file (nameOfText.map) and a stat file
(nameOfText.stat) for each text analyzed as well as a stat_output.xls file that

contains the stats of all texts.

e The “Stat Output” folder is overwritten with every new analysis you run. So if
you want to save the results of a current “Stat Output” folder just rename the

folder.

4.1 Example for Semantic Network Analysis

An extract from the Denmark text was used as input:

Reporters said hundreds of people emerged from shops in Copenhagen city centre to
see what was happening, and used their mobile phones to contact their families.

The text was pre-processed with AutoMap's customized extensive Delete List. These are

the resulting texts:

Input text Tool used

Mr. Cray's  AutoMap's customized
brown dog extensive Delete List:
ate the lotus

blossom at a

10 am. Mrs.

Brown was and

unhappy as

with the at

dog. She but

yelled atit  for

saying "You he

impossible  her

dog!" But  her

the dog kept hers

eating the  him

flowers and his

weeds. She i

asked Mr. it

Cray to stop its

the dog. He me

couldn't. mine
Mrs. Brown my
planted nor

Setting

Direct
Adjacency
(default)

Rhetorical
Adjacency

Resulting text

Mr. Cray's brown dog ate lotus
blossom 10 am. Mrs. Brown
was unhappy with dog. yelled
saying "You impossible dog!"
dog kept eating flowers
weeds. asked Mr. Cray stop
dog. couldn't. Mrs. Brown
planted roses weeded garden.
silly dog % dug up roses
looking vole on June 12, 1880.
Weeding was no longer
needed.

Prof. Darren, Mrs. Brown &
Mr. Cray met next day concoct
plan. John Darren Mrs. Brown
put up scarecrow. thought scare
dog. Mr. Craye put up fence.
Problem solved. Then Mrs.
Brown planted lotus, carnations,
daffodils, roses..

Mr. Cray's brown dog ate xxx
lotus blossom xxx 10 am. Mrs.
Brown was unhappy with xxx
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roses and  of
weeded the or
garden. The our
silly dog % she
dugup the so
roses that
looking for a the
vole on June their
12, 1880.  theirs
Weeding them

was no they
longer to
needed. us
we
Prof. who

Darren, Mrs. whoever
Brown & whom
Mr. Cray =~ whomever
met the next will

day to would
concocta  you
plan. John  your
Darren and yours
Mrs. Brown yourself
putup a

scarecrow.

She thought

it would

scare the

dog. Mr.

Craye put up

a fence.

Problem

solved. Then

Mrs. Brown

planted

lotus,

carnations,

daffodils,

and roses.

dog. xxx yelled xxx xxx saying
"You impossible dog!" xxx xxx
dog kept eating xxx flowers xxx
weeds. xxx asked Mr. Cray xxx
stop xxx dog. xxx couldn't. Mrs.
Brown planted roses xxx
weeded xxx garden. xxx silly
dog % dug up xxx roses looking
XXX xxx vole on June 12, 1880.
Weeding was no longer needed.

Prof. Darren, Mrs. Brown &
Mr. Cray met xxx next day xxx
concoct xxx plan. John Darren
xxX Mrs. Brown put up xxx
scarecrow. xxx thought xxx xxx
scare xxx dog. Mr. Craye put up
xxx fence. Problem solved.
Then Mrs. Brown planted lotus,
carnations, daffodils, xxx roses.

Next we run Map Analysis on both texts using AutoMap's default Analysis Settings

These are the Map and Statistics These are the Map and Statistics
outputs for the first text (direct outputs for the second text (rhetorical
adjacency): adjacency):
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Map:
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mrs
mr
darren
brown
you
worked
with
week
weeds
watered
was
too
thought
then
take
stopped
scary
scarecrow
said
roses
prof
pm
pleased
plan
painted
over

on

now

no

next

met
lotus
longer
june
john
how
happy
had
good
garden
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mr
brown
you
worked
weeds
watered
was
too
then
take
stopped
said
prof
pleased
plan
over

on

now

no

next
mr

met
lotus
longer
june
john
happy
had
good
garden
following
fence
dog
discussed
day
darren
craye
cray's
cray
carnations
brown



Stat:

# of concepts analyzed:
unique: 62
total: 88

# of concepts in statements:
unique: 54
total: 60

# of isolated concepts:
unique: 12
total: 13

# of statements:
unique: 54
total: 60

Density (based on Statements):
unique: 0.87
total: 0.97

1 1880

1 13
1 12
Stat:

# of concepts analyzed:
unique: 60
total: 84

# of concepts in statements:
unique: 55
total: 61

# of isolated concepts:
unique: 6
total: 7

# of statements:
unique: 55
total: 61

Density (based on Statements):
unique: 0.92
total: 1.02

Note: For more information about the impact of coding choices on
map analysis results you might have a look at our publications
(http://www.casos.cs.cmu.edu/projects/automap/publications.html).

Content Analysis

From content analysis to semantic networks

I. Open AutoMap

On Empire:

¢ Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
e Double-click the Run Automap icon. The Automap Graphical User Interface

(GUI) pops up.

From anywhere else: (requires a web connection)

http://www.casos.cs.cmu.edu/projects/automap/software.html
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Il. Overview of the AutoMap Graphical User Interface (GUI)

Below is a screen capture of the AutoMap GUI:

i A =60)
| Pl RunAnslyss Took  FHelp
rowse Menu Ll [l Jom L -
| 5. Tasts nfier Mt Mabris Thesaurus B, Tets after Sub-Mstrte Ssbaction J ke of corngnt el
Index Cards - 3 Touis afier Deletin. &, Teuts afier Cormrakanton
[ 1. Origirad Tt 2. Taate afiee Shemmirg

[

= Pl P3

1. Cormegt Ltk | 2 Union Concepl List | 3 Pre-Processing Settings | 4. Aralysis Settings L Piefavoric snoiiic meanaes
Corcept Fraqusncy i Db List Transistion in Thesa 1. Tracer Pared 2. Sty

P2 P4

The AutoMap GUI is divided into four primary quadrants, or panels: P1 (top left), P2
(bottom left), P3 (top right), and P4 (bottom right).

A drop-down menu bar at the top of the window provides access to analysis tools and
utilities. The Browse Menu allows you to quickly navigate between texts you have loaded
into Automap.

The P2 panel can be edited, but the other panels (P1, P3, P4) cannot. Information

displayed on each panel is always related to the information displayed in the other three
panels. The Browse Menu relates to all four panels at the same time.

lll. Load multiple text documents into AutoMap

In order to analyze multiple texts simultaneously, you will need to store the texts together
in one folder.

Example: C:\Documents and Settings\carley\Desktop\AutomapLesson1\TextInputFiles

e In the AutoMap menu bar, select File, then Open Multiple Files. A folder
chooser window will pop up.
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¢ Navigate to the folder containing the texts you wish to analyze, and single-
click on it.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\TextInputFiles

e C(Click the Open button in the bottom right corner.

The first text will be displayed in panel P1 under the tab titled 1.Original Texts. You can
use the Browse Menu to browse through the texts.

Below is a screen capture of the first text display:

fe ”ﬂ?l:]i@
e R
() e ) ot Joem [ ) Coc ]

after Sub-katri: Selection 3 Mapofc

|_leg.nﬂn.mhm_ 4. des after Gensralization
I 1. Original Texds 2. Teods after Stemming

Hr. Cray's brown dog scopped eating the lotus blossom ac 12 [0

The Browse Menu pm the next day. MHra. Brown was now happy with the dog.

allows you to quu:kh.r She said "You good dog!™ The dog no longer ate the flowers

navigate from one text | | and weeds, Me. Cray was pleased teoo.

sample to the next.
Hrs. Brown watered the roses and fertilized the garden on
June 13, 1380.
Prof. Darren, Mes, Browm & Me, Cray met over dinner and ‘El
1. Concept List | 2 Union Concept List | 3. Pre-Processing Sefings | 4. Analysis Seitings | || 3. Netwo,
Concept Frequency I Dedete List Transdation in Thes... 2 Statisth
the -11i D ﬁl . Tracer |
BECWT Bl [] !]|
o 5| L] erting
mrs | 5| m]
dog = 4 m
mr 4| []
wias . 3] E
cray | 2| T
sanen T I i |
= i —r ]

IV. Carry out a simple content analysis

A simple content analysis determines the frequencies of all words in a text document.
Examine the Concept List:

The Concept List considers concepts in each text file individually. It is created

automatically when a text or set of texts is loaded into Automap, and is displayed in P2
under the tab titled 1.Concept List.
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The Concept List tells you several important facts about each text in your set:

e The number of concepts found in the text displayed in P1 under the tab titled

1.0riginal Text.
Related frequencies of those concepts
Cumulated unique concepts and total concepts contained in the data set

Note: The number of unique concepts considers each concept only once.
The number of total concepts considers repetitions of concepts.

By default, the Concept List is sorted by decreasing frequency of concepts. To sort the
list alphabetically, click on the first-column header Concept. To resort the list by
frequency, click on the second-column header Frequency.

Below is a screen capture showing part of the Concept List, sorted by frequency, for the
first document in our loaded folder of texts (Textl-in-user's guide.txt):

£

=
Fia Fun Anadpsis Tooks Help

|;<| < [11z] » »| | Gobe: |2 o

£, Texts after Mata-Malyix Thessmns 7. Taoks sfter Sub-Matric Sebection o
e 4, Tcxts Afbeer Dslation 5, Taats after Ganersicstion
1. Ol Tkt 2. Texts after Symbol Removal 3. Texts sfter Stemming
Click this column h@adihg ¥r. Cray's brown dog ate the lotus blossom at 10 am. Nrs.
Lo sort concepts Brown was unhappy with the dog. She velled av it sagping "You |||
alphabetically. impossible dog'™ But the dog kept eating the f£iowvers and ’

weads, She asked Nr. Crag to stop cthe dog. He couldn't. Hrs.
Brovn planted romes and weeded che garden. The ailly dog %
diar n Fhs rasss lasking far s seale an Jons 12 JRAD  Besdinoes - |

|| 1. Coneeptiist | 2, urion Congapt List | 3, Pre-Processing Settings | 4. Anabsts Settings |
| Concopt @ In Delste List Transiation in Thes...
0 ] ~

IO

Click this column heading to sort
concepts by frequency.

Create and refresh the Union Concept List:

The Union Concept List considers concepts across all texts in a set (unlike the Concept
List, which considers each text in the set individually). It is located in P2 under the tab
titled 2.Union Concept List.

The Union Concept List tells you several important facts about your text set:

e Concepts contained in all loaded text sets
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e Related, cumulative frequencies of concepts in all text sets

e Cumulative unique and total concepts.

Before viewing your Union Concept List, you must refresh it. In the Menu Bar, choose

File, then Refresh Union Concept List.

The Union Concept List can be refreshed after each step of pre-processing to visualize
the impact of pre-processing operations on the union of concepts.

Below is a screen capture showing where to find the Refresh Union Concept List

command:

B3 v vndivss Tods e

J Open single Fils

[ Open multiphs Fless (Select Folder)

Ot Dot List
Opan Gerer slstion Thesswe ¥
Open Mala-Matric Thesams F

K k]
Craate srd Refresh Uinson Conospt List !

e Seve Concept Lisk per Text

b Serve Uinion Concept List

il Seve sppbed Delete List
i Seve sppled Germralzstion Thessurs

b seve appled Mata-Mabric Thesmmns

b Seve SubeMatrix Selection

After refreshing your Union Concept List, you can view it under the 2.Union Concept
List tab in P2. Below is a screen capture showing where this tab is located in the GUI:

Union
Concapt List

S

e [ U e [ .

&, Fexks ofter Mets-Matrix Thessrns 7. Taats after

- Dusbstion 5., Tt after
1. Dyl Teats 2, Taats alter Syinbed Rennsval =

Hr. Crag'=s brown dog ate the lotu= blossom at |
Brown was unhappy with the dog. She jelled at i
impossible dog!™ But the dog kept eating the £]
tmzds. She asked Nr. Ceay to stop the dog. M= o
Browtplanced roses and weedsd the garden. The

the 18] ]
B & ]
P 8| 0
rirs ] |l
& | Il
] 4| |m]
= 3 £l
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By default, the list is sorted by decreasing frequency of concepts. To sort the list
alphabetically, click on the first-column header Concept. To re-sort the list by Frequency,
click on the second-header column Frequency.

Note: The number of unique concepts considers each concept only once.
The number of total concepts also considers repetitions of concepts.

V. Save your Union Concept List as a csv file

To specify a location for your Union Concept List file, choose File in the Menu Bar, then
Output Storage Manager.

Below is a screen capture showing where to find this in the GUI:

m Run Analysis  Tooks  Help
55 Open singhe Fls
55 Cpen ol Fles (Sekect Foldar)
COpen Dislote List
Opesn Gerer slzation Thessurus

Open Mata-tiabix Thetsorus
O Sub-Fatnix Selaction

Craate ol Befrah Unkon Coroept Lisk
jertabubs o

CTRARA Shin i AT
e e —— e

L

I Seve Corcept List per Teut

Sarve Urion Concapt List

e e e

Sarve appibed Garer shzabion The-samus

Eave appled Meta-Matric Thessurus

Save Sul-Matrix Selection !
Save Text{s) after Cloaring

S Tetl ) after Shemmmer appbed

- ol ol o ol ol ol ol @

Save Tewt(s) after Delete List spphed

Il Sewve Text(s) afber Generakzabion Thesmmus apphed
bl Seve Text(s) after Mats-Matrix Thesaurus appled
Id Seve Text(s) afver SubeMatrin selection appled
(=

Exit

A window will pop up listing all pre-processing output storage. This is the Output
Storage Manager.

The Union Concept List appears as the second item in the Output Storage Manager. Click
the Save file as... button to the right of the default file pathway. In the file chooser

window that pops up, browse to the pathway you want.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\UnionConceptList

Below is a screen capture showing where to find the correct Save file as... button in the
Output Storage Manager:
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Click the Save Settings button at the bottom right corner of the Output Storage Manager.
Close the Output Storage Manager window by clicking on the red X at the top right
corner.

In the Automap Menu Bar, choose File, then Save Union Concept List.
VI. View your csv file in Microsoft Excel
Navigate to the location of your new csv file and double-click on its icon.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\UnionConceptList

A box titled Open With pops up. Click on Microsoft Excel, then click OK.

Note: You must have MS Excel installed on your computer in order to
view your csv file this way.

VIl. Save and view your results as a binary csv file

Follow Steps 3 and 4.

VIIl. Carry out a simple Semantic Network Analysis

A simple network analysis involves no thesauri and uses all words.
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A Semantic Network Analysis can be run on original input texts or on texts that have
been pre-processed with a Delete List and/or a Generalization Thesaurus.

Before running the analysis:
Make sure you have completed the following steps:

Pre-process the texts if you wish to
Specify the analysis settings (otherwise the default settings will be applied)

e Specify additional output options if you wish to (if not, the default outputs will
be generated)

About the analysis settings:

Use the Analysis Settings index card to specify the analysis settings. Your settings will
automatically be applied to the analysis (you do not need to confirm them).

Below is a screen capture showing where to find the Analysis Settings index card in P2:

| —
| 1, Concept List | 2, Union Concept List | 3. Pre-Processing Settings | 4. Analysis Settings
1. Analysis Settin? 2. Oukput Options

Coding Ties

Directionality Strength

{#) Uni-directional Frequency:
() Bi-drectional
Windowang

Punctuation Window-Size
(¥) Ingrare punchuation completely 2

() Reset window at the end of pharagraphs only | Find size of largest text in text set

{1 Reset window ak the end of pharagraphs and sentences

The following chart lists the possible analysis settings:

Uni-Directional (When coding
a tie, only 1st->2nd concept
should be noted)

Directionality
Select one of the
following two

Codi_ng Ties possibilities by checking Bi-DirectionaI (When coding a

Specify the way statements the button. tie, both 1st <-> 2nd

are counted. concept shall be noted)
Strength Frequency (The cumulative

Strength will be printed frequency of every existing
out by default. To not statement.)
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print out Strength Item not checked:
uncheck the item. Existence of frequency will be
printed out (binary result).

Ignore punctuation
completely (Statements will
be placed between all

concepts.)
Reset window at end of
Punctuation paragraphs only
Select one option by (Statements will be placed
checking the radio ithi i
Windowing o ey Sl
Windowing is a method that .
codes the text as a map by Reset window at end of
placing relationships paragraphs a_nd sentences
between pairs of Concepts (Statements will be placed
that occur within a window. only within every single
sentence.)
Window size between 2 and
100.

Window Size

Select one window size
by using the number
chooser.

The Window Size defines how
distant concepts can be and
still have a relation ship. Only
concepts in same window can
form statements.

If you do not want to change any of the suggested options, the analysis will be done with
a set of standard (default) settings.

Below is a screen capture showing the standard settings:

| 1. &nalysis Settings | =, Output Options |

Coding Ties
Directionality Strength
(%) Uni-directional [] Frequency

() Bi-directional

Sindowing

Punctuation Window-5ize

(%) Ingnare punckuation completely 2

() Reset window at the end af pharagraphs only Find size of largest text in kext set

() Reset window at the end af pharagraphs and sentences

About the output options:
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The map and the statistic output generated by AutoMap are displayed in P3 and P4,
respectively. In addition, AutoMap offers further output options that can be chosen in the
10.Output Options index card in P2. All additional outputs are only generated after
analyses are run.

Below is a screen capture showing the 10.Output Options index card in P2:

1. Concept List | 2, Union Concept List | 3. Pre-Processing Settings | 4. Analysis Settings
1, Analysis Settings | 2. Output Options

Term Distribution Lists -~ |

[] Concepts anatyzed

[] Concepts in statements and isolstes

[] Statements

Term Distribution Matrices

concepts in stabements by concepts in statements:

[] Concepts in statements {*) count () binary

kermis) by text(s):
[] Concepts anatyzed %) count () birary

[ ] Concepts in statements and Bolates (#) count () binary

[] Statements (%) count ) binary

Additional Output Oplions per File

S PPN ERALY P VRS PRI . | Ll mhabiatioe Fan amit —

For all types of multiple analysis, term distribution lists and matrices can be chosen as
output options in the upper two fields of the 10.Output Options index card in P2.

Points to consider:

No list or matrix is generated by default.
Lists or matrices are only generated if the user checks the item he or she
wants and runs an analysis (of any type).

e If pre-processing was performed, the list relates to the stage of pre-
processing that was used for the analysis. If several pre-processing
techniques were applied, analysis will always be run on the highest stage of
pre-processing.

e The requested lists and matrices are automatically saved in a folder called
Term Distribution Lists and Matrices under the root directory of AutoMap. This
folder is overwritten with every new analysis you run. If you want to save the
results of a current Term Distribution Lists and Matrices folder, simply rename
that folder.

e Two output lists are generated for each Term Distribution List checked.

¢ One output matrix is generated for each Term Distribution Matrix checked.

The following chart lists the types and content of Term Distribution Lists and Matrices:
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Output Type Name of output
List of concept
analyzed.csv

Concepts o
analyzed Statistics of

Term
Distribution
List

Term
Distribution
Matrices

concepts
analyzed.csv

List of concept in
statements.csv

Statistics of

concept in

statements.csv
Concepts in

statements . . i
and isolates List of isolates in

statements.csv

Statistics of
isolates.csv

List of
statements.csv

Statements o
Statistics of

statements.csv

Content of output

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text concept
occurs in, Percentage of
texts concept occurs in,
Texts

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text concept
occurs in, Percentage of
texts concept occurs in,
Texts

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text concept
occurs in, Percentage of
texts concept occurs in,
Texts

Statement, Text,
Frequency

Statement, Cumulated
sum across text set,
Number of text
statement occurs in,
Percentage of texts
statement occurs in,
Texts

Concepts in statements by concepts in statements:

Matrix of
concepts in
statements.csv

Concepts in
statements

Term(s) by text(s):

Matrix of Concept that
were linked into
statements ( first row)
by Concept that were
linked into statements (
first column)

If count was chosen,
cells contain cumulated
frequency of concept

If binary was chosen,
cells denote existence
(1) or absence (0) of
concept

Concepts Matrix of concept Matrix of Concept (union
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analyzed analyzed.csv of concepts listed in first
row) by texts (all text
names listed in first
column)
If count was chosen,
cells contain cumulated
frequency of concept
If binary was chosen,
cells denote existence
(1) or absence (0) of
concept

Matrix of Concept (union
of concepts listed in first
row) by texts (all text
names listed in first
column)

Matrix of concept If count was chosen,

in statements.csv cells contain cumulated
frequency of concept
If binary was chosen,
cells denote existence
(1) or absence (0) of
concept

Matrix of Statements
(union of statements
listed in first row) by
texts (all text names
listed in first column)

Matrix of If count was chosen,

statements.csv  cells contain cumulated
frequency of statement
If binary was chosen,
cells denote existence
(1) or absence (0) of
statement

Concepts in
statements
and isolates

Statements

Save your upcoming analysis in DyNetML format:

Before running your Multiple Map Analysis, you must specify that your results will be in
DyNetML format so that they can eventually be read into ORA.

On the 10.Output Options index card in P2, scroll down to Additional Output Formats
and check the per Map box next to DyNetML for Map Analysis.

Open the Output Storage Manager. (See section V.).
You will see Text Analysis Output Directory listed under the Analysis Output Storage

category. Click the Save in folder... button on the far right in that row. In the folder
chooser window that pops up, navigate to the folder you want.
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Example: C:\Documents and Settings\carley\Desktop\AutomapLesson1\TextOutputFiles
Click Open.

Save these settings and close the Output Storage Manager. (See section V.)

Run the Multiple Map Analysis:

In the Menu Bar, choose Run Analysis, then Multiple Map Analysis.

The results will be displayed on the Semantic Network of Current Text index card in P3
and on the 2.Statistics index card in P4.

Below is a screen capture showing the results of Multiple Map Analysis in P3 and P4:
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If you have analyzed multiple texts, you can browse through the results and see the
related texts. Results of multiple analyses are automatically saved in a folder titled output
under the directory where Automap is installed.

The output folders are overwritten with every new analysis you run. If you want to save
the results of a current analysis folder, simply rename that folder.
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IX. Open ORA

On Empire:

¢ Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
e Double-click the Run ORA icon. The ORA interface pops up.

From anywhere else: (requires a web connection)

http://www.casos.cs.cmu.edu/projects/ora/software.html

X. Load your files into ORA

Click the Load button on the far right. A file chooser window will pop up.

Choose Select Files. Navigate to your NyNetML files (generated in section VIII).
Example: C:\Documents and Settings\carley\Desktop\AutomapLesson1\TextOutputFiles

Select the files you want by holding down the key while clicking on each one. Click
Open, then Finish.

Example: Select Textl-in-user's guide.txt and Text2-in-user's guide.txt

Note: If some file is already loaded into ORA, choose the Append As
Additional Meta-Matrix option.

Xl. Visualize your meta-matrices
The left-hand portion of the ORA screen is the ORA navigator. In this navigator, select
the matrix you want to visualize by clicking on it. Click the Visualize this meta-matrix

button near the center of the screen to generate the visualization.

Below are the visualized meta-matrices for Textl-in-user's guide.txt (this page) and
Text2-in-user's guide.txt (next page):
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These meta-matrices also can be found in:

C:\Documents and Settings\carley\Desktop\AutomapLesson1\MetaMatrices

XIl. Run a Semantic Network Report

In ORA's Menu Bar, choose Analysis, then Generate Reports. A window will pop up.
You will see Select Report at the top of the window. Click the v-shaped icon to the right,
and select Semantic Network from the resulting drop-down menu.

Below is a screen capture showing where to find the Semantic Network Report in the
Generate Reports pop-up window:

«: Generate Reports

'._| Tek] - orrrmanicative Power

[] Textz-in-

=
]
8 A
| N ]

Shortesk Path
ian Ties Anabysis

w | ETML
phers of Influsnce
CJcsv ardard Nebwork Analysis

] OrybantiL [version Test

Enter a filename (any extension vill be ignored) For the results file:
CrDocuments and Sattings)carley|Decktopl Semantic Network Report Briowwse

Check the two boxes for Textl-in-user's guide.txt and Text2-in-user's guide.txt inside the
field titled Select one or more meta matrices.

To specify a filename for the results, click the Browse button near the bottom right corner
of the Generate Reports pop-up window. Navigate to the desired location and type in a

filename or use the default name.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\SemanticNetworkReport.html
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Click the Next button, then the Finish button at the bottom of the Generate Reports pop-
up window.

ORA will run. An HTML file will pop up displaying the results.

Return to the ORA window. A small box titled Complete has popped up. Click the OK
button.

Below is the Semantic Network Report generated for Textl-in-user's guide.txt and Text2-
in-user's guide.txt:

SEMANTIC-NETWORK REPORT

Input data: Textl-in-user's guide.txt, Text2-in-user's guide.txt

Start time: Tue Mar 06 10:59:33 2007

This is a comparison of two semantic networks. Each node in the network is considered a

Concept, and each edge a Statement connecting two concepts. Statement weights are
interpreted as the number of times the statement occured in the underlying input text.

Network Concepts Statements Density
Textl-in-user's guide.txt 74 200 0.0370233
Text2-in-user's guide.txt 69 184 0.0392157
Union 98 310 0.032611
Intersection 45 8 0.0040404

Symmetric difference

The symmetric distance of network A to network B is a new network that contains the
entities in A that are not in B.

Network Concepts Statements
Te?<t1-in-user s guide.txt to Text2-in-user's 29 192
guide.txt
Te?<t2-in-users guide.txt to Textl-in-user's 24 176
guide.txt
Saved output networks

The summary statistics across all maps saved to: C:\Documents and
Settings\jmcgille_summary_statistics.csv

Produced by ORA developed at CASOS - Carnegie Mellon University
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Ontological Text Coding

1. Meta Matrix Text Analysis

Meta Matrix Text Analysis can be run on a text or a set of texts that were pre-processed
with a Meta-Matrix Thesaurus. It enables the classification and analysis of concepts in
texts according to the Meta-Matrix model ontology and categories of the resulting inter
and intra-related sub-matrices (Diesner & Carley, 2005), Meta-Matrix Text Analysis and
the social systems represented in texts. Meta-matrix based analysis of properties of social
systems by investigating the inter and intra-connections between the matrices contained
in the meta-matrix (cells in Table 1) can provide insight into the complex structure of

social systems.

The Meta-Matrix Model used in AutoMap
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Before you run Meta-Matrix analysis make sure that you have completed the following
actions:

e Pre-processed the text(s) with a Meta-Matrix Thesaurus. If you also want to
use a Delete List and / or a Generalization Thesaurus make sure to use these
tools before you use the Meta-Matrix Thesaurus.

e Specified the analysis settings. If you do not do so, the default setting default
settings will be applied.

e Specified additional output options if you wish to. If you do not select
additional output options, the default outputs default outputs will be
generated.

Analyzing Text(s)

If you wish to analyze a single text, click the Run Analysis menu and select Single Meta
Matrix Text Analysis.

If you wish to analyze a set of texts, click the Run Analysis menu and select Multiple
Meta Matrix Text Analysis.

The Results will be displayed on P3 on the Map tab and on P4 on the Stat tab
respectively. If you had requested additional outputs, those will be generated and stored
under the directories specified under the Section Additional Outputs.

If you have analyzed multiple texts, you can browse through the results and see the
related texts.

Results of multiple analyses are automatically saved in a folder named “output” under the
directory where AutoMap 2.0 is installed. This output folder contains a map file
(nameOfText.map) and a stat file (nameOfText.stat) for each text analyzed as well as
stat_output.xls file a that contains the stats of all texts.

The “Stat Output” folder is overwritten with every new analysis you run. So if you want
to save the results of a current “Stat Output” folder just rename the folder.

1.1 Example for Meta Matrix Text Analysis
An extract from the Our Text L.txt was used as input:

Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was unhappy with
the dog. She yelled at it saying "You impossible dog!" But the dog kept eating the
flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't. Mrs. Brown
planted roses and weeded the garden. The silly dog % dug up the roses looking for a
vole on June 12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren
and Mrs. Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye
put up a fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils,
and roses.
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The text was pre-processed

Setting

Not Selected - Thesaurus
content only (default)

Thesaurus content only,
Direct Adjacency
(default if Thesaurus
content only is chosen)

Thesaurus content only,
Rhetorical Adjacency

Then we run Map Analysis
These are the results:

Not Selected - Thesaurus
content only (default)

110 am

112 1880

1 1880 weeding
1 am mrs

1 asked mr

1 ate lotus

1 blossom 10

1 brown was

1 carnations daffodils
1 concoct plan
1 couldn't mrs
1 cray stop

1 cray's brown
1 craye put up

Map

with the Meta-Matrix-Thesaurus. This are the resulting texts:

Resulting text

mr . < agent> < agent> dog ate lotus < event> <
attribute> am . mrs . < agent> was unhappy with dog .
yelled saying < agent resource> impossible dog!" dog kept
eating flowers weeds . asked mr . cray stop dog . couldn't .
mrs . < agent> planted roses weeded garden . silly dog <
attribute> dug up roses looking vole on june < attribute> ,
< attribute> . weeding was no longer needed . prof . <
agent> , mrs . < agent> < attribute> mr . cray met next
day < task> plan . john < agent> mrs . < agent> put up
scarecrow . thought scare dog . mr . < agent> put up
fence . problem solved . then mrs . < agent> planted lotus
, < resource> , < resource> , roses .

. < agent> < agent> < event> < attribute> . . < agent> .

< agent resource> < agent> . < attribute> <

attribute> < attribute> . .. < agent> . < agent> <

attribute> . < task> . < agent> . < agent> . .. < agent>
. < agent> < resource> < resource> .

XXX . < agent> < agent> XXX XXX XXX < event> <
attribute> xxx . Xxx . < agent> XXX XXX XXX XXX . XXX XXX
< agent resource> XXX XXX XXX XXX XXX XXX XXX . XXX XXX .
XXX XXX XXX . XXX . XXX . < agent> XXX XXX XXX XXX . XXX
XXX < attribute> XXX XXX XXX XXX XXX XXX XXX < attribute>
< attribute> . XXX XXX XXX XXX XXX . XXX XXX XXX . <
agent> xxx . < agent> < attribute> xxx . XXX XXX XXX XXX
< task> xxx . XXX < agent> xxx . < agent> XXX XXX XXX .
XXX XXX XXX . XXX . < agent> XXX XXX . XXX XXX . XXX XXX .
< agent> xxx xxxX < resource> < resource> XXX .

on both texts using AutoMap's default Analysis Settings.

Thesaurus content only, Thesaurus content only,
Direct Adjacency Rhetorical Adjacency

110 am 1 blossom 10

112 1880 1 brown was

1 1880 weeding 1 carnations daffodils
1 am mrs 1 concoct plan

1 asked mr 1 couldn't mrs

1 ate lotus 1 cray stop

1 blossom 10

1 brown was

1 carnations daffodils
1 concoct plan

1 couldn't mrs

1 cray stop

1 cray's brown

1 craye put up

1 cray's brown
1 craye put up
1 daffodils roses
1 day concoct

1 dog yelled

1 dug up

1 eating flowers
1 fence problem
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Stat # of concepts analyzed:

1 daffodils roses
1 day concoct

1 dog yelled

1 dug up

1 eating flowers
1 fence problem
1 flowers weeds
1 garden silly

1 impossible dog
1 john darren

1 june 12

1 kept eating

1 longer needed
1 looking vole

1 lotus carnations
1 met next

1 mr craye

1 needed prof

1 next day

1 no longer

1 on june

1 plan john

1 planted roses
1 problem solved
1 prof darren

1 put up

1 put up fence

1 roses weeded
1 saying you

1 scare dog

1 scarecrow thought
1 silly dog

1 solved then

1 stop dog

1 then mrs

1 thought scare
1 unhappy with
1 up scarecrow
1 vole on

1 was unhappy
1 weeded garden
1 weeding was

1 weeds asked

1 with dog

1 yelled saying

1 you impossible
2 brown planted
2 darren mrs

2 mr cray

File:

1 daffodils roses
1 day concoct

1 dog yelled

1 dug up

1 eating flowers
1 fence problem
1 flowers weeds
1 garden silly

1 impossible dog
1 john darren

1 june 12

1 kept eating

1 longer needed
1 looking vole

1 lotus carnations
1 met next

1 mr craye

1 needed prof

1 next day

1 no longer

1 on june

1 plan john

1 planted roses
1 problem solved
1 prof darren

1 put up

1 put up fence

1 roses weeded
1 saying you

1 scare dog

1 scarecrow thought
1 silly dog

1 solved then

1 stop dog

1 then mrs

1 thought scare
1 unhappy with
1 up scarecrow
1 vole on

1 was unhappy
1 weeded garden
1 weeding was

1 weeds asked

1 with dog

1 yelled saying

1 you impossible
2 brown planted
2 darren mrs

2 mr cray

5 mrs brown

File:
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1 flowers weeds
1 garden silly

1 impossible dog
1 john darren

1 june 12

1 kept eating

1 longer needed
1 looking vole

1 lotus carnations
1 met next

1 mr craye

1 needed prof

1 next day

1 no longer

1 on june

1 plan john

1 planted roses
1 problem solved
1 prof darren

1 put up

1 put up fence

1 roses weeded
1 saying you

1 scare dog

1 scarecrow thought
1 silly dog

1 solved then

1 stop dog

1 then mrs

1 thought scare
1 unhappy with
1 up scarecrow
1 vole on

1 was unhappy
1 weeded garden
1 weeding was

1 weeds asked

1 with dog

1 yelled saying

1 you impossible
2 brown planted
2 darren mrs

2 mr cray

5 mrs brown

File:



unique: 62
total: 88

# of concepts in statements:

unique: 80
total: 87

# of isolated concepts:
unique: 0
total: 0

# of statements:
unique: 80
total: 87

Density (based on
Statements):
unique: 1.29
total: 1.4

# of concepts analyzed:

unique: 62
total: 88

# of concepts in
statements:
unique: 80
total: 87

# of isolated concepts:
unique: 0
total: 0

# of statements:
unique: 80
total: 87

Density (based on
Statements):
unique: 1.29
total: 1.4

# of concepts analyzed:
unique: 62
total: 88

# of concepts in statements:
unique: 80
total: 87

# of isolated concepts:
unique: 0
total: 0

# of statements:
unique: 80
total: 87

Density (based on
Statements):
unique: 1.29
total: 1.4

Note: For more information about the impact of coding choices on map analysis results
please visit us on the web
http://www.casos.cs.cmu.edu/projects/automap/publications.html).

2. Sub Matrix Text Analysis

Sub Matrix Text Analysis distills one or several sub-networks from the meta-matrix
network and retranslates the meta-matrix entities into the text-level concepts that
represent these Meta-Matrix categories. This routine enables a more thorough analysis of
particular cells of the meta-matrix (Diesner & Carley, 2004c). Sub Matrix Text Analysis
can be run on a text or a set of texts that were pre-processed with a Meta-Matrix
Thesaurus and from that Sub-Matrices were selected.

Before you run Sub-Matrix analysis make sure that you have completed the following
actions:

e Pre-processed the text(s) with a Meta-Matrix Thesaurus. If you also want to use a
Delete List and/ or a Generalization Thesaurus make sure to use these tools before
you use the Meta-Matrix Thesaurus.

e Selected Sub-Matrix Categories.

e Specified the analysis settings. If you do not do so, the default setting default
settings will be applied.

e Specified additional output options if you wish to. If you do not select additional
output options, the default outputs default outputs will be generated.
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The user is given the option to exclude entities of any applied ontology from being
considered as nodes and thus forming statements, but are considered as attributes of other
entities in the ontology that are forming entities and link into statements. An example
would be the category “attribute”, which would represent information that is inherent to a
certain entity. The concept “teacher” or “male” might be considered as attributes that
relate to the entity agent.

To use ontologies (in a way ontologies not only represent entities, but also features of
entities) follow these steps:

1. Use the drag and drop labeled Concepts not forming edges at the bottom of P2,
tab no 10. Output Options. Click Refresh to automatically generate a list of all
entities in the applied ontology.

2. Use the > and < buttons to move entities from one window to the other.

Apply your decision by hitting the Apply Selection button.

4. Before running Sub-Matrix Text Analysis decide whether you want to perform
“Network Text Analysis” (NTA) or “Social Network Text Analysis” (SNTA). To
select a type use the toggle button at the bottom of P2, 10. Output Options index
card. Both types are a form of Sub-Matrix Text Analysis, but differ in what they
measure:

1. NTA: If one measures textual network, then entities of the applied
ontology that should not be considered as nodes, but as inherent
information of nodes, fill structural position and semantic function in a
text. Thus they contribute to a texts' density, and therefore should be taken
into consideration as statements for maps and stats. The resulting
DyNetML file will contain nodes and inherent information on nodes (if
any contained in the window that an entity and an attribute co-occur).

2. SNTA: If one measures a social network that is represented in or extracted
from a text, then links from entities of the applied ontology that should not
be considered as nodes, but as inherent information of nodes, to actual
other nodes are not to be represented in the maps and stats, since this
would over fit the social network. The resulting DyNetML file will NOT
inherent information on nodes.

Whether to use NTA or SNTA is a “text-philosophical question” that's
answer depends upon what the user wants to measure - a textual network
or a social network.

5. Run Sub-Matrix Text Analysis.

»

If you wish to analyze a single text, click the Run Analysis menu and select Single Meta-
Matrix analysis.

If you wish to analyze a set of texts, click the Run Analysis menu and select Multiple
Meta-Matrix Analysis.

The Results will be displayed on P3 on the Map index card and on P4 on the Stat index
card.
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If you had requested additional outputs, those will be generated and stored under the
directories specified under the Section Additional Outputs.

If you have analyzed multiple texts, you can browse through the results and see the
related texts.

Results of multiple analysis are automatically saved in a folder named “output” under the
directory where AutoMap 2.0 is installed. This output folder contains a map file
(nameOfText.map) and a stat file (nameOfText.stat) for each text analyzed as well as
stat_output.xls file a that contains the stats of all texts.

The “Stat Output” folder is overwritten with every new analysis you run. So if you want
to save the results of a current “Stat Output&RDquo; folder just rename the folder.

2.1 Example for Sub Matrix Text Analysis
This example is based on the example for Sub Matrix Selection.
Our Text L.txt was used as input:

Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown was unhappy with
the dog. She yelled at it saying "You impossible dog!" But the dog kept eating the
flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't. Mrs. Brown
planted roses and weeded the garden. The silly dog % dug up the roses looking for a
vole on June 12, 1880. Weeding was no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren
and Mrs. Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye
put up a fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils,
and roses.

The text was pre-processed with the Meta-Matrix-Thesaurus. Then we selected the full
meta-matrix. These are the resulting texts:

Setting Resulting text

Select: . dog lotus.. dog. dog flowers.. dog... roses. dog roses,..

Knowledge/Agent/Resource ...... dOg..... lotus, carnations, daffodils, roses.

XXX. XXX XXX dog XXX XXX lotus XXX XXX XXX XXX. XXX.
XXX XXX XXX XXX XXX dOog. XXX XXX XXX XXX XXX XXX XXX
XXX XXX XXX dog xxx xxx xxx flowers Xxx XxX. XXX XXX
XXX. XXX XXX XXX XXX d0og. XXX XXX. XXX. XXX XXX rOSes
Select: XXX XXX XXX XXX. XXX XXX dOg XXX XXX XXX XXX I0S€S XXX
Knowledge/Agent/Resource xxx xxx XXX XXX XXX XXX, XXX. XXX XXX XXX XXX XXX. XXX
XXX XXX. XXX, XXX. XXX XXX XXX. XXX XXX XXX XXX XXX
XXX XXX XXX XXX. XXX XXX XXX XXX. XXX XXX XXX XXX XXX.
XXX XXX XXX XXX XXX XXX dOog. XXX. XXX XXX XXX XXX. XXX
XXX. XXX XXX. XXX XxX lotus, carnations, daffodils, xxx
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roses. Xxx

Then we run Map Analysis on both texts using AutoMap's default Analysis Settings.

These are the results:

1 lotus carnations
1 met the
1 mr craye
1 neededprof darren
1 next day
1 no longer
1 on june
1 plan john
1 planted roses
1 problem solved
1 put up
1 putupa
1 roses looking
1 saying you
1 scare the
1 scarecrow she
1 she yelled
1 silly dog
Map 1 solved then
1 stop the
1 the silly
1 then mrs
1 thought it
1 to stop
1 unhappy with
1 up the
1 vole on
1 was unhappy
1 weeded the
1 weeding was
1 weeds she
1 with the
1 would scare
1 yelled at
1 you impossible
2 brown planted
2 mr cray

112 pm
1131880

1 1880 prof

1 and weeds
lati12

1 ate the

1 blossom at

1 brown would
1 carnations daffodils
1 cray was

1 cray's brown

1 craye painted
1 daffodils and
1 darren mrs

1 day mrs

1 dinner and

1 discussed how
1 dog the

1 down the

1 eating the

1 fence then

1 fertilized the

1 flowers and

1 following week
1 for the

1 garden on

1 good dog

1 had worked

1 happy with

1 his fence

1 how the

1 it was

1 john darren

1 june 13

1 longer ate

1 lotus carnations
1 met over
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St

4 the dog
5 mrs brown

# of concepts analyzed:
unique: 72
total: 118

# of concepts in statements:

unique: 108
total: 117

t .
# of isolated concepts:

unique: 0
total: 0

# of statements:
unique: 108
total: 117

1 mr craye

1 next day

1 no longer

1 now happy

1 on june

1 over dinner

1 painted his

1 plan had

1 pleased too

1 pm the

1 prof darren

1 roses and

1 said you

1 scarecrow the
1 scary for

1 she thought

1 stopped eating
1 take down

1 the scarecrow
1 then mrs

1 thought it

1 too scary

1 was too

1 watered the

1 weeds mr

1 week she

1 with the

1 worked john
1 would take

1 you good

2 brown watered
2 mr cray

3 the dog

5 mrs brown

# of concepts analyzed:
unique: 68
total: 107

# of concepts in statements:
unique: 98
total: 106

# of isolated concepts:
unique: 0
total: 0

# of statements:
unique: 98
total: 106
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Density (based on Statements): Density (based on Statements):
unique: 1.5 unique: 1.44
total: 1.63 total: 1.56
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Outputs

Outputs for Map Analysis, Meta Matrix Text Analysis and Sub Matrix Text Analysis are
displayed on P3 on the Semantic Network index card and on P4 on the Stat index card.

If you have analyzed multiple texts, you can browse through the results and see the
related texts.

Results of multiple analyses are automatically saved in a folder named “output’ under
the directory where AutoMap 2.0 is installed. This output folder contains a map file
(nameOfText.map) and a stat file (nameOfText.stat) for each text analyzed as well as a
stat_output.xls file that contains the stats of all texts. Additional Outputs will be
generated if requested by the user.

1. Semantic Network

After running analysis, the semantic network will be displayed on P3 on the Semantic
Network Index card.

The semantic network contains one coded statement per line.

If the Frequency item was checked on the Analysis Settings index card the first column
of the semantic network indicates the frequency of every displayed statement.

Each semantic network generated is automatically saved in a folder named “Stat Output”
under the directory where AutoMap 1.2 is installed. This output folder contains a
semantic network file (nameOfText.map) and a stat file (nameOfText.stat) for each text
analyzed as well as a stat_output.xls file that contains the stats of all texts.

1.1 Example for Semantic Network Output

For examples for semantic network files, see the examples for analysis, the Semantic
Network of current text index cards.

Semantic networks are output as .CSV (.map in previous versions).

2. Statistics

After running the analysis, the Stat file will be displayed on P4 on the Statistics Index
Card.

Each stat file generated is automatically saved in a folder named “Stat Output” under the
directory where AutoMap 1.2 is installed. This output folder contains a map file
(nameOfText.map) and a stat file (nameOfText.stat) for each text analyzed as well as
stat_output.xls file a that contains the stats of all texts.
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Entries in the stat output and explanation:

Entry Entry
File:
unique:

# of concepts
analyzed: total:

# of concepts in unique:

statements: total:
# of isolated unique:
concepts: total:
unique:
# of statements:
total:
. unique:
density
(based on y
statements) Lok

Punctuation:
Analysis Settings Window Size:
Directionality:

Explanation
Name of the analyzed text file.

Unigue concepts are those that appear only once
in a text; the number of total concepts includes
those that appear more than once in a given
text.

All concepts are considered that occurred in the
texts that were analyzed.

Only concepts are considered that linked into
statements.

Only concepts are considered that did not link
into statements.

Unique statements are those that appear only

once in a text; the number of total statements
includes those that appear more than once in a
given text.

Unique density is the density of the resulting
network based on unique statements, total
density respectively is the density of the resulting
network based on the total number of
statements.

The Punctuation option chosen by the user.
The Window Size chosen by the user.
The Directionality option chosen by the user.

2.1 Example for Statistic Output

For examples of stat files, see the examples for analysis, the Stat of current text index

cards.

3. Additional Outputs

The map and the statistic output generated by AutoMap are displayed on P3 and P4,

respectively.

For all types of multiple analysis a lot more outputs can be generated on demand.

Output Options

The map and the statistic output generated by AutoMap are displayed on P3 and P4,
respectively. In addition to that AutoMap offers further output options that can be chosen
on P2, 10. Output Options index card. All additional outputs are only generated after

analyses were run.
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Precaroceszing ard Analyzis Setlings

| 1
1. ConcestList | 2. Union Concept List | 3. kites | 4. Stemminn | 5.Celste List | 6. Ganaratratin Thasmsins |
7 Mota-Motris Thesaurus | 8 Sub-Mobrix Selection | 9. Aralvzlz Setthigs 10, Oudput Opfions |

Tarm Ciztriouthon Lizts .

[™ Concepts aralyzad
[T Ceoncepts in staleenents and isalales
[ Sstemants

Tarm Ciztrioutoon Malricas
concepts i sebements by concapts in statemends:

[ Concepts in stalenenis % count 7 Bingry
lermis) by feadi(s])

[™ Concepts analvzed * count " iy
[T Ceoncepts In statements and lsolates % count ™ By
[™ staterertz % courd ™ Binary

Manddartified Concepts
[ Sewve Bet of Mom-klentited Concegts

Adeifional Outpug Formeds

Lichiet (DL [ minps [ Term Distrimbion Malrices
CryMethiL far hap Ansiysis [ e M
Dy MERHIL far SubMslrls Ansiysis [ e ety I per Textset

Nstrvork anakylic ressures

I Mensures

Cancegls nal farming edges
[ ) 1
= Select |

= Unzehect |

(' Refwwark Texd Arahsis

i Refresh | Apply salechion |
™ Sociel Metvwork Text Anohrsis

1. Term Distribution Lists and Matrices

Term distribution list and matrices as output options for all types of multiple analysis can

be chosen in the upper two fields of P2, tab no. 10. Output Options.

Points To Consider

No list or matrix will be generated by default.

All list or matrix are only generated if the user checks a list he or she wants

to be generated and runs an analysis of any type.
e If pre-processing was performed, the list relates to the stage of pre-
processing that was used for the analysis. If several pre-processing

techniques were applied, analysis will always be run on the highest stage of
pre-processing.

The requested lists and matrices will be automatically saved in a folder called
Term Distribution Lists and Matrices under the root directory of AutoMap.
The Term Distribution Lists and Matrices folder is overwritten with every new
analysis you run. So if you want to save the results of a current Term
Distribution Lists and Matrices folder just rename the folder.

For each Term Distribution List checked two output lists are generated.
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e For each Term Distribution Matrix checked one output matrix is generated.
See the output examples for the content of each list.

1.1 Types and content of Term Distribution Lists and Matrices

Output Type Name of output Content of output

List of concept
analyzed.csv
Concepts Concept, Cumulated sum across text set,

analyzed Statistics of Number of text concept occurs in,

concepts Percentage of texts concept occurs in,
analyzed.csv Texts

Concept, Text, Frequency

List of concept
in Concept, Text, Frequency
statements.csv

Concept, Cumulated sum across text set,
Number of text concept occurs in,
Percentage of texts concept occurs in,

Statistics of
Concepts concept in

Term in statements.csv Texts
Distribution statements )
List and List of isolates
isolates in Concept, Text, Frequency

statements.csv
Concept, Cumulated sum across text set,

Statistics of Number of text concept occurs in,
isolates.csv Percentage of texts concept occurs in,
Texts
List of
statements.csy Statement, Text, Frequency
Statements Statement, Cumulated sum across text

Statistics of set, Number of text statement occurs in,
statements.csv Percentage of texts statement occurs in,

Texts
Term Concepts in statements by concepts in statements:
Distribution Matrix of Concept that were linked into
Matrices statements ( first row) by Concept that
Concepts Matrix of were linked into statements (first column)
in concepts in If count was chosen, cells contain

statements statements.csv cumulated frequency of concept
If binary was chosen, cells denote
existence (1) or absence (0) of concept
Term(s) by text(s):
Matrix of Concept (union of concepts
listed in first row) by texts (all text

Matrix of names listed in first column)
Concepts .
concept If count was chosen, cells contain
analyzed
analyzed.csv  cumulated frequency of concept
If binary was chosen, cells denote
existence (1) or absence (0) of concept
Concepts Matrix of Matrix of Concept (union of concepts
in concept in listed in first row) by texts (all text
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statements statements.csv names listed in first column)
and If count was chosen, cells contain
isolates cumulated frequency of concept
If binary was chosen, cells denote
existence (1) or absence (0) of concept

Matrix of Statements (union of
statements listed in first row) by texts
. (all text names listed in first column)
Matrix of .
Statements If count was chosen, cells contain

statements.csv

cumulated frequency of statement

If binary was chosen, cells denote

existence (1) or absence (0) of statement
1.2 Example for Term Distribution List and Matrices

Extracts from the Denmark.txt and USA.txt files were used as input:

Our Text 1.txt: Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown
was unhappy with the dog. She yelled at it saying "You impossible dog!" But the dog
kept eating the flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't.
Mrs. Brown planted roses and weeded the garden. The silly dog % dug up the roses
looking for a vole on June 12, 1880. Weeding was no longer needed. Prof. Darren,
Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren and Mrs.
Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye put up a
fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils, and
roses.

Our Text IL.txt: Mr. Cray's brown dog stopped eating the lotus blossom at 12 pm the
next day. Mrs. Brown was now happy with the dog. She said "You good dog!" The
dog no longer ate the flowers and weeds. Mr. Cray was pleased too. Mrs. Brown
watered the roses and fertilized the garden on June 13, 1880. Prof. Darren, Mrs.
Brown & Mr. Cray met over dinner and discussed how the plan had worked. John
Darren and Mrs. Brown would take down the scarecrow the following week. She
thought it was too scary for the dog. Mr. Craye painted his fence. Then Mrs. Brown
watered lotus, carnations, daffodils, and roses.

Then AutoMap's Extensive Delete List, Direct Adjacency was applied to both texts. The
Delete List was extended by further non-content bearing words that appeared in the
sample texts (a an and as at awhile but for from happening he her her hers him his i in
into it its me mine my nor of or our she so that the their theirs them they to us was we
were what who whoever whom whomever will would you your yours yourself). Below is
the resulting texts:

Our Text 1.txt: Mr. Cray's brown dog ate lotus blossom 10 am. Mrs. Brown was
unhappy with dog. yelled saying "You impossible dog!" dog kept eating flowers
weeds. asked Mr. Cray stop dog. couldn't. Mrs. Brown planted roses weeded garden.
silly dog % dug up roses looking vole on June 12, 1880. Weeding was no longer
needed. Prof. Darren, Mrs. Brown & Mr. Cray met next day concoct plan. John Darren
Mrs. Brown put up scarecrow. thought scare dog. Mr. Craye put up fence. Problem
solved. Then Mrs. Brown planted lotus, carnations, daffodils, roses.
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Our Text IL.txt: Mr. Cray's brown dog stopped eating lotus blossom 12 pm next day.
Mrs. Brown was now happy with dog. said "You good dog!" dog no longer ate flowers
weeds. Mr. Cray was pleased too. Mrs. Brown watered roses fertilized garden on
June 13, 1880. Prof. Darren, Mrs. Brown & Mr. Cray met over dinner discussed how
plan had worked. John Darren Mrs. Brown take down scarecrow following week.
thought was too scary dog. Mr. Craye painted fence. Then Mrs. Brown watered lotus,
carnations, daffodils, roses.

Then semantic network analysis was run on both texts using AutoMap's default settings.
The black ellipse in the screen shot below shows how to run a Single Map Analysis
(Semantic Network Analysis):

E’. -~

LG Tools

Single Map Analysis
e P y 0 ko

Al sis

5. Single Meta Matrix Text Analysis after i
L. mulkiple Meta Matrix Text dnalysis | Remo
. Single Sub Makrix Text Analysis ear]

315‘:'_ Fulkiple Sub Matrix Text Analysis r 587
Flowerz weeds. Mr. Cray was pleas

All outputs provided on the Output Options panel were checked. Again, the default
settings were used. All output lists are saved in this folder
(Term_Distribution_Lists_and_Matrices.zip).

2. Save Non-Identified concepts

Purpose: Save a list of all concepts that are remaining in the pre-processed texts and that
are not:

e Denoted in a delete list
e Denoted in any of the thesauri

To create a list of these words, go to on >span>P2, tab no. 4 - Analysis Settings, tab no. 2
- Output Options index card, select the Non-Identified Concepts field and check Save list
of Non-Identified Concepts. Run any type of Analysis. The list will be stored under the
root directory of AutoMap as Non_identified_concepts.csv. The black ellipse in the
screen shot below shows where to find this option.
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1, Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4. Analysis Settings |
1. Analysis Settings. 2, Qukput Options _

Additional Qukput Options per File

[] Semantic Metwork (as .csv) [] Statistics {as . csv)

Mon-Identified Concepts
( ! Save lisk of Mon-identified Concepts )

Additional Cukput Formats

ket (DL []Maps [] Term Distribution Matrices
CryMettL For Map Analysis [ ] per Map
DyMetML For Sub-Matrix Analysis [] per Text []per Textset

Metwork analytic measures

[ Measures

Sub Matrix Analysis Opkions

3. Additional Output Formats

Two additional data formats are offered:

Note:

DL for e.g. UCINET (Borgatti, Everett & Freeman, 2002; for more information
about UCINET see http://www.analytictech.com/ucinet.htm).

DyNetML (Tsvetovat, Reminga & Carley, 2004; for more information about
DyNetML see http://www.casos.cs.cmu.edu/projects/dynetml/).

You can also user the Network Converter to convert data.

3.1 DL:

If maps and/or term distribution matrices are generated, these files can be additionally
stored in the UCINET DL format.

Some points to consider when storing in UCINET DL Format:

In order to do this check "Maps" and/ or "Term distribution matrices" items on
the "Additional Output Formats" field on P2, tab no. 10 Output Options index
card.

The maps are stored with the extension .dl in the "DL_UciNet_Format" folder
in the root directory of AutoMap.

The term distribution matrices are stored with the extension .dl in the
"DL_UciNet_Format" folder in the root directory of AutoMap.

If you wish to perform UCINET analysis on your AutoMap results, import the
data into UCINET. If you wish to visualize your AutoMap results, import the
data into UCINET and use the visualization tools provided through UCINET.
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Note: Since networks extracted with AutoMap are directed, matrices
representing these networks can be rectangular. If a DL file needs to
be generated from a rectangular matrix AutoMap by default squares
this matrix before converting it into DL format.

3.2 DyNetML:

Results of Map Analysis and Sub-Matrix Text Analysis can be output in DyNetML
format.

Purpose: Generate DyNetML representation of maps (mental models) generated with
Map Analysis.

How to: Check the "per Map" checkbox on P2, 10. Output Options index card,
Additional Output Formats, DyNetML for Map Analysis.

Output: The resulting DyNetML files will be stored as NameOfText.xml in the xml
folder under the root directory of AutoMap.

After Map Analysis:

By default, all entities in the applied ontology are considered as entities, and all
statements between entities in the applied ontology (either in anterior or posterior or both
positions) are represented as edges in DyNetML. The user is given the option to exclude
entities of any applied ontology from being considered as nodes and thus forming
statements, but are considered as attributes of other entities in the ontology that are
forming entities and link into statements. An example would be the category "attribute",
which represent information that is inherent to a certain entity. The concept "teacher" or
"male" e.g. might be considered as attributes that relate to the entity agent. In order to use
ontologies in a way ontologies that not only represent entities, but also features of
entities. do this follow this procedure:

1. Use the drag and drop labeled Concepts not forming edges at the bottom of
P2, 10. Output Options index card. Click Refresh to automatically generate a
list of all entities in the applied ontology.

Use the > and < buttons to move entities from one window to the other.
Apply your decision by hitting the Apply Selection button.

Before running Sub-Matrix Text Analysis decide whether you want to perform
"Network Text Analysis" (NTA) or "Social Network Text Analysis" (SNTA). To
select a type use the toggle button at the bottom of P2, 10. Output Options
index card. Both types are a form of Sub-Matrix Text Analysis, but differ in
what they measure:

1. NTA: If one measures textual network, then entities of the applied
ontology that should not be considered as nodes, but as inherent
information of nodes, fill structural position and semantic function in a
text. Thus they contribute to a texts' density, and therefore should be
taken into consideration as statements for maps and stats. The
resulting DyNetML file will contain nodes and inherent information on

HWN
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nodes (if any contained in the window that an entity and an attribute
Co-occur).

2. SNTA: If one measures a social network that is represented in or
extracted from a text, then links from entities of the applied ontology
that should not be considered as nodes, but as inherent information of
nodes, to actual other nodes are not to be represented in the maps
and stats, since this would over fit the social network. The resulting
DyNetML file will NOT inherent information on nodes.

Note: Whether to use NTA or SNTA is a "text-philosophical question”
and the answer depends upon what the user wants to measure: a
textual network or a social network.

Run Sub-Matrix Text Analysis.

Two options for creating DyNetML files are offered. Either one or both options can be
selected per analysis:

1. Create one DyNetML file per map and text. To do this, check per Text in the
Additional Output Formats field on P2, 10. Output Options index card.
The DyNetML files will be stored as NameOfText.xml and in a folder called xml
under the root directory of AutoMap.

2. Create one DyNetML file that unifies all maps. To do this, check per TextSet in
the Additional Output Formats field on P2, 10. Output Options index card.
The DyNetML file will be stored as consolidated_map.xml in a folder called
xml under the root directory of AutoMap.

3.3 Examples for additional Output Formats

Extracts from the Our Text L.txt and Our Text ILtxt files were used as input:

Our Text 1.txt: Mr. Cray's brown dog ate the lotus blossom at 10 am. Mrs. Brown
was unhappy with the dog. She yelled at it saying "You impossible dog!" But the dog
kept eating the flowers and weeds. She asked Mr. Cray to stop the dog. He couldn't.
Mrs. Brown planted roses and weeded the garden. The silly dog % dug up the roses
looking for a vole on June 12, 1880. Weeding was no longer needed. Prof. Darren,
Mrs. Brown & Mr. Cray met the next day to concoct a plan. John Darren and Mrs.
Brown put up a scarecrow. She thought it would scare the dog. Mr. Craye put up a
fence. Problem solved. Then Mrs. Brown planted lotus, carnations, daffodils, and
roses.

Our Text IL.txt: Mr. Cray's brown dog stopped eating the lotus blossom at 12 pm the
next day. Mrs. Brown was now happy with the dog. She said "You good dog!" The
dog no longer ate the flowers and weeds. Mr. Cray was pleased too. Mrs. Brown
watered the roses and fertilized the garden on June 13, 1880. Prof. Darren, Mrs.
Brown & Mr. Cray met over dinner and discussed how the plan had worked. John
Darren and Mrs. Brown would take down the scarecrow the following week. She
thought it was too scary for the dog. Mr. Craye painted his fence. Then Mrs. Brown
watered lotus, carnations, daffodils, and roses.
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Then AutoMap's Extensive Delete List, Direct Adjacency was applied to both texts. The
Delete List was extended by further non-content bearing words that appeared in the
sample texts (a an and as at awhile but for from happening he her her hers him his i in
into it its me mine my nor of or our she so that the their theirs them they to us was we
were what who whoever whom whomever will would you your yours yourself).
Resulting texts:

Our Text L.txt: Mr. Cray's brown dog ate lotus blossom 10 am. Mrs. Brown unhappy
with dog. yelled saying "You impossible dog!" dog kept eating flowers weeds. asked
Mr. Cray stop dog. couldn't. Mrs. Brown planted roses weeded garden. silly dog %
dug up roses looking vole on June 12, 1880. Weeding no longer needed.

Prof. Darren, Mrs. Brown & Mr. Cray met next day concoct plan. John Darren Mrs.
Brown put up scarecrow. thought scare dog. Mr. Craye put up fence. Problem solved.
Then Mrs. Brown planted lotus, carnations, daffodils, roses.

Our Text IL.txt: Mr. Cray's brown dog stopped eating lotus blossom 12 pm next day.
Mrs. Brown now happy with dog. said "You good dog!" dog no longer ate flowers
weeds. Mr. Cray pleased too.

Mrs. Brown watered roses fertilized garden on June 13, 1880.

Prof. Darren, Mrs. Brown & Mr. Cray met over dinner discussed how plan had
worked. John Darren Mrs. Brown take down scarecrow following week. thought too
scary dog. Mr. Craye painted fence. Then Mrs. Brown watered lotus, carnations,
daffodils, roses.

Then map analysis was run on both texts using the AutoMap's default settings. All term
distribution matrices provided on the Output Options panel were checked. Again, the
default settings were used. The screen shot below shows the resulting analysis that should
be displayed in P3.

Semantic network of current Tesxt
Frequency Concept 1 Concepk 2
5 mrs brovwn
2 s Cray
2 darren mrs
2 browwn planted
1 oL impossible
1 welled savying
1 wikh dog
1 weeds asked
1 weeding Was
1 weeded garden
1 Was unhappy
1 wole on
1 up SCAFECHOW
1 unhappy with
1 Ehought sCare
1 then mrs
1 stop dog
1 solved then
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4. Network Analytic Measures

AutoMap supports the computation of network analytic measures per map or network and
per concept or node.

Note: Only Network Analytic Measures for directed networks were
implemented into AutoMap. The reason for this is that AutoMap
outputs are always directed in order to adequately represent the
linear structure of texts.

To create measures follow these steps:

1. On P2, tab no. 10 Output Options, select the Network analytic measures field
and check Measures.

2. After analysis is run, measures will be displayed on P4, 2. Network analytic
measures index card.
A file that collects all measures per text set will be saved as
overall_network_analytix_measures.csv in the results folder under the root
directory of AutoMap.

Note: Texts have a linear structure. Therefore, we only implemented
Network Analytic Measures for directed networks (digraphs) into
AutoMap.

The following Table explains the measures that can be computed:

Name of and reference COrresponding

Name of Calculation of measure for corresponding SNA name of .
measure measure in
measure
Cube
Concept (node) level measures, direct connectivity
Outdegree,
Total number of expansiveness, actor
Concept . degree centrality Local
statements with concept . -
outdegree in anterior position (Wasserman & Faust imageability
P 1994); Prestige,
Influence (Mrvar)
Indegree, receptivity,

Concept Total number_of popul_arlty, actor degree Local
indegree statements with concept prestige (Wasserman & evokability
in posterior position Faust 1994); Prestige,

Support (Mrvar)
Total number of Outdegree Centrality
Concept statements with concept (Wasserman & Faust
outdegree in anterior position/ 1994); None
centrality Number of unique Relative Influence
concepts in text (Mrvar)
Concept Total number of Indegree Centrality None
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indegree
centrality

Total degree

statements with concept (Wasserman & Faust

in posterior position/ 1994);

Number of unique Relative Support (Mrvar)
concepts per text

Concept indegree +

concept outdegree i Local density

Map (graph) level measures, direct connectivity

Text
outdegree
centrality

Mean
concept
outdegree
centrality

Variance of
concept
outdegree
centrality

Text
indegree
centrality

Mean
concept
indegree
centrality
Variance of
concept
indegree
centrality

Density

Sum (largest observed Group outdegree
outdegree - outdegree of centralization
concepts)/( Number of (Wasserman & Faust,
unique concepts in text) 2 1994)

Mean outdegree (= Mean
Sum (outdegree)/ Number indegree)
of unique concepts in text (Wasserman & Faust
1994)

None

None

Sum(sum outdegree -
mean outdegree) 2 /
Number of unique
concepts in text

Variance of outdegree
(Wasserman & Faust None
1994, p.127-128)

Sum (largest observed Group indegree

indegree - indegree of centralization None
concepts)/( Number of (Wasserman & Faust,

unique concepts in text) 2 1994)

Sum (indegree)/ Number Mean indegree (=Mean None

of unique concepts in text outdegree)

Sum (sum indegree -
mean indegree) 2 /
Number of unique
concepts in text

Variance of indegree
(Wasserman & Faust None
1994, p.127-128)

Density (Wasserman &
Faust 1994, p.129, Scott
1991, p.74)
Wasserman and Faust
Number of statements/ use g(g-1) as
Possible number of denominator:, we use None
statements (g*g), because unique
concept can form
statement with same
unique concept (e.g.
agent-agent)

Concept (node) level measures, indirect connectivity

Concept
closeness
centrality

Closeness (Wasserman &
Minimum possible total Faust, Mrvar)
distance from node i to all According to Wasserman
other nodes/ Sum of all and Faust (1994, p.200) None
geodesics between node i group level closeness
and all other nodes centrality is not

computed
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sum ((Number of all
geodesics between all
nodes that go through
node i )/( Number of

S::v(\:lzzzness geodesics between node i Betweenness (Gould None
. and all other nodes))/(( 1987, Mrvar)
centrality .
Number of unique
concepts in text -
1)(Number of unique
concepts in text -2))
Concept Number of concepts Proximity Prestige
proximity directly or indirectly (Wasserman & Faust None
prestige adjacent to node i 1994, Mrvar)

Map (graph) level measures, indirect connectivity
Sum (Proximity Prestige

Text (all unique concepts in Group level proximity
Proximity text)/ I\(Iqumber ofpuni e prestige (Wasserman & None
Prestige . q Faust 1994)

concepts in text
Entropy

Entropy is the formalization of redundancy and diversity. Thus we say that Information
Entropy (H) of a text document (X) where probability p of a word x = ratio of total
frequency of x to length (total number of words) of a text document.

HUD) = - 3 p() logap(n)

e

To run Entropy you will need to load multiple text documents into AutoMap for analysis.

File > Open Multiple Files > Select Folder.
Navigate to the folder containing the texts you wish to analyze, and single click on it.
In the menu bar, select option Run Analysis

Select the Multiple Map Analysis option as shown in the diagram below:

S EVEEN Tools  Help

Sindle Map Analysis

Multiple Map analysis

Sindle Meka Makrix Text Analysis
Multiple Meta Matrix Text Analysis
Sindle Sub Makrix Text Analysis
Multiple Sub Matrix Text Analysis
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Once you have selected the Multiple Map Analysis, go to Panel 2, tab no. 4. Analysis
Settings, then select Tab no. 2. Output Options.

You will find the information in an excel file, which will be located in the last column of
the stats_overall.csv output file.

Reference
Theory:

W. Weaver & C. E. Shannon, The Mathematical Theory of Communication, Urbana,
Illinois: University of Illinois Press, 1949

Empiric application:

Diesner, J., Carley, K.M., & Katzmair, H., The Morphology of a Breakdown: How the
semantics and mechanics of communication networks from an organization in crises
relate. XXVII Sunbelt Social Network Conference, Corfu, Greece, May 2007.
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DYNetML
Changes in DyNetML outputs for XML files per Text

The DyNetML outputs per Map (Semantic Network Analysis) and per Text (Sub-Matrix
Analysis) have been changed to reflect:

e The new DyNetML specification
(http://casos.isri.cmu.edu/dynetml/index.html)

e Isolated entities
Frequency of entities
A set of attributes on the data and statistical results

This change does not impact the consolidated DyNetML files as produced in AutoMap.
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CASOS Email Parser (CEMAP)
1. Instructions for the using the CASOS Email Parser (CEMAP)

through AutoMap

Introduction

The CASOS Email Parser (CEMAP) that is launched through AutoMap
(http://www.casos.cs.cmu.edu/projects/automap/software.html) enables the extraction of
different types of network information from emails (e.g. who exchanges information,
who provides what information, etc.). The following image shows what types of

information can be extracted with CEMAP.

From: Jaria Ciscsrusr Senkz  Tha 1192006 3207 FH

[desneripes.c
. eu]
Ta: Yathimen Carley
('] “Gaorge Koranid!

Subject:  clarification guestion

Dear Fathleen,

I have a clanfication question regarding the latest
requests for Autodfap What database should we
assume to be used by the chent? What operating
systern would they be usng?

Best, Jana

1. Social network (SN)

2. Knowledge (KK)
network

3. Meta-Matrix (MM}
network

%

\‘4_=1_+2_

3.=1.+3.

Network typel (Social network) represents social network data that can be extracted from
email headers (e.g. agent-agent networks). In SN, entities represent people, and edges
represent exchanged emails (frequency count). This network type does not require any

text coding in AutoMap.

Networks types 2 and 3 are extracted by performing text coding in AutoMap. More
specifically, Knowledge networks (KK) represent semantic network or mental models
that are contained in the bodies of individual emails. In KK, entities represent knowledge
items, and edges represent the co-occurrence of terms in text. For MM, texts are coded in
AutoMap according to a taxonomy or ontology (e.g. meta-matrix, while are ontologies
can be specified by the user). In MM, entities represent instances of categories (e.g.
agent, knowledge, resources) of the ontology, and edges represent co-occurrences of

terms in texts.

Networks types 4 and 5 result from the combination of SN with KK and MM,

respectively. In type 4, entities represent people and knowledge, and edges represent
emails and mental models. In type 5, nodes represent the categories of the taxonomy as
specified by the user, and the edges represent the co-occurrence of the terms that
represent instances of the taxonomy in the corpus. For the creation of type 4 and 5, the
extraction of type 2 and 3, respectively, is mandatory.
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CEMAP stores all network data as DyNetML files (a derivate of XML). This data can be
analyzed with any package that reads DyNetML. We recommend using the ORA
software for this purpose (http://www.casos.cs.cmu.edu/projects/ora/index.html).

How to do it:
1. Extraction of network type 1 data:

e 1.1. This network type is needed to perform social network analysis (SNA)

based on header information only.

1.2. In CEMAP, Analysis Type, select the type of your mail box.

1.3. In CEMAP, Input Data Set, specify your email client, inbox type,
username, and password as semicolon separated values, e.g.
pop.gmail.com;INBOX;JohnDoe;JohnDoesPassword

e 1.4. In CEMAP, Enter Destination Directory for Texts, put in a directory of
your choice, e.g. C:\textInput. The email bodies will be stored in AutoMap
format (.txt) under this directory. Make sure that this directory does exits on
your machine.

e 1.5. In CEMAP, Enter Destination File for Network, put in a directory AND
filename of your choice. The filename extension needs to be .xml. e.g.
C:\output\AA.xml.

e 1.6. You are now ready to extract network type 1. In order to do so, press the
Start Extraction button. As a result, CEMAP will extract network data from the
email headers (e.g. agent by agent) and store it as one XML file under the
directory that is specified in the Destination File for Network.

e 1.7. You can pick up the output file and load it into the SNA package of your
choice. We recommend using the ORA package
(http://www.casos.cs.cmu.edu/projects/ora/download.php).

To extract networks of type 2, perform Semantic Network Analysis in AutoMap.

To extract networks of type 3, perform Meta-Matrix Text Analysis in AutoMap.

To extract networks of type 4, merge networks of type one and 2.

To extract networks of type 5, merge networks of type one and 3.

CEMAP is a feature in AutoMap that will import email files into AutoMap to analyze the
text in the emails, such as who exchanges information, who provides what information,
etc.

To use the feature:

e In AutoMap menu bar, select Tools > Open CASOS Email Parser (CEMAP).
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s [

Open Data Set Comparison Tool

Open Text File Splitter

Open CompareMap

Open Map Post Processor

Open Network Reasoner

Open DyNetML File Merger

Open Network Data Format Converter
Open BiGram File Merger

Open AutoMap to Database Connector
Open Text Set Editor

Open MNebwork Yisualizer

Open Matrix Editor

Once that is selected the CASOS — Email Analyzer window will appear. The
Email Analyzer window is where you will type in your information of what type
of network you would like to create while importing your emails.

The different types of imports are

Full email

Header information only
Forwarded/New emails
Subject lines only

O O O O

Select the type of Format your email is in, from the drop down menu.

o MBOX — File that is stored in standard file folders
o POP3 and IMAP — Emails that are on a server
=  Will require Username, User password, Server Name, and
Folder Name
o TXT — Exported email files from outlook
= Will require a Data (file) set identifier
o Enron and CasosDB are for internal use only
o Dynetml — Currently under development

Once you have selected what type of format you would like to use, click on the
Start Extraction button. This will begin the process of importing your emails.
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Support
How to cite AutoMap

Carley, KM., & Diesner, J. (2005). AutoMap: Software for Network Text Analysis.

Further Information

For further information on AutoMap please visit:
http://www.casos.cs.cmu.edu/projects/automap

On this web page you will find:

Publications about AutoMap, Network Text Analysis, and Map Analysis
Installers for AutoMap

Contact information

Information about sponsors of AutoMap

Information about people working on AutoMap

We also provide a online discussion forum for AutoMap:

e to discuss questions related to the AutoMap software;
e and get help from other AutoMap users and the developers of the software
with using the tool.

Questions, Bugs, and Comments

Please contact us:

Dr. Kathleen M. Carley (kathleen.carley @cmu.edu)

Jana Diesner (diesner @cs.cmu.edu)

Technical Writer, Matt De Reno (mjdereno @andrew.cmu.edu)

Carnegie Mellon University

School of Computer Science

Institute for Software Research International (ISRI)

Center for Computational Analysis of Social and Organizational Systems (CASOS)
5000 Forbes Avenue

1325 Wean Hall
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Pittsburgh, PA, 15213
We provide an online discussion forum for AutoMap:

e To discuss questions related to the AutoMap software.
e And get help from other AutoMap users and the developers of the software
with using the tool.
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Lesson 1

From content analysis to semantic networks
. Open AutoMap

On Empire:

¢ Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
e Double-click the Run Automap icon. The Automap Graphical User Interface
(GUI) pops up.
From anywhere else: (requires a web connection)

http://www.casos.cs.cmu.edu/projects/automap/software.html
Il. Overview of the AutoMap Graphical User Interface (GUI)

Below is a screen capture of the AutoMap GUI:

so = 1B[x]
| Pl BunAnslesis Took  Help
<] [ J[a ] [Com ] oo name
rowse Menu : il || B ERo S }
&, Tauts aflew WetsMalrix Thessurus B, Tasts afer Sub-Mabrts Sstsction J e of Current baxd
Index Cards L Trutx atier fodelitrs 4, Tods afier Ceprmnskaaton
1, rigiruad Tends 2. Tty afler Shommming

[

- P1 P3

1. Sorvept Lt | 2. Union Concept List | 3 Pre-Processing Seitings | 4. Aralysis Ssttings | | L Mebedi anabtic meanEes
Corcent Freguency In Delets List Tranaiation in Thea 1. Tracer Parst 2. Stmrtcs

P2 P4

Clear |

The AutoMap GUI is divided into four primary quadrants, as shown above, or panels: P1
(top left), P2 (bottom left), P3 (top right), and P4 (bottom right).
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A drop-down menu bar at the top of the window will provide access to analysis tools and
utilities. The Browse Menu allows you to quickly navigate between texts you have loaded
into Automap.

Panel P2 can be edited, but the remaining panels (P1, P3, P4) cannot. The information

that is displayed on each panel is always related to the information displayed in the other
three panels. The Browse Menu, however, relates to all four panels at the same time.

lll. Load multiple text documents into AutoMap

In order to analyze multiple pieces of text simultaneously, you will need to save the
documents together in one folder.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\ TextinputFiles
¢ In the AutoMap menu bar, select File > Open Multiple Files. A folder selection
window will pop up.
e Navigate to the folder containing the documents you wish to analyze, and
single-click on it.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\ TextinputFiles

e C(Click the Open button in the bottom right corner.

The first text will be displayed in panel P1 under the tab titled 1.Original Texts. You can
use the Browse Menu to navigate through the texts.

Below is a screen capture of the first text display:
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IV. Carry out a simple content analysis

A simple content analysis determines the frequencies of all words in a text document.

Examine the Concept List:

The Concept List considers concepts in each text file individually. It is created
automatically when a document or set of documents is loaded into Automap. This will be
displayed in the P2 panel under the tab titled 1. Concept List.

The Concept List will tell you several important facts about each document in your set:

e The number of concepts found in the text displayed in P1 under the tab titled
1.0riginal Text
Related frequencies of those concepts
Cumulated unique concepts and total concepts contained in the data set
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Note: The number of unique concepts considers each
concept only once. The number of total concepts
considers repetitions of concepts.

By default, the Concept List sorts by decreasing frequency of concepts. To
sort the list alphabetically, click on the first-column header Concept. To
resort the list by frequency, click on the second-column header Frequency.

Below is a screen capture showing part of the Concept List, sorted by

frequency, for the first document in our loaded folder of texts (Textl1-in-

user's guide.txt):
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Concepk . In Dehebe List

6. Texts after Mata-Matrix Thesauwrus 7. Texts after Sub-Matrix Selection
4 Tantks after Debation 5. Texts after Generalization
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. - Hr. Cravy's brown dog ate the lotus blossom at 10 am. Hr=. s
Ch'::k thlE_ Brown was unhappy with the dog. She yelled at it saying "You

column heading | | impossibie dog!® But the dog kept eating the flowers and

to sort concepts| fveeds. she asked Mr. cray to stop the dog. He couldn't. Mrs.

afphaheﬁ{]a"}-‘ Brown planted roses and weeded the garden. The =illy dog &

1R80_ Hesding =4

Tranekation in Thes...

to sort concepts
by frequency

Create and refresh the Union Concept List:

The Union Concept List considers concepts in all texts in a set (unlike the

Concept List, which considers each text in the set individually). It is
located in Panel P2

under the tab titled 2.Union Concept List.

The Union Concept List tells you several important facts about your text

set:
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= Concepts contained in all loaded text sets
= Related, cumulative frequencies of concepts in all text sets
= Cumulative unique and total concepts

Before viewing your Union Concept List, you must refresh it. To refresh
your Union Concept List, go to the Menu Bar, choose File > Refresh
Union Concept List.

The Union Concept List can be refreshed after each step of pre-processing.
This will allow you to visualize the impact of pre-processing operations on
the union of concepts.

Below is a screen capture showing where to find the Refresh Union
Concept List command:
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After refreshing your Union Concept List, you can view it under the
2.Union Concept List tab in Panel P2. Below is a screen capture showing
where this tab is located in the GUI:

By default, the list is sorted by decreasing frequency of concepts. To sort

the list alphabetically, click on the first-column header Concept. To re-sort
the list by Frequency, click on the second-header column Frequency.
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Note: The number of unique concepts considers each
concept only once. The number of total concepts also
considers repetitions of concepts.

V. Save your Union Concept List as a csv file

To specify a location for your Union Concept List file, choose File >
Output Storage Manager.

Below is a screen capture showing where to find this in the GUI:
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Clear
Exit

A window will pop up listing all pre-processing output storage. This is the
Output Storage Manager.

The Union Concept List appears as the second item in the Output Storage
Manager. Click the Save file as... option to the right of the default file
pathway. In the file chooser window that pops up, browse to the pathway
you want.
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Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\
UnionConceptList

Below is a screen capture showing where to find the correct Save file as...
button in the Output Storage Manager:

Pre-Procesng Oubput Shorsge

Cinnapt Lk peir Taak CriiProgram Fles (o) futoblap-2.6. 401 dutoMap_ dist|PrefrocessingOutput

inicn Concept Lt Ci\focumants i Sttt carky| D toplLinonConteptLit

Bhamdd Ertity Extraction CikProgram Fles (<867 Autobag-2 6, H01 AutoMag_det|ProfroomingOutput|\NamedE nbtios, cov

Pi-Gram Extraction C\Program Files (x5 | Autoiag-2.6. S0LAutoMag_dkt|PraProcsssngOutput | bigram. csv

Hurreeric.als Extraction as Delete Lst CilProgeam Fles (x05)|Autobap- 2.6, A00AutoMap_detlFreProcessngOutput|numeric aliDeketion b
el Extration a8 Mete-Mstric Thessurs | riProgram Ples (x| Autoblap-2.6, 407 uteMap_det|Prefrocessngoutputrumenc sktMet abatrie.
Dusbes Exbration Ci\Program Fles [xi JAutoMag-2 6, 400 AutoMap_dst|PreProcessngtutpatiDates. civ Save il 2.
Parts of Spesch Extraction Ci|Program Flos (a8 Y| Ackobap- 26, 47 futoMap,_det|ProPocestng i put\POs. cpv E]
TFIDF computation CoiProgram Fies (x5 1\A0Ma0- 2.6, A0 AutoMap_dtPreProcesSnguu DUt TFIDF oo Syvmble s,
Appiedd Dieliote List C1\Program Fless (a6 Autobap- 2.6, 4000utoMap_detlPrefncessngOutpt
Tarks iftee Deletion: Ci\Program Files (o Autobag-2.6, 400autoMap_detiPreProcessedTents Savew in Fokder...
Texts Ater Caaring Ci\Program Fles (<56 AutoMap-2.6, A0k AutoMap_det|PrefrocessedTeats
Tescks After Shemmang Ci\Program Fies (xB6) Atobap-2 6. 40k AuteMeg_dst|ProProcessedTants
igpsberd et skration Thessuns £ 1\Program Flkes (o Autobap-2 6. 40 AutoMap_dest|FrefrocessngOutput
Tets dfter Gereralkabon C1iProgram Fles (x86 ) Autobap- 2.6, 40 AutoMap_detiFrafrocescedTaats S in fokder....
Appikec Meta-Matriz Thesmns C:\Program Fikes {x6)|Autobag-2.6. 40 utoMap_def|PreProcestngOutput Save Fle 2

Teuts After Meta-Msiric Thesauns sppbed Ci\Program Files (x| AutoMap-2.6. 4L AutoMag_dst\ProProcessedTats S iy fokder
Appled Sub-Matri Selection C|Program Fles (561 AtoMag-2 6. 40} utoMap_det|PrePocesangOtput
Teercks. After Sub-Matrix Sebsction apgbed Ci\Program Fles o YAutobap-2 6, 30LAutoMap_detiPreProcessedients
Bnasbyeis QURput Shoraoe

Tk dnuabysis Cutput Drmcbory Ciifrogram Fles (x| ftoMag-2.6. 40} AuteMap_detiOutput
Sarwe Seftings:

Save snlected drectores for Further shalyses Savn aettinge

Click the Save Settings button at the bottom right corner of the Output
Storage Manager. Close the Output Storage Manager window by clicking
on the red X at the top right corner.

In the Automap Menu Bar, choose File > Save Union Concept List.

VI. View your csv file in Microsoft Excel
Navigate to the location of your new csv file and double-click on its icon.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\
UnionConceptList

A box titled “Open With” pops up. Click on Microsoft Excel, then click
OK.
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Note: You must have MS Excel installed on your
computer in order to view your csv file this way.

VIl. Save and view your results as a binary csv file

Follow Steps 3 and 4.

VIII. Carry out a simple Semantic Network Analysis

A Simple Network Analysis involves no thesauri and uses all words. A
Semantic Network Analysis can be run on original input texts or on texts
that have been pre-processed with a Delete List and/or a Generalization
Thesaurus.

Before running the analysis:
Make sure you have completed the following steps:

= Pre-process the texts if you wish

= Specify the analysis settings (otherwise the default settings will
be applied)

= Specify additional output options if you wish to (if not, the
default outputs will be generated)

About the analysis settings:
Use the Analysis Settings index card to specify the analysis settings. Your
settings will be automatically applied to the analysis (you do not need to

confirm them).

Below is a screen capture showing where to find the Analysis Settings
index card in P2:
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T oy eftngs | 2. Output Options
Codig Ties
Directionality
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Windowing
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Window-5ize
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The following chart lists the possible analysis settings:

DirectionalitySelect
one of the following two
possibilities by checking
the button.

Coding Ties

Specify the way

statements are

counted.
StrengthStrength will
be printed out by
default. To not print out
Strength uncheck the
item.

Windowing

Windowing is a

method that codes

the text as a map

by placing Punctuation

relationships Select one option by

between pairs of  checking the radio

Concepts that button.

occur within a

window.
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Uni-Directional (When
coding a tie, only 1st-
>2nd concept should be
noted)

Bi-Directional(When
coding a tie, both 1st <-
> 2nd concept shall be
noted)

Frequency (The
cumulative frequency of
every existing
statement.)

Item not checked:
Existence of frequency
will be printed out
(binary result).

Ignore punctuation
completely (Statements
will be placed between
all concepts.)

Reset window at end
of paragraphs only
(Statements will be
placed only within every
single paragraph.)

Reset window at end
of paragraphs and
sentences (Statements




will be placed only within
every single sentence.)

Window size between 2
and 100.

The Window Size defines
how distant concepts can
be and still have a
relationship. Only
concepts in same
window can form
statements.

Window Size

Select one window size
by using the number
chooser.

If you do not want to change any of the suggested options, the analysis
will be done with a set of standard (default) settings.

Below is a screen capture showing the standard settings:
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About the output options:

The map and the statistic output generated by AutoMap are displayed in
Panels P3 and P4, respectively. In addition, AutoMap offers further output
options that can be selected in the 10.Output Options index card in Panel
P2. Any other additional outputs are generated after analyses are run.

Below is a screen capture showing the 10.Output Options index card in
P2:
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1. Concept List | 2. Union Concept List | 3. Pre-Processing Settings | 4. Analysis Settings
1. Analysis Settings | 2. Cutput Options
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[] Concepts in statements and isolates

[] Statements
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For all types of multiple analysis, term distribution lists and matrices can
be selected as output options in the upper two fields of the 10.Output
Options index card in P2.

Points to consider:

= No list or matrix is generated by default.

= Lists or matrices are only generated if the user checks the item
wanted and runs an analysis (of any type).

= If pre-processing was performed, the list relates to the stage of
pre-processing that was used for the analysis. If several pre-
processing techniques are applied, analysis will run on the
highest stage of pre-processing.

= The requested lists and matrices are automatically saved in a
folder called Term Distribution Lists and Matrices under the root
directory of AutoMap. This folder is overwritten with new
analysis you run. If you want to save the results somewhere
other than the default Term Distribution Lists and Matrices
folder, simply rename that folder.

= Two output lists are generated for each Term Distribution List
checked.

= One output matrix is generated for each Term Distribution
Matrix checked.

The following chart lists the types and content of Term Distribution Lists
and Matrices:
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Output Type

Term
Distribution
List

Term
Distribution
Matrices

Name of
output

Concepts
analyzed

Concepts in
statements
and isolates

Statements

Content of
output

List of concept
analyzed.csv

Statistics of
concepts
analyzed.csv

List of concept in

statements.csv

Statistics of
concept in
statements.csv

List of isolates in

statements.csv

Statistics of
isolates.csv

List of
statements.csv

Statistics of
statements.csv

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text
concept occurs in,
Percentage of texts
concept occurs in,
Texts

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text
concept occurs in,
Percentage of texts
concept occurs in,
Texts

Concept, Text,
Frequency

Concept, Cumulated
sum across text set,
Number of text
concept occurs in,
Percentage of texts
concept occurs in,
Texts

Statement, Text,
Frequency

Statement, Cumulated
sum across text set,
Number of text
statement occurs in,
Percentage of texts
statement occurs in,
Texts

Concepts in statements by concepts in statements:

Concepts in
statements

Matrix of
concepts in
statements.csv
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Matrix of Concept that
were linked into
statements (first row)
by Concept that were
linked into statements
(first column)

If count was chosen,
cells contain cumulated
frequency of concept
If binary was chosen,
cells denote existence



(1) or absence (0) of
concept

Term(s) by text(s):
Matrix of Concept
(union of concepts
listed in first row) by
texts (all text names
listed in first column)

Concepts Matrix of concept If count was chosen,

analyzed analyzed.csv cells contain cumulated
frequency of concept
If binary was chosen,
cells denote existence
(1) or absence (0) of
concept

Matrix of Concept
(union of concepts
listed in first row) by
texts (all text names
listed in first column)
If count was chosen,
cells contain cumulated
frequency of concept
If binary was chosen,
cells denote existence
(1) or absence (0) of
concept

Matrix of Statements
(union of statements
listed in first row) by
texts (all text names
listed in first column)

Matrix of If count was chosen,

statements.csv  cells contain cumulated
frequency of statement
If binary was chosen,
cells denote existence
(1) or absence (0) of
statement

Concepts in  Matrix of concept
statements in
and isolates statements.csv

Statements

Save your upcoming analysis in DyNetML format:

Before running your Multiple Map Analysis, you must specify that your
results will be in DyNetML format so that the results can eventually be
read into ORA.

On the 10.Output Options index card in Panel P2, scroll down to the
option titled “Additional Output Formats” and check the per Map box next
to “DyNetML for Map Analysis.”
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Open the Output Storage Manager. (See section V.)

You will see “Text Analysis Output Directory&rdqot; listed under the
“Analysis Output Storage&rdqot; category. Click the Save in folder...
button on the far right in that row. In the folder chooser window that pops
up, navigate to the folder you want.

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\
TextOutputFiles

Click Open.

Save these settings and close the Output Storage Manager. (See section
V)

Run the Multiple Map Analysis:
In the Menu Bar, choose Run Analysis > Multiple Map Analysis.

The results will be displayed on the Semantic Network of Current Text
index card in Panel P3 and on the 2.Statistics index card in Panel P4.

Below is a screen capture showing the results of Multiple Map Analysis in
Panels P3 and P4:
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If you have analyzed multiple texts, you can browse through the results
and see the related texts. Results of multiple analyses are automatically
saved in a folder titled “output” under the directory where Automap is

installed.

The output folders are overwritten with every new analysis you run. If you
want to save the results of a current analysis folder, simply rename that

folder.

IX. Open ORA
On Empire:

= Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
= Double-click the Run ORA icon. The ORA interface pops up.

From anywhere else: (requires a web connection)

http://www.casos.cs.cmu.edu/projects/ora/software.html
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X. Load your files into ORA
Click the Load button on the far right. A file chooser window will pop up.

Choose Select Files. Navigate to your NyNetML files (generated in
section VIII).

Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\
TextOutputFiles

Select the files you want by holding down the <ctrl> key while clicking on
each one. Click Open, then Finish.

Example:

15. Select Textl-in-user's guide.txt
16.Press the Control key
17.Select Text2-in-user's guide.txt

Note: If some file is already loaded into ORA, choose the
Append As Additional Meta-Matrix option.

Xl. Visualize your meta-matrices

The left-hand portion of the ORA screen is the ORA navigator. In this
navigator, select the matrix you want to visualize by clicking on it. Click
the Visualize this meta-matrix button near the center of the screen to
generate the visualization. Below are the visualized meta-matrices for

Textl-in-user's guide.txt and Text2-in-user's guide.txt:

Textl-in-user's guide.txt
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These meta-matrices also can be found in:
C:\Documents and
Settings\carley\Desktop\AutomapLesson1\MetaMatrices

Xll. Run a Semantic Network Report

In ORA's Menu Bar, choose Analysis > Generate Reports. A window will
pop up. You will see “Select Report™ at the top of the window. Click the
v-shaped icon to the right, and select Semantic Network from the resulting
drop-down menu.

Below is a screen capture showing where to find the Semantic Network
Report in the Generate Reports pop-up window:

«: Generate Reports
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(Sphere of Influence
CJcsv IStandard Nebweork Analysis

] OrybantiL [version Test

Enter a filename (any extension vill be ignored) For the results file:
C:\Documents and Sebtings\carley|DeskioplSemantic Network Feport

Check the two boxes for Textl-in-user's guide.txt and Text2-in-user's
guide.txt inside the field titled “Select one or more meta matrices”.

To specify a filename for the results, click the Browse button near the
bottom right corner of the Generate Reports pop-up window. Navigate to
the desired location and type in a filename or you can use the default
name.
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Example: C:\Documents and
Settings\carley\Desktop\AutomapLesson1\
SemanticNetworkReport.html

Click the Next button, then the Finish button at the bottom of the Generate
Reports pop-up window.

ORA will run. An HTML file will pop up displaying the results.

Return to the ORA window. When a small box titled “Complete” has
popped up, click the OK button.

Below is the Semantic Network Report generated for Textl-in-user's
guide.txt and Text2-in-user's guide.txt:

SEMANTIC-NETWORK REPORT

Input data: Textl-in-user's guide.txt, Text2-in-user's guide.txt
Start time: Tue Mar 06 10:59:33 2007

This is a comparison of two semantic networks. Each node in the network
is considered a Concept, and each edge a Statement connecting two
concepts. Statement weights are interpreted as the number of times the
statement occurred in the underlying input text.

Network Concepts Statements Density
Textl-in-user's guide.txt 74 200 0.0370233
Text2-in-user's guide.txt 69 184 0.0392157
Union 98 310 0.032611
Intersection 45 8 0.0040404

Symmetric difference

The symmetric distance of network A to network B is a new network that
contains the entities in A that are not in B.

Statements

Network Con:ept
Textl-in-user's guide.txt to Text2-in-user's guide.txt 29 192
Text2-in-user's guide.txt to Textl-in-user's guide.txt 24 176
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Saved output networks

The summary statistics across all maps saved to: C:\Documents and
Settings\ jmcgille_summary_statistics.csv

Produced by ORA developed at CASOS - Carnegie Mellon University

Lesson 2

Processing data: using the delete list
I. Open AutoMap

On Empire:

e Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
e Double-click the Run Automap icon. The Automap Graphical User Interface
(GUI) pops up.

From anywhere else: (requires a web connection)
http://www.casos.cs.cmu.edu/projects/automap/software.html

Il. Overview of the AutoMap Graphical User Interface (GUI)

Below is a screen capture of the AutoMap GUI:
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The AutoMap GUI is divided into four primary quadrants, or panels: P1 (top left), P2
(bottom left), P3 (top right), and P4 (bottom right).

A drop-down menu bar at the top of the window provides access to analysis tools and
utilities. The Browse Menu allows you to quickly navigate between texts you have loaded
into Automap.

The P2 panel can be edited, but the other remaining panels (P1, P3, P4) cannot.
Information displayed on each panel is always related to the information displayed in the
other three panels. The Browse Menu relates to all four panels at the same time.

lll. Load multiple text documents into AutoMap

In order to analyze multiple texts simultaneously, you will need to store the documents
together in one folder.

Example: C:\Documents and
Settings\carley\Desktop\TextinputFiles02-01-07.

¢ In the AutoMap menu bar, select File > Open Multiple Files. A folder chooser
window will pop up.

e Navigate to the folder containing the documents you wish to analyze, and
single-click on it.
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Example: C:\Documents and
Settings\carley\Desktop\TextinputFiles02-01-07

e C(Click the Open button in the bottom right corner.

The first text will be displayed in panel P1 under the tab titled 1.Original Texts. You can
use the Browse Menu to flip through the documents.

Below is a screen capture of the first text display:
£ - : £ o]}
Wﬂs Help
gw ) 12 5] (1 J o

T""_ o ——— e =
5 Texts after METE I T TE = after Sub-Mairix Selection 1 Map ot
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Menu allows 1. Orignal Texts 2. Texts after Stemming _
you to ql.IIEHjF Mr. Cray's brown dog stopped eating the lotus blossom ac 12 w
nauigate from |[lpa the next day. Mrs. Brown was now happy with the dog.
one text Sample She said "You good dog!"™ The dog no longer ate the flowers
to the next. and weeds. Mr. Cray was pleased too.

Mrs. Brown watered the roses and fertilized the garden on
June 13, 1880.

Prof. Darren, Mrs, Brown & Mr. Cray met over dinner and L-}

: !
1. Concept List | 2. Union Concept List| 3. Pre-Processing Settings | 4. Analysis Seftings 13, Netwo
Concept Frequency In Delete List Transiation in Thes... | i
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IV. Carry out a simple content analysis
A simple content analysis determines the frequencies of all words in a text document.
Examine the Concept List:

The Concept List considers concepts in each text file individually. It is created
automatically when a text or set of texts is loaded into Automap, and is displayed in panel
P2 under the tab titled 1.Concept List.
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The Concept List tells you several important facts about each text in your set:

e The number of concepts found in the text displayed in panel P1 under the tab
titled 1.0riginal Text
Related frequencies of those concepts
Cumulated unique concepts and total concepts contained in the data set

Note: The nhumber of unique concepts considers each concept only
once. The number of total concepts considers repetitions of
concepts.

By default, the Concept List is sorted by decreasing frequency of concepts. To sort the
list alphabetically, click on the first-column header Concept. To resort the list by
frequency, click on the second-column header Frequency.

Below is a screen capture showing part of the Concept List, sorted by frequency, for the
first document in our loaded folder of texts (Textl-in-user's guide.txt):
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Click this column heading to sort
concepts by frequency.
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Create and refresh the Union Concept List:

The Union Concept List considers concepts across all texts in a set (unlike the Concept
List, which considers each text in the set individually). It is located in panel P2 under the
tab titled 2.Union Concept List.

The Union Concept List tells you several important facts about your text set:

e Concepts contained in all loaded text sets
e Related, cumulative frequencies of concepts in all text sets
e Cumulative unique and total concepts

Before viewing your Union Concept List, you must refresh it. From the Menu Bar,
choose File > Refresh Union Concept List.

The Union Concept List can be refreshed after each step of pre-processing to visualize
the impact of pre-processing operations on the union of concepts.

Below is a screen capture showing where to find the Refresh Union Concept List
command:
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el Save Textis) after Delete List appled

After refreshing your Union Concept List, you can view it under the 2.Union Concept
List tab in panel P2. Below is a screen capture showing where this tab is located in the
GUL
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By default, the list is sorted by decreasing frequency of concepts. To sort the list
alphabetically, click on the first-column header Concept. To re-sort the list by Frequency,
click on the second-header column Frequency.

Note: The number of unique concepts considers each concept only
once. The number of total concepts also considers repetitions of
concepts.

V. The basics of pre-processing in AutoMap

Now you are ready to pre-process the data, or reduce it so that it includes only terms
which are relevant to you.

Here are some points to consider:

e Semantic Network Analysis can be run without any prior data pre-processing
e Meta-Matrix Text Analysis and Sub-Matrix Text Analysis require pre-
processing

VI. The basics of delete lists

Deletion removes non-content bearing conjunctions and articles from texts (Carley,
1993). Non-content bearing concepts to be deleted from the texts are denoted in a Delete
List. When applying a Delete List, AutoMap searches the text(s) for concepts specified in
the Delete List and delete matches from the text(s).
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For example:

e Original input text: The New York City Police Department said a number of
people were trapped in elevators for awhile

e Entries in the Delete List: the, a, of, were, in, for, awhile

e Text after deletion: New York City Police Department said number people
trapped elevators

The Delete List is NOT case sensitive.

You can use the predefined Delete Lists that AutoMap offers, or create your own Delete
List.

All Delete Lists can be edited.

VIl. Open a Delete List

Select the File menu, then Open Delete List. Choose one of the following options:

e Open from file: A file chooser appears. Select a delete list and click Open

e Open small predefined Delete List: This opens AutoMap's predefined small
delete list

e Open extensive predefined Delete List: This opens AutoMap's extensive small
delete list

Below is a screen capture showing where to access the Delete List utility:
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The Delete List is located in panel P2 in the AutoMap GUI, under the tab titled 3.Pre-
Processing Settings. It appears as a sub-tab titled 3.Delete List.

Below is a screen capture of this location:
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The Delete List can be edited by clicking inside the panel where the delete terms are
listed in the 3.Delete List index card.

The types of Delete Lists available in AutoMap are:

e Small predefined Delete List
This is compiled of words that occur most frequently in English: a, an, and,
some, many, this, that, these, those, the, all, one, every.

e Extensive predefined Delete List
This is based on words occurring most frequently in English: a, an, and, as,
at, but, for, he, her, hers, him, his, i, it, its, me, mine, my, nor, of, or, our,
she, so, that, the, their, theirs, them, they, to, us, we, who, whoever, whom,
whomever, will, would, you, your, yours, yourself. As the name indicates, the
Extensive Delete list contains more words than the Small Predefined Delete
List.

Vill. Delete concepts and examine the effects on the text and
concept list

Note: If you wish to apply a Delete List and a Thesaurus, we
recommend applying the Delete List first, followed by the Thesaurus.

When applying a delete list, AutoMap:

e Searches the text or texts for concepts specified in the Delete List
e Deletes matching concepts from the texts
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e Displays the resulting texts in P1 under the 4.Texts After Deletion tab
Follow these steps to apply a delete list:

1. Choose an adjacency option on the 3.Delete List index card. The types of
adjacency are the following:
o Direct Adjacency
If this option is chosen, concepts in the text that match concepts
specified in the delete list are removed from the texts. As a result,
concepts on either side of the deleted concept move together and are
treated as directly adjacent to each other for further analysis and
visualization.
o Rhetorical Adjacency
If this option is chosen, concepts in the text that match concepts
specified in the delete list are removed from the text, but placeholders
(“xxx™) are inserted to hold their places. The placeholders retain the
original distances of the maintained concepts. This is helpful for visual
analysis.

If you do not change the adjacency option, AutoMap uses direct adjacency as the
default.

2. Click the Apply Delete List button on the 3.Delete List index card. This deletes
the concepts that correspond to concepts specified in the Delete List from all
loaded texts.

3. View your newly pre-processed texts in panel P1 under the 4.Texts After
Deletion tab.

To apply multiple delete lists, load the first one in and apply it, then load in the next and
apply it, and so on.

IX. Un-apply a Delete List
To un-apply a Delete List that was just applied to the data, go to the 3.Delete List index

card and click the Un-Apply Delete List button. In panel P2, the 4.Texts After Deletion
index card will be cleared.

X. Save an applied Delete List

To specify a location for your Union Concept List file, choose File in the Menu Bar, then
Output Storage Manager.

Below is a screen capture showing where to find this in the GUIL:
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A window will pop up listing all pre-processing output storage. This is the Output
Storage Manager.

The Applied Delete List appears in the list on the left-hand side of the Output Storage
Manager. Click the Save file as... button to the right of the default file pathway. In the
file chooser window that pops up, browse to the pathway you want and type in a
filename.

Example: C:\Documents and Settings\carley\Desktop\Lesson
2\SampleDeleteList

Click the Save Settings button at the bottom right corner of the Output Storage Manager.
Close the Output Storage Manager window by clicking on the red X at the top right

corner.

In the Automap Menu Bar, choose File > Save Delete List. This saves the Delete List in
the location you specified in the Output Storage Manager.

Xl. Save text(s) after application of Delete List

To determine where your saved texts will end up, choose File > Output Storage Manager
(as you did in the previous step).

A window will pop up listing all pre-processing output storage. This is the Output
Storage Manager.

Find the Texts After Deletion item in the list on the left-hand side of the Output Storage

Manager. Click the Save file as... button to the right of the default file pathway. In the
file chooser window that pops up, browse to the pathway you want.
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Example: C:\Documents and Settings\carley\Desktop\Lesson
2\TextsAfterDeletion

Click the Save Settings button at the bottom right corner of the Output Storage Manager.
Close the Output Storage Manager window by clicking on the red X at the top right
corner.

In the Automap Menu Bar, choose File > Save Text(s) after Delete List Applied. This
saves your modified texts in the location you chose in the Output Storage Manager.

Xll. Modify a Delete List

By clicking inside the text field in the 3.Delete List index card, you can:

e Add concepts: Press the <Enter> key after typing in a concept so that there
is only one concept per line

e Modify concepts: Go to the desired line and retype the concept

e Drop concepts: Highlight the concept and press the <Delete> key

Xlll. Create a delete list from scratch in AutoMap
There are two ways to create a new delete list:
Within AutoMap

Go to the 3.Delete List index card and click inside the text field.
Concepts must be arranged with one per line. To do this, simply press
<Enter> after entering each concept.

¢ Avoid empty lines.

e When you are finished adding concepts, click the Apply Delete List button.

Outside of AutoMap

Use any text editor to create a Delete List. Keep the following in mind:
The general structure of a Delete List requires one concept per line.
Avoid empty lines.

The Delete List is not case-sensitive.

Save the Delete List by going to File > Save As, and typing in a filename.

Example: C:\Documents and Settings\carley\Desktop\Lesson 2\
SampleDeleteList.txt

e Open your new Delete List in AutoMap: Go to the File > Open Form File,
browse to your file, and click Open.
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To delete concepts using this new delete list and examine the effects on
the text and concept list, follow Step VIII.

To save a delete list you have created from scratch, follow Step X.

Example: C:\Documents and Settings\carley\Desktop\Lesson
2\AppliedDeleteList

XIV. Open a chosen delete list with Microsoft Excel

To open your delete list outside of AutoMap, navigate to the location in which the delete
list was saved, and double-click on it. A window reading <Open With> pops up. Select
Microsoft Excel and click OK. Provided Microsoft Excel is installed on your computer,
the file will open.

Alternatively, you can copy and paste your delete list from the AutoMap GUI directly
into Microsoft Excel. Press <Control> and <A> simultaneously while in the 3.Delete List
panel (this selects all concepts in your delete list), then press <Control> and <C>
simultaneously (this copies the delete list). Go to Microsoft Excel and press <Control>
and <V> simultaneously (this pastes the delete list into Excel).

XV. Modify a delete list in Microsoft Excel
The same rules that applied for delete lists in AutoMap also apply for lists in Excel:

Use any text editor to create a Delete List. Keep the following in mind:
The general structure of a Delete List requires one concept per line.
Avoid empty lines.

The Delete List is NOT case-sensitive.

Save the Delete List by going to File > Save As, and typing in a filename.
Open your new Delete List in AutoMap: Go to the File > Open Form File,
browse to your file, and click Open.

To un-apply a Delete List you have created from scratch and/or modified, follow Step IX.
To load in a modified delete list, follow Step VII.

To delete concepts using a modified delete list and examine the effects on the text and
concept list, follow Step VIII.
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Lesson 3

Processing data: using a Generalization Thesaurus
. Open AutoMap

On Empire:

¢ Navigate to C:\Documents and Settings\Carley\Desktop\Tools.
e Double-click on the Run Automap icon. The Automap Graphical User Interface

(GUI) pops up.
From anywhere else: (requires a web connection)

http://www.casos.cs.cmu.edu/projects/automap/software.html

Il. Overview of the AutoMap Graphical User Interface (GUI)

Below is a screen capture of the AutoMap GUI:
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The AutoMap GUI is divided into four primary quadrants, or panels: P1 (top left), P2
(bottom left), P3 (top right), and P4 (bottom right) as seen in the screen shot above.
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A drop-down menu bar at the top of the window provides access to analysis tools and
utilities. The Browse Menu allows you to quickly navigate between documents you have
loaded into Automap.

The P2 panel can be edited, but the other panels (P1, P3, P4) cannot. Information

displayed on each panel is always related to the information displayed in the other three
panels. The Browse Menu relates to all four panels at the same time.

lll. Load multiple text documents into AutoMap

In order to analyze multiple documents simultaneously, you will need to store the
documents together in one folder.

Example: C:\Documents and Settings\carley\Desktop\TextInputFiles02-01-07.

¢ In the AutoMap menu bar, select File, then Open Multiple Files. A folder
chooser window will pop up.

e Navigate to the folder containing the documents you wish to analyze, and
single-click on it.

Example: C:\Documents and Settings\carley\Desktop\TextInputFiles02-01-07
e C(Click the Open button in the bottom right corner.

The first text will be displayed in panel P1 under the tab titled 1.Original Texts. You can
use the Browse Menu to browse through the texts.

Below is a screen capture of the first text display:

IV. Carry out a simple content analysis

A simple content analysis determines the frequencies of all words in a text document.

Examine the Concept List:

The Concept List considers concepts in each text file individually. It is created
automatically when a document or set of documents is loaded into Automap, and is
displayed in panel P2 under the tab titled 1.Concept List.

The Concept List tells you several important facts about each text in your set:

e The number of concepts found in the text displayed in panel P1 under the tab
titled 1.0Original Text

e Related frequencies of those concepts

e Cumulated unique concepts and total concepts contained in the data set
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Note: The humber of unique concepts considers each concept only
once. The number of total concepts considers repetitions of
concepts.

By default, the Concept List is sorted by decreasing frequency of concepts. To sort the
list alphabetically, click on the first-column header Concept. To return the list to
frequency, click on the second-column header Frequency.

Below is a screen capture showing part of the Concept List, sorted by frequency, for the
first document in our loaded folder of texts (Textl-in-user's guide.txt):

Create and refresh the Union Concept List:

The Union Concept List considers concepts across all texts in a set (unlike the Concept
List, which considers each text in the set individually). It is located in panel P2 under the
tab titled 2.Union Concept List.

The Union Concept List tells you several important facts about your text set:

e Concepts contained in all loaded text sets
e Related, cumulative frequencies of concepts in all text sets
e Cumulative unique and total concepts.

Before viewing your Union Concept List, you must refresh it. To refresh, go in the Menu
Bar, choose File, then Refresh Union Concept List.

The Union Concept List can be refreshed after each step of pre-processing to visualize
the impact of pre-processing operations on the union of concepts.

Below is a screen capture showing where to find the Refresh Union Concept List
command:

After refreshing your Union Concept List, you can view it under the 2.Union Concept
List tab in panel P2. Below is a screen capture showing where this tab is located in the
GUL:

By default, the list is sorted by decreasing frequency of concepts. To sort the list
alphabetically, click on the first-column header Concept. To return the list by Frequency,
click on the second-header column Frequency.
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Note: The humber of unique concepts considers each concept only
once. The number of total concepts also considers repetitions of
concepts.

V. The basics of pre-processing

AutoMap follows a hierarchy of pre-processing techniques. If you apply a pre-processing
technique of a lower order prior to a technique of higher order, the pre-processing will be
maintained through all following procedures of higher order. If needed, you can un-apply
each technique after applying it.

If you wish to apply multiple pre-processing techniques, carry out the process in the
following order:

1. Named-Entity Recognition
This utility does not impact the data. It can be used before any type of
analysis is run. It can be used before or after Stemming.

2. Collocation/Bigram Identification
This utility does not impact the data. It can be used before any type of
analysis is run.

3. Stemming
This can be used before any type of analysis is run. It can be used before or
after Named-Entity Recognition.

4. Deletion
This can be used before any type of analysis is run.
5. Thesauri

o Generalization Thesaurus: This can be applied before Semantic
Network Analysis is run. It can be applied before Meta-Matrix
Thesaurus is applied.

o Meta-Matrix Thesaurus: This has to be applied if a Meta-Matrix
Analysis will be run.

o Sub-Matrix Selection: This can only be performed if the Meta-Matrix
Thesaurus was applied. It must be applied if a Sub-Matrix Analysis will
be run.

This hierarchy is reflected in the numbering of the index card tabs in panels P1 and P2, to
make the sequence of the pre-processing steps more intuitive.

Below is a screen capture showing the hierarchy of pre-processing techniques in panels
P1 (top) and P2 (bottom):

VI. Open a Generalization Thesaurus
From the Menu bar select File > Open Generalization Thesaurus.

The thesaurus will be displayed in panel P2 under the 3.Preprocessing Settings tab, as a
sub-tab titled 4.Generalization Thesaurus.
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VIl. Apply a thesaurus and examine its effect on the texts and
concept list

Note: If you wish to apply both a Delete List and a Generalization
Thesaurus, be sure to use first the Delete List and then the
Thesaurus.

When applying a thesaurus, you have the following options:

Thesaurus content only

If this option is chosen, AutoMap:

1.
2.
3

Searches the texts for concepts specified in the thesaurus.

Translates matches into key concepts.

Maintains only key concepts in the pre-processed texts. The remaining input
text is dropped and is not considered in further pre-processing or analysis.
The original distances of the key concepts are not maintained, but
punctuation marks (such as at the ends of sentences and paragraphs) are
maintained and considered in analysis.

Results in all key concepts in the text appearing directly adjacent to each
other.

If this option is not chosen, Automap:

1.
2.
3.

Searches the texts for concepts specified in the thesaurus.

Translates matches into key concepts.

Keeps the rest of the text as is. This means that all other concepts in the text
that did not match concepts specified in the thesaurus will not be affected in
any way. Original distances of both unaffected concepts and key concepts are
maintained (unless a concept consisting of more than one word was
translated into a key concept).

If you do not choose “thesaurus content only”, the setting will not be applied. If you do
choose “thesaurus content only”, you then have another option:

Direct or rhetorical adjacency

Direct adjacency means that original distances between concepts that represent the key
concepts are neither visualized nor considered for analysis.

Rhetorical adjacency means that the original distances between key concepts are retained
and incorporated into later analyses. The original distances are visually symbolized by
placeholders (&ldquot;xxx*).
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To choose the direct adjacency option, click the Direct button in the Adjacency field in
the 4.Generalization Thesaurus index card under 3.Pre-processing tab in panel P2. To
choose the rhetorical adjacency option, click the Rhetorical button in the same field.

If you do not change the adjacency option, AutoMap uses direct adjacency as the default.
Also, direct adjacency is automatically applied if the “thesaurus content only” option is
not checked.

To select the thesaurus content only option, check the box for Thesaurus content only the
4.Generalization Thesaurus index card in panel P2. You can then choose either direct or
rhetorical adjacency by clicking in the circles with those labels.

To apply your chosen settings, click the Apply button on the 4.Generalization Thesaurus
index card in panel P2.

To switch back to not using the “thesaurus content only” option, un-check the Thesaurus
content only box in the 4.Generalization Thesaurus index card in panel P2, then apply the
Generalization Thesaurus again.

Vill. Un-apply a Generalization Thesaurus

To un-apply a Generalization Thesaurus that was applied to the data, go to the
4.Generalization Thesaurus index card and click the Un-Apply button. This clears the
5.Texts After Generalization tab in panel P1.

IX. Modify the generalization thesaurus list

You can modify your generalization thesaurus by clicking inside the text field on the
4.Generalization Thesaurus index card in panel P2. Keep in mind the following points:

1. Every line contains Concept / Key Concept (in other words, Old Word / New
Word.)

A Concept can be one or more words.

A Key Concept is one word.

Be sure to separate the words by columns.

The Thesaurus is not case sensitive.

unhwn

To apply a modified thesaurus and examine its effects on the texts and concept list,
follow Step VIIL.

To un-apply a modified thesaurus, follow Step VIIIL

X. Create a generalization thesaurus list from scratch

You can create a Generalization Thesaurus from scratch in AutoMap.
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Find the 4.Generalization Thesaurus index card under the 3.Preprocessing Settings tab in
panel P2. You will see a text field, composed of two columns titled “concept” and
“generalization”, that resembles a Microsoft Excel spreadsheet. To edit items inside this
text field, simply double-click on them.

Automap can help with the building of a generalization thesaurus by loading the Union
Concept List from the highest level of pre-processing applied into the Generalization
Thesaurus field.

To load in the highest-level union concept list:

1. Follow Step 4 to create and refresh the Union Concept List
2. Click the Load Union Concept List button on the 4.Generalization Thesaurus
index card.

Once loaded into AutoMap, the Concept List can be refined by applying Named-Entity
Recognition and Deletion prior to application of the Generalization Thesaurus. (See

Lessons 1 and 2).

To apply the thesaurus you have made from scratch and examine its effect on the texts
and concept list, follow Step VII.

Xl. Save the Generalization Thesaurus

To specify a location for your Generalization Thesaurus file, select File in the Menu Bar,
then Output Storage Manager.

Below is a screen capture showing where to find this in the GUIL:

A window will pop up listing all pre-processing output storage. This is the Output
Storage Manager.

Find the Applied Generalization Thesaurus item in the list on the left-hand side of the
Output Storage Manager. Click the Save file as... button to the right of the default file
pathway. In the file chooser window that pops up, browse to the pathway you want and
type in a filename.

Example: C:\Documents and Settings\carley\Desktop\Lesson
3\AppliedGeneralizationThesaurus

Click the Save Settings button at the bottom right corner of the Output Storage Manager.
Close the Output Storage Manager window by clicking on the red X at the top right

corner.

In the Automap Menu Bar, choose File, then Save applied Generalization Thesaurus.
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Xll. Open the Generalization Thesaurus in Microsoft Excel

Outside of Automap, navigate to the Generalization Thesaurus you have saved and
double-click on it. A window titled “Open With” will pop up. Double-click on Microsoft
Excel. The file will open in Excel (provided you have Excel installed on your computer).

Alternatively, you can copy and paste your Generalization Thesaurus into Excel directly
from Automap. Single-click inside the text field on the 4.Generalization Thesaurus index
card in panel P2. Press <Control> and <A&t; simultaneously to select all the text,
followed by and simultaneously to copy the selected text. Then go into a blank Excel
spreadsheet and press and simultaneously to paste the generalization thesaurus into the
spreadsheet.

Xll. Modify the Generalization Thesaurus in Microsoft Excel

You can modify your generalization thesaurus in Microsoft Excel just as for a standard
spreadsheet. Keep in mind the following points:

1. Every line contains Concept / Key Concept (in other words, Old Word / New
Word.)

A Concept can be one or more words.

A Key Concept is one word.

Be sure to separate the words by columns.

The Thesaurus is not case sensitive.

nhwn

To load in a thesaurus you have modified in Microsoft Excel, follow Step VI.

To apply this modified thesaurus and examine its effects on the texts and concept list,
follow Step VIL

To un-apply this modified thesaurus, follow Step VIII.

Lesson 4
AutoMap Usage "Snapshots"”
1. Snapshot: Split Input Text Files
Purpose
Split large text files into smaller ones of minimum equal size.
When to apply it: In order to speed up AutoMap coding.

Input from user: Number of words (NW) that each text file should contain after splitting.
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How it works

Each text will be split at the next sentence mark after the number of words that the user
had specified. Thus, each resulting split text will contain at least NW words.

Output

N texts that contain at least NW in directory specified by the user. The resulting texts
maintain the original filename plus a counter, starting from 0 and going up to N, where N
indicates the largest number of texts that an original text had been split up into.

How To

Click the Tools menu and select Open Text File Splitter. Follow the directions specified
in the user interface.

2. Snapshot: Using Compare Maps
Purpose

e Compare individual mental maps and structures of social and organizational
systems extracted from texts with AutoMap by using set theory.

e Consolidate individual mental maps and structures of social and organizational
systems extracted from texts with AutoMap to a degree specified by the user.

How To

Click the Tools menu and select Open CompareMap. For further instructions consult the
CompareMap User's Guide.

3. Snapshot: Merge DyNetML Files

Purpose

Merge multiple DyNetML files into 1 DyNetML file.

Example

This might be needed for example when DyNetML files that was generated per text
during Sub-Matrix Text Analysis need to be consolidated into 1 DyNetML file that
represent the entire text set.

Output

1 DyNetML file.
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How To

Click the Tools menu and select Open DyNetML File Merger. Follow the directions
specified in the user interface.

4. Snapshot: Convert Network Data Formats
Purpose

Convert a file in a specific network data format (CVS, DL, UCINET, DyNetML, VNA)
into another network data format.

How To

Click the Tools menu and select Open Matrix Editor. Follow the directions specified in
the user interface.

5. Snapshot: Edit Network Data
Purpose

Edit relational data.

How To

Click the Tools menu and select Open Network Data Format Converter. Follow the
directions specified in the user interface.

6. Snapshot: Visualize Semantic Networks
Purpose
Visualize mental models and social structure.
How To
e Within AutoMap: click the Tools menu and select Open Sociallnsight Visualizer
Example: Load in DyNetML files created in AutoMap.

e With External Tools: Convert DyNetML or DL files generated with AutoMap in
formats required by the external tool you want to use:

Example: Convert DL into VNA files can be visualized in NetDraw. In NetDraw
open VNA file: File > Open > VNA text file > complete.
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