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Abstract

We exploretheperformanceof anM/GI/1 queueundervariousschedulingpoliciesfrom theperspectiveof a new

metric: theslowdownexperiencedby largestjobs. We considerschedulingpoliciesthatbiasagainstlarge jobs,

towardslargejobs,andthosethatarefair, e.g.,Processor-Sharing.We prove thatasjob sizeincreasesto infinity,

all work conservingpoliciesconvergealmostsurelywith respectto thismetricto nomorethan
���������	��


, where
�

denotesload.Wealsofind thattheexpectedslowdown underany work conservingpolicy canbemadearbitrarily

closeto thatunderProcessor-Sharing,for all job sizesthataresufficiently large.
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1 Intr oduction

It is well-known that choosingthe right schedulingalgorithmcan have a big impacton performance,both in

theoryandin practice.For example,changingtheschedulingalgorithmin a CPUfrom Processor-Sharing(PS)

to aschedulingpolicy thatbiasestowardssmalljobs,suchasShortest-Remaining-Processing-Time-First(SRPT),

or a schedulingpolicy thatbiasestowardsyoungjobs,suchasLeast-Attained-Service(LAS), canimprove mean

responsetime(a.k.a.sojourntime)dramatically.

However, lesswell understoodis theperformanceimpactof differentschedulingpolicieson large jobs. For

example,how doesa policy thatbiasestowardssmall jobs,suchasSRPT, compareagainsta policy thatbiases

towardslarge jobs,suchasLongest-Remaining-Processing-Time-First(LRPT), whenthe performancemetric is

theresponsetimeof thelargejobs?

In thispaperwelimit ourdiscussionto anM/GI/1 queue.For theM/GI/1/PSqueuewith load
�
, all jobs(large

or small)aresloweddown by thesamefactor, ���
�� , in expectation.Becausetheslowdown(responsetimedivided

by job size)is thesamefor all job sizes,thePS policy is oftenreferredto asthefair policy.

We will show thatall work conservingschedulingpolicieshave thesameperformanceasPS with respectto

largejobs.In particular, weshow thattheslowdownasjob sizetendsto infinity underany work conservingpolicy

is at most ���
�� ; evenfor policiesthatclearlybiasagainstlargejobs.We alsoconsidertheexpectedslowdown for

jobsthatarenot theverylargest.Weshow thatall “sufficiently-large” jobshaveslowdownarbitrarilycloseto that

of PS, wherethedefinitionof “sufficiently-large”dependson
�

andincludesmostjobsprovided
�

is nottoohigh.

2 Previouswork

Eversincethediscovery thatSRPT hasthelowestmeanresponsetimeof any schedulingpolicy (for any sequence

of arrival timesand job sizes)[18, 22, 19], the evaluationof variousschedulingpolicieshasintriguedsystem

designersandqueueingtheorists.Thereexist over a hundredsurvey papersto dateon theanalysisof scheduling

policies,aswell asmany wonderfulbookssuchas[6, 11, 15, 5].

TheSRPT policy in particularhasreceivedmuchattention.SchrageandMiller firstderivedtheexpressionsfor

theresponsetimesin anM/G/1/SRPT queue[19]. Thiswasfurthergeneralizedby Pechinkinet al. to disciplines

wheretheremainingtimesaredividedinto intervals[13]. Thesteady-stateappearanceof theM/G/1/SRPT queue

wasobtainedby Schassberger [17]. Rajaramanet al. showedfurther that themeanslowdown underSRPT is at

mosttwice theoptimalmeanslowdown for any sequenceof job arrivals[8].

Thoughanalyticalformulasfor theM/G/1 queuewith variousschedulingpolicieshave beenknown for a long

time, they aredifficult to evaluatenumerically, dueto their complex form (many nestedintegrals).Hence,there

waslittle work on therelativecomparisonof differentschedulingpolicies.

More recently, papershave appearedin theliteraturethattry to comparetheperformanceof schedulingpoli-

cies.Thefollowing papershave comparedthemeanresponsetimesof variousschedulingpoliciesunderspecific

job sizedistributionsandspecificloads,by plotting the known formulas: [14, 20, 19, 10, 16]. A 7-yearlong
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studyatUniversityof AachenunderSchreiber[14, 20] involvedextensiveevaluationof SRPT for variousjob size

distributionsandloads. Thesurvey paperby Schreiber[20] summarizesthe results.They show thatSRPT has

significantmeanresponsetime improvementscomparedto otherpolicieslike FCFS, LFCS andPS.

The above mentionedresultsareall plots for specificjob sizedistributionsandloads. Henceit is not clear

whethertheconclusionsbasedon theseplotshold for moregeneraljob sizedistributionsandloads.Furthermore

theabovestudiesexaminedmeanresponsetimeanddid not raisetheproblemof possibleunfairnessto longjobs.

It hasoftenbeencitedthat thesuperiorperformanceof schedulingpoliciesthatbiastowardssmall jobsmay

comeat thecostof starvinglargejobs[3, 23, 24, 21]. Usually, examplesof adversarialarrival sequenceswherea

particularjob starvesaregivento justify this. However, suchworstcaseexamplesdo not reflectthebehavior of

thesepoliciesin theaveragecase.Theterm“starvation” is alsousedby peopleto indicateunfairness. It is often

thoughtthatpoliciesthatfavor smalljobsshouldresultin worseexpectedperformancefor long jobsthanpolicies

thatare”fair,” like PS. Theargumentgivenis thatif a schedulingpolicy managesto reducetheresponsetimeof

smalljobs,thentheresponsetimesfor thelargejobswouldhave to increaseconsiderably. This argumentis valid

for schedulingpoliciesthatdonotmakeuseof size,seethefamousKleinrockConservationLaw [11, Page197].

Very recently, several papershave appearedthat try to evaluatethe problemof unfairnessanalytically, and

thusconsiderthebehavior of schedulingpoliciesasa functionof thejob size. Benderet al. considerthemetric

maxslowdownof a job asan indicationof unfairness[3]. They show, with anexample,thatSRPT canhave an

arbitrarily largemaxslowdown. However, maxslowdownis not anappropriatemetric to measureunfairness.A

largejob mayhave anexceptionallylongresponsetime in somecase,but it mightdowell mostof thetime.

BansalandHarchol-Balter[2] comparetheSRPT policy andthePS policy analyticallyfor anM/G/1 queue

ona per-job-sizebasis.They provethatif theload
�

is lessthan �� , thenevery job, includingthevery largestjobs,

have a lowerexpectedresponsetime underSRPT thanunderPS, for every job sizedistribution. They alsoprove

that for arbitraryload
�
, theexpectedresponsetime of a job of size � underSRPT is no morethan � timesthat

underPS, where � is a functionof ���
�� . This resultnicely complementsthe resultin this paper(Theorem5.3)

which statesthat for all
�
, for every job sizedistribution,all sufficiently large jobshave expectedresponsetime

(andslowdown) underSRPT which is arbitrary closeto thatunderPS.

Therehasalso beenwork in the areaof proposingnew SRPT-like policies [4, 12] that try to reducethe

problemof unfairness,while still favoringtheshortjobs.Theseusuallyprioritizebasedonboththetimeajob has

waitedsofar, andits remainingsize.Thesepoliciesareusuallyanalyticallyintractableandhave beenevaluated

by simulationonly. However simulationsshow thatthey arepromising.

To the bestof our knowledge,no prior work hascomparedschedulingpolicies with respectto just their

performanceon largejobs.
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3 The slowdown metric, the fair nessmetric, and someinitial notation

Wewill throughoutbeconsideringastableM/GI/1 queue.Theaveragearrival ratewill be � . A job’ssize(service

requirement)will bedenotedby therandomvariable� andwill bechoseni.i.d. from a continuousdistribution

with finite meanandfinite variance. The probabilitydensityfunction(pdf) of the job sizedistribution is � � � 
 ,
andthecumulative distribution function(cdf) is � � � 
����	� ����� 
 � �"!$# . We will denotethetail,

�%� � � � 
 ,
by � � � 
 . We assumethat � � � 
'& # � � & # ; servicetimescanbearbitrarily large. Throughoutwe distinguish

betweenthe“size of a job” andthe“remainingsizeof a job.” Theformerdenotestheservicerequirementupon

time of arrival (original sizechosenfrom � ). Thelatterdenotestheleftover (remaining)servicetime at thetime

in question.Theload(utilization),
�
, of theserver is�)(+*-,� �/.	0 �21 � � 3546 �/� � � 
87 �:9

We alwayswill assumethat
�	;��

; thequeueis stable.Theloadmadeupby thejobsof sizelessthanor equalto� ,
�<� � 
 , is �<� � 
 (+*-,� � 3>=6@? � � ? 
�7 ? 9
We will use A to denotethesteady-stateresponsetime (a.k.a.sojourntime) and A � � 
 to denotethesteady-

stateresponsetime for a job of size � ; a customerarriving in steady-statebringinga servicetime of length � has

a responsetime A � � 
 . By definition, A hasthesamedistribution as A � � 

, and

.B0 A�1 � 3546 .B0 A � � 
 1C� � � 
�7 �
where � is chosenindependentof A throughoutthis paper. Note that D�A � � 
FE �G!H#JI is a stochasticprocess.

Formally, at time ? � # we initially startthesystemin steady-state,andthenfor each� , we constructeachA � � 

usingthesameinitial stateandfutureserviceandinterarrival times(alongeachsamplepath).

Definition 3.1 For anygivenpolicy, theslowdown,K , is definedasresponsetimedividedby job size,namely,

K � A � � 
� 9
Theslowdownfor a job of size � , K � � 
 , is thusgivenby

K � � 
��LA � � 
� 9
Theexpectedslowdownfor a job of size � , .	0MK � � 
 1 , is givenby

.	0MK � � 
 1 � .	0 A � � 
 1� 9
Theoverall meanslowdownis givenby

.	0MKN1 � 3O46 .	0MK � � 
 1C� � � 
87 �:9
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Our primary metric of interest in this paperis slowdown. Meanslowdown is often usedasa measureof

systemperformanceasopposedto the more traditionalmeanresponsetime for two reasons[7, 1, 9]. First, it

is desirablethata job’s responsetime becorrelatedwith its size(processingrequirement).We’d like small jobs

to have small responsetimesandbig jobs to have big responsetimes. By bringingdown meanresponsetime,

Markov’s inequalitytellsusthatwe’re alsodroppingthefractionof jobswith reallyhighslowdowns.

A secondreasonwhy we careaboutmeanslowdown is thatit is morerepresentative of theperformanceof a

largefractionof jobs.Observethatmeanresponsetimetendsto berepresentativeof theperformanceof justa few

jobs– thebiggerones– sincethey countthemostin themeanbecausetheir responsetimestendto behighest.An

improvementin meanresponsetime couldjust indicatethattheperformanceof a few big jobshasimproved. By

contrast,meanslowdown canonly beimprovedsignificantlyif youaffect theslowdown of a largerfractionof all

jobs.Thusto improvemeanslowdown, youhave to touchthatlargesetof smalljobs.

It is well known thatfor anM/GI/1/PSqueue,.	0MK � � 
 1QP:R � ����S� 9 (1)

This saysthatfor any givenload
�T;L�

, underPS scheduling,all jobshave thesameexpectedslowdown; hence

PS is “fair” .

In this paperwe will considerpolicies that significantlyimprove uponPS with respectto meanslowdown

by giving priority to shortjobs, or to youngjobs. We will askwhetherthe large jobs suffer asa consequence.

Specifically, wewill beinterestedin theslowdown for largejobs.

Definition 3.2 For anygivenschedulingpolicy, theslowdownfor largejobsis defined(whenit exists)byUWVWX=ZY 4 K � � 

wherebytheconvergenceis almostsure (a.s.) convergence,by which wemeanwith probability

�
. Theexpected

slowdownfor largejobsis defined(whenit exists)by:UWVWX=[Y 4 .	0MK � � 
 1
4 Brief review of commonschedulingpolicies

In this sectionwe defineseveral commonschedulingpoliciesandsummarizeknown resultsfor thesepolicies

underanM/GI/1 queue,with respectto themeanresponsetime for a job of size � .

PS: Processor-Sharing

UnderthePS policy theprocessoris sharedfairly amongall jobscurrentlyin thesystem[25]:.	0 A � � 
 1QP:R � ����\�
.	0 A�1 � .	0 �]1�^�_�

4



SRPT: Shortest-Remaining-Processing-Time-First

UndertheSRPT policy, at every momentof time, the server is processingthat job with the shortestremaining

processingtime. TheSRPT policy is well-known to be optimal for minimizing meanresponsetime [19]. The

meanresponsetime for a job of size � , .	0 A � � 
 1 Ra`�P/b , canbedecomposedinto asum:

.	0 A � � 
 1 Ra`�P/b � .B0dc � � 
 1 Re`�P/bgf .	0Mh � � 
 1 Ra`�P/b
where .	0ic � � 
 1 Ra`�P/b is theexpectedwaiting time for the job (theexpectedtime for a job of size � from when

it first arrivesto whenit receivesservicefor thefirst time) and .	0Mh � � 
 1 Ra`�P/b is theexpectedresidencetime(the

time it takesfor a job of size � to completeserviceonceit beginsexecution)[19].

.	0ic � � 
 1CRa`�P/b � j �^k =6 ? � � � ? 
87 ? f j � � � � � � 
�8���>�<� � 
�
 � �
(2)

.	0Mh � � 
 1 Ra`�P/b � 3 =6 7 ?���>�<� ? 
 9 (3)

P-LCFS: Preemptive-Last-Come-First-Served

UnderP-LCFS, whenever anew arrival entersthesystem,it immediatelypreemptsthejob in service.Only when

thatarrival completesdoesthepreemptedjob getto resumeservice.Thispolicy is easyto understandsinceanew

arrival canbethoughtof asstartingits own busyperiod,wherethenew arrival can’t leave until this busyperiod

completes.Letting l denotethelengthof a busyperiod,and � denotea servicerequirementasusual,we have

[11]:

.	0 A � � 
 1QP 
/m<n�o R � .	0Mlp1 � ����>� (4)

.B0 A�1 � .	0 �21���>� (5)

LAS: Least-Attained-Service

UnderLAS, the job with the leastattainedservicegetsthe processorto itself. If several jobsall have the least

attainedservice,they time-sharetheprocessorvia PS. This is a very practicalpolicy, sincea job’s age(attained

service)is alwaysknown, althoughit’ s sizemay not be known. This policy improvesuponPS with respectto

meanresponsetimeandmeanslowdown whenthejob sizedistributionhasdecreasingfailurerate.

Both .	0 A � � 
 1 andthe Laplacetransformof A � � 
 underLAS areknown [11]. We needsomepreliminary

notation.

For �2!q# , let

� = � X]VWr DZ� � �SI�9
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Then

.B0 � = 1 � 3 =6ts � � s 
87 s f � � � � 

.	0 � �= 1 � 3 =6 s � � � s 
87 s f � � � � � 


Observe that � = is similar to theR.V. � , exceptthatall job sizeshave beencappedata maximumof � .

Giventheabove definitions,wehave:

.	0 A � � 
 1 m�u R � � �8���S� = 
 f j � .B0 � �= 1�8���S� = 
 � (6)

where � = � �/.	0 � = 189
LRPT: Longest-Remaining-Processing-Time

UndertheLRPT policy, at every momentof time, the server is processingthe job with the longestremaining

processingtime. If multiple jobs in the systemhave the sameremainingprocessingtime, they time-sharethe

processorvia PS. SincetheLRPT policy biasestowardsthe longestjobs,it is of little practicalvalue.

We couldn’t locateananalysisof this policy for theM/GI/1 queueanywhere,althoughanalyzingLRPT isn’t

difficult, andwedosolater in thepaper.

SJF: Shortest-Job-First

SJF is thenon-preemptivevariantof SRPT. UnderSJF, whentheserver is freeit choosesto run theshortestjob

[6]:

.	0 A � � 
 1 RJv o � � f � .	0 � � 1w .	0 �21_x ������_�/� � 
8
 �
Other policiesnot mentionedabove

Therearemany otherschedulingpoliciesthatwehaven’t mentioned.

All non-preemptivepoliciesthatdon’t makeuseof ajob’ssize,for example,FCFS (First-Come-First-Served),

LCFS (non-preemptiveLastComeFirst Served),or RANDOM (random)will have thesamemeanresponsetime,.	0 A�1 , andthusfor all suchpolicies,.	0 A � � 
 1 � .B0 A�1 � .	0 �21 f � �y�/.	0 � � 1wz�8���>��
 f �
where � is the servicetime. Sincethesehave the sameperformancewith respectto .	0 A � � 
 1 , we will discuss

themasa group.
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5 Convergenceof schedulingpoliciesin expectation

In this section,we evaluatethe expectedslowdownfor the largestjobs underdifferentschedulingpolicies. In

Section5.1weconsider5 particularschedulingpoliciesandshow thatthey have thesameexpectedslowdown as

PS for thelargestjob. In Section5.2andSection5.3wegeneralizetheseresultsto all work conservingscheduling

policies.Finally, in Section5.4weconsiderthebroaderproblemof expectedslowdown asa functionof job size,

for all job sizes.We find thatfor any work conservingpolicy, for sufficiently largejobs,theexpectedslowdown

canbeshown to bearbitrarily closeto thatof PS, whereourdefinitionof sufficiently largewill typically include

mostjobs.

5.1 Convergenceof 5 schedulingpoliciesin expectation

Thissectionwill prove thefollowing theorem:

Theorem 5.1 As �	{}| , expectedslowdownfor SRPT, P-LCFS,LAS,andLRPTis thesameasfor PS:U~VWX=ZY 4 .	0MK � � 
 1 Ra`�P/b � UWVWX=[Y 4 .	0MK � � 
 1 P 
<m<nNo R � UWVWX=[Y 4 .B0 K � � 
 1 mzu R � UWV~X=ZY 4 .	0MK � � 
 1 m `�P/b � ����_� 9
That is, the expectedslowdown for the largestjob is the sameunderpoliciesthat bias towardsshort jobs,

policiesthatbiastowardslong jobs,andpoliciesthattreatall jobsfairly.

Proof for SRPT

We startby looking at thewaiting timecomponentof SRPT:

.	0ic � � 
 1CRa`�P/b � j � k =6 ? � � � ? 
87 ? f j � � � � � � 
�8���>�<� � 
�
 �� � k =6 ? � � ? 
87 ?�����_�/� � 
8
 �UWV~X=ZY 4 .	0ic � � 
 1CRa`�P/b � � k 46 ? � � ? 
�7 ?�����_�J
 � ; |
wherefinitenessfollowssincetheservicetimedistribution � is assumedto have finite secondmoment.1

Thuswehave U~VWX=ZY 4 .	0ic � � 
 1 Ra`�P/b� � #
Next considertheresidencetimecomponentof SRPT:

1Recall �/���� �^�W���-����� ������ ������ �W�e�C���e����� �/�� � �~�e� ��������������)� �/�� � �~�e� � �� ��������Z�^� � ���
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UWVWX=[Y 4 .	0Mh � � 
 1 Re`�P/b� � UWVWX=[Y 4 �� 3 =6 7 ?���\�/� ? 
� UWVWX=[Y 4 ����\�/� � 
 (by L’Hopital)� ����>�
Combiningwaiting timeandresidencetime,wehave:

UWV~X=ZY 4 .	0MK � � 
 1 � U~VWX=ZY 4 .	0 A � � 
 1 Ra`�P/b� � ����_�
Proof for LAS

We startwith a lemmashowing thatfor all job sizes� andfor all load,theperformanceof LAS is worsethanor

equalto thatof SRPT:

Lemma 5.1 In anM/G/1,for all � andfor all
�
,

.	0 A � � 
 1CRa`�P/bO�q.	0 A � � 
 1 m�u R
Proof : Theproof is simplyalgebraic:

.	0 A � � 
 1 m�u R � � �8���>� = 
 f��� �/.	0 � = � 1���^�S� = 
 �� ����>� = f �� �	� k =6 s � � � s 
�7 s f � � � � � 
�������\� = 
 �! ����>�<� � 
 f �� � � k =6 s � � � s 
�7 s f � � � � � 
 ������_�/� � 
8
 �� ����>�<� � 
 f �� � k =6 s � � � s 
87 s f��� �/� � � � � 
�8���>�<� � 
�
 �! .	0 A � � 
 1�Ra`�P/b
Thelimiting slowdown of largejobs,however, is thesameunderLAS andSRPT asshown below:

� = � � 3 =6 s � � s 
�7 s f �<� � � � 
 � � 3 =6 � � s 
�7 s
UWVWX=[Y 4 � = � � 3¡46 � � s 
�7 s � �<.	0 �21 ���
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.B0 A � � 
 1 m�u R � ����>� = f j � � k =6 s � � � s 
�7 s f � � � � � 
 ��8���S� = 
 �� ����>� = f � k =6 � � s 
�7 s�����>� = 
 �U~VWX=ZY 4 .	0MK � � 
 1 m�u R � UWVWX=[Y 4 .B0 A � � 
 1 m�u R� � U~VWX=ZY 4 ����>� = x �� f U~VWX=ZY 4 � k =6 � � s 
 s 7 s�8�^�S� = 
 � x ��� ����>� f � k 46 � � s 
 s 7 s�8���_�J
 � UWV~X=[Y 4 ��
Again,by thefinitenessof thesecondmomentof � , wehave:

UWVWX=[Y 4 .	0MK � � 
 1 m�u R � ����S�
Proof for LRPT

Wewill usethefollowingnotationin thissectionandthroughouttherestof thepaper:l will denotethelengthof

a busyperiod. l � � 
 will denotethelengthof a busyperiodstartedby a job of size � (anexceptionalfirst service

busyperiod). l � � 
�¢ jZ£ will denotethelengthof abusyperiodstartedby a job of size � wherethearrival rateis ��¤ .
Webegin by noticingthata job of size � enterseitherabusyor anidle system.If thejob entersanidle system,A � � 
 � l � � 
 , sinceLRPThasthepropertythatall jobsfinishat theendof thebusyperiodthey arrive into under

LRPT.

If the job entersa busysystem,thenwe canagaintakeadvantageof theabove propertyto seethat A � � 
��l � � fS¥ ¢ ¦ §<¨ s 
 , where ¥ is theamountof work in thesystemseenby anarbitraryarrival and ¥ ¢ ¦+§<¨ s is thework

in thesystemseenby anarrival whichfindsthesystembusy. Now, sinceLRPT is work conserving,weknow that:.	0 ¥ 1 � .	0ic � � 
 1 o:nNo R � �/.	0 � � 1wz�8���>��
 � and

.	0 ¥ ¢ ¦ §<¨ s 1 � .	0ic � � 
 1 o:nNo R�
where� is theservicetimeand c � � 
 o:n�o R is thewaitingtime in a FCFSqueue.

It is well known that .	0Ml �Q©	
 1 �«ª­¬ ®°¯��
�� for any exceptionalfirst servicetime
©

. Thus,it holdsfor
©�� � and©�� � f � ¥ ¢ ¦ §/¨ s 
 . Usingthisweobtain:.B0 K � � 
 1 m `�P/b � �­.	0Ml � � f�¥ ¢ ¦ §/¨ s 
 1� f �����_��
a.	0Ml � � 
 1�� � � f �= j ª­¬ ± � ¯� �+²Q��
���³���>� f �����\�J
 ����>�

Thus, UWVWX=ZY 4 .	0MK � � 
 1 m `�P/b � ����\� (7)
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Proof for P-LCFS

For theP-LCFS policy it trivially followsfrom (4) that:UWVWX=ZY 4 .	0 A � � 
 1 P 
/m<n�o R� � ����S�
5.2 Convergenceof all work conservingschedulingpoliciesin expectation

This sectionextendstheanalysisof theprevioussection.Thegoal is to to boundconvergencein expectationof

slowdown underanywork conservingpolicy. Weprove thefollowing theorem:

Theorem 5.2 For anywork conservingschedulingpolicyUWVWX=[Y 4 .	0MK � � 
 1:� ����_� 9
If thepolicy is alsonon-preemptive,then .	0MK � � 
 1:{ �

as �]{}| .

Proof :

Theproofof the ��´
�� boundstemsfrom theobservationthatLRPT providesanupperboundon A � � 
 P for any

work conservingpolicy
�

. That is, underLRPT, every job finishesthemomentthebusyperiodthe job arrived

into ends,which is the lastpossiblecompletionmomentfor any work conservingpolicy. So, the resultfollows

from Equation7. For any work conservingpolicy
�

:UWVWX=[Y 4 .B0 K � � 
 1µPG� UWVWX=[Y 4 .B0 K � � 
 1 m `�P/b � ����>� 9
Thisprovesthefirst half of thetheorem.

Now welimit ourdiscussionto non-preemptivework conservingpolicies.For a job of size � arriving into the

system: A � � 
 � c � � 
 f �
where c � � 
 is thewaiting time for a job of size � . Let ¥ denotetheamountof work in thesystemwhenjob �
arrives.Observe that c � � 
 is lessthanthelengthof a busyperiodstartedby a job of sizeequalto ¥ . Thatis, for

all samplepaths,

c � � 
 � l � ¥ 

(8)

where l � s 
 denotesthelengthof a busyperiodstartedby a job of size s . So,

.	0ic � � 
 1�� .	0 ¥ 1���>�
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Thus,letting � betheservicetimedistribution,wehave.B0 K � � 
 1 � .	0 A � � 
 1� � .	0ic � � 
 1� f ��� .	0 ¥ 1���>� x �� f �
� j ª¶¬ ± � ¯� ²��´
���³���_� x �� f �
{ �

as �2{·|
5.3 Followup remarkson convergencein expectation

A few followupobservationsarein orderregardingTheorem5.2.

Remark 5.1 Theorem5.2doesnot extendto policiesthat are not work conserving. In fact, for every ¸B¹O0 �e� | 

there is a nonworkconservingpolicysuch that

UWVWX =[Y 4 .B0 K � � 
 1 � ¸ .

To seethis,considerthepolicy thatmakeseachjob wait
� ¸ �5��
 � time beforeit is allowedto enterthequeue

of a non-preemptive,work conservingsystem.

Remark 5.2 The ���
�� boundin Theorem5.2 is tight. In fact, For every ¸2¹q0 �e� ���
�� 1 there is a work conserving

policysuch that .	0MK � � 
 1�{·¸ � as �]{·| .

Proof : Considera linearcombinationof theFCFS andP-LCFS policies.Morespecifically, considerthefollow-

ing schedulingpolicy,
�

: with probability º anarriving job preemptsthejob beingserviced,andwith probability��� º anarriving job is placedat thebackof aFCFS queueto await service.

We canquickly analyzethis policy to find .B0 K � � 
 1 P . Consideran arrival that getsplacedat the front of

the queue. This arrival can only be botheredby other jobs that are allowed to preempt. Thus, for this jobA � � 
 � l � � 
�¢ jZ£ , where��¤ � ºZ� for º'¹\0M# ��� 1 . Thatis, A � � 
 is thelengthof abusyperiodstartedby a job of size� wherethearrival rateis ��¤ .
Now considerajob thatgetsplacedin thebackof thequeue.If thesystemis idle whenthejob arrives,weagain

seethat A � � 
^� l � � 
�¢ jZ£ . However, if thesystemis busyat the time of thearrival A � � 
^� l � � f@¥ ¢ ¦ §/¨ s 
8
�¢ jZ£ ,
where ¥ is theamountof work in systemseenby anarbitraryarrival, and ¥ ¢ ¦+§<¨ s is thework seenby anarrival

whichfindsthesystembusy. As in theanalysisof LRPT, weknow that.	0 ¥ ¢ ¦ §/¨ s 1 � .B0dc � � 
 o:n�o R 1� � �/.	0 � � 1wZ�<���^�S��
 9
Let

� ¤ � j £» . Then,puttingthesethreepiecestogether, weseethatas �	{·| :.	0MK � � 
 1QP � º .	0Ml � � 
 1 ¢ jZ£� f ����� º 
�¼��­.	0Ml � � 
 1 ¢ jZ£� f �����_�J
e.	0Ml � � f½¥ ¢ ¦ §/¨ s 
 1 ¢ jZ£� ¾� º ����_� ¤ f �8��� º 
À¿ÁÂ� ��^�_� ¤ f �8���>�J
 � f �= j ª¶¬ ± � ¯� �+²Q��
���³���S� ¤ ÃÄ { ����>� ¤
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Non work conserving:
     E[S(x)] −−> [1, infinity)

Work conserving
Preemptive:

     E[S(x)] −−> [1, 1/(1 − ρ)]

Work conserving
Non−preemptive:
    E[S(x)] −−> 1

Figure1: Taxonomyof schedulingpoliciesdefinedbythemetric
UWVWX =ZY 4 .	0MK � � 
 1 .

Noticethatsince
� ¤ is anarbitrarynumberin 0M# �8� 1 , wecanmake ���
�� £ any numberin 0 �e� ��´
�� 1 .

Theabove remarksshow that themetric
UWVWX =ZY 4 .	0MK � � 
 1 definesa taxonomyon all schedulingpolicies,as

shown in Figure1. Non work conservingpolicieshave a valuein 0 �e� | 

underthis metric. Preemptive work

conservingpolicieshave avaluein 0 �e� ���
�� 1 underthismetric.Non-preemptivework conservingpoliciesall have

avalueof
�

underthismetric.Eachclassis completein thatfor eachvaluein therange,thereexistsapolicy with

thatvalue.

5.4 Bounding all work conservingpoliciesfor sufficiently-large job sizes

Until now wehaveconcentratedonthelimiting behavior asthejob size �2{·| . Wenow show thatwecaneasily

prove anupperboundof
�8� f�Å 
 ���
�� for the expectedslowdown of all “sufficiently large” jobsunderall work

conservingschedulingpoliciesfor any Å & # .

Let ¥ be the amountof work in the systemwhena job arrives. Recall that this is the sameunderall work

conservingpoliciesandfor jobsof any size.In fact, .B0 ¥ 1 � .B0dc � � 
 1 o:n�o R .

Theorem 5.3 Fix Å & # . Thenunderanywork conservingschedulingpolicy
�

, if �2!Æ�Ç .	0 ¥ 1 , then

.	0MK � � 
 1QPG� ��� fGÅ 
 .	0MK � � 
 1QP:R �t�8� fGÅ 
 ����>� 9
If thepolicy is alsonon-preemptiveand �2! �Ç ²��´
���³ .B0 ¥ 1 , then

.B0 K � � 
 1µPG� � f>Å
12



Beforewe statetheproof, observe thatprovided
�

is not too high, theabove theoremsaysthat in fact most

jobsaresufficiently large,since.	0ic � � 
 1 o:nNo R will below.

Proof :

RecallthatLRPT providesanupperboundon K � � 
 P for any work conservingpolicy
�

. That is, every job

finishesat the lastpossiblemomentunderLRPT, andsotheslowdown of any otherpolicy mustbeboundedby

thatof LRPT . Thus,weneedsimplyshow thatfor sufficiently large � , .	0MK � � 
 1 m `�P/b � �8È Ç��
�� .

Observingthat A � � 
 m `�P/b hasthesamedistribution(hencemean)as l � � f½¥ 

, wehave

.	0MK � � 
 1 m `�P/b � �� .	0 A � � 
 1 m `�P/b� �� x � f . � ¥ 
�����>��
� .	0 ¥ 1� �����_��
 f ����>�
Letting �2!Æ�Ç .	0 ¥ 1 givesus

.B0 K � � 
 1µPG�q.	0MK � � 
 1 m `�P/b � � fGÅ���\� 9
Further, wecanobtaina similarboundonconvergencefor non-preemptive,work conservingpolicies.

Recallfrom theproofof Theorem5.2 thatfor any non-preemptive,work conservingpolicy
�

, wehave

.	0MK � � 
 1QPO� .	0 ¥ 1���_� �� f �
Thus,letting �2! �Ç ²Q��
��´³ .	0 ¥ 1 givesus

.B0 K � � 
 1µPG� � f>Å

6 Almost sure convergenceof schedulingpolicies

In thissection,weextendtheanalysisof Theorem5.2in orderto show thatunderany work conservingpolicy the

performanceof thelargestjobswill beatmostthatof PS almostsurely. Recallthat:

Definition 6.1 The sequenceof randomvariables D ©/É��´Êt�Ë�a�´wz� 9�9�9�I is said to converge almostsurely to a

randomvariable
©

, written
©/ÉÍÌ�Î Ï�Î{ ©

as
Ê {·| , if�	� UWVWXÉ Y 4 © É �q©À
 ��� 9

We equivalentlysaythat
©<É

convergesto
©

with probability
�

(w.p.1.).

13



Theorem 6.1 Underwork conservingschedulingpoliciesit holdsa.s.(assumingthelimit exists)thatUWVWX=ZY 4 K � � 
 � ����S� 9
If thepolicy is alsonon-preemptive,thenthelimit doesexistsand K � � 
 Ì[Î Ï�Î{ �

as �	{·| .

Proof : Theproof for non-preemptive, work conservingpoliciesis quick: Startwith theobservationthat�B� K � � 
 P ! ��
Ð�t� Ñ � ��Ñ policiesP

This followssimplyby definitionof slowdown. Thusby takinglimits, a.s.it holdsthatU~VWXqVWrJÒ=[Y 4 K � � 
 P5! �a�ÂÑ
policiesP

Now, recallfrom Equation(8) thatwehave a.s.that

K � � 
 P � � f l � ¥ 
� Ñ � �ÂÑ work conserving,non-preemptivepoliciesP

Takinglimits wehave a.s.that:UWVWXqÓ8ÔzÕ=[Y 4 K � � 
 P5� �e��Ñ
work conserving,non-preemptivepoliciesP

It followsthatfor all work conserving,non-preemptivepoliciesP thelimit doesexistsand

K � � 
 Ì�Î Ï�Î{ �
as �	{·|@9

Theremainderof theproofwill concentrateonwork conservingpoliciesthatmayallow for preemption.

We know thata.s. A � � 
 �½l � � f�¥ 
+�
where l � s 
 is usedto denotethelengthof a busyperiodstartedby a job of size s .

Thus U~VWX=ZY 4 A � � 
8� �2� UWVWX=ZY 4 l � � f�¥ 
� 9
We will completetheproofby showing thatUWVWX=ZY 4 l � � f�¥ 
� � Ì�Î Ï�Î ����\� (9)

If we let D[l^Ö E�× ! � I denoteani.i.d. sequenceof regularbusyperiods(non-exceptional),then l � � 
 canbe

expressedas l � � 
 � � fGØ ² = ³Ù ÖµÚ � l^Ö
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where DZÛ � � 
TE �@! � I is a Poissonprocessof rate � independentof D[l Ö E�× ! � I . We concludethat this

versionof D[l � � 
%E �2!$#ÜI is a compoundPoissonprocesswith a linear � termaddedon,soit hasstationaryand

independentincrements.Thus,almostsurely,UWVWX=ZY 4 l � � 
� � .	0Ml �8��
 1 (by S.L.L.N)� ����_�
Noticethatreplacing� by � f5¥ doesnotchangethis limit.

7 Conclusion

In this paperwe considerthe performancemetric “slowdown for the largestjob” andwe show that underthis

metrictheperformanceof all work conservingschedulingpoliciesis boundedby ���
�� almostsurely.

This metric is also interestingfor anotherreason;it allows us to categorize all schedulingpolicies into 3

classes.Wefind thatfor nonworkconservingpolicies, theexpectedslowdown of thelargestjob canrangefrom 1

to infinity (andin fact every valuein betweenis achievedby somenonwork conservingpolicy). For preemptive

workconservingpolicies, theexpectedslowdownof thelargestjob canrangefrom 1 to ���
�� (andagaineachvalue

in betweenis achievedby somepreemptivework conservingpolicy). Lastly, for non-preemptivework conserving

policies,theexpectedslowdown of thelargestjob is always1.

This paperalso raisesthe questionof how schedulingpoliciescomparewith respectto slowdown on job

sizesotherthanthevery largest.Wefind thatfor all “sufficiently large” jobs,theexpectedslowdownof thesejobs

underany work conservingpolicy canbemadearbitrarilycloseto ���
�� , wherethedefinitionof “sufficiently large”

dependson thedegreeof closenessandon thesystemload. Whenthesystemload is not too high, “sufficiently

large” endsup includingmostjobs. Thebehavior of schedulingpolicieson jobsotherthanthe largestjob is an

interestingquestionwhichwill surelygeneratefurtherresearch.

Theproofsin thispaperarevaried,butall surprisinglysimple,whichshouldhelpothersin extendingthiswork.

Theproofsrely onafew key observationsaboutsubdividingbusyperiodsandonsomealternativeformulationsof

schedulingformulas.Perhapsthemostusefulobservationis thattheLongest-Remaining-Processing-Timepolicy

canbeusedto boundall otherwork conservingpolicies,andthatit sufficesto thereforeto concentrateonthisone

policy.
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