A New Architecture for Cloud Rendering and
Amortized Graphics

David Klionsky

CMU-CS-11-122
August 2011

School of Computer Science
Computer Science Department
Carnegie Mellon University
Pittsburgh, PA 15213

Thesis Committee:
Adrien Treuille
Srinivasa Narasimhan

Submitted in partial fulfillment of the requirements
for the degree of Master of Science.

Copyright (©) 2011 David Klionsky

This research was funded by NVIDIA Corporation, Intel Corporation, Alcatel-Lucent, and the National
Science Foundation.



Keywords: amortized graphics, view-independent rendering, rendering architectures,
cloud rendering



Abstract

High quality graphics and realism are essential features of modern games.
Until recently, players needed to own expensive consoles or outfit their PCs
with the latest hardware to play games with cutting-edge graphics. This has
changed with the introduction of “cloud gaming” companies, which require
only a good internet connection and minimal hardware to play the latest games.
These ventures suggest that the gaming industry is moving to a cloud-based
model, in which computation-intensive rendering and simulation is offloaded
to remote servers and only the resulting images are streamed back to the client.
However, present cloud gaming services still implement a one-console-per-
user model, in which across-user computation, or computation that is inde-
pendent of any particular user, is repeated for all users, rather than computed
only once and then shared among all users in the same scene. We present a
new architecture which amortizes the cost of across-user rendering, simula-
tion, and memory. This architecture frees additional resources for rendering
and allows for improved graphics at no additional hardware cost. To analyze
the performance and generality of this architecture we implemented two appli-
cations: a light field and a fluid simulation. We also devised a general means
of measuring the performance of amortized algorithms in this architecture.
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Chapter 1
Introduction

Modern games are inherently limited by the hardware on which they run. Game state
size, processing speeds, and rendering capabilities are all determined by the hardware that
is available, and affordable, to an individual user. Even with state of the art consoles
and modern PC hardware, today’s games do not approach the vast complexity and detail
present in the real world. Even at the present rate of hardware innovation, these problems
will not be solved soon. For example, high resolution fluids would require 11 doublings

in processor speed to be simulated in real time on a single desktop [13].

In recent years a collection of new companies, foremost among them OnLive [17],
Gaikai [16], and Otoy [18], have taken steps toward solving this problem by offering cloud
gaming services, in which the game is run on a remote server and fully rendered images
are streamed back to the user in real time. This eliminates the need for the user to own any
hardware besides a controller and monitor, and relocates expensive or bulky hardware to a

datacenter.

While cloud gaming is a paradigm shift in the way we play games, these early incarna-
tions still follow a restrictive one-console-per-user model. Cloud consoles are virtualized,
which allows for economic efficiencies to be achieved from maintaining less hardware,
but the games themselves are still limited by the capabilities of the virtual hardware for

which they were designed. Therefore, present day cloud services do not actually improve



the quality of graphics attainable in games.

Figure 1.1: Frame from the popular first person shooter Crysis. Many phenomena in this
scene, such as global illumination, shadows, physical simulations, and character anima-

tion, are across-user phenomena, since they do not depend on the location of the viewer.
[15]

Another limitation of this model is that it results in a large amount of wasted resources.
Suppose we are rendering the frame in Figure 1.1 from the popular first person shooter,
Crysis [15]. Some of the work required to render this frame is across-user or view-
independent work, since it does not depend on either the location of the user or any
specific information about the user. Examples of across-user phenomena in the frame
include the moving trees, global illumination, and physical simulations in the frame. The
rest of the work is per-user or view-dependent and does depend on this particular user,
such as camera transformations and clipping operations. In principle, across-user work

must only be done once, and can then be shared among all users, but in modern games and
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Traditional graphics Amortized graphics

Users Users

View-dependent work

View-independent work

Figure 1.2: Comparison of amortized and non-amortized architectures. Assume that ren-
dering one frame for one user requires one unit of per-user work and one unit of across-
user work (bottom). A non-amortized architecture (left) duplicates all computation for

each user, while an amortized architecture (right) computes view-independent data once.

present cloud architectures, both per-user and across-user data are computed by everyone,

a significant waste of both computation time and memory (Figure 1.2).

We present an architecture that achieves the economic efficiencies of cloud comput-
ing while more importantly improving the graphics that are attainable in games. This is
achieved by amortizing the cost of across-user computation and memory among all users,
rather than multiplying it by all users in the manner of existing architectures. The build-
ing blocks of our architecture are computational nodes, or programs assigned specific
tasks. “Frontend” nodes represent the users, and connect over a network to “backend”
nodes, which act as servers for view-independent data. Frontend nodes perform any view-

dependent work, and send fully rendered frames back to the user over a network.

This system amortizes the cost of across-user computation, since backend nodes work
independently of the frontend nodes and are accessible by all frontend nodes. It also
allows for larger simulations and increases in memory that were not previously attainable
in consoles or cloud-based games. We call this branch of graphics that is focused on

the separation of per-user and across-user work multi-viewpoint graphics, or amortized



graphics.

To test and demonstrate the generality of our architecture, we built two applications,
a light field and fluid simulation. We found that while the light field amortizes memory
well and could not have been run on conventional hardware, it does not amortize well
computationally, and its expensive view-dependent operations prevent it from scaling well
to many users. The fluid amortized well in both computation and memory and scaled well

for multiple users.

We begin by discussing related work in amortized graphics and across-user rendering
(§2). We then discuss the theory for what kinds of phenomena are well suited to this archi-
tecture (§3) as well as a new means of measuring the performance of applications in this
architecture (§3.1). We then describe the architecture in more detail, independent of any
particular rendering or simulation algorithm (§4). We describe the theory and construction
behind our two test applications, the light field (§5.1) and fluid simulation (§5.2), as well
as their results. Finally, we discuss future work that could be done to improve this system

and what other kinds of applications could best exploit this new architecture (§6).



Chapter 2

Related Work

Existing graphics pipelines such as OpenGL [28] and Direct3D [3], are designed for per-
user computation. For example, per-user operations such as clipping, viewport transfor-
mations, and rasterization are all parts of the original fixed-function pipelines in both sys-
tems. Due to the popularity of these systems, even some across-user phenomena have
been designed to be computed in these heavily per-user pipelines. For example, Pharr and
Fernando perform global illumination on the GPU with rasterization [26], and Mueller, et

al. use polygonal meshes in screen space to smoothe the appearance of fluids [24].

Despite the dominance of OpenGL and Direct3D, architectures designed with a fo-
cus on across-user rendering have also been proposed. The PixelView architecture stores
world-space rendering results, such as transformed vertices and geometry, in a 4D ray
buffer, allowing new views to be synthesized from this buffer in real-time without recom-
puting any world-space transformation work [31]. The PixelView architecture differs from
OpenGL in that it handles view information as late as possible in the pipeline, but it is still
designed to function on a single machine. In contrast, our architecture is designed to allow
for arbitrary arrangements of programmable pipeline stages. Our architecture is also not
built around a ray-casting approach to rendering, and allows for any rendering algorithm

to be used in the pipeline.

Much investigation has been done concerning parallel rendering [7, 36, 6]. Rendering



on large clusters has also been studied [27, 14, 9], and this work motivated our experiments
in splitting a fluid simulation across multiple GPUs in our cluster. Using the parallel
rendering taxonomy developed by Molnar et al. [23], our architecture could be described
as using “sort-middle” techniques (since objects are distributed among backend nodes for
rendering after some geometry processing) as well as “sort last” techniques (since fully
rendered images are composited last on the frontend).

Our approach to passing data between pipeline stages was strongly inspired by the
GRAMPS architecture of Sugerman, et al. [32], which allows for both fixed function and
programmable pipeline stages to exchange data via queues. Their system also allows
for arbitrary pipeline topologies, though ours are acyclic. The primary difference in our
contributions is GRAMPS is designed to run on a single chip for one user, whereas our

system is intended for multi-user applications running on a cluster of machines.

Rendering of across-user or view-independent phenomena has been well studied in
computer graphics. Many across-user lighting techniques have been proposed, such as pre-
computed radiance transfer [29], radiosity [11] and photon mapping methods [20]. There
has also been work done on billboard approaches to rendering [8] and volumetric or voxel-
based rendering [5], though these approaches primarily amortize memory and still require
significant per-user computation. Most relevant to our system is the work on light fields,
or lumigraphs [21] [12], which render by querying a database of precomputed light rays.
Light fields make excellent candidates for amortized rendering because they trade amor-
tizable memory for non-amortizable rendering time. For these reasons we implemented a

light field as one of our two test applications (§5.1).

Physical simulations are also good targets for amortization. They can require large
amounts of amortizable memory or state and updating that state is also amortizable, since
the results can be used for any viewpoint. There has been significant work on physical
simulation in graphics, especially in fluid simulations and character animation [1, 19, 2, 35,
22, 33, 34]. In particular, we adapt Stam’s approach to real-time fluids to our architecture

[30] to study the performance of a physical simulation (§5.2).

Distributed architectures for games include local area network (LAN) games and mas-

sively multiplayer online games (MMOs). LAN games are multiplayer games played



among a relatively small number of co-located machines on a network. While LANs
can achieve low latency interactions, the game state and processing power available to a
user are limited by that individual user’s hardware. MMOs hold the game state on remote
servers which players connect to over the internet and therefore have fewer memory limi-
tations, but they are still limited by the rendering capabilities of the client machines. Our
architecture has the advantages of both LAN and MMO approaches to games, allowing
for both large game states and high quality rendering.

Several new companies are leading the way in relocating graphics computation to the
cloud. OnLive [17], Gaikai [16], and Otoy [18] all offer cloud-based gaming services,
in which all rendering and computation for games is done in a remote cluster. NVIDIA
has also recently proposed RealityServer, a service offering high quality graphics for web
applications through the cloud [4]. All of these offerings emphasize a separation between
the expensive (and physically large) graphics hardware and the client device, which is
typically a monitor or web browser. However, they do not exploit amortizable aspects
of the graphics pipeline or innovate significantly in that pipeline. They also do not share

significant data among multiple users viewing the same scene.






Chapter 3
Amortized Rendering

The basic principle behind amortized graphics is the fact that any graphics algorithm can
be decomposed into per-user and across-user computation. Per-user computation by def-
inition must be done for each user, while across-user computation only needs to be per-
formed once. Therefore, if across-user work is done once and then shared among all users,

the cost of that computation can be amortized by the number of users.

3.1 Measuring the Performance of Amortized Rendering

To distinguish between computation and memory amortization we establish two variables:
«, the fraction of computation that is across-user work, and (3, the fraction of memory that
is per-user work. Any algorithm used in our architecture can be described in terms of these
variables. Higher values for both of these variables are more desirable, since that means a

greater fraction of the algorithm is amortizable.

In order to estimate « along with the added utility of using an amortized algorithm we

have to measure three values:

e ¢;: The across-user portion of the computation.

e ¢;: The per-user portion of the computation that is computed on the backend (server).
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e c;: The per-user portion of the computation that is computed on the frontend (client).

These values refer to the fraction of computation required to render one frame for one
user. So, if computation is measured in unit ¢, their units are ¢/user. We estimate ¢ in sec-
onds, though in principle it would be better to measure it directly in units of computation,

such as floating point operations, which are independent of hardware speeds.

Given these variables, we can define
a=c¢/(c+c+cy)

Assume that ¢;, ¢, and ¢y are identical in both the amortized and “normal”, unamortized
versions of the algorithm. A single user must perform c¢; + ¢, + ¢ units of computation
for one frame. The amount of computation required to support M users under the normal

system is therefore

M(c; + ¢ + cy)

In an amortized environment, ¢, and c; must be computed for ever user but ¢; must only
be computed once. Therefore the amount of computation required to support N users in

the amortized version of the algorithm is
N(cy+cr)+ 1¢

The 1 in the above equation refers to a “unit user”. It exists in the equation to make the

units match between the two operands so we can reasonably add them.

For the sake of comparing amortized and non-amortized algorithms, assume that the
total computation available to us is fixed, i.e. we cannot add or remove any hardware from
our system, and all computation can be applied to any kind of work. Using the normal
algorithm, we can support M users, and under the amortized algorithm we can support
N users, without increasing or decreasing the available computation. Substituting our

definition of « into the above equation, we can derive the relationship between M and V:
M=N(1-a)+1la

10



As the number of users becomes very large, we can ignore the constant « attached to the
unit user:
M=N(1-a)

So, for every user supported by the original algorithm, the amortized algorithm can
support approximately 1/(1 — «) users. As « increases, more users can be supported
compared to the non-amortized algorithm. This is a rough approximation, and for a small
number of users the 1¢; constant is non-negligible. For a large number of users, however,

there are certainly gains from using the amortized algorithm.

A parallel argument can be made that applies to memory usage in the normal and
amortized cases. Instead of o we use 3 = m;/(m; + ms + my), indicating the fraction of
across-user memory used. We can then draw similar conclusions about how many more
users an amortized algorithm could support when the amount of memory available is held

constant.

11
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Chapter 4

Architecture

4.1 Architecture Overview

At the highest level our architecture consists of a cluster of compute units which are parti-
tioned into frontend nodes and backend nodes. This is designed to separate amortizable

across-user work from non-amortizable per-user work.

Frontend nodes perform primarily per-user computation. There is typically one fron-
tend node for each user, although each user does not require an individual or dedicated
piece of hardware (i.e. nodes can be virtualized). Frontend nodes also track the state
of the user in the world, such as the user’s position and camera parameters. Frontend
nodes receive input directly from the user in the form of button presses, mouse or joy-
stick moves, and data from other input devices. Users connect to frontend nodes over the

internet through a thin client, such as a web browser.

Backend nodes perform primarily across-user tasks, and hold any global or across-user
state. Frontend nodes communicate with backend nodes via queues, and backend nodes
are interconnected to share data when necessary (for example, in a networked simulation
application). Since all backend and frontend nodes are co-located, it is possible to inter-

connect nodes with extremely high bandwidth, low latency connections.
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Figure 4.1: An example scene rendered using our architecture. The two trees, smoke, and
hexagonal patches of grass are all separate objects, rendered by different backend nodes

and composited into this final image by a frontend node.

The virtual world is decomposed into a set of objects. For example, in the scene in
Figure 4.1, the tree, hexagonal patches of grass, and the smoke are all separate objects.
Each object is owned by a particular backend node, and that node is responsible for main-
taining the object’s state and responding to requests for that object. A request can be for
data, such as the positions of the particles in a particle system, or for an image, such as
a rendering of a tree from a particular camera position. In the former case, the backend
node is considered to be a simulation node, and in the latter the node is considered to
be a rendering node. In some cases a group of nodes governs a single object, such as
a networked physical simulation that is distributed among multiple simulation nodes. In

general, backend nodes can be compared to web servers, since they are tasked with rapidly
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responding to a large volume of requests from many different clients, or frontend nodes.

4.2 The Pipeline and Stages

Backend and frontend nodes are implemented as pipelines, within which individual stages
communicate via queues, as shown in Figure 4.2. Since all stages share a common inter-
face, it is not difficult to add new stages or replace existing ones with new implementations.
For example, a backend node that renders a tree might initially be implemented with a light
field, but we could later replace the rendering stage of the node with another implementa-
tion, such as volumetric billboards, without changing any other stages or the output type
of the node.

View-Independent Computation View-Dependent Computation
Executed once per timestep Executed once per frontend

Request
Receiver

From
Front-Ends

Frame Scene Request
Request Analyzer Sender

Request
Analyzer

Backend

Processin

Result

Receiver

Decompresso
p r

Frontend Architecture Backend Architecture

Compressor

Result
Sender

Figure 4.2: Layout of the pipeline stages in the frontend (left) and backend (right) compo-

nents of our architecture.
The typical pipeline for rendering one frame for one user is as follows:

1. Scene analysis: In the frontend, the Scene Analyzer stage examines all objects in
the virtual world and generates a list of the objects that need to be rendered for this
frame. This is currently implemented by intersecting bounding boxes for objects
with the camera’s frustum. The Analyzer also sorts the visible objects in depth

15



order (back to front) for the Compositor, and then sends its sorted list of objects to

both the Request Sender and the Compositor.

. Sending requests: The Request Sender constructs a request for each object and
sends each request to the backend node responsible for that object type. A request
contains any information necessary for the backend node to satisfy the request. For
example, if the backend node is a rendering node, then the Request Sender includes

camera information in the request.

. Receiving requests: Backend nodes handle new requests in a Request Receiver
stage, which unpacks the request and sends the request data along to either a render-

ing or simulation stage, depending on the node type.

. Rendering: If the backend node is a rendering node, it renders an image using
the parameters in the request, and outputs an image. A rendering node can output

multiple images, depending on the nature of the request.

. Simulation: If the backend node is a simulation node, it outputs simulation data,
such as particle positions or fluid velocities. It may also perform an update of its
simulation, although usually updating the simulation occurs on a separate thread

independent of frontend requests.

. Compression: Result data sent from a backend can be compressed in this stage.
Our current implementation employs a fast Gzip compression [10] to help reduce

the amount of data sent between nodes.

. Sending results: The backend completes its portion of the pipeline by sending its

results back to the frontend node that sent it the original request.

. Receiving results: The frontend node receives the data returned from the backend
and marks that request as fulfilled.

. Decompression: If the backend data was compressed, the frontend decompresses it

in this stage.

16



10. Compositing: This stage commences once the result receiver marks all requests for
this frame as fulfilled. At this stage all requests to backend nodes are complete, and
the frontend node now has all the data it needs to render a frame for the user. In the
first stage in the pipeline, the Scene Analyzer sent the Compositor a depth sorted
list of the objects in the frame. The Compositor now uses the depth sorted list along
with the result data from the backend to composite rendered images of the objects
in the scene. If a backend simulation node returned simulation data, the Compositor
performs the rendering for the simulated object. If the backend send depth data as

well as color data, then the compositor can do more complex depth sorting.

4.3 Frontend Requests and Pipeline Utilization

In order to achieve the highest possible frame rate, a frontend node will send out requests
for multiple frames without waiting for earlier frames to be completed. In Figure 4.3, the
frontend waits until one full frame is completed before sending requests for the next frame.
This is inefficient, since all stages of the pipeline can occur in parallel. Figure 4.4 shows
a frontend which sends out multiple requests for frames before waiting for the first frame
to complete. As a result, the pipeline is far better utilized, and the resulting frame rate
is much higher. In principle it is possible for all stages to be running at 100% utilization
at all times. If some stages are not being fully utilized, the ones that are fully utilized
are bottlenecks and should be either parallelized or optimized. In our implementation, we
refer to the number of frames that are requested before waiting for finished frames as the

number of “frames in flight”.

4.4 Issues and Limitations

We faced various challenges while designing this architecture.

Load balancing In a world with many users, an individual backend node often has to

respond to a large number of requests every frame. This can also happen if there are
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Pipeline stage Time

Scene analyzer | I | |

Renderer

Comressor H H B B

Decompressor

Compositor I I I I

Figure 4.3: An example timeline showing active pipeline stages when there is only one
frame in the pipeline at any given time. Sending only one frame at a time severely under-
utilizes all stages and results in a lower frame rate. Stages that take negligible time, such

as frontend request sender, backend request receiver, etc., have been removed to simplify

the figure.
Pipeline stage Time
Scene analyzer """""
Renderer
Compressor . . . . . . . . .
Decompressor

EhEEEEEl

Figure 4.4: An example timeline in which the frontend requests multiple frames at a time
without waiting for frames to complete. This timeline shows much better utilization and
a higher frame rate than the previous timeline, since more work is being done in parallel.

The bottleneck in this timeline is the stage with the highest utilization, rendering.

few users in the world but there is some object (owned by one backend node) that is
duplicated in the scene many times. If a single backend receieves too many requests,
the pipeline becomes bottlnecked by render time, reducing overall utilization. To

prevent this scenario, backend nodes need to have some kind of load balancing,

18



similar to what is done with webservers. One solution involves constructing multiple
backend nodes with duplicate data and splitting requests among them evenly. We
did not have time to implement our own load balancing, so this has been delegated

to future work.

Receiving data out of order Backend nodes make no guarantees about how long they
take to fulfill requests. As a result, if the frontend sends requests for multiple frames
to multiple backend nodes, one backend might return results for future frames be-
fore the other backends return results for earlier frames. In our implementation, we
handle this by storing all backend results in a table of size requests by frames in
flight. This problem is more difficult to solve when there are more objects in the
scene or more frames in flight, since the frontend may run out of memory for storing

results in this table.

Compression time Backend and frontend nodes are connected by high bandwidth con-
nections, but bandwidth is never infinite, and it is usually necessary to compress
result data sent by the backend. Unfortunately, compression and decompression can
end up taking a significant amount of time, so choosing a good compression algo-

rithm is of high priority.

per-user rendering Some backend rendering nodes render an object when given a set of
camera parameters. Since this rendering uses frontend camera data, this is a per-user
computation occurring on a backend node. In our implementation, this operation is
performed on the backend because our light field rendering requires a large amount
of amortizable memory. In contrast, the simulation step of a backend simulation

node is fully across-user and amortizable in both computation and memory.

Algorithms must amortize well If the algorithm on a backend node does not have a large
amortizable component, then there are no gains from this architecture. Not all algo-

rithms are well suited to this system.
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Chapter 5
Applications and Results

As a demonstration of the generality of our architecture, we implemented two algorithms:
A light field for rendering large, complex objects in real-time, and a fluid simulation. The
pipeline and all application stages were implemented in C++ and CUDA. We tested our
algorithms on a cluster of 8 virtual backplane nodes, which resided on NVIDIA Tesla
C2050 processors spread across two Silicon Mechanics Hyperform HPCg machines, each
with 4 Intel Xeon E5620 Quad-Core 2.40GHz processors. Frontplane nodes consisted of
a Dell Precision Workstation with on Dual Core Intel Xeon Processor, a 512MB NVIDIA
Quadro FX 580 graphics card, and a Dell FX100 Remote Access device to enable remote
rendering. With an InfiniBand interconnect and PCI 8 busses, all internal communication
between CPUs and between CPUs and GPUs occured at 2 GB/sec.

5.1 Light field Rendering

Light fields simplify the problem of rendering meshes with high polygon counts or com-
plex rendering effects, but are not used in many applications due to their tremendous mem-
ory requirements. Those memory requirements make them well suited to our architecture,
since our backend nodes can collectively hold a significant amount of memory. Light fields

make good candidates for amortization because these memory requirements are also fully
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amortizable, i.e. all users viewing the same scene can query the same light field. Using

the variables defined in section §3, light fields can be classified as having a very high .

Our light field application renders several types of trees and different patches of grass,
all in real-time with local lighting effects such as self-shadowing and subsurface scattering.
The patches of grass can be tiled, allowing the grass and trees to be assembled in many

unique ways.

Figure 5.1: We created various organic objects for our light field application, a sample
of which are shown here. The patches of grass were different in appearance but identical
at the edges, allowing us to rotate and tile them when building the scene. Each object’s

original model contained several million triangles.

5.1.1 Construction

A light field is a function composed of thousands of views of a single object. When queried
with a viewer’s position and an orientation, it returns a new image of the object, generated

by interpolating the precomputed views that are nearest to the requested view.

For our target objects, we acquired models of several types of trees from the Xfrog
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Public Plants online database [25] and had an artist build several hexagonal patches of
grass. We chose trees and grass because organic, natural objects have highly detailed
appearances and are the most difficult to render realistically in real-time. The patches of
grass differed in terrain and plant composition, but were identical along the edges, allowing
us to tile them in our scene. Each of these models had on the order of several million
triangles. Examples of some objects are shown in Figure 5.1. Using Maya, the trees and
grass were modified to exhibit self-shadowing and subsurface scattering, as well as other
global illumination effects. Some per-user phenomena were also be included, such as
specular highlights and self-reflections. These effects add significantly to rendering time,

but since this work was done as a precomputation step render time was not an issue.

Figure 5.2: To generate images for our lightfield, we rendered views of each object from

the vertices of a subdivided octahedron, shown here.

To generate a light field, one needs to sample the target object from a large number of
different viewing positions around the object. To generate our sampling positions, we be-
gan with the vertices of an octahedron and spherically subdivided it for several iterations.
We then took the vertices in the upper hemisphere, resulting in 8,321 final camera posi-

tions approximately in a sphere around the object Figure 5.2. Only the upper hemisphere
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was used because this cut the memory required to store the light field in half, and we knew
we would rarely be viewing light field objects from low angles. At each camera position,

both a color image and a depth image were rendered at a 512x512 pixel resolution.

To synthesize a new image of the object at run time, the following is done for each
pixel in the output image: rays are cast through the pixel and intersected with the sphere
of precomputed camera positions. The precomputed images nearest the intersection point
are queried, and the rays in those images that most closely match the intersecting ray are

interpolated to produce a final color for the pixel.

5.1.2 Results

The light field is able to render high quality images of objects that could not otherwise be
rendered in real-time. Several frames from our light field scene are shown in Figure 5.3.
The trees exhibited subsurface scattering and interreflections of light among the leaves, as
well as self shadows. If rendered using traditional methods, the scene would contain over
15 million triangles for the trees alone, and at least that many additional triangles for the
grass. The scene also requires 24 GB of texture memory to render with light fields, which

is not attainable on the hardware that would normally be available to a single user.

While the light field succeeded at doing what would otherwise be impossible, it proved
to be far to per-user to be practical. The light field’s strength is in memory amortization
(a high (3 value), but rendering a single frame is completely per-user work, since the light
field query uses the viewer’s position. Rendering a single frame also requires a large
number of texture lookups, exactly 32 per pixel (4 pixels from each of 4 textures for both
color and depth data). GPUs are optimized to perform floating point operations but not
memory reads, which decreased the benefits of running the light field on a GPU. Given
these limitations we found that the backend could only process about 300 requests per
second before rendering became the biggest bottleneck, which allowed four users to view
a scene with 40 objects. This is an extremely small number of users and objects. As a

result, the light field has too much per-user computation and does not scale well.
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Figure 5.3: A light field scene as seen by four different players, who can view the world

simultaneously.

5.1.3 Other Challenges

Ghosting Since the light field interpolates between multiple precomputed views to pro-
duce a new view, parts of the object that were visible from some views and not
from others become “ghosted”, or partially visible in the final image Figure 5.4. As
a result, the rendered object looks like several faded objects layered on top of each

other, instead of a single, distinct shape. The naive solution to ghosting is to increase
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Figure 5.4: When nearest color rays are interpolated to produce a final image, the blend-
ing of multiple views results in ghosting artifacts (left). Using depth data to interpolate
between rays that strike a particular point on the model eliminates nearly all of these arti-
facts (right).

the number of camera positions around your object, but due to memory constraints
this was not feasible. Instead we used depth images in addition to color to estimate
the distance to points on the object. This estimated distance was used in the color

interpolation, and all but eliminates ghosting artifacts.

Tiling artifacts Due to a large amount of noise in the depth estimate at the edge of an
object, tiling of objects, like patches of grass, did not work perfectly. The seams
along adjacent tiles were extremely visible, and required a lot of filtering though
shaders on the frontend to reduce their effect. This edge noise would be reduced by
an improved depth estimate, which could come from either a better depth estimation

algorithm or higher resolution depth images.

Limited resolution Each of our backend GPUs had approximately 3 GB of texture mem-

ory, so all precomputed data for the light field had to fit within that limit. As a result,
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we could only hold 8,321 raw PNG images for each object. Since each image was
only 512x512 pixels, the light field looked best at that resolution, but not higher.
This memory limit also put a bound on the number of camera positions that the light
field could use. The more precomputed positions available, the higher the quality of

the resulting image and the fewer ghosting artifacts that are visible.

Static world Due to memory constraints, our light fields do not contain a dimension for
time. This causes the objects to be completely static. I.e. they can be translated and
rotated within the scene but the objects themselves cannot change in any way. They
are fixed to appear as they did when they were rendered in the offline precomputation
step. For a natural scene with trees and grass, this detracts from the realism. Trees
should sway back and forth, and leaves and flowers in the grass should flutter in the
wind for the scene to look realistic. Even if a dimension for time could somehow be
added, a looping animation of 30 to 60 frames (requiring a 30x to 60x increase in

memory) would not be enough to produce realistic motion.

5.2 Fluid Simulation

For our second application we implemented a grid-based fluid, rendered on the frontend
with particles. A physical simulation is much better suited to our architecture than a light
field, since both the simulation step and complete state of a simulation are fully amortiz-
able. Therefore, the fluid should have both high o and 3 values.

5.2.1 Construction

Our fluid simulation is based on Jos Stam’s Stable Fluids implementation [30]. The state
of the simulation is held in a 3D grid, with each cell containing a velocity for the fluid in
that cell. We used a grid size of 64x64x64 cells for our implementation. In a simulation
step, velocities are advected, pressure is calculated, and velocities are adjusted again to be

divergence-free. To visualize the fluid, thousands of particles are injected into the flow and
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advected by the velocities in the grid. The exact number of particles present varies over the
course of the simulation, but it peaks at about 10,000. The backend returns these particle
locations and velocities as its result for every request, making it a simulation node rather
than a rendering node. The fluid also supports collisions with voxel data, so the fluid can

interact with voxelized light field objects.

On the frontend, particles are rendered as gaussian sprites to create the appearance of
smoke. The particles are also warped in the direction of their velocity (requiring velocity
data to be sent from the backend as well) to obscure the boundaries between adjacent
particles. Particles are shaded based on the number of particles above them to simulate
shadows, so particles at the bottom of a column in the grid are much darker than particles
near the top. Since the light field generates depth data, particles can be depth composited

with the trees and grass in the scene by the frontend.

5.2.2 Results

Shown in Figure 5.5 are several frames from our fluid simulation. The simulation runs in
real-time, and can interact with the other voxelized light field objects in the scene, as can
be seen in Figure 4.1. The simulation amortizes well, since simulation steps happen on
the backend independently of all frontends, and responding to a frontend request merely
requires sending packets with particle position data. Therefore its scaling properties are

good, and the only bottleneck is sending simulation data to frontends.

5.2.3 Analysis and limitations

Sorting If any kind of shading is applied (such as shadows), then particles on the frontend
must be drawn back to front in order to be composited correctly. This sort can be
time consuming and is ideally done on the frontend since it is a per-user computa-

tion. In our implementation this sort was done on the backend.

Rendering artifacts The only significant rendering artifact is a flicker when the sorting

direction changes. Fluid particles are depth sorted along one of six cardinal direc-

28



Figure 5.5: Four frames from our fluid simulation. The backend runs a grid-based fluid
with particles injected into the flow. The backend sends the positions and velocities of

these particles to the frontend, which renders them with gaussian sprites.

tions depending on the position of the viewer. When the viewer rotates around the
fluid, the sorting direction will change, creating a visible pop or flicker among some
particles which are no longer hidden by the shadows of their neighbors. This could
be solved by a different rendering approach (such as with voxels instead of sprites)
or by depth sorting the particles from the viewer’s position, rather than from one of

six cardinal directions and switching when the viewer moves enough.
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Distributed simulation Our fluid runs on a single backend GPU which limits its size. It
would be better if multiple backend nodes, or multiple GPUs on the same backend
node, could each maintain a small section of a larger simulation and communicate
with their neighboring simulations when information like fluid velocity or pressure
must be exchanged. This would allow our fluid simulations to scale to virtually any
size. We experimented with this but found that for a grid-based fluid, too much
communication was required within each frame for this to be feasible in real-time.
The main problem was in the projection step. In the stable fluids algorithm, projec-
tion is an iterative step that ensures the fluid is divergence free (i.e. the quantity of
fluid entering each cell is equal to the quantity of fluid leaving each cell). Because
this step is iterative, a single simulation node has to share pressure data with poten-
tially 26 neighbors (in a 3D grid) each iteration. The node and all of its neighbors
must communicate and perform the simulation in sync with each other as well fro
this to be possible. These network costs, even over the fast connections between
backend nodes, proved too expensive for a grid based distributed simulation to be
practical. We believe a particle approach to fluids or a rigid body simulation would
work much better, since the per-frame communication between adjacent simulations

is much lower.

5.3 Performance

In section §3 we discussed how one could describe algorithms in our architecture with two
variables: «, the fraction of computation that is across-user, and 3, the fraction of memory

that is across-user.

5.3.1 Estimating

First let’s consider the memory used in the two applications. In the light field, the full
light field takes up approximately 3 GB of texture memory on the GPU. In a single frame,

one user queries this lightfield for a single view of the object. This view is at most a
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512x512 pixel image, which uncompressed at 4 bytes/pixel is 1 MB. We need two of these
images, one for color and one for depth. As described earlier, computing each of these
images requies 16 texture lookups per pixel, so the equivalent of 32 additional images are
queried to generate the color and depth images. This data is per-user memory, but the rest
of the memory used in the process — which is to say the light field structure itself — is
view-indpendent, since it is used by all other clients making requests. Since the light field
structure itself is nearly 3 GB, 3 for the light field is approximately 3 GB/(3 GB +2 MB +
32 MB) = 3 GB/3.033 GB = 0.989.

For the fluid simulation, the state of the fluid consists of a velocity for every cell in
the grid, along with the positions and velocities for smoke particles. Since a simulation
step updates the fluid for all users, and all users request the same set of smoke particles,
this memory is entirely across-user . If the velocity in a cell is 12 bytes (1 float each for
x, 1y, z), and a particle’s position and velocity together are is 24 bytes (2 sets of 3 floats),
the total across-user memory is 64%(12 bytes) + 5000(24 bytes) = 3145728 + 120000 =
3265728 bytes = 3.114 MB. per-user memory consists of the memory needed on the
frontend to render particles. Since there are approximately 5000 particles, this equals
all particle positions and velocities, or 5000(24 bytes) = 120000 bytes = 0.114 MB.
Therefore [ is approximately 3.114/(3.114 + 0.114) = 0.965.

5.3.2 Estimating o

Though the light field has a 3 of nearly 1, its « is not nearly as high. This is because there
is essentially no across-user computation done when rendering a frame from the light field.
Rendering a frame requires firing rays from the client’s camera position into their viewing
plane, why by definition is per-user . No major sources of computation can be shared when

rendering a light field, so the light field’s « value is near 0.

In the fluid simulation, updating the fluid, advecting the particles, and calculating shad-
ows are all completely across-user and amortizable, since all users can share the results
from those stages. Depth sorting particles, rendering particles, and compressing the re-

sults are the major per-user sources of computation. In our implementation, the task of
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depth-sorting particles was delegated to the backend, since this sort could be done more
efficiently on a powerful GPU. As a result, when multiple frontends make requests for the
same particles, the same set of particles must be sorted and compressed multiple times. In
an ideal implementation, the per-user depth sorting would occur on the frontend, and parti-
cles would only have to be expensively compressed on the backend once. Given our actual
implementation and this hypothetical ideal implementation, we can make two different
estimates of o, shown in Figure 5.6. The first, a, assumes the ideal implementation, and
doesn’t consider compression time. The second, a1, includes the compression time, which
increases dramatically when users are added. By our estimates, o is approximately 0.88,

while o drops rapidly as users are added, being as low as (.48 with four users.

100 frames 500 frames
1 frontend 4 frontends 1 frontend 4 frontends
C; 67.11 ms 49.14 ms 59.88 ms 63.94 ms
¢,  0.76 ms 1.61 ms 0.61 ms 2.72 ms
¢y, 17.95ms 37.09 ms 14.58 ms 59.32 ms
cr 9.56 ms 4.98 ms 7.77 ms 9.69 ms
Qo 0.87 0.88 0.88 0.84
aq 0.71 0.54 0.73 0.48

Figure 5.6: Estimates of « for our fluid simulation in different scenarios. oy uses ¢, from

the renderable stage of the pipeline, while a; uses ¢, from the compressor stage of the
¢

citepter”

pipeline. o =
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Chapter 6
Conclusions

Modern games are heavily view-dependent and contain much per-user work. They are
therefore limited in the graphics they can produce in real time. We have shown that by in-
troducing a new architecture which amortizes the cost of computation and memory, we can
achieve higher quality graphics and more complex worlds than were previously possible.

Furthermore, we can do this with little or no increase in hardware cost.

In addition to presenting a new architecture, we also devised a new way to measure
how well rendering and simulation algorithms amortize. Using the variables v and /3,
along with out results from light field and fluid simulation applications, we can now make
better judgements about ideal amortized rendering algorithms. Physical simulations are
excellent candidates because they have both high « and 3. Algorithms that have high S
and also require tremendous amounts of memory are ideal because they allow for graphics
that were not possible on traditional hardware. Light fields, for example, require several
gigabytes of texture memory for every object and allow for arbitrarily complex objects and
lighting effects to be rendered in real-time. Motion graphs also require large amounts of
memory and produce fluid, realistic motion. Both of these applicaitons are infeasible on

normal hardware but are possible in our amortized architecture.

Algorithms which require a tremendous amount of sfatic memory have an advantage

since they can be used by users that are not in the same scene. For example, a light
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field or motion graph can be queried by any user in any part of the virtual world, but a
physical simulation can only exist in a particular part of the world and is therefore only
visible to a subset of users. This limits the amount of amortization we can achieve with the
simulation, despite its ostensibly high . Another important factor to consider is how well
the algorithm can be parallelized. A single users machine may only have several cores
available for computation, but a large cluster could have many high end GPUs, each with
many additional cores. The cluster is therefore capable of parallelizing an algorithm to its

full potential.

Given our analysis of the light field and fluid simulation, we now have a better idea
of what algorithms would serve as good avenues for future research. One application that
lends itself well to amortization is a motion graph. Like a light field, the motion graph has
a high  value, since it requires a large database of motion data that could not realistically
be stored on a normal user’s machine. It could also have a higher « value than the light
field since many more lookups in the motion graph could be cached. A distributed physi-
cal simulation, in which multiple backend nodes communicated every frame to update the
state of a much larger simulation, would be much better than our current simulation, since
its state and size could be much larger. This is another example of a phenomenon that
would not be possible without an amortized graphics architecture, though it would require
a way to minimize communicate along the boundaries of simulation nodes. A major com-
ponent in real-time video compression is motion estimation. After a frame is broken up
into blocks of pixels, a motion vector is estimated for each block, and motion data is sent
to the client for subsequent frames, rather than color data. This can be a time consuming
step in compression. In our architecture, we have access to more information than typi-
cal video applications, since the frontend can have perfect knowledge of the layout of the
scene. In principle, the frontend could use this information to compute motion vector data,

rather than estimate it, allowing for much faster video compression.
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