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Abstract

Named Entity Recognition (NER) (also known as entity identification) is a subtask of information extraction that seeks to locate and classify elements in text into predefined categories such as the names of persons, organizations, locations, etc. NER plays an important role in many NLP problems, such as Machine Translation as it helps improve the performance of algorithms that solve these problems.

In this work, we plan to tackle Arabic NE recognition and classification with an approach using Long Short Term Memory (LSTM) neural networks. We use LSTMs’ ability to memorize long term dependencies to train a model for Arabic NE recognition, on a training dataset. The model is then used to predict the NEs for a sample of Arabic sentences in our test set. We tested our system on a pilot dataset. In its current version, it achieves a word level accuracy of 85%. More recently we trained our model on the more standard ACE 2007 dataset and achieved an F1 score of 57.54 for detecting boundaries and 53.31 for categorizing the named entity. However, adding part-of-speech as a feature reduced our performance. Overall, LSTM seems to be a promising model for Arabic NER. We plan to compare it with different existing baselines trained on other dataset. We also plan to identify an optimal feature set in order to study its impact on the accuracy of our predictor.
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1 Introduction

Name Entity Recognition (NER) is the problem of identifying sequences of words that refer to named entities (NEs) such as persons, locations, or organizations. NER plays an important role in many natural language processing applications such as information extraction, machine translation, and question answering (Benajiba et al., 2008). Evidence on how impactful NER can be to information extraction and machine translation can be seen in many research works (Babych and Hartley, 2003; Ferrandez et al., 2004; Toda and Kataoka, 2005).

Similar to English, being able to effectively identify NE for Arabic is crucial as it is one of the most important factors for many natural language processing applications. NER has been rigorously studied for English and discussed for many languages, including Arabic. However, much work still remains to be done for Arabic.

Arabic is a Semitic language and this gives rise to morphological and orthographic challenges such as the facts that proper names are often common language words, capitalization is absent and conjunctions, prepositions, possessive pronouns, and determiners are attached to words as prefixes or suffixes (Abdul-Hamid et al., 2010). Therefore, the key challenges are to:

1. Identify a set of features that works well for Arabic NER.
2. Devise new ways for Arabic text pre-processing (dealing with morphology, etc.).
3. Determine a good approach for NE identification and categorization.

In this work, we tackled the Arabic NE recognition and classification task with a different machine learning technique. Following Hammerton, 2003, we used Long Short Term Memory (LSTM) neural networks (Hochreiter and Schmidhuber, 1997). In his work, LSTM was used to detect English and German NEs.

LSTMs are a form of Recurrent Neural Networks (RNNs) that were designed to solve the problem of rapid-decay of back propagated error in neural networks – error being back propagated decreases exponentially. With the ability to memorize relevant events over time, LSTM neural networks were shown to work well when prediction depends on long term dependencies. NER is one of many tasks in which modelling long term dependencies helps in developing accurate systems.

As a test bed, we used the Automatic Content Extraction (ACE) 2007 NE dataset for Arabic. ACE has facilitated evaluation for Arabic by creating standardized test sets and evaluation metrics and hence the ACE 2007 test set will be used to test our framework against other methods performing Arabic NER.
2 Machine Learning Background

To better understand research conducted for named entity recognition, we must first understand the current techniques that are being used to solve this task. Most named entity recognition makes use of supervised learning techniques where labelled data – the NE Tagged corpus in Figure 1 – are fed to a learning algorithm. Each word in the sentences in our NE tagged corpus is assigned a label depending on whether it is a named entity – in which case the label explains what kind of entity e.g. Location, person's name etc. – or not a named entity. Each word in the corpus is labelled by a human annotator – usually a linguist. More recently however, many projects have turned to crowdsourcing, which seems to be a promising solution to obtain high-quality aggregate human judgments for supervised and semi-supervised machine learning approaches to NER.

After getting the corpus, it is processed by mapping each word to a word embedding and extracting all the respective NE for each sentence. This in turn is fed to the machine learning classification algorithm that tries to learn from this feature set and find relations between the features. A myriad of classifiers have been used to perform machine-learned NER. The most commonly used classification algorithms for this task are Support Vector Machine (SVM) and Conditional Random Field (CRF). Numerous classification algorithms have been studied for NER; however, it has been shown that SVM and CRF achieve state-of-the-art for such tasks with CRF usually outperforming SVM. Additionally state-of-the-art NER systems for English produce near-human performance\(^1\). Due to this track record, researchers have applied such techniques for Arabic NER. The features encoding the tags relationships are captured by these algorithms and stored in a learned model. When a new instance is provided to the model, it uses those previously learned relationships from the model to predict the NE tags.

\(^1\) MUC-7 Proceeding: Evaluation of IE Technology: Overview of Results
3 Literature Review

3.1 Named Entity Recognition: English and Arabic

Named Entity Recognition was first introduced in the 1990s, specifically at the Message Understanding Conferences, as an information extraction task and was deemed important by the research community. The majority of NER research has been devoted to English because of its dominance as an international language. This has limited the diversity of text genres and domain factors from other languages that are usually considered when developing NER for these fields (Shalaan, 2014) – especially for Arabic. Moreover, there are other linguistic issues and challenges when dealing with Arabic as it is a highly inflected language, with a rich morphology and complex syntax (Al-Sughaiyer and Al-Kharashi 2004; Ryding 2005). However, due to the massive growth of Arabic data, there is an increasing need for accurate and robust processing tools (Abdul-Mageed, Diab, and Korayem 2011) and NER, being a significant building block for NLP, is crucial to advance Arabic NLP.

All Arabic NER systems that have been developed use primarily two approaches: the rule-based (linguistic-based) approach (Shaalan and Raza 2009); and the machine learning (ML)-based approach, notably ANERsys 2.0 (Benajiba, Rosso, and Benedí Ruiz 2007). Rule-based NER systems rely on handcrafted local grammatical rules written by linguists – which is labor intensive and requires highly skilled labor. Grammar rules make use of gazetteers and lexical triggers in the context in which NEs appear. ML-based systems on the other hand utilize learning algorithms that require large tagged data sets for training and testing (Hewavitharana and Vogel 2011). The dataset for ML-based systems also has to be manually tagged. However, recently this tagging task is being crowd-sourced thereby reducing the cost of labor. One major advantage of using ML-based techniques is that that they are easily adaptable and determine features to predict NEs on their own. Recently, the two approaches have been merged in a hybrid system. This has resulted in a significant improvement by exploiting the rule-based decisions of NEs as features used by the ML classifier (Abdallah, Shaalan, and Shoailb 2012; Oudah and Shaalan 2012). In most Arabic NER literature, the ML-based technique of choice was one from an ensemble of the following: Support Vector Machines (SVM), Conditional Random Fields (CRF), Maximum Entropy, Hidden Markov models, and Decision Trees (Benajiba et al.,2009; Benajiba et al.,2008; Shalaan, 2012). Together with applying the ML-based algorithm, various feature sets have also been explored.

Benajiba, Rosso, and Benedí Ruiz (2007) have developed an Arabic Maximum Entropy-based NER system called ANERsys 1.0. They built their own linguistic resources, ANERcorp and ANERgazet2 to evaluate their system which has an F1 score of 55.23%. The main issue with the system was boundary detection – the task of determining where an NE begins and ends. The Part-of-Speech (POS) feature was then added to improve the boundary detection which improved the F1 score of the overall system to 65.91%.

2 ANERcorp and ANERgazet, see http://www1.ccls.columbia.edu/~ybenajiba/.
Benajiba and Rosso (2008) changed the ANERSys 1.0 and applied CRF instead of ME and named it ANERSys 2.0. The set of features used was language-independent and non-Arabic specific features were used: including POS tags, based-phrase chunk (BPC), gazetteers, and nationality. The system achieved an F1 score of 79.21.

Benajiba, Diab, and Rosso (2008a) explored the morphological, lexical, contextual, gazetteer of the ACE 2003, 2004 and 2005 data sets and applied an SVM classifier. The impact of the different features was independently measured for different datasets. The overall system achieves an F1 score of 82.71% for ACE 2003, 76.43% for ACE 2004, and 81.47% for ACE 2005.

In summary, a lot work has been done in trying to achieve state-of-the-art Arabic NER. Despite all the systems built for Arabic NER, to the best of our knowledge, no research has explored the possibility of applying neural networks for Arabic NER. Neural networks have been shown to boost gains on many other NLP tasks. Huang, Xu and Yu (2015), applied a Bi-LSTM (Long Short Term Memory) for CoNLL NER task. They further coupled the LSTM with a CRF layer, boosting the F1 score to 90.10 for the CoNLL English NER task. Therefore, following Hammerton (2003) – LSTM was used to detect English and German NEs – and Huang et al. (2015), we will use LSTM neural networks.

3.2 Word Embedding Generation: Word2vec

Word2Vec is a language modelling tool released by Mikolov et al. back in 2013. The tool converts words into vectors by computing word co-occurrence statistics. In doing so, the tools try to capture word semantics by learning from all possible contexts a particular word appears in. At its core, Word2vec is a two-layer neural network that processes text and takes as input one-hot encodings. Its input is a text corpus and its output is a set of vectors. These vectors are actually feature vectors that try to capture the meaning of words in that corpus.

3.3 MADAMIRA

MADA (Morphological Analysis and Disambiguation for Arabic) (Habash and Rambow, 2005; Habash et al., 2009; Habash et al., 2013) is the state-of-the-art manually-built morphological analysis system of the Arabic language. Along with word segmentation, MADA is an excellent word-in-context analyzer, and therefore provides accurate segmentation of a word in its context in a sentence. MADA has a high accuracy of usually over 94%.

AMIRA (Diab et al., 2009) is a suite of tools for the processing of Modern Standard Arabic text. It processes raw Arabic text and produces segmented output labeled with part of speech tag (POS) information and also chunk level information. AMIRA allows a user to choose different tokenization schemes. For part of speech tagging, the user can specify different levels of granularity for the POS tag set such as number, gender and person. It accepts Arabic script input as well as the Buckwalter transliteration input encoding formats (Buckwalter, 2002). The output can be produced in the user’s choice of encoding, by default, it will produce the output in the same encoding as the input data.
Similar to MADA, MADAMIRA is also a tool for morphological analysis and disambiguation of Arabic. However, MADAMIRA combines some of the best aspects of two commonly used systems for Arabic processing, MADA and AMIRA. MADAMIRA has a better system with a more streamlined Java implementation that is more robust, portable, extensible, and is faster than its ancestors by more than an order of magnitude (Pasha et al, 2014). Moreover, MADAMIRA achieves an accuracy of 96% for POS tagging.

4 Methodology

Our Arabic named entity recognition system has been developed using machine learning based techniques. The mechanics of how ML-based algorithms work is described in the background section (see Section 2).

4.1 ML-based Technique: Neural Networks

Due to the nature of the algorithm being highly problem-oriented, choosing the appropriate technique to solve our task at hand is very important. Research has shown that ML-based techniques such as CRF and SVM can achieve state-of-the-art for English NER. Given the good performance of CRF and SVM on English NER, researchers applied these techniques for Arabic NER but did not quite achieve the same result as for English (Benajiba et al., 2008, Benajiba et al., 2008a). One for the main reasons for this is because Arabic is a morphologically rich language and it has its challenges. Therefore, we concluded that there could potentially be other machine learning technique would be better suited to the task at hand.

Recently, there has been a boom in applying Artificial Neural Networks as a classification technique. Neural networks have been shown to provide enormous gain in performance on problems that were previously thought to have saturated. Many research activities conducted in neural classification have established that neural networks are a promising alternative to various conventional classification methods (Zhang, 2000).

ANN are an information processing paradigm that was inspired by the architecture of the human brain. The human brain consists of a network of neurons where information is stored in the strength of connections between these neurons. Using this analogy, similarly in an ANN (illustrated in Figure 2), we have a network of units where information is stored in weights of the connections between different units. Given input-output training pairs, the ANN learns the weights of the connections. This is done using an algorithm called back-propagation – that is used to adjust the weights. Back-propagation iterates over the training data several times (epochs) updating the weights each time, until the network's performance saturates. At each layer – input layer, hidden layer and output layer – computation is done according to the formula in Figure 2 where $W_i$ is the weight being optimized and $f_i$ is the activation function – typically a sigmoid function.
However, there are some issues when dealing with traditional Neural Networks particularly that they are unable to deal with time-series problems. Time-series problems are those problems where the output at any time depends on the past inputs (and possibly past outputs). To solve this problem, researchers came up with the idea of a Recurrent Neural Network (RNN). RNN (illustrated in Figure 3) is a class of artificial neural network where there is at least one feedback connection. This allows the activations to flow in a loop. This feedback connection allows the network to do temporal processing and learn based on sequences - for instance a sentence.

RNN suffers from two widely known issues when properly training: the vanishing and the exploding gradient problems detailed in Bengio et al. (1994). These problems detail how over time the gradient being calculated in the network either becomes zero (vanishes) or becomes infinity (explodes). This prevents traditional RNN from capturing long term information. In 1997, Hochreiter and Schmidhuber proposed LSTM as a solution to the vanishing and exploding gradient problems. LSTMs are a form of Recurrent Neural Networks that store long-term memory through internal “memory” units. With the ability to memorize relevant events over time, LSTM neural networks were shown to work well when prediction depends on long term dependencies. NER is a problem that needs these long term dependencies in order to capture context in a sentence. Hence we concluded that LSTM would be a very appropriate neural network to be used for Arabic NER.

### 4.2 Labeled Data

We use the Automatic Content Extraction (ACE) 2007 Arabic dataset by the Linguistic Data Consortium (LDC) that was annotated for named entities. The Arabic data is composed of newswire (60%) and weblogs (40%). Out of the total corpus — merging newswire and weblogs — a total of 2779 sentences were extracted. The class distribution
of the dataset is depicted in Figure 4. It was to be expected that the data was skewed towards non-NEs (NNE) with 28% of the corpus being NEs. The majority of the NEs are either a person’s name (PER) and organization (ORG) or a geo-political entity (GPE) with very few being facilities, weapons, vehicles and locations.

**Figure 4: Named entity distribution for ACE 2007 dataset**

### 4.3 Preprocessing

Before being able to feed our training data to an LSTM neural network, it has to go through a step of preprocessing so that that we can convert our raw text corpus into elements that can be processed by the neural network. Since our original data is set according to the LDC standard, we first needed to extract the data we needed from this raw data. For some of these steps, third party tools were used to convert the data. Those tools are described in the literature review (See Section 3).

**Step 1: Tokenization**

While extracting the data from the ACE dataset, we have to perform tokenization which is the process of segmenting text into smaller elements called tokens. In the context of NER, these elements are words or punctuation. However, because Arabic is a morphologically rich language, some research goes a step further and tokenizes the Arabic text into base phrase chunks — this has not yet been implemented in our current system but could be a possible addition in the future. In our context, most tokens are separated by spaces but there are some special cases that need to be considered. Punctuation like a full-stop or exclamation marks are not separated by a space and this had to be taken care of by our tokenization algorithm.

**Figure 5: Example illustrating boundary detection and type recognition**
Moreover, there are more NER specific problems that had to be factored in when performing tokenization. NER is actually a two-part problem: NE boundary detection and NE type recognition. Because some NE are composed of more than one word, we first have to identify the boundaries of a named entity — i.e. where a NE starts and ends. This is illustrated in the example (See Figure 5) where ‘Qatar Embassy’ is actually one NE. The ‘B’ marks the beginning of a named entity, the ‘I’ marks words associated with a named entity and ‘O’ marks words which are not a named entities. Therefore, when extracting the words from the raw corpus, we have to make sure that each word has its proper boundary tag.

**Step 2: Embedding Generation**

There is a major challenge when dealing with neural networks. Neural networks do not understand what a word means as they require numbers as inputs. Therefore, we need a numerical representation for words in a sentence. To do this, we make use of a tool called Word2vec (See Section 3.2). Word2Vec is a tool that converts words from a corpus to vectors that capture the semantic of the words. In order to get word embeddings, we needed a big corpus of Arabic text to ensure the Word2vec algorithm would capture of meaning of words in a vast number of contexts. Therefore, we used the Arabic Gigaword corpus\(^3\) from the LDC which is a collection of Arabic newswire articles from various sources with 1,591,983 K-words (number of space-separated tokens in the text). The overall flow of this process is described in Figure 6.

![Figure 6: Generation of Embeddings from the Arabic Gigaword corpus](image)

---

\(^3\) For more on the Arabic Gigaword Corpus, see: https://catalog.ldc.upenn.edu/LDC2006T02
Step 3: Adding Part-of-Speech Tags

When processing text through a machine learning based technique that learns features, it is usually a good practice to add additional features to our dataset to improve performance. Parts of Speech (POS) tags are the grammatical characteristics of a word in a sentence marking words as nouns, verbs, adjectives etc. (See Figure 7). This feature is important for NER as more than 95% of NEs are nouns. Therefore, knowing the POS tag of a word can help us determine whether that word is a NE. Moreover, some words have different POS in different context. POS tags can help in disambiguating these cases.

![Figure 7: Example illustrating POS tags for a sentence](image)

Our ACE 2007 Arabic corpus does not come with POS tags. Therefore, we used MADAMIRA (See section 3.3) to tag our corpus. MADAMIRA is known to have an accuracy of 96% for POS tagging. The process for POS tagging is illustrated in Figure 8.

![Figure 8: Addition of POS to ACE Corpus](image)

4.4 Training POS Embeddings

A major challenge arises when adding extra features to a neural network. As previously described, an input to a neural network can only be a numeric format, hence the need for word embeddings. In order to add the POS feature to our neural network, we also need to find a numeric encoding for our POS tags. The first and simplest solution that can be used is to turn the POS into a categorical format—i.e. a binarized form. However, MADAMIRA gives us very granular POS tags. For example, our corpus contains 56 possible POS tags after being processed. Therefore, adding the POS in a binary format would make the input to the neural network sparse.

A better idea is to train an LSTM on our current POS tag corpus. The output of an LSTM is actually an embedding that is supposed to encode characteristics of what defines a POS.
in our input. Our POS embedding generation process is illustrated in Figure 9. Each word in our POS tagged corpus is mapped to its appropriate word embeddings that were generated using Word2vec. Then we get input-output training pairs where the input is the word embeddings for a sentence and the output is the gold-standard POS tag. This is then passed through an LSTM and trained for 20 epochs. After training, the predicted POS tags form embeddings at the output layer which are saved for each sentence.

![Figure 9: POS embedding generation](image)

### 4.5 Training LSTM for NER

After preprocessing our corpus and generating the embeddings, we can now move on to the classifier (LSTM neural networks) for which the overall process is explained in Section 2. Figure 10 illustrates a typical way of training an LSTM for NE type recognition. The initial input is the word embeddings representing words in a sentence and the output is the golden NE tag. Back-propagation is then used to learn the weights at the hidden layers.

However, as depicted in Figure 5, NER is a two-stage problem: NE boundary detection and NE type recognition. Conventional LSTMs cannot perform both parts combined. To solve this, we use a two-state recurrent neural network as illustrated in Figure 10. We first train an LSTM to perform boundary detection. In order to do so, the B-I-O tags are stripped off the golden NE tags and we train the LSTM by feeding in the word embeddings of a respective sentence and the corresponding B-I-O tag. Similarly, we then train another LSTM but this time to predict the NE type. The two LSTM’s outputs are then synced making it possible to predict both NE boundaries and NE types.
The overall process for training without POS is depicted in Figure 11. Then, each word in the preprocessed training dataset is mapped to its corresponding word embeddings. Then, every sentence is fed to the two-staged RNN and a model is trained on the gold B-I-O and NE type tags. The output models are then saved for later prediction.

There is an additional step that needs to be factored in when training the classifier with the POS features. We need a way to add the POS features to our embeddings. The way this is done in our system is that each POS for each respective word is computed (See Section 4.4) and concatenated with the respective word embedding. When training, this ensures that some part of our input embeddings to the LSTM has the POS feature encoded in it which is hopefully learned in the training process. The overall process of adding POS to our system is illustrated in Figure 12. Now instead of the mapping going from words in the ACE corpus to word embeddings, it goes from words in the ACE corpus to word embeddings concatenated with POS embeddings. The input is then fed normally to the LSTM for training.
4.6 System Implementation & Parameter Tuning

4.6.1 System Implementation

Our system is implemented using Keras\(^4\) and Theano\(^5\) as a backend. Theano is a Python library that allows one to define, optimize, and evaluate mathematical expressions involving multi-dimensional arrays efficiently. Theano is extensively used for machine learning algorithms due to its ability to handle large-scale intensive computation efficiently. Keras is a neural network library written in Python and running on top of Theano. Because of Keras’ highly modular and minimalistic nature, it allows for easy and fast prototyping for RNN.

Our system uses a sequential many-to-many LSTM architecture with a hard sigmoid inner activation and a softmax activation on the outer layer. To prevent overfitting, we added a dropout rate. Dropout (Srivastava et al., 2014) is a technique that addresses the issue of overfitting. It prevents overfitting and provides a way of approximately combining exponentially many different neural network architectures efficiently. It does so by temporarily removing a unit out of the network - i.e. removing all its ingoing and outgoing connections. The rate at which the dropout happens can be adjusted. Our LSTM is then trained with an Adam optimizer (Kingma et al., 2014) with a categorical cross entropy loss function.

4.6.2 Parameter Tuning

When training a neural network, finding the optimal parameter can provide enormous gains in performance. However, due to time constraints, our LSTM has not been optimized at all. Most parameters are at their default value. The parameter settings are listed in Table 1 below.

---

\(^4\) For more on Keras, see http://keras.io

\(^5\) For more on Theano, see http://deeplearning.net/software/theano/
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word embedding size</td>
<td>200</td>
</tr>
<tr>
<td>POS embedding size</td>
<td>56</td>
</tr>
<tr>
<td>Number of hidden nodes (without POS)</td>
<td>200</td>
</tr>
<tr>
<td>Number of hidden nodes (with POS)</td>
<td>256</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Dropout rate</td>
<td>0.2</td>
</tr>
<tr>
<td>Number of epochs</td>
<td>50</td>
</tr>
</tbody>
</table>

*Table 1: Parameter Settings*

5 Experiments

To assess the effectiveness of the proposed systems, we conducted experiments on the ACE dataset. 80% of the ACE dataset was used for training and 20% was used as a test set on a 5-fold basis. After training our LSTM, the learned model was provided Arabic sentences from the test set without the NE tags. This process is illustrated in Figure 13. The model then predicted tags for these instances which were then compared with the gold NE tag. If the predicted NE was equal to the gold NE with the appropriate boundaries, it was marked as a correctly classified instance.

![Figure 13: Predictions with the test dataset](image)

The experiment was conducted on the mentioned dataset with training parameters as described in section 4.5.2.

5.1 Evaluation Metrics

In order to evaluate how well our system performed, we use the NER standard metric for precision and recall. Precision is defined as the percentage of NEs found by the system that are correct. Recall is defined as the percentage of NEs presents in the corpus that are found (remembered) by the system.
For our system, the true positives (tp) are the number of named entities (excluding non-named entities) that are actually predicted correctly. The false positive (fp) are the non-NE words that have been predicted as NEs. The false negatives (fn) are the words that are NEs but not predicted as such. Therefore, precision and recall are calculated as follows:

\[
\text{precision} = \frac{tp}{tp + fp}
\]
\[
\text{recall} = \frac{tp}{tp + fn}
\]

To gauge the overall performance of the system, we computed the F1-score. F1 is a measure that combines precision and recall. It is the geometric mean of precision and recall and is calculated as follows:

\[
F_1 = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

5.2 Results

After defining our evaluation metrics, we computed our precision, recall and F1-score for boundary detection and NE type recognition. The results are tabulated in Table 2 below:

<table>
<thead>
<tr>
<th></th>
<th>Before POS</th>
<th>After POS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Boundaries</td>
<td>Tags</td>
</tr>
<tr>
<td>Precision(%)</td>
<td>62.14</td>
<td>58.11</td>
</tr>
<tr>
<td>Recall(%)</td>
<td>53.56</td>
<td>49.25</td>
</tr>
<tr>
<td>F1</td>
<td>57.54</td>
<td>53.31</td>
</tr>
</tbody>
</table>

*Table 2: Results for system evaluation*

5.3 Comparisons & Comments

There are a few systems that perform Arabic NER. However, all of these systems have been evaluated on different datasets that were not available to us at the time of the experiments. This made it hard to evaluate whether our system was state-of-the-art. The closest evaluation we could find was an evaluation of a system on the ACE 2005 Arabic dataset which is also based on newswires and weblogs. The system achieved an F1-score of 58.11 and claimed to be state-of-the-art on some datasets and close to state-of-the-art on others (Benajiba et al., 2010). Extrapolating based on these results, we can conclude that we might not be too far from state-of-the-art.

Additionally, our system has not yet been optimized to find the optimal parameters setting that could potentially boost our performance as parameter exploration is very time consuming – our LSTM took ~18 hours to train – and there is no guideline on
performing parameter optimization. Moreover, we have not yet found an appropriate way to encode our POS tags. In most NER research, POS has been shown to give enormous gains in performance. Finally, other systems currently boast a vast range of features to boost their performance. Such features include n-grams, Gazetteers, base-phrase chunks, gender tagging etc. with some even adding additional data to the training dataset. This leaves much room for potential improvements to our system.

6 Conclusion

6.1 Findings

During this research we have showed that RNN, more specifically LSTM, is a promising classifier for Arabic named entity recognition. Despite not being able to determine our current standing with respect to other systems, comparing our system's F1-scores of 57.54 for boundaries detection and 53.31 for NE type recognition to systems that achieved an F1-score of 58.11 provides evidence that LSTM could be well-suited to the task at hand.

6.2 Limitations & Future Works

With further commitment to this research, many aspects can be improved.

1. Perform parameter exploration: Neural networks are very sensitive to their parameter settings. Finding the optimal settings can provide a big boost to the system performance particularly given that our LSTM has not been optimized at all.

2. Add POS encoding correctly: Finding proper ways to encode features is crucial when training a neural network. We have not yet found a proper way to encode the POS features. Finding the proper encoding can also improve performance – similar to other NER systems.

3. Explore optimal feature set: There are many features that can be used when doing Arabic NER. Such features include n-grams, Gazetteers, base-phrase chunks, gender tagging and many more. Most state-of-the-art system includes those features. Our system has not implemented such features yet. This can be explored as another potential solution to increase performance.

4. Perform error analysis: Little error analysis was done in this study. More analysis needs to be done to understand what features the LSTM is actually learning. This could give more insights on how to fine-tune the LSTM and add more features.

5. Refactor the problem: We are currently factoring the problem in terms of segmentation and then classification. However, there may be alternate approaches that could prove more efficient.
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Abstract

There’s a prevalence in online education material, and massive open online courses (MOOCs) available for students online, to provide them with accessible support in their education. However, most of this material is provided in English, with Arabic material being poorly covered. Many schools in Qatar and in the region teach classes only in Arabic (Qatar Supreme Education Council, Evaluation Institute, 2014). For Arabic-speaking ESL students, this adds obstacles to the experience of learning. This thesis aims to provide resources for non-proficient Arabic-speaking ESL students, to support their education. This is done by utilizing existing English-Arabic machine translation, and providing added educational support through detecting problems students may come across. This is done using different strategies of detecting different possible sources of confusion that students may come across as they read Arabic subtitles on English videos. In our application we are focusing on lexical sources of confusion. Based on the most likely source of confusion identified, appropriate feedback is provided to the student.
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1. Introduction

There’s a vast array of online educational resources available, designed to provide students with further support in their education, such as Khan Academy, Coursera, Udacity etc. This online educational material was built with a goal of increasing the availability of educational material around the world. However, looking at the MENA region, in particular in Qatar, we find that the majority of schools in Qatar teach classes in the Arabic language, such that 67% of Math classes and Computer classes, as well as 66% of Science class are offered only in Arabic (Qatar Supreme Education Council, Evaluation Institute, 2014). As such, we find that, with Arabic resources being poorly covered, online educational material may be less accessible for students in search of educational support. Therefore, in this thesis, we aim to make this educational material more accessible by using existing machine translation systems to provide Arabic subtitles.

However, the main problem faced in utilizing existing machine translation systems to provide Arabic subtitles for educational material, is that English-Arabic machine translation systems still have a long way to go in terms of quality, especially in the educational and scientific domain. Therefore, in this thesis we propose a framework which provides machine translated subtitles, along with sources of support based on computer assistive learning techniques. As such, possible problems students may come across would be analyzed, and appropriate support would be provided.

As such through the use of computer assistive learning, our framework aims to provide support to users that allows for the use of English-Arabic machine translation, as well as an added support of assessing students’ learning progress, that the general use of online education and MOOCs may lack. Therefore, to provide such assistance, computer assistive techniques are
used to detect problems and sources of confusion students may face, and appropriate feedback is provided.

Therefore, the goal of this thesis is to utilize English-Arabi machine translation, and to provide support through the use of computer assistive learning techniques. More specifically, we plan to:

- Use **machine translation to make content accessible** to Arabic speaking learners
- Develop algorithms to **predict sources of confusion** for learners
- Adapt **computer assisted learning methods** to support learning with **machine translated subtitles**

2. Background

2.1 Computer Assisted Learning

A lot of work has been done on online education over time, using different computer assistive technologies that focus on users’ comprehension. In particular, Natural Language Processing (NLP) techniques have been developed to improve users’ comprehension of text by focusing on its lexical features. For example, to analyze the readability and difficulty of text, work has been used to aid learners, through improving the automatic assessment of readability of text (Dell’Orletta, Wieling, Cimino, Venturi and Montemagni, 2014), and assigning difficulty levels to texts to aid educators and learners in finding suitable reading material (Salesky & Shen, 2014). Furthermore, these technologies have also been utilized in providing learners with customized material through an Intelligent Tutoring System (ITS), which try to understand the effect of different factors on someone’s learning, and provide users with customized, individualized material accordingly (Woolf, 2010). For instance, the ITS called REAP (Heilman, Collins-Thompson, Callan and Eskenazi, 2006), provides learners with appropriate reading
There has also been a lot of work related to providing an accessible education online, as well proposed ways of improving said work using user data and cognitive science theories to make intelligent decisions, as seen through the work done on Massive Open Online Courses (MOOCs). Koedinger et al (2014) discussed the importance of data retrieved from MOOCs, and proposed that pedagogical activities be modified so as to allow for more useful data to be retrieved, such as users’ cognitive states, to allow for improved student learning. Williams (2014), also proposed to improve student learning in MOOCs based on theories from cognitive science, by asking students questions before, during and after a lecture, designed to improve their understanding. Moreover, work has been done to make this vast array of online material more accessible to non-English speakers through improving automatic machine translation and transcription as done by Drouns et al (2015) for English-Dutch machine translation, and the TraMOOC project for European and BRIC languages.

2.2. Sources of confusion

Different kinds of comprehension have been investigated through different models. In this project, due to our focus on translated subtitles, we are using the Multi-component model of reading comprehension. Based on the experiments done by Baker (1984) on reading comprehension, we are recognizing sources of confusion to be lexical (e.g. vocabulary), or conceptual (i.e. internal or external inconsistency). In Baker’s experiments, internal and external inconsistencies constitute confusions that occur due to the text contradicting itself or reader’s previous knowledge, respectively. On the other hand, lexical inconsistencies are any confusions caused by the text, such as vocabulary, or syntactic problems.
Moreover, for the purposes of this project, we are focusing on identifying and predicting different lexical confusions. Due to our focus on machine translated subtitles, a lot of lexical problems such as grammar, fall under machine translation error. Therefore, in order to predict lexical confusions, we will focus on identifying scientific vocabulary, or jargon, in the text, as well as machine translation errors.

2.2.1. Jargon

There are many challenges associated with jargon detection. For instance, deciding whether terminology is technical or jargon is not a straightforward task, even for humans, as there isn’t a well-established criteria for deciding whether or not words are technical (Chung and Nation, 2004). However, a lot of work has been done using different approaches to tackle the jargon detection problem.

Previous work on jargon detection, or term extraction, has used different techniques that Drouin (2003) categorized as statistical, linguistic, or hybrid. Using statistical methodology, Muller (1979), Lafon (1980), Lebart and Salem (1994), and Camlong (1996), identified terms specific to a corpus by comparing the frequency of a term in a subcorpus to the frequency of the same term in the entire corpus (Drouin, 2003). Statistical methods (Jacquemin, 1996) do not deal well with the structure of words. The linguistic approach (Bourigault, 1992) however deals with rules such as syntax and grammar.

Bourigalt (1992) used a linguistic approach to create the software LEXTER that takes a corpus and returns a set of likely terminological units that can then be reviewed by a terminologist. LEXTER has an analysis phase followed by a parsing phase. In the analysis phase, each word in the corpus is tagged with a grammatical category. Further analysis is then done to identify “frontier markers” using rules decided upon using an empirical approach, such that the
majority of terminological units in the corpus are identified. After analysis, the phrases found may either be terminological units or long phrases that contain terminological units. Therefore, the parsing phase these long phrases are parsed to find terminological units based on grammatical structure and position in the phrase.

Drouin (2003) proposed a hybrid method, where a statistical technique was used to obtain a set of in-domain terms, and a linguistic method was used to the amount of noise in the obtained list, such that the retrieved terms are more likely to be relevant. Drouin uses a reference corpus (RC) that consists of out-of-domain material, and an analysis corpus (AC) that consists of in-domain material. The standardized frequency of a term was used to decide its specificity. A term is considered specific to an AC if its probability exceeds a specified threshold, such that it appears in an AC more often than predicted. Further constraints were employed such that the only nouns and adjectives are added to the list of terms. The relevance of the terms retrieved was tested by having three terminologists go through the list of terms. The corpora tested had around 70 to 80% relevance, however there may have been relevant terms not included in the retrieved list that were not accounted for in the tests. Furthermore, this method does not account for words that may have several meanings (homonymy and polysemy), which could only be identified if the meaning of words was taken into account. The next step in in Drouin’s methodology was to use linguistic techniques to find terms that consisted of several words using the concept of boundaries by Bourigault (1992), as well as the results of the statistical process.

2.2.2. Machine translation errors

Several approaches have been explored to be able to identify errors in translated text that are due to poor machine translation. Work in the area of Quality Estimation (QE)(Specia et al, 2009) focuses on predicting the quality of machine translated text without the use of a reference
translation. A QE framework for English-Arabic machine translation already exists to be used in the context of text summarization (Bouamor et al, 2013). This framework classifies sentences in a document as either having low or high translation quality. The features used to train the classifier are adapted from the QuEst framework (Specia et al, 2013).

3. Method

In this thesis, three main areas were addressed in order to achieve our goals. Initially, a framework was developed to allow for computer assistive learning through user interaction, where users could indicate their confusion, and be provided with appropriate feedback.

However, in order to provide assistance to users to alleviate their confusion, we needed to be able to identify the different source of confusion. Afterwards, experiments were run with participants to assess the framework, and to collect data required for classifying the different sources of confusion.

3.1. Framework: video interface

The video interface built for this study was built upon the video interface created in the from Qatar Computing Research Institute’s (QCRI) Pokerface project (Khader et al, 2016), using the Javascript Media Element Player API. Arabic subtitles were provided using a Machine
Translation system from QCRI to translate the original English subtitles, as illustrated in Figure 1.

Figure 1: Translating source material using machine translation

3.1.1. Assistive technologies

To allow users to indicate confusion by the video, a red button with a question mark was made available on the top-right corner of the video, as seen on the right of Figure 1. Clicking the red button results in a popup built using the JQuery plugin Popup.js. The popup queries the user as to whether their source of confusion is found in the current video frame or a previous one, as illustrated in Figure 2. The user can then click a button to rewind to the previous frame, until their source of confusion is found.
3.1.2. Providing feedback

Once a user finds that their source of confusion, if a word in the frame is detected to be jargon, as well be described in the next section, then the user is queries as to whether that word is the source of their confusion (Figure 3). If that is indeed the source of their confusion, a definition is provided using Wikipedia (Figure 4).
If the user indicates that they are not confused by the suggested word, they will then be queried as to whether they are confused by the translation (Figure 5). If the user indicates that they’re confused by the translation, then an alternate translation is provided, using a translation from Google translate (Figure 6).
3.2. Detecting lexical confusions

3.2.1. Jargon

To identify if a word is jargon, we used the keyword list tool from the software AntConc 3.4.4w (Anthony, 2014). The subtitle file was uploaded to be scored, and an out-of-domain corpus (Cettolo, 2012) was used by the keyword list tool to find the log likelihood of a word in its document, and in the corpus, to calculate a ‘keyness’ value. A list of keywords is then produced, sorted by keyness, where words with a higher keyness value are more likely to be found in the document than in the out-of-domain document, and as such are more likely to be keywords of the uploaded document. As key words in educational material are likely to be jargon of that domain, we used the produced list of words as jargon terms.
3.2.2. Machine Translation error

Two different approaches were explored in order to identify machine translation errors in subtitles.

3.2.2.1. Bilingual word embeddings

In order to identify if a subtitle has a low or high translation quality, we decided to explore bilingual word embedding. Word embeddings are continuous vector representations of words. We used word embeddings to calculate the semantic similarity between phrases. We used a bilingual word embeddings of words based on the Bilingual Word Embeddings Skip-Gram (BWESG) model (Vulie and Moens, 2015) where words from both languages are mapped on the same space.

We used a bilingual word embeddings of words to vectors to score the cosine similarity between two sentences. If a word isn’t found in the set of word vectors, we did not use it to calculate the score. We have a source corpus that is in English, a reference corpus that is the manual Arabic translation of the source corpus, and then the translation corpus that was produced using English-Arabic machine translation. We calculated the cosine similarity between the word embeddings for the source and reference corpora, and then between the source and translation corpora, producing a score per sentence.

3.2.2.2. Quality Estimation

We adapted the existing English-Arabic framework by Bouamor et al (2013) using an educational domain corpus (Abdelali et al, 2014), we followed the framework as described by Bouamor et al (2013), and extracted the following features:

- General features: word count, ratio of source-target length, etc.
- LM-based features: log likelihood of a sentence
• MT-base features: number and ratio of out of vocabulary words

Furthermore, we also extracted the bilingual word embedding scores as described in the previous section.

The average Translation Error Rate (TER) of the document was calculated, and used to label the individual sentences in the training data. If the TER of a word is higher than the average, then it’s labeled as having low quality translation, and if it’s lower, it’s labeled as having high quality translation. A random forest classifier (Pedregosa et al, 2011) was then trained using the extracted features.

3.3. Assessment of framework

To assess the framework, we designed a user study which was approved by Carnegie Mellon University’s Institutional Review Board (IRB). In the study, participants were given a choice of 3 out of 5 available Khan Academy videos to watch. The videos were from the 5 different domains of astronomy, biology, chemistry, mathematics and physics. Participants were recruited through an email sent to the CMUQ mailing lists indicating the time and location of the experiments, requesting participants who identify Arabic as their first language. Participants were asked to indicate the topics they were least familiar with in order to investigate whether or not they were able to learn from the videos. As participants at CMU-Qatar were assumed to understand English, the audio track of the videos (in English) was not provided. This was done to force users to consume the Arabic material. While watching each video, users indicated the type of confusion encountered, whether jargon, machine translation error, or other. The confusion information was saved to a file along with an ID for the corresponding subtitle. Furthermore, the number of times users rewound the video to find the frame which contained a confusion was also stored. After providing users with the appropriate feedback intended to alleviate their confusion,
users were also asked to indicate whether they found the feedback useful as well as to elaborate as to why. After watching each video, participants were then asked whether they felt that they learned from the video, and if they had any general remarks.

4. **Experiment design and results**

   Each of the areas focused on in our methods are evaluated below.

4.1. **Detecting lexical confusions**

   4.1.1. **Jargon**

   To assess our detection of jargon we used the AntConc 3.4.4w software (Anthony, 2014). In our test set there were compiled 20 sentences from Khan Academy science videos, and we manually annotated them to indicate any jargon words found. A total of 37 out of 184 words were annotated as jargon. The sentences were then scored by AntConc’s Keyword List tool, where words were given a keyness score. A threshold dependent on the keyness score was considered, where words with a keyness score greater than or equal to the threshold were considered jargon. Precision and recall calculations were considered to find the appropriate threshold, as illustrated in Figures 7 and 8. A threshold of 10 was found to maximize the f-score out of the thresholds considered, as seen in Figure 9, and thus was used to compile the initial list of jargon terms used in the study to assess the framework.
4.1.2. Machine translation error

4.1.2.1. Bilingual word embeddings

In order to assess the quality of using bilingual word embeddings to identify machine translation error, we carried out a comparison between two sets of data. First, we computed the similarity scores between a source and a translated corpus (Abdelali et al, 2014), as seen in Fig 10. Afterwards, we mismatched the sentences in the source and translation files, such that we would expect significantly lower similarity scores. However, as seen Fig 11 and Fig 10, the mean score between the two data sets only seems to differ by 0.1. Therefore, we found that
these embedding similarity scores could provide us with information regarding the translation, however on their own, they would not be sufficient to identify machine translation errors.

![Figure 10: Assessing similarity between source-translation sentences](image)

![Figure 11: Assessing similarity between mismatched source-translation sentences](image)

4.1.2.2. Quality Estimation

To evaluate the classifier trained to classify sentences as either having low or high translation quality, a test set from the education corpus (Abdelali et al, 2014) was used. The classification accuracy was found to be 70%.
4.2. Assessment of the framework

Ten individuals participated in the study described in the methods section, with an overall of 28 videos watched, 120 instances of participants indicating feeling confusion. Out of the 120 instances, 60.83% were indicated to be due to machine translation error, 30% due to a specified jargon term, and 9.16% due to other reasons, which included jargon terms which weren’t specified, or problems such as missing words or incoherent sentences, which would fall under machine translation error. The mean number of times participants rewound the video to find their source of confusion was 0.586 (SD = 0.781). In response to the feedback provided to alleviate users’ confusion, 40% of feedback was labeled helpful, while 60% was labeled to be not helpful. Feedback was found to be not helpful due to reasons including:

- Definitions of jargon terms not being in the correct context
- Non-jargon words being recognized as jargon, while some jargon words were not recognized as jargon, thus not having a definition provided
- Machine translation errors being classified as jargon, and thus having definitions in an incorrect context
- Certain words not being translated, thus affecting the ordering of words in the subtitles
- Translated subtitles and their alternate translations not being full sentences due to nature of subtitles
- Words left untranslated in both the translated subtitles and the alternate subtitles

After watching the videos, 70% of participants remarked that subtitles were too fast, and 50% remarked that they found the subtitles incoherent. Furthermore, 30% of participants indicated that at some point they were overwhelmed with confusion by the subtitles, they stopped indicating their confusions. Overall, 60% of participants indicated that they did not
feel that they learned after watching at least one of the videos, and 20% indicated that they felt that they learned after watching at least one of the videos.

5. Discussion

5.1. Detecting lexical confusions

5.1.1. Jargon

The jargon detection in this thesis recognizes single words as opposed to terms. For example if given the term “covalent bond”, the two words would be separately measured and given separate keyness values. As such, the current jargon detection in our framework does not provide a full picture of confusions users may face, and so accordingly, feedback to confusion due to jargon may not always be appropriate due to the lack of context. Therefore, in future work on our framework, more jargon detection techniques should be explored, to provide a more clear picture of this type of confusion.

5.1.2. Machine Translation error

When labeling the training data for quality estimation, it was found that the average TER of the training data (Abdelali et al, 2014), was found to be 0.83. This is an indication of the poor state of English-Arabic machine translation performance in the educational domain.

5.2. Assessment of framework

There are several limitations to this study, which include how well our sample of participants may represent the target user; Arabic speaking ESL students. Since our participants were all recruited from the Carnegie Mellon University campus in Qatar, it is most likely that most participant are proficient in English. Furthermore, the recruitment criteria indicating that all participants should identify Arabic as their first language may not have been enough to get a
representing sample, as many of the participants may have never learned scientific material in Arabic, as indicated by a few participants when providing general feedback on the study. Therefore, it could be possible, that participants may have expressed confusion due to a lack of familiarity of the scientific material in Arabic. Therefore, the problems noted and faced by the participants of this study may not be fully reflective of the problems the target users may face.

Furthermore, due to participants being recruited on a university campus with knowledge of a wide variety of topics, a measure of whether or not participants learned from watching a video was not always applicable. Many participants indicated being familiar with the material of at least two of the three videos provided, indicating that they may not have found trouble with the video due to a strong understanding of the material. On the other hand, with some videos, participants indicated that they experienced difficulty understanding the material due to not being familiar with the topic, therefore it could also be possible that for some material, for some of the participants, the material provided may not have been at the appropriate level of difficulty. Overall, this led to a difficulty in identifying whether or not material was helpful in terms of furthering users’ learning.

Due to the likelihood of participants being proficient English speakers, users were not provided with the audio of the videos provided, in order to simulate the use of the interface by ESL users. This however, may have resulted in confusions that may not be present for ESL users, as the audio could possibly provide further context, separate from the content of the subtitles. For example, some participants indicated that had they not been familiar with the format of Khan Academy videos, they would not be able to understand the conversational aspects of the subtitles, claiming they could understand parts of the subtitles due to being able to imagine the tone of the video. However, in other videos with a different format, participants
expressed confusion with the transitions in the video not being expressed in the subtitles, which would be less abrupt provided the audio. Therefore, in future experiments, it may be a better simulation to provide audio material in a language participants are not proficient in, so as not to lose other audio components that users may use in their video watching experience.

Based on feedback regarding the general Khan Academy videos with the format of a black screen with writing, we may also consider in the future further experimenting with different video formats. Many participants expressed that the said videos lacked a structure, and were more conversational, which did not translate well in the subtitles. However, other videos, which used filmed graphics to illustrate the points were found to be better structured, and thus easier to understand. This could be due to the format of the video, but it could also be due to the fact that the black screen videos were 2-minute clips selected from longer videos, and thus were not designed to stand alone. Therefore, in the future we could run the study with full length videos of different formats, to better understand the components of the videos which could make subtitles more difficult to follow.

Additionally, some participants who indicated that they did not learn from the videos, explained that they struggled with following the subtitles and following any graphic aid in the video, at the same time. This was especially noted in the black screen videos, as explanations in those videos specially rely on the images and information the instructor is drawing and writing. This problem may be due to several reasons. One reason could be that the use of subtitles for educations might not be ideal for learners, and that other ways of providing translations should be more focused upon. However, other reasons could be that the participants of this study may not be accustomed to reading subtitles due to their likelihood of being proficient in English.
Therefore, once again, we find that future studies with a sample more representative of our target users may be more telling.

Problems with the cohesion of the subtitles were reported by participants, even on videos which were found to be more structured and easier to follow. Many participants indicated finding that each subtitle started and ended abruptly, with no grammatical flow between one subtitle and another. This is most likely due to each subtitle being translated separately, as opposed to full sentences. Therefore, in future work on the framework, subtitles could be translated one sentence at a time, such that several subtitles that constitute one sentence, may be translated at once. Furthermore, this problem of cohesion was further aggravated by the presence of OOVs, which also affected the order of words in the sentence, producing further confusions, even for participants proficient in English.

Finally, it is noted that all participants, including participants who indicated that they learned and understood the material, indicated that the subtitles on the videos were too fast. This could be due to the fast-spoken nature of the instructors in the videos provided, and thus perhaps slowing down the speed of the videos could be a needed feature added in future work on the interface.

5.3. **Automatic detection of confusion**

One of the goals of the proposed framework is to automatically detect and classify sources of confusions, with lexical confusions being the focus of this thesis. However, due to only having a total of 16 participants, with a total of 205 instances of participants indicating confusion while watching the provided experimental videos, not enough data was collected to train a classifier.
The data available was used to train a small-scaled classifier to explore the future direction of this work. A random forest classifier was trained using the Scikit-learn library (Pedregosa, 2011) on Python. The classifier was used to identify labeled subtitles as belong to one of three classes of confusion; having Machine Translation errors, jargon, or other. Six features were used to train the classifier. Using the AntConc (Anthony, 2014) software, the maximum keyness value, and second to maximum keyness value in a subtitle, along with the average keyness value across the subtitle were recorded as three of the six features. Using the BWESG model (Vulie and Moens, 2015), subtitles were scored with their original English to provide the fourth feature. The fifth and sixth features were language model scores of the subtitles, using an in-domain language model trained on the AMARA corpus (Abdelali et al, 2014), and an out-of-domain language model trained on the WIT3 corpus (Cettolo et al, 2012), respectively. Both language models were trained using SRILM (Stolcke, 2002), and the corpora were segmented using the Stanford segmenter (Green & DeNero, 2012). Tenfold cross validation was used to test the classifier, however it was found that with the current data and features, a mean accuracy above the baseline (76.3%), as seen in the Fig 12, could not be achieved.

<table>
<thead>
<tr>
<th>Class/Predicted</th>
<th>Jargon</th>
<th>MTE</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jargon</td>
<td>0</td>
<td>42</td>
<td>0</td>
</tr>
<tr>
<td>MTE</td>
<td>0</td>
<td>156</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>7</td>
<td>0</td>
</tr>
</tbody>
</table>

*Figure 12: Confusion matrix*

To get a better image of the data, a plot of the data against max keyness and embedding comparison scores can be seen in Figure 13. As it was seen that the majority of the indicated
confusion was due to machine translation error, through the plot of the data we can see that machine translation error seems to be biasing the data. First of all, this is an indication of the poor quality of English-Arabic machine translation is this domain, showing that a lot of work remains to be done to allow for the use of English-Arabic machine translation of educational material. However, it should also be noted that more data, as well as better features, needs to be acquired regarding sources of confusion due to jargon, or other. Therefore, in future work, we should investigate if by running the experiments again with the above recommendations, if we could gather better data, such that confusions due to jargon, machine translation error, and other, could become separable, allowing for classification.

![Scatterplot of Max Keyness vs Embedding comparison scores](image)

*Figure 13: Types of confusion on Max Keyness vs Embedding comparison scores plane*

6. Conclusion

In this thesis, we aimed to make online educational material more accessible, through the use of existing machine translation systems, and as such, supporting the use of English-Arabic
machine translated educational material, through computer assistive learning techniques. As such, a video interface was created to support this framework, allowing users to indicate if they face confusion, such that computer assistive techniques could be used to detect the source of their confusion, and provide the appropriate feedback. In order to provide the appropriate feedback, the framework currently focuses on lexical confusions, and it is aimed to predict if indicated confusion is due to jargon or machine translation errors. Techniques detecting both kinds of errors have been explored, providing different features that could be used to represent the subtitles containing sources of confusion. User experiments were run to assess the current framework, as well as gather training data for a classifier to identify sources of confusion. However, the data gathered is biased, with the majority of confusions indicated to be due to machine translation error. As such, we find that better data that is more representative of our target users, and features that could better represent the presence of jargon and machine translation error in subtitles are needed in order to train a successful classifier.
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