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Abstract

How can we detect fraudsters in large online review networks, or power grid failures using electrical sensor data? With the increasing availability of web-scale graphs and high-frequency sensor data, anomaly detection in massive datasets has seen growing focus. Social networks such as Facebook and Twitter contain up to billions of users. Similarly, large scale sensor data includes networks of traffic speed detectors that span freeway systems in major metropolitan areas, networks of voltage sensors spanning the electrical power grid, as well as numerous types of industrial, weather and environmental sensors. These datasets have created an increasing need for scalable algorithms that can automatically analyze this data and flag users or events which are anomalous or of interest.

This thesis focuses on these problems, by developing scalable, principled algorithms that detect unusual behavior or events. We focus on the use of connectivity and temporal information, which allow us to detect anomalies in large graphs such as social networks, as well as for sensor datasets such as traffic data, which contain multiple sensors varying over time, that are also arranged on a graph.

First, we focus on static graphs, in which only connectivity information is present. For example, how can we detect fraudsters in a user-product review graph, or a Twitter follower-follower graph? We first propose a probabilistic approach that evaluates how surprising a dense subgraph is, while avoiding Erdos-Renyi assumptions of existing methods. We then consider how to detect dense subgraphs in a way that prevents anomalous users from evading detection by manipulating their features. Our approach improves detection accuracy by up to 70% F-measure over comparable baselines, and detects a Twitter subgraph of more than 4000 accounts, a majority of which used follower-buying services.

Next, we consider time series: for example, how can we detect anomalous events, such as electrical component failures in power grid time series? We develop algorithms for modelling and detecting anomalies in discrete time-series data, such as ratings, where a set of users rate a set of products; and real-valued power grid data, in which we use physics-based circuit models to accurately model and detect anomalies. Then, for mixed categorical, numeric and ordinal data, we propose an online nonparametric anomaly detection approach, that detects anomalies with 61% higher F-measure than related baselines.

Finally, merging graphs and time series, we consider graphs with sensors. Consider a set of sensors arranged in a graph, each collecting data over time: for example, traffic speed sensors, which are arranged on a road network, or voltage sensors on a power grid network. We develop algorithms for detecting anomalous events or large changes happening on a subset of the graph nodes, such as traffic accidents or power line failures. Additionally, we propose algorithms for near-optimally selecting locations for new sensors to be placed on a power grid graph, improving the detection of electrical component failures by 59% or more F-measure.
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Chapter 1

Introduction

A capacity for surprise is an essential aspect of our mental life, and surprise itself is the most sensitive indication of how we understand our world and what we expect from it.

Daniel Kahnemann, *Thinking, Fast and Slow*

Our brains contain unconscious but sophisticated machinery for detecting deviations from normality and responding to them quickly. In *Thinking, Fast and Slow*, Kahnemann writes: “Studies of brain responses have shown that violations of normality are detected with astonishing speed and subtlety. In a recent experiment, people heard the sentence ‘Earth revolves around the trouble every year.’ A distinctive pattern was detected in brain activity, starting within two-tenths of a second of the onset of the odd word. Even more remarkable, the same brain response occurs at the same speed when a male voice says, ‘I believe I am pregnant because I feel sick every morning’ ... A vast amount of world knowledge must instantly be brought to bear for the incongruity to be recognized [KE11].”

The challenge of quickly noticing deviations from normality is important not just for humans, but also in computer science. In many applications, extremely high-volume data arrives constantly, and the challenge for algorithms is to perform the role that attention does in our brains: of rapidly identifying anomalies in order to surface and respond to them as quickly as possible. Hence, with the increasing availability of web-scale graphs and high-frequency sensor data, anomaly detection in massive datasets has seen growing focus. Social networks such as Facebook and Twitter contain up to billions of users. Similarly, large-scale sensor data involves numerous types of weather and environmental sensors, networks of voltage sensors spanning the electrical power grid, and networks of traffic speed detectors that span freeway systems in major metropolitan areas.

These datasets are creating an increasing need for scalable algorithms that can automatically analyze this data and flag users or events which are anomalous or of interest. For example, in online commerce and social networks, we are often interested in automatically flagging potentially fraudulent users, spam, network intrusions or other forms of attacks. In large-scale sensor data, we are often interested in unusual events or deviations from normal behavior, such
as traffic accidents, major weather events, or the breakdown of electrical components in power systems data.

Figure 1.1: Applications of our anomaly detection approaches. (a) **Social networks**: we detect a large group of fake followers in Twitter. (b) **Online reviews**: we detect fake reviews in an online application market. (c) **Traffic**: we detect ground truth traffic accidents (in red) in a dataset containing traffic speed sensors on a road network.

There is a rich literature in anomaly (or outlier) detection, which defines anomalies as “observations which appear to be inconsistent with the rest of the observations” [BL74]. This thesis studies anomaly detection using graphs and time-series data: we aim to detect anomalies in large graphs such as social networks, as well as time-series sensor datasets, which often involve multiple sensors arranged on a graph and varying over time. Such data are commonplace in modern real-world applications (e.g. arising from online systems), but does not fit neatly into the traditional outlier detection setting, where observations are treated as independent from one another. Hence, the questions we aim to answer are:

- **Q1. Graphs**: How can we identify subgraphs with unusual connectivity in a graph?
- **Q2. Time Series**: How can we use temporal information to detect time periods containing unusual activity?
- **Q3. Graphs with Sensors**: Given time-series sensors arranged on a static graph, how can we detect the time and location of unusual events?
1.1 Overview and Contributions

This thesis is organized into three main parts. In Part I, we study how to use connectivity (i.e. graph) information to detect unusual behavior. Part II focuses on using time-series information. Finally, Part III considers how to combine connectivity and temporal information, in the setting of graphs with sensors.

Table 1.1 provides an overview of this thesis.

<table>
<thead>
<tr>
<th>Setting</th>
<th>Goals</th>
<th>Method</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Graphs</strong> (Part I)</td>
<td>Graphs (non-adversarial)</td>
<td>TELLTAIL [PDF]</td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Graphs (adversarial)</td>
<td>FRAUDAR [PDF]</td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection (Robust)</td>
<td></td>
</tr>
<tr>
<td><strong>Time-Series</strong></td>
<td>Time-Series (categorical)</td>
<td>BirdNest [PDF]</td>
</tr>
<tr>
<td>(Part II)</td>
<td>Anomaly Detection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time-Series (real-valued)</td>
<td>STREAMCAST [PDF]</td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection, Forecasting</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time-Series (mixed)</td>
<td>BNB [PDF]</td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Time-Series (matrix-valued)</td>
<td>SMF [PDF]</td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection, Forecasting</td>
<td></td>
</tr>
<tr>
<td><strong>Graphs with</strong></td>
<td>Graphs with Sensors</td>
<td>CHANGE DAR [PDF]</td>
</tr>
<tr>
<td>Sensors (Part III)</td>
<td>Anomaly Detection</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anomaly Detection, Sensor Placement</td>
<td>GRIDWATCH [PDF]</td>
</tr>
</tbody>
</table>

Summary of Technical Contributions

- **Graphs** (Part I): Our TELLTAIL provides a probabilistic score for how measuring how abnormal a subgraph is, while FRAUDAR considers how to detect abnormal subgraphs in a robust way against adversarial manipulation, improving detection accuracy by up to 70% F-measure over comparable baselines, and detecting a Twitter subgraph of more than 4000 accounts, a majority of which used follower-buying services.

- **Time Series** (Part II): BirdNest performs anomaly detection in categorical (e.g. ratings) data, while STREAMCAST considers real-valued (e.g. electrical sensor) data. Then, for mixed categorical, numeric and ordinal data, we propose an online nonparametric anomaly detection approach, BNB, that detects anomalies more accurately than baselines, by 61% F-measure. Lastly, SMF performs forecasting and anomaly detection in a time series of matrices, capturing seasonality and drift.

- **Graphs with Sensors** (Part III): CHANGE DAR detects the time and location of sudden changes in a localized region of the graph. We then develop GRIDWATCH, an anomaly detection approach for power grid data, which also studies how to near-optimally select locations for new sensors to be placed on a power grid graph, improving the detection of component failures by 59% or more F-measure.

Reproducibility: Our code is open-sourced, and our datasets used are available at www.andrew.cmu.edu/user/bhooi/code.
Summary of Impact

• **Industry Adoption:** BIRDNEST was deployed at Flipkart for detecting ratings fraud, who found that all of the top 50 reported suspicious users all involved fraud. CHANGEDAR and GRIDWATCH contribute to DARPA’s $77 million Rapid Attack Detection, Isolation and Characterization Systems (RADICS) program, for power grid security.

• **Taught in Graduate Classes:** our methods are being taught in graduate classes - e.g. University of Michigan (Mining Large-Scale Graph Data) and Virginia Tech (Data Mining Large Networks and Time-Series).

• **Academic Recognition:** FRAUDAR received KDD 2016 Best Paper Award and CogX 2017 Award for Best Student Paper in AI, and was invited to the TKDD special issue for “Best of KDD 2016”. GRIDWATCH received the Runner-up Best Student Paper of ECML-PKDD 2018.

• **Media Coverage:** FRAUDAR was covered by NSF (Discovery Files podcast), WESA - Pittsburgh NPR, TechXplore, Stanford Scholar, and Crain’s.

Next, we summarize the goals and contributions of each of our proposed methods.

1.2 Detailed Chapter Summaries

1.2.1 Part I: Graphs

Given a graph, how can we measure how unusual a subgraph is and catch unusual subgraphs?

In this part, we first propose TELLTAIL, a probabilistic score which evaluates how abnormal a subgraph is, and an efficient algorithm for optimizing this score. We then consider the adversarial case, and propose FRAUDAR, a robust algorithm for detecting dense subgraphs under ‘camouflage,’ where adversaries add edges (such as Twitter follows) to evade detection.

Measuring and Detecting Unusual Subgraphs

**What is an ‘unusual’ subgraph?**

**How can we measure how unusual a subgraph is, and detect the most unusual subgraphs?**

Our first goal is to define and measure what constitutes an ‘unusual’ subgraph. Which is more suspicious: a small but very dense subgraph of 10 nodes and 100 edges, or a larger but less dense subgraph of 1000 nodes and 10000 edges? Can we probabilistically measure how unusual each of these subgraphs is, and give our confidence that they indicate anomalous or fraudulent behavior, while exonerating the users if this is within normal variation?

Dense subgraphs often indicate interesting structure, such as network attacks in network traffic graphs, or protein families in protein interaction networks. However, most existing dense subgraph measures, such as average degree, do not take normal variation into account and hence cannot exonerate normal subgraphs, and can also be biased when comparing subgraphs of different sizes. Previous measures [JBC+16] compute a likelihood-based score for subgraphs, but are based on the simple but unrealistic Erdoes-Renyi distribution. Hence, in TELLTAIL, we
propose a probabilistic measure for subgraphs based on a more flexible approach that relies on realistic, empirically-observed patterns in real graphs.

Contributions

• Empirical Observations: We describe empirical patterns about subgraph density distributions in real graphs.
• Theoretical Framework: We probabilistically evaluate the surprisingness of a subgraph under realistic assumptions.
• Effectiveness: Our approach scales linearly, and outperforms baselines in accuracy of detecting injected and ground-truth subgraphs.

Detecting Unusual Subgraphs in an Adversarial Setting

How can we detect unusual subgraphs in the face of adversaries who are trying to evade detection?

Next, we consider the adversarial setting, in which adversaries are trying to evade detection. In particular, consider online commercial settings such as Facebook, Amazon and Twitter, where the data takes the form of a bipartite graph (e.g. likes, reviews, follows, or tweets). A common goal is to detect link fraud, involving groups of fake user accounts which are used to produce a large number of edges (e.g reviews). Existing approaches often try to detect this by searching for dense subgraphs which are sparsely connected to the rest of the graph, e.g. using spectral algorithms.

However, fraudsters performing link fraud can evade many forms of detection using camouflage, which involves adding reviews or follows with honest targets so that they look “normal.” Furthermore, some fraudsters use hijacked accounts from honest users, to make the camouflage more organic and hence harder to detect. Hence, in FRAUDAR, our focus is to spot fraudsters in the presence of camouflage or hijacked accounts.

Contributions

• Camouflage-resistance: We show theoretically and empirically that our approach performs well in the presence of camouflage.
• Theoretical guarantee: Our approach provides an upper bound on the effectiveness of fraudsters.
• Effectiveness: FRAUDAR improves detection accuracy by up to 70% F-measure over the top baseline. In real-world experiments with a Twitter graph of 1.47 billion edges, FRAUDAR successfully detected a Twitter subgraph of more than 4000 accounts, a majority of which used follower-buying services.

1.2.2 Part II: Time Series

Time series data arising from online systems often involves discrete events (such as likes, follows, reviews, page views etc.) accompanied by timestamps, while the more traditional time series sensor setting involves real-valued time series data. For the former, we develop an anomaly
detection algorithm for ratings data (i.e. ratings submitted by users for products) in order to catch fraudsters who manipulate ratings [HSB+16a]. For the latter, we develop a forecasting and anomaly detection algorithm for power systems data that exploits domain knowledge via a physics-based model of power systems data [HSP+18]. Next, for mixed data (i.e. combined categorical, numeric or ordinal data), we develop an online nonparametric change detection approach [HF19]. Finally, we propose an online approach for forecasting matrix-valued time series (where we observe a matrix at each time point), and further show that we can efficiently perform anomaly detection in a computationally efficient manner, without forecasting every entry in the matrix [HSLF19].

Anomaly Detection in Categorical Time Series

How can we detect unusual users in categorical data involving a series of events (e.g. reviews)?

We first consider categorical temporal data arising from online settings, which often involves a series of discrete events, such as reviews. Review fraud is a pervasive problem in online commerce, in which fraudulent sellers write or purchase fake reviews to manipulate perception of their products and services. Fake reviews are often detected based on several signs, including 1) they occur in short bursts of time; 2) fraudulent user accounts have skewed rating distributions. We use a Bayesian inference approach, which allows a principled approach for taking into account the number of reviews each user has, as well as combining temporal and rating information.

Hence, in this chapter, we first formulate our model, ‘Bayesian Inference for Rating Data’ (BIRD) model, a flexible Bayesian model of user rating behavior. Based on our model we formulate a likelihood-based suspiciousness metric, ‘Normalized Expected Surprise Total’ (NEST).

Contributions

- Theoretically sound user behavior model: we define a Bayesian model for the data based on a mixture model which captures different types of user behavior.
- Suspiciousness metric: we define a likelihood-based metric which measures how much a user deviates from normal behavior.
- Effectiveness: our approach runs in linear time and successfully spots fraud in real-world graphs, which precision of over 84% on the top 250 Flipkart users flagged by our algorithm.

Anomaly Detection in Real-Valued Time Series

How can we detect unusual events in real-valued time series data? (e.g. sensor data)

Next, we consider the more traditional real-valued, multivariate time series sensor setting: e.g. power grid data, which consists of voltage, current, and environmental temperature data over time. Our goal is to forecast the power consumption of a location for the next few days, which can then be used for anomaly detection, by flagging anomalies when the forecast differs
from reality by more than a fixed threshold. An additional challenge is to take into account ‘what-if-scenarios’: e.g. what if the temperature increases by $10^\circ C$, the number of appliances in the grid increase by 20%, and voltage levels increase by 5%? Such scenarios are crucial for future planning, to ensure that the grid remains reliable even under extreme conditions.

**Contributions**

- **Domain knowledge infusion**: we propose a novel Temporal BIG model that extends the physics-based BIG model, allowing it to capture changes over time, trends, and seasonality, and temperature effects.
- **Effectiveness**: StreamCast forecasts multiple steps ahead and outperforms baselines in accuracy by 27% or more.
- **Scalability**: Our algorithm is online, requiring constant update time per new data point, and bounded memory.

**Anomaly Detection in Mixed Time Series**

*How can we detect unusual events in mixed categorical, numeric and ordinal time-series data?*

Next, we consider multivariate time series containing mixed data types. A key challenge in this setting is that we cannot make strong assumptions about the type of model that the data follows, and how it changes after the event occurs: i.e. we want our approach to be nonparametric. In this case, how do we detect changes in the behavior of the time series: for example, the onset of illnesses or complications in patients?

We propose BNB (Branch and Border), an online, nonparametric change detection method that detects multiple changes in multivariate data. Unlike most existing methods which fit particular distributions (e.g. Gaussian, Poisson), BNB approaches change detection by treating changes as time points where relatively simple random partitions of the data space can cleanly separate the points before and after the change.

**Contributions**

- **Generality**: as BNB is nonparametric, it works well for data sources with any distribution, including numerical, categorical, and ordinal data.
- **Effectiveness**: BNB achieves 70% or more increased F-measure over comparable baselines in experiments averaged over 11 datasets.
- **Scalability**: BNB scales linearly in the number of time ticks and dimensions, and is online, thus using bounded memory and bounded time per iteration, regardless of the stream length.

**Anomaly Detection in Matrix-Valued Time Series**

*Given a stream of matrices, how can we fit a model that captures seasonality and drift over time, and use it to forecast future data, and detect anomalous events?*
Finally, we consider matrix-valued time series. An example is taxi ride data: at each time point, we have a matrix whose rows represent the starting location of the ride, and columns represent the ending location, where each taxi ride is an element in this matrix. Our goal is to learn a model which captures seasonal patterns (e.g. rides toward office areas are more frequent in the morning) and drift (e.g. population growth). We propose a matrix factorization-like model that provides interpretable components, and forecasts future data more accurately than existing approaches. In addition, we show that in the large, sparse setting, we can perform anomaly detection efficiently, without needing to forecast every observation in the matrix.

Contributions

- **Model:** we propose a novel matrix factorization model incorporating seasonal patterns and drift, an online fitting algorithm, and an efficient anomaly detection approach.
- **Effectiveness:** in experiments, SMF has lower forecasting error than baselines by 13% to 60%, and provides interpretable results in case studies on real data.
- **Scalability:** SMF is online, and scales linearly. In experiments, it was 12 to 103 times faster than seasonal baselines.

1.2.3 Part III: Graphs with Sensors

We now consider data from a set of sensors placed on a graph, where each sensor provides time series data. An example is electrical sensors placed on nodes of the power grid, where we would like to automatically detect anomalous events, such as due to the failure of electrical components. Another example is traffic sensors which measure the speed of vehicles passing over them, which we want to use to detect traffic accidents.

**Anomaly Detection in Graphs with Sensors**

*Given time-varying data from sensors arranged over a graph, how can we detect the time and location of sudden changes occurring on the graph?*

For this setting of sensors placed on a graph, our first approach considers the change detection problem, where we want to detect significant and sudden changes that occurred over a connected subgraph of sensors. For example, after a traffic accident, we would expect traffic speeds to drop sharply at a subgraph of roads around the accident. Similarly, sharp changes in power grid sensor values occur during a power grid failure. Hence, our CHANGEDAR (Change Detection And Resolution) algorithm detects localized changes on the graph in an online manner, and reports when and where the change occurred in the graph.

**Contributions**

- **Algorithm:** We propose novel information theoretic optimization objectives for scoring and detecting localized changes, and propose two algorithms, CHANGEDAR-S and CHANGEDAR-D respectively, to optimize them.
- **Theoretical Guarantees:** We show that both methods provide constant-factor approximation guarantees.
Effectiveness: In experiments, CHANGEDAR detects traffic accidents and power line failures with 75% higher F-measure than comparable baselines.

Scalability: our methods are online and near-linear in the graph size and the number of time ticks.

Sensor Placement in Graphs with Sensors

How can we select positions for sensors over a power grid graph, in order to detect anomalous events?

In the power grid setting, maintaining the reliability of the electrical grid is a major challenge, and an important part of achieving this is to place sensors in the grid, and use them to detect anomalies. Hence, focusing on the power grid setting, we now consider the follow-up question of selecting where to place sensors over a graph, in order to have the highest probability of detecting an anomaly using these sensors. In addition, using the chosen sensors, we then propose an online algorithm for detecting anomalies, in order to provide real-time feedback on the most anomalous parts of the graph.

Contributions

- Online anomaly detection: We propose GRIDWATCH, a novel, online anomaly detection algorithm with higher accuracy than existing approaches.
- Effectiveness: Our sensor placement algorithm is provably near-optimal, and both our algorithms outperform existing approaches in accuracy by 59% or more (F-measure) in experiments.
- Scalability: Our algorithms scale linearly, and our detection algorithm is online, requiring bounded space and constant time per update.
Chapter 2

Background

In this chapter, we introduce the main definitions in graph theory and time series analysis that are useful in understanding this thesis.

2.1 Graphs

We start with the definition of a graph, along with the common types of graphs (bipartite, directed, weighted).

**Graph:** a graph (or network) is a data structure used to model interactions. Graphs consist of a set of nodes, and a set of edges between pairs of nodes. For example, the nodes could represent people, and the edges could represent friendships between them. Mathematically, a graph $G$ is an ordered pair $(V, E)$, where $V$ is the set of nodes, and $E$ is the set of edges.

**Bipartite Graph:** a graph whose nodes can be divided into two disjoint sets $U$ and $W$ such that all edges connect a node in $U$ and a node in $W$. For example, given a product review website (such as Amazon), $U$ can be the set of users, and $W$ the set of products, where an edge between a user and a product represents a review by that user for that product.

**Weighted Graph:** a graph whose edges have a numeric weight associated with them. For example, in a product review graph, edge weights may indicate the rating that the user gave the product. In Figure 2.3, thickness is used to indicate edge weight.
**Subgraph:** a subgraph of a graph $G$ is a graph formed by a subset of the nodes and edges of $G$.

**Induced Subgraph:** given a graph $G$, the induced subgraph of a subset $\mathcal{V}'$ of nodes is the subgraph with node set $\mathcal{V}'$, and edge set equal to all edges connecting pairs of nodes in $\mathcal{V}'$.

**Neighbors:** two nodes are called neighbors if there is an edge connecting them.

**Neighborhood:** the neighborhood of a node is the induced subgraph consisting of the node and all its neighbors.

**Degree:** the degree of a node is the number of neighbors of the node.

### 2.2 Time Series

**Time Series:** a time series $X_1, X_2, \cdots$ consists of measurements of a variable collected over time. Usually, the measurements are made at regular time intervals. A time series is univariate if $X_i \in \mathbb{R}$, while multivariate time series allow $X_i \in \mathbb{R}^d$.

**Online Algorithm:** an online (or streaming) algorithm is one that processes its input incrementally, i.e. in the order that the algorithm receives its input. As each new data point is received, the algorithm should compute a partial solution based on the input it has been given. This contrasts with offline algorithms, which are only required to output an answer after receiving the full input data.

### 2.3 Graphs with Sensors

**Graphs with Sensors:** In the settings we consider, a graph with sensors consists of a static graph, with time-series sensors placed on a subset of its nodes or edges. Some sensors can be missing (thus, this naturally covers the case where sensors may be placed only on nodes, or only on edges).

Figure 2.4: A subgraph (in red) induced by the 3 red nodes.

Figure 2.5: A graph with sensors.
Part I

Graphs
Overview: Graphs

Given a graph, how can we measure how unusual a subgraph is?
How can we catch unusual subgraphs?

Static graphs, which contain only connectivity information, are commonly used in practice when temporal information is not present. In this part, we consider both how to measure how unusual a subgraph is, as well as how to detect subgraphs with unusual connectivity, such as network intrusion attacks, and link spam in social networks. Hence, TellTail focuses on providing a probabilistic score for how abnormal a subgraph is: unlike previous work, we evaluate how unusual a subgraph is under more realistic assumptions than existing Erdos-Renyi approaches. Fraudar provides an algorithm for detecting fraud in review graphs and social networks in a way that is robust against certain types of adversarial manipulation, aiming to catch fraudsters who try to conceal their presence by adding edges toward honest products.
Chapter 3

**TELLTAIL: Scoring Dense Subgraphs**

In this chapter, we propose probabilistic anomaly detection methods for graphs. Given a phone call graph, or a graph of following relationships on Twitter, how can we design a principled measure for identifying surprisingly dense subgraphs? If 50 users each reviewed almost all the same 500 products several times each, can we measure our confidence that this indicates anomalous or fraudulent behavior, while exonerating the users if this is within normal variation? Our TELLTAIL approach provides a probabilistic measure with theoretical consistency guarantees, and provides near-linear time detection, while avoiding Erdos-Renyi assumptions common in the literature.

### 3.1 Introduction

Given an undirected, possibly weighted graph, how can we measure how surprising or anomalous a subgraph is? How can we do this in a way that exonerates subgraphs that are within the range of normal variation, but catches only subgraphs which are truly surprising? Dense subgraph detection is useful for detecting social network communities, protein families [SHK+10], follower-boosting on Twitter, and rating manipulation [HSB+16b]. In these situations, it is useful to measure how surprising a dense subgraph is, to focus the user’s attention on surprising or anomalous subgraphs.

Many measures exist for identifying dense subgraphs, such as average degree, modularity, etc. However, knowing that a subgraph has, for example, an average degree of 10, does not tell us how surprising it is, since we do not know if this is plausible under normal variation. To quantify how surprising a subgraph is, we need a *probabilistic* measure, that tells us, e.g., that the probability of a random subgraph of the same size being as dense as this one is $10^{-5}$. Such a probabilistic measure is useful for decision making: if a subgraph is very unlikely under normal variation, we can more confidently take action such as investigating these users.
Figure 3.1: (a) **Accuracy**: TellTale outperforms competitors in accuracy in detecting injected blocks. (b) **Scalability**: Our search algorithm scales quasi-linearly. (c) **Accurate confidence estimates**: our measure clearly separates ground truth subgraphs (red triangles) from random subgraphs (blue dots) while providing confidence estimates.

The key challenge in this process is to accurately model subgraph densities under normal behavior. In other words, what is a good null model? The simplest approach would be to assume an Erdos-Renyi model, as in [JBC+16]. However, the Erdos-Renyi model does not accurately model density patterns of real graphs: it ignores the clustering structure of graphs, as well as dense subgraphs caused by high degree nodes, such as ‘hyperbolic communities’ [AGMF14] observed in real graphs.

Instead, our approach uses a novel application of extreme value theory to the dense subgraph problem, with the goal of probabilistically measuring how ‘extreme’ a dense subgraph is. Extreme value theory is an elegant statistical approach for modelling the distribution of extreme (or rare) events. It was initially proposed to model the distribution of flood heights, with the goal of finding the minimal dike height which would be tall enough to withstand floods with high probability. Since then, it has been applied to many types of extreme events, such as earthquakes, financial crashes, and network attacks. Extreme value theory allows us to accurately estimate the extreme tail of a distribution without making strong assumptions about the distribution itself.

We use extreme value theory for modelling the top most dense subgraphs for two reasons: firstly, it provides more accurate modelling. Like flood heights, we are mainly interested in the densest few subgraphs, which is an inherently extremal process. Indeed, modelling the overall distribution itself in full can mislead us about the tail of the distribution, particularly in realistic settings where the extreme values are outliers whose distribution deviates from that of the normal values. We show in Section 3.5.3 that our approach models real-world dense subgraph patterns more accurately than other models. Secondly, the full distribution of subgraph densities in real graphs is hard to theoretically characterize explicitly, which is why it has only been
done for the (unrealistic) Erdos-Renyi model so far. Thus, extreme value theory allows us to theoretically characterize dense subgraph patterns without restrictive assumptions.

To improve its practicality, our method further makes use of two novel empirical findings about the distribution of subgraph densities in real graphs. We use these empirical findings in our measure which assesses how surprising a subgraph is, then propose a fast pruning-based algorithm for detecting dense subgraphs using this measure, in quasi-linear time. Figure 3.1a shows that our measure outperforms baselines in its accuracy of identifying injected subgraphs. Figure 3.1b shows that our search algorithm is fast and scales quasi-linearly: it took 0.41s per subgraph to find, on a graph with 49 million edges, on a laptop computer. Figure 3.1c shows that on a Twitter dataset of football clubs, our measure separates ground truth football clubs from random subgraphs, while providing confidence estimates. The ‘empirical quantiles’ plot the 90% and 99% quantiles of the measure on random subgraphs, matching the theoretical quantiles and verifying that our confidence estimates are accurate.

Our contributions are:

- **Theoretical underpinnings:** we propose a probabilistic framework (Definition 3.5) for finding dense subgraphs based on extreme value theory. Theorem 3.2 provides a guarantee of consistency.
- **Discoveries:** We make 2 novel empirical observations on dense subgraph patterns in real graphs, which we use to speed up our measure.
- **Effectiveness:** Our approach outperforms baselines in finding injected (Figure 3.7) and ground truth dense subgraphs (Table 3.4 and 3.5).
- **Algorithm:** Our search algorithm scales quasi-linearly, and we further speed it up using a safe pruning step (based on Theorem 3.1).

**Reproducibility:** Our code and data are publicly available at [http://www.andrew.cmu.edu/user/bhooi/telltail/](http://www.andrew.cmu.edu/user/bhooi/telltail/).

### 3.2 Related Work

**Measures based on internal connectivity:** average degree [Gol84] is a common measure that can be optimized exactly [Gol84] or via 1/2-approximation factor greedy algorithms [Cha00]. Variants allow for size restrictions [AC09] or local subgraphs [And10]. Other measures include edge density, which underlies quasi-cliques [ARS02], edge surplus [TBG+13], triangle and k-clique density [Tso15], discounted average degree [YH18], and minimum internal degree, which defines k-cores [SERF16]. Related measures underlie k-plexes [SF78] and k-trusses [Coh08]. [ANMJZ12] evaluates density by subtracting the expected density of similar clusters.

**Measures based on internal and external connectivity:** external connectivity refers to the edges between the subgraph and the rest of the graph. These measures find subgraphs which are dense internally but sparsely connected to the rest of the graph. These include modularity [New06], Maximum, Average, and Flake-ODF [FLG00], local density [QLCZ15], and the family of cut-based measures, such as expansion [RCC+04] and conductance [SM00]. [KVV04] proposes a bicriteria related to conductance for analyzing spectral clustering.
**Model-based measures**: many generative models for graphs exist, such as scale-free graphs [LADW05], Kronecker graphs [LCK+10], and so on. However, computing surprisingness under these models is often infeasible because the models do not allow for tractable analysis. For the Erdos-Renyi model, [BE76] analyzes cliques in random graphs.

Closely related to our approach is Jiang (2016) [JBC+16] which defines the *suspiciousness* subgraph measure: for a subgraph $S$ with $e(S)$ edges, the suspiciousness is $-\log P(Y = e(S))$, where $Y$ has a Poisson distribution with mean equal to the expected mass of $S$ under an Erdos-Renyi model. Effectively, the score of a subgraph is (approximately) the negative log probability of how likely we are to achieve the same mass assuming edges are drawn randomly from an Erdos-Renyi model. In comparison, our approach uses a more empirical approach of studying subgraph distributions of real graphs, showing that they are well-modeled by a Generalized Pareto (GP) distribution.

Also closely related is van Leeuwen (2016) [vLDBSM16], which proposes a subgraph interestingness measure. Their general framework evaluates how subjectively interesting a subgraph is relative to a user’s prior beliefs. Given such priors, subjective interestingness of a pattern is the ratio of *information content* (negative log probability of the pattern being present under the user’s belief state) over the *description length* (length of pattern’s description). In comparison, our approach also evaluates subgraphs in the context of a null distribution, but takes a more empirical approach, with our choice of null distribution motivated by empirical patterns in real graphs, rather than the user’s prior beliefs.

### 3.3 Background: Generalized Pareto

![Image of TELLTAIL avoids size-bias](image)

Figure 3.2: **TELLTAIL avoids size-bias**: in an Erdos-Renyi graph with $n = 50$ and $p = 0.2$, with an injected clique of size 10 (circled). The subgraph detected under each measure is labeled in red triangles.

The Generalized Pareto (GP) distribution is a 3 parameter distribution used within extreme value theory [CBTD01]. Its key properties are its flexibility in smoothly interpolating between light- and heavy-tailed regimes, and its ‘universality’ property, Property 3.1.
The CDF of the GP distribution [CBTD01] is:

\[
GPD_{\mu,\sigma,\xi}(x) = \begin{cases} 
1 - (1 + \frac{\xi(x-\mu)}{\sigma})^{-1/\xi} & \text{if } \xi \neq 0 \\
1 - \exp(-\frac{x-\mu}{\sigma}) & \text{if } \xi = 0 
\end{cases}
\]  

(3.1)

for \( \sigma > 0 \). Its support (i.e. the set of \( x \) with nonzero density) is \( x \geq \mu \) when \( \xi \geq 0 \), and \( \mu \leq x \leq \mu - \sigma/\xi \) when \( \xi < 0 \). Its three parameters are its location parameter \( \mu \), its scale parameter \( \sigma \), and its shape parameter \( \xi \). The GP distribution generalizes several well-known distributions:

- For \( \xi > 0 \) it is a Pareto distribution with shape \( \alpha = 1/\xi \);
- For \( \xi = 0 \) and \( \mu = 0 \) it is an exponential distribution with mean \( \sigma \).

Note that Pareto distributions exhibit heavy-tailed decay (i.e. power law tails) while exponential distributions exhibit light-tailed decay (i.e. exponential tails), so the GP distribution interpolates smoothly between the two regimes.

**Properties**

Given any random variable \( X \), let \( t \in \mathbb{R} \) and define a new distribution \( F_t \) representing the upper tail of \( X \) past threshold \( t \); i.e. \( F_t \) is the distribution of \( X - t \) conditioned on \( X > t \).

**Definition 3.1**

The conditional excess at threshold \( t \) has distribution (i.e. CDF) \( F_t(y) = P(X - t \leq y|X > t) \).

The universality property, or Pickands- Balkema-de Haan theorem [BDH74], states that the GP distribution can approximate the tails of an arbitrary distribution:

Let \( F \) be any distribution function from a broad class of distributions. (This class includes almost all commonly used distributions; see [EKM99].)

**Property 3.1: Universality**

There exists \( \xi, \sigma(t) \) that approximates the tail of \( F \) arbitrarily closely: i.e.:

\[
\lim_{t \to t_{\max}} \sup_{x} |F_t(x) - GPD_{0,\sigma(t),\xi}(x)| = 0,
\]

(3.2)

where \( t_{\max} \) is the right endpoint of \( F \) \( (t_{\max} \) can be \( \infty \)).

Intuitively, GP distributions can closely model upper tails arising from many distributions. This justifies using GP distributions to model the upper tail of subgraph mass distributions, as we will do.
3.4 Problem Definition

Table 8.2 summarizes the symbols used in this chapter.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(V, E)$</td>
<td>Graph, with its vertex and edge set</td>
</tr>
<tr>
<td>$n$</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of edges</td>
</tr>
<tr>
<td>$S$</td>
<td>Subset of nodes</td>
</tr>
<tr>
<td>$k$</td>
<td>Size of subset (i.e. $</td>
</tr>
<tr>
<td>$A$</td>
<td>Adjacency matrix</td>
</tr>
<tr>
<td>$d_n \times 1$ vector</td>
<td>Vector of node degrees</td>
</tr>
<tr>
<td>$B$</td>
<td>Modularity matrix: $B = A - d \cdot d^T/(2m)$</td>
</tr>
<tr>
<td>$f(S)$</td>
<td>Desired output: the surprisingness of $S$</td>
</tr>
<tr>
<td>$e(S)$</td>
<td>Number of edges in induced subgraph of $S$ (also called its mass)</td>
</tr>
<tr>
<td>$\tilde{e}(S)$</td>
<td>Adjusted mass of induced subgraph of $S$ i.e. its mass minus its expected mass</td>
</tr>
<tr>
<td>$d(S)$</td>
<td>Sum of (weighted) degrees of nodes in $S$</td>
</tr>
<tr>
<td>$\mu, \sigma, \xi$</td>
<td>Location, scale, shape parameters of GP distribution</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>GP distribution tail cutoff probability</td>
</tr>
<tr>
<td>$r$</td>
<td>No. of repetitions in TELLTAIL-SEARCH</td>
</tr>
<tr>
<td>$t$</td>
<td>No. of neighborhoods in TELLTAIL-SEARCH+</td>
</tr>
</tbody>
</table>

Table 3.1: Symbols and Definitions

Given a graph $G = (V, E)$, our goal is to estimate how surprising a subgraph induced by $S \subseteq V$ is by defining a scoring function $f$ from subsets of $V$ to $\mathbb{R}$. Our scoring function should quantify the probability of observing a subgraph at least as dense as this one:

**Problem 3.1: Scoring Function**

**Given:** graph $G = (V, E)$, subgraph induced by $S \subseteq V$

**Output:** $f(S)$, an estimate of how surprising the mass of $S$ is compared to the distribution of subgraphs of the same size.
3.5 Proposed Approach

3.5.1 Introductory Example

Consider an Erdos-Renyi graph $G$ of size $n = 50$ with edge probability $p = 0.2$. We select 10 random nodes and add all the edges between them to $G$, creating an injected clique, as shown in Figure 3.2, with the injected clique circled. To detect the clique, we optimize each one of three measures (average degree, modularity, and TELLTAIL) using a standard greedy local search approach [JBC+16], plugging in the measure in question. Figure 3.2a shows that the highest average degree subgraph (red triangles) consists of almost all the nodes; Figure 3.2b shows that the highest modularity subgraph contains around half the nodes; and Figure 3.2c shows that under TELLTAIL, the densest subgraph coincides with the injected clique.

Why does this happen? Consider average degree, $2e(S)/|S|$. The average degree of the entire graph (i.e. setting $S = V$) is $2|E|/|V|$, while the average degree of any subgraph of $k$ nodes cannot exceed $k - 1$, even for a clique. Hence, average degree is biased in favor of larger subsets, and in Figure 3.2a, the highest average degree subgraph can be almost the entire graph. A similar problem holds for modularity, which tends to select subgraphs of size close to $n/2$, as also observed by Leskovec et al. [LLM10]. This problem is not specific to average degree and modularity: the key issue is that many measures are size-biased, meaning that the values they produce on subgraphs of different sizes are not comparable across sizes in any principled way. Hence a highly surprising subgraph may be given a lower measure value than a less surprising subgraph, due to difference in sizes.

In contrast, our proposed measure TELLTAIL handles this problem by controlling for size: it evaluates the surprisingness of a subgraph by comparing it to the population of subgraphs of the same size. Specifically, it estimates the probability that a random subgraph of the same size would have equal or higher density than the given subgraph. Since the measure values are in ‘units’ of probability, they can be compared across sizes in a principled way.

3.5.2 Subgraph Mass Profiles

We start by introducing the subgraph mass profile, which we use to study empirical distributions of subgraph masses in real graphs.

![Subgraph Mass Profile](image)

Figure 3.3: A subgraph mass profile, for size $k = 3$. The curve is $1 - \text{CDF}$ of the mass of a random subgraph of $k$ nodes.
Figure 3.3 illustrates a subgraph mass profile. For each subgraph mass, the curve plots the probability that a randomly chosen subset of size $k$ will have at least that mass. In other words, it is the CCDF (i.e. $1 - CDF$) of the mass of a random subgraph of size $k$.

Next, we will estimate these profiles in real graphs, and study the resulting empirical patterns.

### 3.5.3 Empirical Observations

Figure 3.4 shows the empirical distribution of subgraph masses in three real graphs. The crosses show the empirical CCDF of the mass of 5000 random subgraphs of size $k = \lfloor \sqrt{n} \rfloor$. The 3 colored lines are maximum likelihood fits of 3 distributions to these masses.

The wide gap between the Poisson curve and the crosses indicates that the Poisson distribution greatly underestimates how many dense subgraphs we should observe. This makes sense, as [JBC+16] shows that approximately Poisson mass distributions occur under an Erdos-Renyi graph model. However, the Erdos-Renyi model ignores the clustering effects present in real graphs. Hence, in real graphs, much denser subgraphs exist than in Erdos-Renyi models.

Figure 3.4 shows that Gaussian distributions also decay too quickly, while the Generalized Pareto (GP) distribution fits the empirical distribution very closely. For space reasons, plots for our 5 other datasets are in our supplementary document [sup]. To summarize:

**Observation 3.1**

The upper tail of the subgraph mass distributions of real graphs closely follows a GP distribution.
3.6  Proposed Measures

Hence, we now propose measures which approximate a subgraph mass distribution using a GP distribution, and use it to estimate the surprisingness of each subgraph.

3.6.1  TAIL Measure

TAIL, our simplest approach, estimates this GP distribution via sampling. Given a subgraph $S$ to evaluate of size $|S| = k$, first sample $N$ uniformly random subsets of $V$ of size $k$, and compute the mass of each. Fit a GP distribution using maximum likelihood [Gri93] to the largest $\lfloor \epsilon N \rfloor$ of these subgraph masses. Then, the surprisingness of $S$ is the CDF of the fitted GP distribution, evaluated at $e(S)$:

**Definition 3.2: TAIL Measure**

$$f(S) = \text{GPD} \hat{\mu}, \hat{\sigma}, \hat{\xi}(e(S))$$

where $\hat{\mu}, \hat{\sigma}, \hat{\xi}$ are the maximum likelihood GP fit [Gri93].

3.6.2  Adjusting for Degree: the TAILDC Measure

How do we identify subgraphs that are not just dense, but also sparsely connected to the rest of the graph? For example, in a user-product review graph, subgraphs which are dense internally and sparse externally could suggest the presence of lockstep behavior.

Instead of using the mass $e(S)$ of subset $S$, we compute its adjusted mass, denoted by $\tilde{e}(S)$, which is its mass minus the expected value of its mass assuming edges are connected randomly. Similar to the computation of the modularity measure [New06], the expected value of $e(S)$ is equal to $d(S)^2/(4m)$, where $d(S)$ is the sum of degrees of the nodes in $S$.

**Definition 3.3: Adjusted mass**

The adjusted mass of $S$ is its mass minus the expectation of its mass, and is equal to:

$$\tilde{e}(S) = e(S) - d(S)^2/(4m)$$

TAILDC differs from TAIL only in that it uses adjusted mass instead of mass:
**Definition 3.4: TAILDC Measure**

\[ f(S) = \text{GPD}_{\hat{\mu}, \hat{\sigma}, \hat{\xi}}(\hat{e}(S)) \]

where \( \hat{\mu}, \hat{\sigma}, \hat{\xi} \) are maximum likelihood GP parameters for the distribution of adjusted masses.

---

### 3.6.3 Dense Subgraph Power Laws

TAIL and TAILDC require a time-consuming sampling step. How do we speed them up? In this subsection, we first observe near-power law empirical patterns. We will use these patterns to greatly speed up TAILDC by eliminating the random sampling step.

Let \( \mu(k) \) be the GP location parameter as a function of subgraph size \( k \) (and similarly for \( \sigma(k) \)). For GP distributions fitted to adjusted mass \( \hat{e}(S) \), we observe power law patterns for \( \mu(k) \) and \( \sigma(k) \):

\[
\begin{align*}
\mu(k) &= \mu_0 k^\alpha \\
\sigma(k) &= \sigma_0 k^\beta
\end{align*}
\]

(3.3)

(3.4)

where \( \mu_0, \sigma_0, \alpha \) and \( \beta \) are constants to be determined.

Plotting \( \mu(k) \) and \( \sigma(k) \) against \( k \) on a log-log plot, this takes the form of a straight line. Figure 3.5 shows such plots for the InternetAS graph (dataset information is in Table 10.3). \( \mu(k) \) and \( \sigma(k) \) closely follow the near-power law patterns in Eq. (3.3) and (3.4), with \( R^2 \) of 1.00 and 0.99 respectively (where \( R^2 = 1 \) indicates a perfect linear fit). Table 3.2 shows that the same pattern holds across many datasets, with \( R^2 \) values very near 1, and additionally, \( \alpha \) and \( \beta \) are close to 0.9 and 0.8 respectively, while \( \xi \) is close to \(-0.1\).

---

**Observation 3.2: Dense Subgraph Power Laws**

In real graphs, the GP parameters of adjusted subgraph mass distributions closely follow \( \mu(k) = \mu_0 k^{0.9} \) and \( \sigma(k) = \sigma_0 k^{0.8} \).

---

### 3.6.4 TELLTAIL: Fast Scoring using Power Laws

Using Observation 3.2, we now propose our main TELLTAIL measure, which avoids the sampling steps in TAIL and TAILDC, providing large speedup. TELLTAIL is a simple, closed-form measure that runs in \( O(m) \) time. Assume that the measure is used to compare the surprisingness of different subsets (e.g. in an algorithm for finding the most surprising \( S \)), so we can ignore strictly increasing transformations of the measure (e.g. multiplication by a constant), as they do not change the relative order of different subsets.

As in TAILDC, the surprisingness of \( S \) is the CDF of a GP distribution, evaluated at the adjusted mass of \( S \), as given in (3.1). As observed in Section 3.6.3, \( \xi \) remains fairly constant empiri-
Table 3.2: **Power law patterns across multiple datasets**: as a function of $k$, $\mu(k)$ and $\sigma(k)$ closely follow the power-law patterns, (3.3) and (3.4). Dataset information is given in Table 10.3.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$\mu$ slope ($\alpha$)</th>
<th>$R^2$</th>
<th>$\sigma$ slope ($\beta$)</th>
<th>$R^2$</th>
<th>$\xi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCForum</td>
<td>0.87</td>
<td>0.99</td>
<td>0.63</td>
<td>0.98</td>
<td>-0.02</td>
</tr>
<tr>
<td>Email</td>
<td>0.82</td>
<td>0.99</td>
<td>0.74</td>
<td>0.98</td>
<td>-0.12</td>
</tr>
<tr>
<td>Blogs</td>
<td>0.87</td>
<td>0.99</td>
<td>0.76</td>
<td>0.99</td>
<td>-0.05</td>
</tr>
<tr>
<td>Petster</td>
<td>0.85</td>
<td>0.99</td>
<td>0.78</td>
<td>0.99</td>
<td>-0.11</td>
</tr>
<tr>
<td>PGP</td>
<td>0.86</td>
<td>0.99</td>
<td>0.81</td>
<td>0.99</td>
<td>-0.11</td>
</tr>
<tr>
<td>AstroPh</td>
<td>0.88</td>
<td>0.99</td>
<td>0.85</td>
<td>0.99</td>
<td>-0.12</td>
</tr>
<tr>
<td>DBLP</td>
<td>0.87</td>
<td>0.99</td>
<td>0.81</td>
<td>0.99</td>
<td>-0.13</td>
</tr>
<tr>
<td>InternetAS</td>
<td>0.98</td>
<td>1.00</td>
<td>0.76</td>
<td>0.99</td>
<td>-0.07</td>
</tr>
</tbody>
</table>

The constant factor $\sigma_0$ can be ignored, resulting in our expression for TELLTAIL:

$$\frac{\bar{e}(S) - \mu(k)}{\sigma(k)} = \frac{\bar{e}(S) - \mu_0 k^\alpha}{\sigma_0 k^\beta}$$
Definition 3.5: Proposed TELLTAIL Measure

The surprisingness of subgraph $S$ with adjusted mass $\tilde{e}(S)$ and size of $k$ nodes is:

$$f(S) = \frac{\tilde{e}(S) - \mu_0 k^\alpha}{k^\beta}$$  \hspace{1cm} (3.5)

Following Observation 3.2, we set $\alpha = 0.9$ and $\beta = 0.8$.

Estimating $\mu_0$

Let $A$ be the adjacency matrix, $d$ be the column vector of node degrees, $B = A - d \cdot d^T / (2m)$, and $s = \lfloor n/2 \rfloor$. For brevity, the derivation of $\mu_0$ under a normal approximation is in our supplementary document [sup], and the final value for $\mu_0$ is:

$$\mu_0 = s^{-\alpha} (p_2 S_1 + z_{1-\epsilon} (p_2 S_2 + p_3 (S_3 - 2S_2))$$
$$+ p_4 (S_1^2 + S_2 - S_3) - (p_2 S_1)^{1/2})$$  \hspace{1cm} (3.6)

where: $S_1 = \sum_{i<j} B_{ij}, S_2 = \sum_{i<j} B_{ij}^2, S_3 = \sum_{i=1}^n \sum_{j=1}^n B_{ij}^2, p_r = \prod_{j=1}^r (s-j+1)/\prod_{j=1}^r (n-j+1)$, and $z_{1-\epsilon}$ is the $(1-\epsilon)$-quantile of a standard normal distribution.

3.6.5 Basic Optimization Algorithm

TELLTAIL-SEARCH, our basic approach for optimizing TELLTAIL, uses randomized local search. It is given in Algorithm 3.1, if we omit the pruning steps (lines 1 to 3 and 9; in green).

3.6.6 Improved Algorithm: TELLTAIL-SEARCH+

We now show that the form of our TELLTAIL measure allows us to safely ignore less important nodes, while guaranteeing that we never ignore nodes that are in the subset that optimizes TELLTAIL. This allows us to improve the accuracy and speed of our search algorithm by pruning away (i.e. removing) some of the nodes.

Recall that $B = A - d \cdot d^T / (2m)$ is the modularity matrix.

Definition 3.6: Deviation of a node

The deviation of a node is the sum of the modularity matrix $B$ between it and its neighbors:

$$Dev_i = \sum_{i,j \in E} B_{ij}$$  \hspace{1cm} (3.7)
Intuitively, deviation measures how much a node can ‘contribute’ to the adjusted mass of a subset. Let $S^* = \arg \max_{S \subseteq V} \text{TELLTAIL}(S)$ and $s = \lfloor n/2 \rfloor$. Define:

$$\Delta(S) = (s^\beta - (s - 1)^\beta) \text{TELLTAIL}(S) + \mu_0(s^\alpha - (s - 1)^\alpha)$$

Our pruning is based on the following theorem.

**Theorem 3.1: Safe Pruning**

For any node $i$, if $i \in S^*$, we have:

$$\text{Dev}_i \geq \Delta(S^*) \geq \Delta(S) \forall S \subseteq V$$

Thus, we can prune nodes with deviation less than $\Delta(S)$, for any $S$.

**Proof.** Define $k_* = |S^*|$, and $\gamma = k_*^\alpha - (k_* - 1)^\alpha$, and $\delta = k_*^\beta - (k_* - 1)^\beta$.

Since Dev$_i$ is the sum of positive modularity terms along the $i$th row of $B$, Dev$_i$ is an upper bound for how much adjusted mass the $i$th row can contribute to $\bar{e}(S^*)$. Hence:

$$\text{TELLTAIL}(S^*) \geq \text{TELLTAIL}(S^* \setminus \{i\})$$

$$\Rightarrow \frac{\bar{e}(S^*) - \mu_0 \cdot k_*^\alpha}{k_*^\beta} \geq \frac{\bar{e}(S^*) - \text{Dev}_i - \mu_0 \cdot (k_* - 1)^\alpha}{(k_* - 1)^\beta}$$

$$\Rightarrow \frac{\bar{e}(S^*) - \mu_0 \cdot k_*^\alpha}{k_*^\beta} \geq \frac{\bar{e}(S^*) - \text{Dev}_i - \mu_0 \cdot k_*^\alpha + \mu_0 \cdot \gamma}{(k_* - 1)^\beta}$$

$$\Rightarrow -\delta \cdot \bar{e}(S^*) + \mu_0 \cdot \delta \cdot k_*^\alpha \geq -k_*^\beta \cdot \text{Dev}_i + k_*^\beta \cdot \mu_0 \cdot \gamma$$

$$\Rightarrow \text{TELLTAIL}(S^*) \leq \text{Dev}_i - \mu_0 \gamma$$

$$\Rightarrow \text{Dev}_i \geq \delta \cdot \text{TELLTAIL}(S^*) + \mu_0 \gamma$$

$$\Rightarrow \text{Dev}_i \geq \Delta(S^*)$$

The second inequality $\Delta(S^*) \geq \Delta(S) \forall S \subseteq V$ follows from $\text{TELLTAIL}(S^*) \geq \text{TELLTAIL}(S)$, since this implies that $\Delta(S^*) \geq \Delta(S) \forall S \subseteq V$. 

**TELLTAIL-Search+** first uses the neighborhoods of the $t$ highest degree nodes to construct bounds to prune the nodes (lines 1 to 3 of Algorithm 3.1). After each repetition of the search algorithm, we prune the nodes again (line 9).

### 3.7 Theoretical Results

#### 3.7.1 Consistency

Our TAIL estimate for the surprisingness of subgraphs is consistent: i.e. as the data size increases, the error of $f$ approaches zero. Formalizing this requires the notion of graphons [OR15]:

29
Algorithm 3.1: TELLTAIL-SEARCH+

Input : Graph $G$, no. of repetitions $r$, no. of neighborhoods $t$

1. for $i = 1$ to $t$
   2. Let $N_i$ be the neighborhood of $i$th highest degree node
   3. Prune away nodes with deviation less than $\Delta(N_i)$

4. end

5. for $i = 1$ to $r$
   6. Sample $p \sim \text{Uniform}([0, 1])$
   7. Initialize $S[i]$ to include each node with probability $p$
   8. while not converged do
      9. $\triangleright$ Greedily add or remove a node of $S[i]$
      10. $S[i] \leftarrow \arg\max_{S':|S'\cup S[i]|-|S'\cap S[i]|\leq 1} \text{TELLTAIL}(S')$
   11. end
   12. Prune away nodes with deviation less than $\Delta(S[i])$

13. end

14. Return $S[j]$, where $j = \arg\max_j \text{TELLTAIL}(S[j])$

Definition 3.7: Graphon

A graphon is a symmetric function $G : [0, 1]^2 \rightarrow [0, 1]$. To sample a random graph $G$ of size $n$ from $G$, for each vertex $i = 1, \ldots, n$, we sample an independent random $u_i \sim \text{Uniform}([0, 1])$. Then edge $(i, j)$ is independently included in $G$ with probability $G(u_i, u_j)$.

As a simple example, setting $G$ to a constant value of $p$ corresponds to Erdos-Renyi graphs with edge probability $p$.

Define an arbitrary graphon $G$ to be the true model underlying the graph $G$, and fix $k$. Define the ‘true surprisingness’ function $F$ to be the CDF of the mass of a random graph of size $k$ drawn from $G$. Based on $G$, TAIL defines an estimate $\hat{F}$ of $F$, where $\hat{F}$ is the CDF of the maximum likelihood GP distribution in Section 3.6.1. Our consistency theorem states that $\hat{F}$ converges to $F$ in terms of relative error, as $n \rightarrow \infty$. 

Theorem 3.2: Consistency

Let $G$ be a graph drawn from $\mathcal{G}$, and fix $k$. Define any fixed $z > 0$, and let $y_n = -\sigma(\hat{\mu}_n)(1 - z)/\xi$. Then as $n \to \infty$, there exists a sequence $^a\!N_n, \epsilon_n, \hat{\mu}_n$ indexed over runs corresponding to different values of $n$. $\xi$ and $\sigma(\cdot)$ are from (3.2).

This says that $\hat{F}$ converges to $F$, where following [Smi87], convergence is with respect to relative error of the CCDF, $1 - F$. Since high surprisingness is associated with very small values of the CCDF, this formulation guarantees that these small values are estimated accurately in terms of relative error.

Proof. Fix $N$ and let $n \to \infty$. Consider an $n$-node graph $G \sim \mathcal{G}$ and random subsets $S_1, \ldots, S_N$ of size $k$. For any $i, j$, the probability that $S_i$ and $S_j$ are completely disjoint is $\left(\frac{n-k}{n}\right)^k \to 1$ as $n \to \infty$ (recall that $k$ is fixed). Extending this to all of the pairs of $i, j$ by union bound, the probability that all of $S_1, \ldots, S_N$ are disjoint goes to 1 as $n \to \infty$. This implies that with high probability, $S_1, \ldots, S_N$ are disjoint and hence are i.i.d. samples of size $k$ from $\mathcal{G}$, and their masses (denoted by $m_1, \ldots, m_N$) are i.i.d. samples from $F$. Note that the event in which $S_1, \ldots, S_N$ are non-disjoint has probability converging to zero, and since the statement we want to prove is about convergence in probability, this event can be ignored.

At this point, $m_1, \ldots, m_N$ is an i.i.d. sample from a distribution $F$, and our algorithm TAIL estimates a GP distribution using maximum likelihood from this sample. [Smi87] shows that under these conditions, the maximum likelihood procedure produces consistent estimators of the tail probabilities of the distribution $F$. Formally:

$$\frac{1 - \hat{F}(\hat{\mu}_n + y_n)}{1 - F(\hat{\mu}_n + y_n)} \to 1$$

i.e. $\hat{F}$ converges to $F$, measured in terms of relative error with respect to the CCDF $1 - F$.

3.7.2 Proposed Monotonicity Axioms

Next, we show that other than speed, TELLTAIL has advantages over sampling-based approaches in that it satisfies two intuitive ‘axioms,’ one of which TAILDC does not satisfy.

Consider a measure $f(S)$. Two natural axioms are:
Axiom 3.1: Mass

All else being equal, higher mass (i.e. number of edges) is more surprising: If \(|S| = |S'|\) and \(\tilde{e}(S) > \tilde{e}(S')\), then \(f(S) > f(S')\).

Axiom 3.2: Concentration

All else being equal: subsets of smaller size (i.e. number of nodes) are more surprising: If \(\tilde{e}(S) = \tilde{e}(S')\) and \(|S| < |S'|\), then \(f(S) > f(S')\).

Theorem 3.3

TELLTAIL satisfies Axioms 1 and 2.

Proof. \(f(S) = \frac{\tilde{e}(S) - \mu_0k^\alpha}{k^\beta}\) is increasing in \(\tilde{e}(S)\) for fixed \(k\), satisfying Axiom 1. For Axiom 2, as \(k\) increases, both \(\mu_0k^\alpha\) and \(k^\beta\) increase, making \(f(S)\) decrease. Thus for fixed \(\tilde{e}(S)\), \(f(S)\) is decreasing in \(k\), satisfying Axiom 2.

TAILDC also satisfies Axiom 1, since it fits a (strictly increasing) CDF \(\hat{F}\). However, it does not satisfy Axiom 2, as the random sampling makes \(f(S)\) not strictly decreasing in \(k\). Thus, TELLTAIL improves on the sampling approaches by removing the stochasticity of relying on random samples.

3.7.3 NP Completeness

In this subsection, we show that maximizing TELLTAIL is NP-complete. Let \(\tilde{e}_G(S)\) denote the adjusted mass of subset \(S\) with respect to the graph \(G\), i.e. \(\tilde{e}_G(S) = e(S) - d(S)^2/(4m)\), all with respect to \(G\). Define the following two problems:

Problem 3.2: Modularity

Given a graph \(G\), does there exist a subset \(S\) of its nodes that such \(\tilde{e}_G(S) > 0\)?

The NP-hardness of modularity maximization was first shown by [BDG+07], though this differs from the formulation here. The NP-hardness of this exact formulation was shown by [DLT15]. They do this by reducing the known NP-hard Partition problem, of partitioning \(n\) integers \(x_1, \cdots, x_n\) into two subsets of equal sum, to the Modularity problem. To do this, they show that given \(x_1, \cdots, x_n\), we can construct a graph such that a subset \(S\) of positive
modularity exists iff there exists a partition of \(x_1, \ldots, x_n\) into two halves of equal sum, which completes the reduction and establishes the NP-hardness of MODULARITY.

The problem we are interested in is:

**Problem 3.3: TellTailProb**

Given a graph \(G'\), does there exist a subset \(S\) of its nodes such that \(\text{TellTail}_{G'}(S) > 0\)?

We now show our main NP-completeness result:

**Theorem 3.4**

TellTailProb is NP-complete.

*Proof.* Given a subset \(S\) of the nodes of \(G\), we can compute \(\text{TellTail}(S)\) in polynomial time. Thus, TellTailProb can be verified in polynomial time, and is therefore in NP. It remains to establish that TellTailProb is NP-hard.

We do this by reducing Modularity to TellTailProb: given an algorithm \(A'\) that solves TellTailProb, we show that it can be used as a subroutine in a polynomial-time algorithm \(A\) to solve Modularity. Then, since we know that Modularity is NP-hard, this would imply that TellTailProb is NP-hard as well.

Consider an instance of Modularity with graph \(G\). Construct a new graph \(G'\) by adding \(r\) extra nodes to \(G\), in which the extra nodes have no edges attached to them. Note then that for any subset \(S\) of the nodes of \(G\), the adjusted mass of \(S\) is the same when computed with respect to either \(G\) or \(G'\): this is because in the formula \(\tilde{e}(S) = e(S) - d(S)^2/(4m)\), none of the terms \((e(S), d(S)\) or \(m)\) differ between \(G\) and \(G'\).

Consider Eq. (3.6) for \(\mu_0\). Each of the \(p_i\) is at most 1, and the \(S_i\) are all constant as we increase \(r\), which we can verify from Eq. (6) to (8) of the original paper. Then, since \(G'\) has \(n + r\) nodes, we have from Eq. (3.6) that \(\mu_0 \leq \left(\frac{n+r}{2}\right)^{-\alpha} B\), for some \(B > 0\) that does not depend on \(r\).

Set \(r > 2(4mn^\alpha B)^{(1/\alpha)}\). Then in \(G'\), we have:

\[
\mu_0 \leq \left(\frac{n+r}{2}\right)^{-\alpha} B
< \left(\frac{r}{2}\right)^{-\alpha} B
= (4mn^\alpha B)^{(1/\alpha)(-\alpha)} B
= \frac{1}{4mn^\alpha}
\]

Define the algorithm \(A(G)\) for Modularity that given \(G\), constructs \(G'\), runs our subroutine for solving TellTailProb on \(G'\), and outputs \(A'(G')\). We claim that \(A(G)\) correctly solves Modularity. To show this, we consider two cases:
• case 1: there exists $S$ such that $\tilde{e}_G(S) > 0$. Then since $\tilde{e}_G(S)$ is a fraction with an integer in the numerator and a denominator of $4m$, we have $\tilde{e}_G(S) \geq 1/(4m)$. Then, recalling that $\tilde{e}_G(S) = \tilde{e}_{G'}(S)$,

$$
\text{TELLTAIL}_{G'}(S) = \frac{\tilde{e}_G(S) - \mu_0 |S|^\alpha}{|S|^\beta} \\
\geq \frac{1}{4m} - \mu_0 |S|^\alpha \\
\geq \frac{1}{4m} - \frac{1}{4mn^\alpha} |S|^\alpha \\
> 0
$$

Thus $A(G)$ outputs the correct result in this case: $A'(G')$ will return ‘true’ since $\text{TELLTAIL}_{G'}(S) > 0$, so $A(G)$ will return ‘true,’ which is correct since $\tilde{e}_G(S) > 0$.

• case 2: there does not exist such an $S$; i.e. $\tilde{e}_G(S) \leq 0$ for all $S$. Then for all $S$,

$$
\text{TELLTAIL}_{G'}(S) = \frac{\tilde{e}_G(S) - \mu_0 |S|^\alpha}{|S|^\beta} \leq \tilde{e}_G(S) \leq 0
$$

Thus $A(G)$ returns ‘false’, which is the correct result in this case as well.

In conclusion, $A(G)$ is a correct, polynomial time algorithm for MODULARITY, assuming we have a subroutine $A'$ that solves TELLTAILPROB. Since MODULARITY is NP-hard by [DLT15], this implies that TELLTAILPROB is NP-hard as well. Since we also showed that TELLTAILPROB is in NP, this implies that it is NP-complete.

Our experiments answer the following questions:

• Q1. Scalability: how does TELLTAIL+ scale with data size?

• Q2. Accuracy of Measure: does TailF accurately identify injected dense subgraphs?

• Q3. Real-World Effectiveness: do TailF and TELLTAIL+ accurately find ground-truth communities in real graphs?

Datasets details are in Table 10.3. The first 8 datasets are available online at KONECT [Kun13]. The next 5 are topical Twitter graphs with ground truth communities [GC13]; we filter excessively small communities (< 10 nodes). We use Wikipedia [kon17] for testing scalability, and Twitter [KLPM10] as a fraud detection case study.

3.7.4 Q1. Scalability

To get graphs that follow real-world patterns, rather than using a synthetic generator, we use the real WikiP graph and extract subsets of its nodes. Hence, we run TELLTAIL+ on random subsets of the WikiP graph containing $[(0.85)^k]$ fraction of nodes for $k = 0, \ldots, 9$, averaging each over 10 trials. Figure 3.1b shows that TELLTAIL+ scales near-linearly; the blue line indicates linear growth. TELLTAIL+ is fast, taking 0.41 seconds (using a laptop computer) on the full graph of 49.0 million edges.
<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of Nodes</th>
<th>Number of Edges</th>
<th>Node Info</th>
<th>Edge Info</th>
<th>Communities</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCForum [LKF07]</td>
<td>899</td>
<td>34K</td>
<td>User/Forum</td>
<td>Post</td>
<td>-</td>
</tr>
<tr>
<td>Email [CHC+07]</td>
<td>1.1K</td>
<td>5K</td>
<td>User</td>
<td>Email</td>
<td>-</td>
</tr>
<tr>
<td>Blogs [AG05]</td>
<td>1.2K</td>
<td>19K</td>
<td>Blog</td>
<td>Hyperlink</td>
<td>-</td>
</tr>
<tr>
<td>Petster [Kun13]</td>
<td>2.4K</td>
<td>17K</td>
<td>User</td>
<td>Friendship</td>
<td>-</td>
</tr>
<tr>
<td>PGP [BPSDGA04]</td>
<td>11K</td>
<td>24K</td>
<td>User</td>
<td>Interaction</td>
<td>-</td>
</tr>
<tr>
<td>DBLP [Ley02]</td>
<td>13K</td>
<td>50K</td>
<td>Publication</td>
<td>Citation</td>
<td>-</td>
</tr>
<tr>
<td>AstroPh [LKF07]</td>
<td>18K</td>
<td>198K</td>
<td>Author</td>
<td>Coauthor</td>
<td>-</td>
</tr>
<tr>
<td>InternetAS [ZLMZ05]</td>
<td>34K</td>
<td>171K</td>
<td>A.S.</td>
<td>Connection</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3.3: Datasets used in our experiments

**Pruning Effectiveness**

How effective are the pruning steps in TELLTAIL+ in reducing the size of the graph? Figure 3.6 shows that TELLTAIL+ reduces the number of nodes by a factor of 45, 18 and 52 on the largest InternetAS, WikiP and Twitter datasets respectively.

![Figure 3.6: TELLTAIL+ reduces graph size.](image-url)
3.7.5 Q2. Accuracy of Measure

In this section, we evaluate the accuracy of our TAILF measure in distinguishing injected dense subgraphs from normal subgraphs. Note that our goal here is to evaluate its accuracy as a measure, against baseline measures, rather than against detection algorithms. Hence, our baseline measures are chosen to provide a mix of standard internal density measures (average degree, modularity), measures which consider internal and external density (expansion, conductance) and recently proposed dense subgraph measures (edge surplus [TBG+13], suspiciousness [JBC+16]). Define $c(S) = |\{(u, v) \in E : u \in S, v \notin S\}|$.

- **Average Degree** [RCC+04]: $f(S) = 2e(S)/|S|$ is the average internal degree of the nodes in $S$.
- **Modularity** [New06]: $f(S) = \frac{1}{m}e(S) - \left(\frac{d(S)}{2m}\right)^2$ is the fraction of links in $S$ minus its expected value.
- **Expansion** [RCC+04]: $f(S) = c(S)/|S|$ is the number of edges per node that cross the boundary of $S$.
- **Conductance** [SM00]: $f(S) = \frac{c(S)}{2e(S)+c(S)}$ is the fraction of the edge volume of $S$ crossing its boundary.
- **Edge Surplus** [TBG+13]: $f(S) = e(S) - \alpha\left(\frac{|S|}{2}\right)$. Following [TBG+13] we use $\alpha = 1/3$, but also include 1/2 and 2/3.
- **Suspiciousness** [JBC+16]: $f(S) = -\log P(Y = e(S))$: $Y$ is the mass of $S$ under an Erdos-Renyi model.

While edge density $e(S)/\left(\frac{|S|}{2}\right)$ is intuitive, it does not directly work as a single edge attains the maximum possible density of 1. Average Degree, Modularity and Edge Surplus can be considered as different approaches for adjusting edge density to alleviate this problem.
For each graph, in each trial we inject a dense subgraph, whose nodes are uniformly sampled at random from the graph’s existing nodes, and whose size is one of $\lfloor \sqrt{n} \rfloor, 2\lfloor \sqrt{n} \rfloor, \cdots, 5\lfloor \sqrt{n} \rfloor$ (we obtain separate results for each of these sizes). We choose these values as it tends to be the range where performance varies meaningfully. We inject edges uniformly at random to this subgraph, adding additional density equal to twice the average density of the whole graph (i.e. density $\frac{2m}{\binom{n}{2}}$). A good measure should distinguish ‘unnatural’ (injected) subgraphs from ‘natural’ (non-injected) subgraphs. Thus, in each trial we generate 500 random null subgraphs: their sizes follow an evenly distributed grid of sizes between 1 and $n$, then the nodes of each null subgraph are chosen uniformly at random. A measure is successful on a trial if it gives a higher value to the injected subgraph than to all the null subgraphs. We repeat each trial 20 times to generate error bars (representing 1 standard deviation).

Figure 3.7 shows accuracy (i.e. the fraction of trials where the injected subgraph received the highest score) against injected size. T/a.sc/i.sc/l.scF clearly outperforms the baselines, with accuracy near 1 for many cases. Why does this happen? In Section 3.5.1 we introduced size-bias: many measures do not compare across sizes in a balanced manner: e.g. average degree chooses large subsets of almost the whole graph, while modularity chooses subsets of around half the graph size. T/a.sc/i.sc/l.scF evaluates subgraphs of each size using an accurate GP model, allowing fair comparison across sizes.

### 3.7.6 Q3. Real-World Effectiveness

We next evaluate T/a.sc/i.sc/l.scF on topically curated Twitter graphs with ground truth dense communities corresponding to sports teams or political parties manually labelled by [GC13]. On each dataset, we randomly generate a pool of null subgraphs: for each size (twice), we generate 200 random subgraphs of that size and add the community with highest mass into the pool. This ensures that the null subgraphs are reasonably dense. We then compute each measure on the ground truth and null subgraphs. For each measure, its accuracy is its precision at $k$, i.e. the fraction of ground truth communities in the top $k$ subsets according to the measure, where $k$ is the true number of ground truth communities. Table 3.4 shows that T/a.sc/i.sc/l.scF clearly outperforms the baselines, and has more consistent performance across datasets. Many of the baselines have highly variable performance, e.g. some high and some low accuracies, which suggests that they are not comparing subgraphs of different sizes in a balanced manner.

#### Effectiveness of our Search Algorithms

We now evaluate TELLTAIL and TELLTAIL+ on detecting ground truth communities in the same topical Twitter graphs. We use the same baselines, each optimized using standard local search [JBC+16]. Note that local search is a standard approach for optimizing most of these metrics: [Cha00, New06, TBG+13, JBC+16]. We run each algorithm 10 times and choose the subset which it gave the highest score to. We evaluate each method based on the largest Jaccard similarity between its output and any ground truth community.

The results are shown in Table 3.5. Averaging over the 5 graphs, TELLTAIL and TELLTAIL+ outperforms the best-performing baseline by 0.34 and 0.31 respectively. This occurs likely due
Table 3.4: **TAILF outperforms baselines** in identifying ground truth communities.

Table 3.5: **TELLTAIL and TELLTAIL+ outperform baselines** in identifying ground truth communities.

### 3.7.7 Case Study on Twitter Data

Figure 3.8: **TELLTAIL+ detects a follower-boosting scheme**: we detect a large group of accounts, 85% of which are directly connected to the pictured account.
We apply TELLTAIL+ on a Twitter following graph of 41.7M users and 1.47B follows [KLPM10]. TELLTAIL+ detects a group of 4334 users with edge density 75%, which is highly suspicious in itself.

To further analyze the users in this block, we first take a random sample of 400 of these users. We then exclude users whose accounts were deleted, suspended, or not searchable, resulting in 280 remaining users. Of these, we use a script to search for which of these users have made tweets linking either ‘tweepme.com’ or ‘tweetergetter.com,’ which are the names of two known follower-buying services in which users who purchase the service follow one another (which would explain the unusually dense subgraph). We find that 125 (45%) of these users have made such tweets, and still remain undeleted in the 10 years since this dataset was collected.

The true number of users in this group engaging in follower-buying services is likely higher: users may have cleared their old tweets, been suspended or deleted, or use other follower-buying services. Indeed, we find that 85% of the users in this block are directly adjacent to the user in Figure 3.8, which seems to be a user who was created for the purpose of reciprocal following and amplifying follower-buying schemes: this user (who still exists without being suspended) advertises over 20 follower-boosting services, such as ‘TweepMe’ and ‘TweeterGetter’.

3.8 Conclusion

In this chapter, we introduced principled scoring functions for dense subgraphs. To sum up, a persistent question in dense subgraph settings is: how can we fairly compare a very dense subgraph of size 10, to a less dense subgraph of size 10000? Which is more surprising, and thus preferable to bring to the user’s attention? Our answer is to evaluate each subgraph against the empirical distribution of subgraphs of the same size, producing a probabilistic score, and then to compare these scores. This allows us to treat subgraphs of all sizes fairly, rather than being ‘size-biased’ (i.e. giving high scores more often to subgraphs of particular sizes). Our approach for doing this is based on the GP distribution, which closely fits the empirical distribution of subgraph masses.

Our contributions are as follows:

- **Theoretical underpinnings:** we propose a probabilistic framework (see Definition 3.5) for finding dense subgraphs based on extreme value theory. Theorem 3.2 provides a guarantee of consistency.

- **Discoveries:** We make two novel empirical observations: Observations 1 and 2, on dense subgraph patterns in real graphs, which we use to speed up our TELLTAIL measure.

- **Practicality:** Our approach outperforms existing measures in synthetic (Figure 3.7) and ground truth (Tables 3.4 and 3.5) settings.

- **Search algorithm:** Theorem 3.1 allows us to safely prune away graph nodes, which improves the accuracy of our search algorithm, TELLTAILSEARCH+.

**Reproducibility:** Our code and data are publicly available at [http://www.andrew.cmu.edu/user/bhooi/telltail/](http://www.andrew.cmu.edu/user/bhooi/telltail/).
Chapter 4

**FRAUDAR: Fraud Detection in an Adversarial Setting**

Chapter based on work that appeared at KDD16 [HSB+16b] [PDF].

Given a bipartite graph of users and the products that they review, or followers and followees, how can we detect fake reviews or follows? Fraudsters often evade detection using camouflage, by adding reviews or follows with honest targets so that they look “normal”.

To spot fraudsters in the presence of camouflage or hijacked accounts, we propose FRAUDAR, an algorithm that (a) is camouflage-resistant, (b) provides upper bounds on the effectiveness of fraudsters, and (c) is effective in real-world data.

4.1 Introduction

How can we detect if a politician has purchased fake followers on Twitter, or if a product’s reviews on Amazon are genuine? More challengingly, how can we provably prevent fraudsters who sell fake followers and reviews for various web services from evading our detection systems? In this chapter we focus on precisely this problem – specifically, how can we design a fraud detection system with strong, provable guarantees of robustness?

Given the rise in popularity of social networks and other web services in recent years, fraudsters have strong incentives to manipulate these services. On several shady websites, anyone can buy fake Facebook page-likes or Twitter followers by the thousands. Yelp, Amazon and TripAdvisor fake reviews are also available for sale, misleading consumers about restaurants, hotels, and other services and products. Detecting and neutralizing these actions is important for companies and consumers alike. The tell-tale sign of such fraudulent actions is that fraudsters must add many edges, creating unusually large and dense regions in the adjacency matrix of the graph (see Figure 4.2). Smart fraudsters will also try to ‘look normal’, by adding links to popular items/idols (like famous singers/actors, or well-liked products) - this behavior is called “camouflage” in the recent literature. State-of-the-art algorithms, such as SpOEN [PSS+10] and NetProbe [PCWF07] exploit exactly the density signal, but do not account for “camouflage.”
We propose **FraudAR**, a novel approach for successfully detecting fraudsters under camouflage, and we give *provable* limits on undetectable fraud. We provide data-dependent limits on the maximum number of edges a group of fraudulent adversaries can have without being detected, on a wide variety of real world graphs.

Figure 4.1: (a) **FraudAR detects more fraudsters**: the detection region indicates where a fraudster will be guaranteed to be caught by our approach. (b) **Accuracy**: FraudAR outperforms baselines. (c) **Confirmed fraudsters**: a large fraction of our detected followees (left red bar) and followers (right red bar) compared to almost none among non-flagged accounts (2 control groups). Confirmation was done by inspecting Tweets that advertise ‘TweepMe’ or ‘TweeterGetter’. (d) **Real-life results**: a sample fraudster caught.

As shown in Figure 4.1(a), FraudAR provides limits on undetectable fraud, and additionally provides novel optimizations that strengthen this bound.

Moreover, our method outperforms competitors and finds real world fraud on Twitter. In Figure 4.1(b) we find that FraudAR detects injected fraud with high accuracy, even in the case of camouflage, where prior methods struggle to detect fraudulent attacks. Additionally, when tested on a Twitter graph from 2009, FraudAR finds a 4031 by 4313 subgraph that is 68% dense. As shown in Figure 4.1(c-d), we find that a *majority* of the detected accounts had tweets showing...
that they used follower-buying services, and had gone undetected by Twitter for the 7 years since the data was collected. Finally, our method is scalable, with near linear runtime in the data size.

Thus, our main contributions are as follows:

• **Metric** we propose a novel family of metrics which satisfies intuitive “axioms” and has several advantages as a suspiciousness metric.

• **Theoretical Guarantees** we provide a provable bound on how much fraud an adversary can have in the graph without being caught, even in the face of camouflage. Additionally, we improve the theoretical bound through novel optimizations that better distinguish fraud and normal behavior in real-world data.

• **Effectiveness** FRAUDAR outperforms state-of-the-art methods in detecting various fraud attacks in real world graphs, and detects a large amount of previously undetected fraudulent behavior on Twitter.

• **Scalability** FRAUDAR is scalable, with near-linear time complexity in the number of edges. Furthermore, FRAUDAR offers natural extensibility and can easily incorporate more complex relations available in certain contexts such as review text, IP addresses, etc.

4.2 Background and Related Work

Fraud detection has received significant focus in recent years. Many existing methods aim to detect fraud through review text [OCCH11, JL08]. However, these approaches are typically not adversarially robust: spammers can carefully select their review texts to avoid detection. Even without knowledge of the detection system, they may mimic normal user reviews as closely as possible. Graph-based approaches detect groups of spammers, often by identifying unexpectedly dense regions of the graph of users and products. Such methods are potentially harder to evade, as creating fake reviews unavoidably generates edges in the graph. Graph-based methods may be classified into global and local methods.

**Global methods:** Building on singular value decomposition (SVD), latent factor models, and belief propagation (BP), these model the entire graph to find fraud. SproxEn [PSS+10] considered the “eigenspokes” pattern produced by pairs of eigenvectors of graphs, and was later generalized for fraud detection [JCB+14b]. fBox [SBGF14] builds on SVD but focuses on detecting attacks missed by spectral techniques. Several methods have used HITS [Kle99]-like ideas to detect fraud in graphs [JCB+14a, GGMP04, CSYP12, GVK+12, WGD06]. BP has been used for fraud classification on eBay [PCWF07], and fraud detection [ACF13]. All of these methods have been successful in finding fraud but they offer no guarantees of robustness. [SBGF14] performs adversarial analysis for spectral algorithms, showing that attacks of small enough scale will necessarily evade detection methods which rely on the top \( k \) SVD components.

**Local clustering methods:** A different direction for fraud detection focuses on local subgraphs, by analyzing the properties of egonets to detect fraud [CPV01, PAISM14]. COPYCATCH [BXG+13] and GETTHESCOOP [JCB+14b] use local search heuristics to find relevant dense bipartite subgraphs. However, without guarantees on the search algorithm, the algorithms may not be robust to intelligent adversaries.
Detects dense blocks
Camouflage-resistant
Theoretical guarantees

<table>
<thead>
<tr>
<th>Property</th>
<th>COPYCATCH</th>
<th>CATCHSYNC</th>
<th>BP-based</th>
<th>SPOKEN</th>
<th>FBox</th>
<th>GETTHESCOOP</th>
<th>Fraudar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detects dense blocks</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
<td>✔️</td>
</tr>
<tr>
<td>Camouflage-resistant</td>
<td>✔️</td>
<td>?</td>
<td>?</td>
<td></td>
<td></td>
<td>✔️</td>
<td></td>
</tr>
<tr>
<td>Theoretical guarantees</td>
<td>✔️</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.1: Comparison between Fraudar and other fraud detection algorithms.

Dense subgraph mining: Finding dense subgraphs has been an important focus of graph theory communities and has been studied from a wide array of perspectives [GTV11, KK98]. Most closely related to ours is Charikar’s work on finding subgraphs with large average degree [Cha00], which shows that subgraph average degree can be optimized with approximation guarantees. Variants have been proposed to efficiently find large, dense subgraphs [Tso15], with approximation guarantees. To our knowledge, however, this is the first work which adapts this theoretical perspective to the challenges of fraud detection and camouflage resistance, and achieves meaningful bounds for our application. Moreover, our work differs from these in its setting of bipartite graphs, and in the use of edge re-weighting to further increase accuracy.

Social network-based Sybil defense: Multiple identity or ‘Sybil’ attacks pose problems of malicious behavior in distributed systems. SybilGuard [YKGF06] and SybilLimit [YGKX08] use a decentralized random walk approach to limit the number of Sybil attackers. SumUp [TMLS09] and Iolaus [MKKSM13] adapt this to content rating settings. However, these systems rely on a separate trust network between users; our setting is fundamentally different as our approach works directly with the user-product bipartite graph.

Handling camouflage: [GPW+, VD06] consider fraud detection methods that are robust to camouflage attacks. However, both methods focus on the time-series domain, observing changes in the behavior of fraudsters from system access logs rather than graph data.

A comparison between Fraudar and other fraud detection algorithms is summarized in Table 10.1. Our proposed method Fraudar is the only one that matches all specifications.

4.3 Problem Definition

Consider a set of \( m \) users \( U = \{u_1, \ldots, u_m\} \) and \( n \) objects \( W = \{w_1, \ldots, w_n\} \) connected according to a bipartite graph \( G = (U \cup W, E) \). We can consider the objects to be followees on Twitter or products on Amazon. Table 8.2 gives a complete list of the symbols we use throughout the paper. We now describe our attack model and then our problem definition.

Attack model We assume that fraudsters are hired to use users they control to add edges pointing to a subset of nodes in \( W \). For example, a business may pay for followers on Twitter
Table 4.2: Symbols and Definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{U}$</td>
<td>Users</td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>Objects</td>
</tr>
<tr>
<td>$\mathcal{V}$</td>
<td>Nodes of bipartite graph: $\mathcal{U} \cup \mathcal{W}$</td>
</tr>
<tr>
<td>$G$</td>
<td>Bipartite graph $G = (\mathcal{V}, \mathcal{E})$</td>
</tr>
<tr>
<td>$\mathcal{A}$</td>
<td>Subset of users</td>
</tr>
<tr>
<td>$\mathcal{B}$</td>
<td>Subset of objects</td>
</tr>
<tr>
<td>$S$</td>
<td>Subset of nodes, $S = \mathcal{A} \cup \mathcal{B}$</td>
</tr>
<tr>
<td>$g(S)$</td>
<td>Density metric</td>
</tr>
<tr>
<td>$f(S)$</td>
<td>‘Total suspiciousness’ metric (Eq. (4.2))</td>
</tr>
<tr>
<td>$\mathcal{X}$</td>
<td>Current set of nodes in the greedy algorithm</td>
</tr>
<tr>
<td>$\Delta_i$</td>
<td>$f(\mathcal{X} \setminus {i}) - f(\mathcal{X})$</td>
</tr>
<tr>
<td>$\hat{\mathcal{A}}, \hat{\mathcal{B}}$</td>
<td>Users (resp. objects) returned by \textsc{Fraudar}</td>
</tr>
<tr>
<td>$m_0, n_0$</td>
<td>No. of users (resp. objects) in fraud block</td>
</tr>
<tr>
<td>$d_i$</td>
<td>$i$th column sum of adjacency matrix</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Min. fraction of fraud edges per customer</td>
</tr>
<tr>
<td>$g_{\log}$</td>
<td>Logarithmic weighted metric</td>
</tr>
</tbody>
</table>

or positive reviews on Yelp. In general, fraudsters add a large number of edges, inducing a dense subgraph between the fraudster accounts and customers, as shown in the bottom right corner of each subplot of Figure 4.2. This general characteristic of fraud was found to be true in our experiments on real datasets, as well as in many other papers which use dense blocks to detect fraud [BXG+13, PSS+10, JCB+14b, PCWF07, ACF13].

To mask the fraud, fraudster accounts can add arbitrary “camouflage”, i.e. edges pointing from their user accounts to any of the nodes in $\mathcal{W}$ that are not customers. We assume that fraudsters have complete knowledge of the graph and fraud detection mechanisms, enabling worst-case camouflage for any fraud detection system we create. Examples of the possible types of camouflage are given in Figure 4.2: (a) adding camouflage edges to random honest users, (b) camouflage biased toward high degree nodes, (c) using hijacked accounts, whereby fraudster accounts have realistic patterns of camouflage essentially similar to that of honest users.

While it is trivial for fraud accounts to add edges to any other node, it is more difficult for customer accounts to get honest edges. In particular, we assume that a customer would try to increase their number of incoming edges by a significant portion, and as a result a fraction, $\lambda \in [0, 1]$, of their incoming edges will be from fraudsters. This assumption would manifest itself as customers wanting to boost their follower count to seem noticeably more popular or a restaurant wanting a significant number of positive ratings to shift its average “number of stars” on Yelp. We will demonstrate how using this real world pattern significantly improves fraud detection both theoretically and in practice.
Figure 4.2: **Three examples of possible attacks**: (a) random camouflage; (b) biased camouflage; (c) hijacked accounts.

**Desired properties of detection approach** Our goal is to detect dense subgraphs in $G$, typically indicative of fraudulent groups of users and objects, like in the bottom-right of each subfigure in Figure 4.2.

**Informal Problem 4.1**

Given a bipartite graph, detect attacks so as to minimize the number of edges that fraudsters can add pointing to customers without being detected.

Given that we want our detection algorithm to be able to handle camouflage, we define the requirements for a *camouflage-resistant* algorithm:

**Definition 4.1**

Let $(A, B)$ be a block consisting of fraudulent users and objects. A density metric $g$ is *camouflage-resistant* if when any amount of camouflage is added by the adversary, $g(A \cup B)$ does not decrease.

That is, fraudsters cannot make themselves less suspicious by adding camouflage. Our goal is to find a fraud detection approach satisfying the following criteria:

**Problem 4.1: Dense Subgraph Detection**

Design a class of density metrics for bipartite graphs, which can be optimized (1) in near-linear time, (2) within a constant factor of the optimum, and (3) is minimally affected by camouflage edges added by adversaries.
Obtaining theoretical guarantees on the near-optimality of the returned subgraph is important because, as we will later show, it allows us to offer guarantees against worst-case fraudsters.

### 4.4 Proposed Method

Given this problem definition and attack model, we now offer Fraudar and our theoretical analysis of Fraudar.

#### 4.4.1 Metric

In this section, we propose a class of metrics $g$ that have particularly desirable properties when used as suspiciousness metrics. Namely, we will show that if $g$ takes the form in (4.1) and (4.2), then it can be optimized in a way that is (a) scalable; (b) offers theoretical guarantees, and (c) is robust to camouflage.

Let $A \subseteq U$ be a subset of users and $B \subseteq W$ be a subset of objects. Let $S = A \cup B$, and $\mathcal{V} = U \cup W$. For the rest of this chapter, we use $g$ to denote the density metric that the algorithm will optimize, i.e. the algorithm will find $S$ to (approximately) maximize $g(S)$. Note that $g$ has a single argument, which is the union of the users and objects whose suspiciousness we are evaluating.

We propose using density metrics $g$ of the following form:

$$g(S) = \frac{f(S)}{|S|}$$

where total suspiciousness $f$ is:

$$f(S) = f_V(S) + f_E(S)$$

$$= \sum_{i \in S} a_i + \sum_{i,j \in S \land (i,j) \in \mathcal{E}} c_{ij},$$

for some constants $a_i \geq 0$ and constants $c_{ij} > 0$.

Intuitively, the node suspiciousness $f_V(S)$ is a sum of constants $a_i$ corresponding to the users and objects in $S$, which can be thought of as how individually suspicious that particular user or object is. The edge suspiciousness $f_E(S)$ is a sum of constants $c_{ij}$ corresponding to the edges in between $S$, which can be thought of as how suspicious that particular edge is (e.g. the suspiciousness of the text of a review by user $i$ for object $j$).

There are many advantages to metrics of this form. Firstly, metrics of this form can be optimized in a way that is (a) scalable; (b) offers theoretical guarantees, and (c) is robust to camouflage, as we demonstrate in the rest of this chapter. All 3 of these properties hold due to the particular chosen form in (4.1) and (4.2).

Secondly, metrics of this form obey a number of basic properties (or “axioms”) that we would intuitively expect a reasonable suspiciousness metric should meet, as we next show. These basic properties are adapted from the “axioms for suspiciousness metrics,” proposed in [JBC+ 15], to our setting where node and edge weights exist.
Axiom 4.1: Node Suspiciousness

A subset consisting of higher suspiciousness nodes is more suspicious than one consisting of lower suspiciousness nodes, if the other conditions are fixed. Formally,

$|S| = |S'| \land f_E(S) = f_E(S') \land f_V(S) > f_V(S') \Rightarrow g(S) > g(S')$

Axiom 4.2: Edge Suspiciousness

Adding edges within a subset increases the suspiciousness of the subset if the other conditions are fixed. Formally,

$e \notin \mathcal{E} \Rightarrow g(S(V, \mathcal{E} \cup \{e\})) > g(S(V, \mathcal{E}))$

where $S(V, \mathcal{E})$ is the subgraph induced by $S$ in the graph $(V, \mathcal{E})$.

The **edge density** $\rho(S)$ of an induced subgraph is its number of edges divided by its maximum possible number of edges.

Axiom 4.3: Size

Assuming node and edge weights are all equal, larger subsets are more suspicious than smaller subsets with the same edge density. Formally, given $a_i = a \forall i$, and $c_{ij} = b \forall (i, j) \in \mathcal{E}$:

$|S| > |S'| \land S \supset S' \land \rho(S) = \rho(S') \Rightarrow g(S) > g(S')$

Axiom 4.4: Concentration

A subset with smaller size is more suspicious than one with the same total suspiciousness but larger size. Formally,

$|S| < |S'| \land f(S) = f(S') \Rightarrow g(S) > g(S')$

Density metrics $g$ of the form defined in Equation (4.1) satisfy these properties:

**Theorem 4.1**

The density metric defined in (4.1) satisfies axioms 4.1 to 4.4.
Proof.  **Axiom 4.1 (Node Suspiciousness)**  

\[ g(S) = \frac{f_V(S) + f_E(S)}{|S|} > \frac{f_V(S') + f_E(S')}{|S'|} = \frac{f_V(S') + f_E(S')}{|S'|} = g(S'). \]

**Axiom 4.2 (Edge Suspiciousness)**  Let \( e = (u, v) \).

\[
g(S(V, \mathcal{E} \cup \{e\})) = \frac{f_V(S) + f_E(S) + c_{uv}}{|S|} > \frac{f_V(S) + f_E(S)}{|S|} = g(S(V, \mathcal{E})).
\]

**Axiom 4.3 (Size)**  Let \( S = A \cup B \), and \( \rho \) be the edge density.

\[
g(S) = \frac{f_V(S) + f_E(S)}{|S|} = a + b \left( \frac{\rho|A||B|}{|A| + |B|} \right) = a + b \rho \left( \frac{1}{|A|} + \frac{1}{|B|} \right)^{-1}
\]

which is increasing in both \(|A|\) and \(|B|\).

**Axiom 4.4 (Concentration)**  

\[
g(S) = \frac{f(S)}{|S|} > \frac{f(S)}{|S'|} = \frac{f(S')}{|S'|} = g(S').
\]

Note some simple metrics that violate these axioms: the edge density \( \rho(S) \) itself, as a metric, does not increase with the size of \( S \) and hence violates axiom 4.3. On the opposite end, the total edge weight function \( \sum_{i,j \in S \land (i,j) \in \mathcal{E}} c_{ij} \) as a metric violates axiom 4.4 as it does not consider how concentrated the edge weight is. In contrast, \( g \) scales in a reasonable manner as its size or concentration changes.

A simple example of a metric \( g \) as defined in (4.1) and (4.2) is the bipartite graph average degree:

**Example 1. (Bipartite Graph Average Degree)**  Let \( a_i = 0 \), and let \( c_{ij} = 1 \) if \((i, j) \in \mathcal{E}\) and 0 otherwise. In the expression (4.2) for \( f(S) \), we add one term \( c_{ij} \) for each edge \((i, j)\) for which \( i, j \) are both in the subset \( S \). Thus, \( f(S) \) is equal to the number of edges in the subgraph spanned by \( S \), or half the total degree in the subgraph spanned by \( S \). As a result, \( g(S) = \frac{f(S)}{|S|} \) is half the average degree of the subgraph spanned by \( S \).

### 4.4.2 Algorithm

Let \( f \) and \( g \) be as given in (4.1) and (4.2). In this section, we give an algorithm for optimizing the density metric \( g \) in near-linear time.
Algorithm 4.1 describes our proposed Fraudar algorithm, a greedy approach inspired by that of [Cha00] but which covers our broader objective class. We start with the entire set of nodes \( U \cup W \), then repeatedly remove the node which results in the highest value of \( g \) evaluated on the remaining set of nodes. Formally, denote by \( X \) the current set we are optimizing over; initially we set \( X = U \cup W \). Let \( \Delta_i = f(X \setminus \{i\}) - f(X) \) be the change in \( f \) when we remove \( i \) from the current set. At each step, we will select \( i \) to maximize \( \Delta_i \), i.e. to leave behind the set with highest value of \( f \). We then remove \( i \) from \( X \). We then repeat this process: we recompute the values of \( \Delta_j \), then choose the next node to delete, and so on. This leads to a shrinking series of sets \( X \) over time, denoted \( X_0, \ldots, X_{m+n} \) of sizes \( m+n, \ldots, 0 \). At the end, we return the one of these that maximizes the density metric \( g \).

The key fact that allows the algorithm to be efficient is the forms for \( f \) and \( g \) in (4.1) and (4.2). When \( i \) is removed, the only values of \( \Delta_j \) which need to be updated are those where \( j \) is a neighbor of \( i \). This is because for all other \( j \), the expressions (4.1) and (4.2) ensure that \( \Delta_j \) does not change. Hence, the updates are fast: for each \( (i,j) \in E \), over the lifetime of the algorithm we will perform at most one such update over this edge, for a total of \( O(|E|) \) updates. Using appropriate data structures, as we next describe, each update can be performed in \( O(\log |V|) \) time, totalling \( O(|E| \log |V|) \) time.

\[ \text{Algorithm 4.1: Fraudar, which greedily removes nodes to maximize a metric } g. \text{ Line 5 and 6 run in } O(\log |V|) \text{ time, using a data structure described in Section 4.4.2.1.} \]

\begin{verbatim}
 Input: Bipartite \( G = (U \cup W, E) \); density metric \( g \) of the form in (4.1) and 6 run in \( O(\log |V|) \) time, using a data structure described in Section 4.4.2.1.
 1 Construct priority tree \( T \) from \( U \cup W \) \( \triangleright \) See Section 4.4.2.1
 2 \( \mathcal{X}_0 \leftarrow U \cup W \) \( \triangleright \) Suspicious set is initially the entire set of nodes \( U \cup W \)
 3 for \( t = 1 \) to \( (m+n) \) do
 4 \( \triangleright \) Exonerate least suspicious node
 5 \( i^* \leftarrow \arg \max_{i \in \mathcal{X}_t} g(\mathcal{X}_t \setminus \{i\}) \)
 6 Update priorities in \( T \) for all neighbors of \( i^* \)
 7 \( \mathcal{X}_t \leftarrow \mathcal{X}_{t-1} \setminus \{i^*\} \)
 8 end
 9 \( \triangleright \) Return most suspicious set \( \mathcal{X}_t \)
 10 Return \( \arg \max_{\mathcal{X}_t \in \{\mathcal{X}_0, \ldots, \mathcal{X}_{m+n}\}} g(\mathcal{X}_t) \)
\end{verbatim}

4.4.2.1 Priority Tree

Each element \( i \in \mathcal{X} \) has a priority that will change as the algorithm progresses: the priority of element \( i \) at the \( t \)th iteration is \( \Delta_i = f(\mathcal{X}_t \setminus \{i\}) - f(\mathcal{X}_t) \). This ensures that in Line 5, the element \( i^* = \arg \max_{i \in \mathcal{X}_t} g(\mathcal{X}_t \setminus \{i\}) \) we wish to find is exactly the element of highest priority, allowing us to retrieve it quickly (in \( O(\log |V|) \) time, as we explain below). Note that it does not matter if we use \( f \) or \( g \) in the \( \arg \max \) since the denominator of \( g \) in (4.1), \( |\mathcal{X}_t \setminus \{i\}| \), is the same for all possible deletions \( i \).

These priorities are stored in the priority tree \( T \) constructed in line 1 of Algorithm 4.1. This data structure is a binary tree with all \( |V| \) elements as leaves, all at the bottom level of the tree. Each internal node keeps track of the maximum priority of its two children.
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The priority tree supports fast retrieval of the maximum priority element (used in Line 5 of Algorithm 4.1); it does this by starting at the root and repeatedly moving to the child with higher priority. It also supports quickly updating priorities: since all the leaves can be stored in fixed locations, we can easily retrieve the leaf at any index to update its priority. Then, after updating that node’s priority, we travel up the tree to update each parent up to the root (used in Line 6). Each of these operations on \( T \) takes \( O(\log |V|) \) time.

### 4.4.2.2 Scalability

The bottleneck is the loop in Lines 5 to 7 which runs \( m + n \) times. Lines 5 and 6 take \( O(\log |V|) \) as discussed, while Line 7 is constant time. Finally, we need \( |E| \) updates to node priorities, one for each edge. Thus the algorithm takes \( O(|E| \log |V|) \) time.

### 4.4.3 Theoretical Bounds

So far, we have shown that \( g \) can be optimized in near-linear time. In this section, we will show that when \( f \) and \( g \) are of the form (4.1) and (4.2), FR\( A�\)DAR is guaranteed to return a solution of at least half of the optimum value.

---

**Theorem 4.2**

Let \( \mathcal{A}, \mathcal{B} \) be the set of users and objects returned by FR\( A�\)DAR. Then:

\[
g(\mathcal{A} \cup \mathcal{B}) \geq \frac{1}{2} g_{OPT}
\]

where \( g_{OPT} \) is the maximum value of \( g \), i.e.

\[
g_{OPT} = \max_{\mathcal{A}', \mathcal{B}'} g(\mathcal{A}' \cup \mathcal{B}')
\]

**Proof.** Let the elements of \( \mathcal{V} \) be labeled \( v_1, v_2, \ldots, v_{m+n} \). We define ‘weight assigned to node \( v_i \) in \( \mathcal{S} \)’ as

\[
w_i(\mathcal{S}) = a_i + \sum_{(v_j \in \mathcal{S}) \wedge ((v_i, v_j) \in E)} c_{ij} + \sum_{(v_j \in \mathcal{S}) \wedge ((v_j, v_i) \in E)} c_{ji}
\]

where \( a_i (\geq 0) \) indicates the weight of node \( v_i \) and \( c_{ij} (> 0) \) indicates that of edge \((v_i, v_j)\) as in (4.2). Note that when node \( v_i \) is removed from the current set \( \mathcal{S} \) at some point in the algorithm, \( w_i(\mathcal{S}) \) is the decrease in the value of \( f \), since it is the sum of all terms excluded in (4.2) when node \( v_i \) is removed.
Now consider the optimal set $S^*$. For each node $v_i \in S^*$, we claim that $w_i(S^*) \geq g(S^*)$. Otherwise, removing a node with $w_i(S^*) < g(S^*)$ results in

$$g' = \frac{f(S^*) - w_i(S^*)}{|S^*| - 1} > \frac{f(S^*) - g(S^*)}{|S^*| - 1} = \frac{f(S^*) - f(S^*)/|S^*|}{|S^*| - 1} = g(S^*),$$

which is a contradiction.

Let $v_i$ be the node that Fraudar removes first among those in $S^*$, and let $S'$ be the set before Fraudar removes $v_i$. Then, since $S' \supset S^*$, $w_i(S') \geq w_i(S^*)$. Moreover, since Fraudar chooses to remove node $v_i$, for each of the other remaining nodes $v_j \in S'$, $w_j(S') \geq w_i(S')$. Since each term in $f(S')$ can be assigned to at most two nodes, summing over $j$ gives $f(S') \geq |S'|w_i(S')$. Also note that $g(A \cup B) \geq g(S')$ since Fraudar returns the best solution that it encounters. We conclude that

$$g(A \cup B) \geq g(S') = \frac{f(S')}{|S'|} \geq \frac{w_i(S')}{2} \geq \frac{w_i(S^*)}{2} \geq \frac{g(S^*)}{2}.$$


### 4.4.4 Edge Weights and Camouflage Resistance

So far, we have seen that metrics of the form: $g(S) = \frac{f(S)}{|S|}$, where $f(S) = \sum_{i \in S} a_i + \sum_{i,j \in S \land (i,j) \in E} c_{ij}$ can be optimized efficiently and with approximation guarantees. In this section, we show how we can select metrics within this class that are resistant to camouflage, i.e. they do not allow fraudulent users to make themselves less suspicious by adding camouflage edges, i.e. edges toward honest objects.

Recall that $a_i$ and $c_{ij}$ are the weights of node $i$ and edge $ij$, while $f(S)$ is the total node and edge weight in $S$. A key idea of our approach is that instead of treating every edge equally, we assign a lower weight $c_{ij}$ when the target object $j$ has high degree. This is because objects of very high degree are not necessarily suspicious (since highly popular objects commonly exist). Thus, this weighting allows us to put greater emphasis on objects within unexpectedly dense subgraphs, rather than just high degree objects.

If we consider the adjacency matrix with rows representing users and columns representing objects, we would like to downweight columns with high column sum (column-weighting). A simple result we show in this section is that column-weightings are camouflage resistant. Recall that a density metric $g$ is camouflage-resistant if $g(A \cup B)$ does not decrease when any amount of camouflage is added by an adversary with fraudulent users $A$ and customers $B$. Let $d_i$ be the the $i$th column sum, i.e. the degree of object $i$.

Formally, define a **column-weighting** as a choice of weighting in which each $c_{ij}$ is a function of the respective column sum, i.e. $c_{ij} = h(d_j)$ for some function $h$. 
Theorem 4.3

Let $c_{ij}$ be a column-weighting. Then $g$ (as defined in (4.1) and (4.2)) is camouflage resistant.

Proof. Adding camouflage only adds edges in the region between $A$ (fraudulent users) and $B^C$ (honest objects). It does not add or remove edges within the fraudulent block; moreover, the weights of these edges do not change either as their weights only depend on the column degrees of $B$, which do not change when camouflage is added. Thus the value of $g$ does not change. ■

A natural follow-up question is whether camouflage-resistance also holds for row-weightings (i.e. selecting $c_{ij}$ to be a function of the corresponding row sum). It turns out that row-weightings are in general not camouflage resistant. This is because a fraudulent user account can add a large number of camouflage edges, thereby increasing their row sum, decreasing the weight of each of their edges. Thus $g(A \cup B)$ decreases, meaning that $g$ is not camouflage resistant.

Hence we may choose any column-weighting while ensuring camouflage resistance. The remaining question is what function to choose for the column-weighting, i.e. the function $h$ where $c_{ij} = h(d_j)$. It should be decreasing (so as to downweight columns with high sum). It should shrink more slowly than $h(x) = 1/x$, since $h(x) = 1/x$ allows a single edge to contribute as much as the total contribution of a column with any number of edges, causing us to catch columns with single ones rather than dense blocks.

Within the remaining space of choices, we note that a very similar problem of downweighting based on column frequency appears in deciding the form of the ‘inverse document frequency’ term of the popular heuristic $tf-idf$ weighting scheme [RUUU12], in which logarithmic weighting of frequency has been empirically found to perform well. We also show empirical results (in Section 4.5.1) that logarithmic weighting leads to strong theoretical bounds. For these reasons, we recommend using $h(x) = 1/\log(x+c)$, where $c$ is a small constant (set to 5 in our experiments) to prevent the denominator from becoming zero, or excessive variability for small values of $x$. We use the resulting density metric (denoted $g_{\log}$) in our experiments.

4.4.5 Implications: Bounding Fraud

Figure 4.1(a) shows curves representing our theoretical bounds on the maximum amount of fraud that can be present for each possible size of the fraudulent block, based on Theorem 4.2. We now explain how such bounds can be computed from Theorem 4.2. Assume that the fraudulent block contains $m_0$ user accounts and $n_0$ customers.

In this section, we assume that no side information is present, so we set the $a_i$, the prior suspiciousness of each node, to 0. Thus here $g_{\log}(S) = \frac{1}{|S|} \sum_{i,j \in S} \frac{1}{\log(d_j+c)}$, where $d_j$ is the degree of the $j$th object. Consider a fraudulent subgraph with $m_0$ user nodes and $n_0$ object nodes. Assume that each fraudulent customer has at least a certain fraction $0 < \lambda < 1$ of fraudulent edges: each fraudulent customer should be receiving at least a comparable fraction of fraudulent reviews to its actual honest reviews, otherwise it would not be profiting appreciably from the fraud.
Theorem 4.4

Let \((\hat{A}, \hat{B})\) be the block detected by Fraudar. Then the number of edges that a fraudulent block of size \((m_0, n_0)\) can have without being detected is at most \(2(m_0 + n_0)g_{\log}(\hat{A} \cup \hat{B}) \log(m_0/\lambda + c)\). In other words, our algorithm will detect a fraudulent block without fail if it contains more edges than this threshold.

Proof. By Theorem 4.2, \(2g_{\log}(\hat{A} \cup \hat{B})\) is an upper bound on the value of \(g_{\log}\) on any subgraph of users and objects. Since the fraudulent block has \(m_0 + n_0\) nodes in total, thus \(2(m_0 + n_0)g_{\log}(\hat{A} \cup \hat{B})\) is an upper bound on the value of total suspiciousness \(f_{\log}\).

Moreover, each fraudulent customer has at most \(m_0\) fraudulent edges joined to it, and since at least \(\lambda\) fraction of its edges must be fraudulent, it can have at most \(m_0/\lambda\) degree in total. Hence the weight of each fraudulent edge is at least \(\frac{1}{\log(m_0/\lambda + c)}\). But since the total weighted degree is at most \(2(m_0 + n_0)g_{\log}(\hat{A} \cup \hat{B})\), it follows that the number of fraudulent edges is at most \(2(m_0 + n_0)g_{\log}(\hat{A} \cup \hat{B}) \log(m_0/\lambda + c)\). ■

We apply this bound to real data in Section 4.5.1.

4.5 Experiments

We design experiments to answer the following questions:

Q1. Illustration of our theorem: How strong are the bounds that Fraudar provides in terms of bounding undetectable fraud in the graph? Does column weighting improve those bounds?

Q2. Evaluation on synthetic data: How accurately does Fraudar detect injected fraud under different types of camouflage attacks? Does Fraudar outperform state-of-the-art competitors?

Q3. Effectiveness in real-world data: Does Fraudar detect true fraud in real-world graphs? Have the fraudulent accounts already been detected by previous methods?

Q4. Scalability: Is Fraudar scalable with regard to the data size?

We implemented Fraudar in Python; all experiments were carried out on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM, running OS X 10.9.5. The code is available for download at www.andrew.cmu.edu/user/bhooi/code. We test Fraudar on a variety of real-world datasets. Table 8.3 offers details on the datasets we used.

To test the accuracy of our method, we use synthetic attacks injected into our Amazon dataset. We structure our “attacks” as shown in Figure 4.2. We injected a fraudulent block of users and customers with varying densities. We assume \(\lambda = 0.5\) for our theoretical bounds.
Table 4.3: Bipartite graph datasets used in our experiments.

<table>
<thead>
<tr>
<th>Nodes</th>
<th>Edges</th>
<th>Density</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon [ML13]</td>
<td>28K (24K,4K)</td>
<td>28K</td>
<td>2.7e-4</td>
</tr>
<tr>
<td>Trip Advisor [WLZ11]</td>
<td>84K (82K,2K)</td>
<td>90K</td>
<td>5.9e-4</td>
</tr>
<tr>
<td>Wiki-vote [LHK10]</td>
<td>16K (8K,8K)</td>
<td>103K</td>
<td>1.5e-3</td>
</tr>
</tbody>
</table>

4.5.1 Q1. Illustration of our Theorem

In Figure 4.1 (a), we showed our theoretical bounds (Theorem 4.4) applied to compute the maximum number of edges an adversary with \( m_0 = 50 \) user nodes can have for various values of \( n_0 \). These are computed by running FRAUDAR under two weighting schemes. First, we use our \( g_{\log} \) scheme exactly as in Theorem 4.4 to get an upper bound \( 2(m_0 + n_0)g_{\log}(\hat{A} \cup \hat{B}) \log(m_0/\lambda + c) \) on the number of fraudulent edges; plotting this against \( n_0 \) gives the green region (‘improved’) in Figure 4.1 (a). The blue region (‘original’) comes from using the analogous procedure without the log-weighting, i.e. where \( g(S) \) is half the average degree, as in Example 1.

In this case, we see that the log-weighted scheme provides stronger bounds, since the bound is lower, i.e. an adversary should have fewer edges in order not to be detected. Intuitively, this happens because down-weighting high degree columns decreases the weight of many of the honest high degree objects in the dataset, so groups of adversaries stand out more, resulting in stronger bounds on how many edges an adversary can have.

Next, we apply our FRAUDAR in the same way over various real-world graphs to analyze the theoretical upper bounds computed by FRAUDAR on the density that fraudulent blocks can have. We run FRAUDAR on four real-world graphs: Amazon [ML13], Trip Advisor [WLZ11], Epinions [LHK10], and Wiki-vote [LHK10]. The detailed description of each graph is in Table 8.3. For all datasets, Figure 4.3 shows the maximum number of fraudulent edges that an adversary can have without being detected, assuming \( 50 \) fraudulent users and varying the number of fraudulent customers. We see that we can detect fraud most easily in Trip Advisor, followed by Epinion, Wiki-vote, Amazon; even a fairly sparse block of density around 0.05 would stand out strongly in the Trip Advisor graph. While density is important in determining how easy it is to detect fraud in each graph (fraudulent blocks stand out more strongly in a sparse graph), it is not the only factor. Indeed, Wiki-vote is actually denser than Amazon. In fact, the difficulty of detecting fraud in each graph is mainly determined by its densest blocks, since an adversarial block that is significantly less dense than the densest normal blocks in the graph is unlikely to be detected.

4.5.2 Q2. Evaluation on Synthetic Data

In Figure 4.1 (b), we demonstrated that FRAUDAR can effectively detect fraud under four types of camouflage attacks: 1) Injection of fraud with no camouflage, 2) random camouflage, 3) biased camouflage and 4) hijacked accounts, more accurately than competitors.
Figure 4.3: **FRAUDAR’s bounds on fraud are stringent, on real graphs:** E.g., on TripAdvisor, the bound says that a fraudulent block containing 50 user accounts and anywhere between 100 and 1000 products must have density of < 2% to avoid detection.

Figure 4.4: (a) **FRAUDAR outperforms competitors in multiple settings.** Accuracy of fraud detection on Amazon data in the experiment with “reverse camouflage” (edges from honest users to fraudulent products). (b) **FRAUDAR has similar and high accuracy both in detecting fraudulent users and fraudulent customers.** Comparison of accuracy on fake users and targets under four different camouflage attacks.
We conduct experiments based on the settings at the beginning of this section, averaged over 5 trials. For the camouflage scenarios 2) and 3), the amount of camouflage added per fraudulent user account was (on average) equal to the amount of actual fraudulent edges for that user. For the ‘Random Camo’ case, for each fake user node, camouflage edges were chosen at random, with on average the same number of camouflage edges as fraudulent edges, as shown in Figure 4.2 (a). For the ‘Biased Camo’ case, for each fake user node, camouflage edges were directed toward each object with probability proportional to the degree of the object as shown in Figure 4.2 (b). For the ‘Hijacked’ case, we used a random subset of existing users to form the fraudulent block.

In each case, we injected 200 fraudulent users and 200 fraudulent products with various edge densities to the subsetted Amazon review graph of 2000 users and 2000 products, with a density of 0.0006. We compare FRAUDAR to SPOKEN in their F measure \( \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \) in detecting the fake users. In the first set of experiments, we assume that no honest user added an edge to the fraudulent target (i.e. object) nodes.

As seen in Figure 4.1(b), the results demonstrate that FRAUDAR works robustly and efficiently against all four attacks, achieving F-measures of over 0.95 on all four scenarios for densities of at least 0.04. On the other hand, SPOKEN was able to reach its maximum performance of 0.9 only when fraud blocks had densities of higher than 0.06 and under the ‘no camouflage’ scenario.

The experimental results in Figure 4.1(b) were based on the assumption that no honest user added an edge to the fraudulent target nodes. However, in a real-world environment, some honest users may add edges to the fraudulent target nodes (which we refer to as “reverse camouflage”). To incorporate this, we conducted another experiment using an attack model where we add edges between honest users and the fraudulent target nodes, but with sparser density compared to the fraud blocks. We added random edges to this region, with half the density of the fraud blocks. All other experimental settings were unchanged. The experimental results are shown in Figure 4.4 (a). For FRAUDAR, the results are generally similar. In contrast, SPOKEN shows slightly worse performance under this additional camouflage.

To show that FRAUDAR is effective both at catching fraudulent users accounts as well as fraudulent objects, we next separately evaluate the fraud detection of both fake users and fake targets using F measure. The basic experimental setup is same as before, with the density of the fraudulent blocks now fixed to 0.03. In Figure 4.4 (b), the bar plots are shown for the comparison. ‘User-wise’ (red) denotes the F measure of the detecting fake users, and ‘target-wise’ denotes the F measure of detecting fake target nodes. We see that in general, accuracy is high and fairly similar, but the performance in detecting fake users is slightly higher than that of detecting products.

4.5.3 Q3. Effectiveness on Real Data

In this section, we verify that FRAUDAR accurately detects a large block of fraudulent accounts in the Twitter follower-followee graph, as verified by hand labelling and by clear signs of fraud exhibited by a majority of the detected users. Indeed, a majority of the detected accounts had tweets advertising follower-buying services, and the tweets had not been removed or the accounts suspended for the 7 years since the data was collected. Figure 4.1(d) shows a sample fraudster caught by FRAUDAR.
The Twitter graph we use contains 41.7 million users and 1.47 billion follows; it was extracted in July 2009 and first used in [KLPM10]. On this graph, FraudAR detected a dense subgraph of size 4031 followers by 4313 followees. This subgraph is extremely dense, with 68% density, which is highly suspicious in itself.

To further investigate this block, we randomly sampled 125 followers and 125 followees in the block detected by FraudAR for hand labeling to determine how many of them appear fraudulent. To do this, we labeled which users were fraudulent based on the following characteristics of their profile data, chosen based on established criteria in the literature [SBGF14] summarized below.

- links on profile associated with malware or scams
- clear bot-like behavior (e.g. replying to large numbers of tweets with identical messages)
- account deleted
- account suspended

For comparison, we also construct two control groups of size 100 containing users that were not detected by the algorithm. The first control group contains randomly selected non-detected users. For the second (degree-matched) control group, we constructed it to match the follower count of users in the detected group; we do this by repeatedly selecting a random detected user, then finding another non-detected user who has at most 10% bigger or smaller follower count. During the labeling process, we shuffled the detected users with the control groups randomly and hid group memberships from labellers, labeling users in a “blind” manner.

Additionally, we also check and report how many of these users have Tweets containing the URLs of two known follower-buying services, TweepMe and TweeterGetter, showing that they had advertised these follower-buying services through tweets.

Note that this entire labelling process used only profile and tweet data and not follower-followee data, whereas our algorithm uses only follower-followee data, so the labelling is a fair estimate of the algorithm’s accuracy. We present two pieces of evidence which strongly indicates fraud in the detected group. Firstly, the percentage of users with tweets advertising TweepMe or TweeterGetter is much higher among the detected users than among both control groups (Figure 4.5): 41% of the detected followers, and 26% for the detected followees. These rise to 62% and 42% respectively as shown in Figure 4.1(c) if we ignore deleted, protected and suspended accounts (for which profile information was unavailable). In the control groups, there were no mentions of TweepMe and very few mentions of TweeterGetter, as shown in Figure 4.5. Figure 4.5 shows the breakdown of our groups in terms of deleted and suspended users. Given the sparsity of TweepMe and TweeterGetter in the control groups, we see that the detected users are likely characterized by a large block of users using these and possibly other follower-buying services, resulting in a dense block.

Secondly, we used our hand-labelling using the above criteria to determine how many of each group appear fraudulent. 57% of the detected followers and 40% of the followees were labelled as fraudulent, deleted or suspended accounts, but much fewer in the control groups, with 25% for the degree-matched control group, and 12% for control group with no condition. Thus both these results support the effectiveness of FraudAR in detecting fraudulent users in the real-world graphs.
Figure 4.5: **FraudAR detects a large, clearly fraudulent block in Twitter.** A majority of the detected accounts were either deleted, suspended, or contained known follower-buying services, TweepMe and TweeterGetter. In comparison, the control groups had much less detected fraud.

4.5.4 Q4. Scalability

Figure 9.6 shows the near-linear scaling of FraudAR’s running time in the number of edges. Here we used the Trip Advisor dataset, and subsampled user nodes in proportions of $0.7^0, \ldots, 0.7^{12}$. Slopes parallel to the main diagonal indicate linear growth.

4.6 Conclusion

In this chapter, we propose FraudAR, a fraud detection algorithm which provably bounds the amount of fraud adversaries can have, even in face of camouflage. Our main contributions are as follows.

- **Metric** we propose a novel family of metrics which satisfies intuitive “axioms” and has several advantages as a suspiciousness metric.
- **Theoretical Guarantees** we provide theorems (See Theorem 4.2 in Section 4.4.3 and Theorem 4.4 in Section 4.4.5) on how FraudAR gives a provable upper bound on undetectable fraud. We also prove that our proposed metric is camouflage-resistant.
- **Effectiveness** FraudAR was successfully applied on real-world graphs on fraud attacks with various types of camouflage, and outperformed the competitor. It also detected a large block of fraudulent activity in the Twitter follower-followee graph.
- **Scalability** FraudAR runs near-linearly in the input size. (See Figure 9.6).
Figure 4.6: **Follower-buying services**: a large fraction of detected accounts use *TweepMe* (bottom) or *TweeterGetter* (middle, top).

Figure 4.7: **Fraudar runs in near-linear time**: the curve *(blue)* shows the running time of *Fraudar*, compared to a linear function *(black)*.
Part II

Time Series
Overview: Time Series

Given temporal activity, how can we detect unusual time periods?

In this part, we propose several approaches for anomaly detection and forecasting in time series data of several types. For applications arising from online systems (e.g., online commerce), time series data often involves discrete events with associated timestamps, such as ratings, page visits, clicks, likes and so on. Hence, BIRDNEST focuses on this discrete case, e.g. by detecting bursts of ratings or unusual temporal patterns via a Bayesian approach. More classical time series data is real-valued (e.g., sensor data): STREAMCAST proposes a forecasting and anomaly detection approach for power systems data, that exploits domain knowledge via a physics-based model of power systems. Mixed data combines real-valued, categorical, and ordinal data into a multivariate time series: our BNB proposes a nonparametric change detection approach for this case. Finally, interaction data (e.g., user-product) is often modelled using matrices, resulting in a time-series of matrices: our SMF algorithm constructs a matrix factorization model capturing drift and seasonality, and proposes an efficient anomaly detection approach.
Chapter 5

BIRDNEST: Fraud Detection in Timestamped Ratings

Chapter based on work that appeared at SDM16 [HSB+16a] [PDF].

In this chapter we consider anomaly detection in discrete time-series data: in particular, detecting fraud in timestamped ratings data. We define a Bayesian model: Bayesian Inference for Rating Data (BIRD). Based on our model we then formulate a likelihood-based anomalousness metric, Normalized Expected Surprise Total (NEST). Experiments on real data show that BIRDNEST successfully spots review fraud in large, real-world graphs: the 50 most suspicious users of the Flipkart platform flagged by our algorithm were investigated and all identified as fraudulent by domain experts at Flipkart.

5.1 Introduction

Online reviews play an important role in informing customers’ purchasing decisions. This has led to the problem of fake reviews, in which businesses write or purchase fake reviews in order to raise the popularity of their products or services. Hence, it is crucial for online commercial platforms to identify and remove these reviews, in order to maintain customers’ trust in the accuracy of their reviews.

Various inputs such as rating, review text, timestamp etc. may be available for detection systems; in this work we focus on ratings and timestamps as they are commonly available and informative features. Informally, our problem is:

**Problem 5.1: Suspiciousness Score**

**Given** a set of users and products, and timestamped ratings (e.g. 1 to 5 stars) by users for products, **compute** a suspiciousness score for each user.
Currently, a number of algorithms use a temporal approach to detect ratings fraud [FCYJMT+15, GGF14, XWLY12]. These focus on catching products that receive a large number of positive or negative reviews in a short time, motivated by the 'bursty' nature of fraudulent reviews when a store wishes to rapidly increase their popularity or defame their competitors. An alternative approach based on rating distributions is to focus on finding users who rate products very differently from other users [LNJ+10, JLL10]. These focus on detection of suspicious behavior by users or products in terms of their deviation from normal practice.

In this chapter, we aim to combine both approaches in a principled way by constructing a Bayesian model for rating behavior, then formulating a likelihood-based metric which measures how much a user deviates from the rest of the users.

The Bayesian approach also provides a principled solution to the conceptually difficult problem of finding a good tradeoff between users with extreme rating distributions vs. users with larger number of ratings. Is a user with 50 ratings (average rating 5.0) more suspicious than a user with 500 ratings (average rating 4.95)? Bayesian methods allow us to quantitatively answer this question. Namely, our Bayesian method combines the rating distribution and number of ratings to estimate our beliefs about the rating characteristics of a user in a way that captures our uncertainty, which then determines how suspicious the user is.

Our contributions are:

- **Theoretically sound user behavior model**: we define a Bayesian model for the data based on a mixture model which captures different types of user behavior. This model then allows us to determine how much an anomalous user deviates from normal behavior.
Figure 5.2: **Common pattern observed that detected users’ ratings deviate strongly from normal users**: inspecting the detected users shows that they consists of two groups: highly negative users (middle) and highly positive users (right).

- **Suspiciousness metric**: we define a likelihood-based metric which measures how much a user deviates from normal behavior.
- **Algorithm**: we propose a scalable and effective algorithm for learning the Bayesian model and evaluating suspiciousness.
- **Effectiveness**: we show that our method successfully spots review fraud in large, real-world graphs, with precision of over 84% on the top 250 Flipkart users flagged by our algorithm.
- **Reproducibility**: our code is open-sourced at [www.andrew.cmu.edu/user/bhooi/ratings.tar](http://www.andrew.cmu.edu/user/bhooi/ratings.tar).

### 5.2 Background and Related Work

#### Content-based approaches

A significant portion of opinion fraud comes from customer reviews online. Customer reviews have been long studied [HL04], and many methods for review fraud focus on review text, such as [OCCH11, JL08, FBC12]. While these methods are illuminating, many sites only have ratings without text, or text is easily manipulated. Therefore, in our setting, we focus on ratings and their temporal characteristics, as review text is not always available.

#### Graph-based approaches

Much of the existing work in fraud or anomaly detection on graphs has focused on detecting fraud in pure graphs; that is, graphs with no node or edge labels. This includes spectral methods which use eigen-decomposition or singular value decomposition (SVD) to group similar nodes in the graph [PSS+10, JCB+14b, SBGF14]. [WXLY11] uses an iterative approach to label as honest and dishonest. Approaches based on Markov Random Fields and belief propaga-
tion have also been used to identify dense or suspicious subgraphs [PCWF07, ACF13]. [YA15] detects spammers through graph-based measures measuring self-similarity and neighborhood diversity. However, these methods do not make use of key temporal and rating data.

**Temporal methods for fraud detection**

There are a number of works on anomaly detection in multivariate time series [LH07, CTPK09, VS10, RRS00]. [BXG+13] focuses on fraudulent temporal patterns in graphs, and [FCYJMT+15] found suspicious inter-arrival times between events in social media. A couple of works address temporal patterns of reviews, e.g. [XWLY12] detects spam singleton reviews and [GGF14] detects time periods of unusual activity. However, our goal is to compute a general, principled, likelihood-based measurement of how suspicious each user is. In this regard, [JBC+15] offers a general suspiciousness metric for count data but is not suitable for ratings data.

**Behavior modeling and fraud detection**

A wide body of research has focused on understanding user behavior and especially rating behavior. In particular ratings have been studied by the recommendation systems community, with both frequentist [Kor08] and Bayesian models [SM08] demonstrating great success. Additionally some models have worked to take into account temporal features [Kor10], and others have captured the bimodal patterns in ratings data [BMFS14].

Other behavior models have been proposed to detect users who deviate from normal practice in a meaningful way [LNJ+10, JLL10]. In [SBH+15] a similar problem of finding anomalies in temporal rating data was treated with information theoretic arguments. By taking a Bayesian approach, we develop a significantly different perspective on the problem and our resulting metric of suspiciousness is more flexible, allowing for explicit priors, unique posteriors for each user, and easy extensions to other distributions.

### 5.3 Bayesian Model

#### 5.3.1 Motivating Example

We start by illustrating why a Bayesian approach is helpful. Consider users Alice, Bob and Carol whose rating distributions are as given in Figure 5.3. For example, Alice rated 4 products, all with 5 stars. Bob did the same, 50 times. Carol gave about 300 ratings, and exhibits a ‘hockey-stick’ distribution, which is close to the average over all users. Which user is the most suspicious (i.e. likely fraudulent)? Our goal is to come up with a principled and intuitive measure of how suspicious each user is.

Why does Alice’s low rating count makes her less suspicious than Bob? Our answer is: since we only have 4 products rated by Alice, we have little information about her true (i.e. long-term) rating behavior. She may simply be a normal user who appears unusual as her first few ratings were high, but given more ratings, she would converge to a more typical distribution. Bob, however, is much less likely to be a normal user: we can say with greater certainty that his true rating behavior is anomalous.
Intuitively, deciding how suspicious each user is involves a two-step process: first, we estimate our beliefs for what that user’s true rating distribution is. Second, we estimate how suspicious we believe they are, given our beliefs. For Alice, our beliefs are highly uncertain: we cannot be confident that her rating distribution is unusual. For Bob, we are confident that his rating distribution is fairly skewed toward 5s. For Carol, we know her rating distribution with high confidence, but it is not suspicious.

The Bayesian approach applies this intuition in a principled manner. It first sets a prior, estimated from data, representing our ‘default’ beliefs about users’s rating behavior. It then estimates our beliefs (in the form of a posterior distribution) about their rating distribution. Finally, we compute how suspicious we believe them to be, averaging over their posterior distribution. Figure 5.4 illustrates how posterior distributions capture the information we need to identify a user as suspicious. The posterior distributions in Figure 5.4 refer to our beliefs about each user’s true long-term average rating, expressed as a probability distribution. The point estimates refer to each user’s observed average rating, which do not capture how much more certain we are in Bob’s case than Alice, and hence how much more suspicious Bob is.

Alternatives that don’t work (z or t tests) What about instead performing a standard hypothesis test (such as a z or t-test) for each user’s average rating (or any other quantity associated with their rating distribution), to see whether their average rating differs significantly from the population? The problem with this approach lies with users like Carol, who differ slightly from the population but have a large number of ratings. Even as normal (non-fraudulent) users, we expect their true average rating to differ slightly from that of the population (say, by 0.1) just due to inter-person variation.

Given enough ratings, however, even such a small difference could produce arbitrarily small p-values under such a hypothesis test, since the test correctly concludes that there is an extremely small probability of drawing Carol’s observed average rating if her true average rating were equal to that of the population. However, such small differences are not suspicious. The Bayesian approach would instead estimate Carol’s posterior distribution as in Figure 5.4 and conclude that it is both narrow and entirely non-suspicious, which is a more sensible result.
Figure 5.4: **Posterior distributions, not point estimates, mark a user as suspicious.** Bob is suspicious because our beliefs about his true average rating are both narrow and close to 5, while Alice is less suspicious because our beliefs about her true average rating are more spread out.

### 5.3.2 Proposed Model

Table 8.2 summarizes the notation used in this chapter.

In our problem setting, users are indexed \( i = 1, \ldots, m \). User \( i \) has \( n_i \) ratings, indexed by \( j = 1, \ldots, n_i \). The ratings in stars given by user \( i \) are denoted by the variables \( x_{ij} \in \{1,2,\ldots,s\} \) (e.g. for star ratings from 1 to 5 we have \( s = 5 \)). Similarly to [FCYJMT+15], we preprocess the rating timestamps by computing its time difference from the previous rating, i.e. the difference between its timestamp and the timestamp of the last rating given by the same user. We then bucket the time differences according to the integer part of the log base \( b \), where \( b \) is chosen to result in close to 20 buckets. The temporal bucket of the \( j \)th rating of user \( i \) is denoted \( \Delta_{ij} \in \{1,2,\ldots,\Delta_{max}\} \) for \( j = 1, \ldots, n_i \), analogous to \( x_{ij} \).

Using time differences instead of raw timestamps makes it possible to detect either unusually rapid rating of products by a user (due to having a concentration of small time differences), or unusually regular patterns, such as rating products once every hour. Both of these patterns suggest bot-like or spammy behavior, which we would like to detect. Moreover, the discretized i.e. multinomial approach allows us to flexibly detect a wide range of possible deviations from normal behavior without assuming a more restrictive parametric form, such as a Gaussian distribution.

We will consider the ratings \( X \) and time differences \( \Delta \) to be generated based on a model. From a high level, our generative model for user behavior is a mixture model in which each user belongs to one of \( K \) clusters: in general, there is no single type of user behavior, so we use clusters to capture different types of user behavior. Each cluster represents a certain type of rating distribution and temporal distribution for the users in that cluster.

Let \( k = 1, \ldots, K \) index into the \( K \) clusters. For each user \( i \), we first generate which cluster they belong to, \( z_i \in \{1,2,\ldots,K\} \), from a Multinomial(\( \pi \)) distribution, where \( \pi_k \), the \( k \)th entry of \( \pi \), is the probability that a random user is generated in cluster \( k \).
Table 5.1: Commonly used notation in this chapter. Vectors are in **bold**.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>No. of users</td>
</tr>
<tr>
<td>( n_i )</td>
<td>No. of ratings given by user ( i )</td>
</tr>
<tr>
<td>( s )</td>
<td>No. of star levels (e.g. ( s = 5 ) for 1 to 5 stars)</td>
</tr>
<tr>
<td>( x_{ij} )</td>
<td>Rating of the ( j )th rating given by user ( i )</td>
</tr>
<tr>
<td>( b )</td>
<td>base of logarithm for temporal bucketing</td>
</tr>
<tr>
<td>( \Delta_{ij} )</td>
<td>temporal bucket of the ( j )th rating by user ( i )</td>
</tr>
<tr>
<td>( \Delta_{max} )</td>
<td>temporal bucket with highest index</td>
</tr>
<tr>
<td>( x_i, \Delta_i )</td>
<td>Vector ( (x_{ij})<em>{j=1}^{n_i} ) (resp. ( \Delta</em>{ij} ))</td>
</tr>
<tr>
<td>( X, \Delta )</td>
<td>Matrix containing all the ( (x_{ij}) ) (resp. ( \Delta_{ij} ))</td>
</tr>
<tr>
<td>( n_i^x, n_i^\Delta )</td>
<td>No. of times user ( i ) gave rating (resp. time)</td>
</tr>
<tr>
<td>( n_i^x, n_i^\Delta )</td>
<td>Vector ( ((n_i^x), \ldots, (n_i^s)) ) (resp. ( ((n_i^\Delta), \ldots) ))</td>
</tr>
<tr>
<td>( K )</td>
<td>No. of clusters</td>
</tr>
<tr>
<td>( \pi_k )</td>
<td>Probability of a random user being in cluster ( k )</td>
</tr>
<tr>
<td>( z_i )</td>
<td>Cluster (or mixture component) of user ( i )</td>
</tr>
<tr>
<td>( p_i, q_i )</td>
<td>User ( i )’s rating (resp. temporal) distribution</td>
</tr>
<tr>
<td>( \alpha_k, \beta_k )</td>
<td>Dirichlet parameters for cluster ( k )</td>
</tr>
<tr>
<td>( F_x, F_\Delta )</td>
<td>Global distributions; refer to (5.5)</td>
</tr>
</tbody>
</table>

Even within a single cluster, it would not be reasonable to expect all users to behave exactly the same way. Thus, instead of using a single rating/temporal distribution per cluster, we allow small deviations per user. We do this by associating a common Dirichlet prior with each cluster: each user has their individual rating distribution drawn from this prior. We denote user \( i \)’s rating distribution by \( p_i \), a vector of length \( s \) of nonnegative entries which sums to 1, where the \( j \)th entry of this vector gives their probability of giving the \( j \)th rating. Thus, we draw user \( i \)’s rating distribution \( p_i \) from a Dirichlet(\( \alpha_{z_i} \)). Similarly, \( q_i \) represents user \( i \)’s temporal distribution, and we draw \( q_i \sim \text{Dirichlet}(\beta_{z_i}) \).

Finally, to generate user \( i \)’s ratings, we draw each rating \( x_{ij} \) based on user \( i \)’s rating distribution: \( x_{ij} \sim \text{Multinomial}(p_i) \). Similarly, for the temporal buckets, we draw each \( \Delta_{ij} \) from a Multinomial(\( q_i \)) distribution.

The generative model we have described is summarized in (5.1).

\[
\begin{align*}
  z_i & \sim \text{Discrete}(\pi) \\
  p_i | z_i = k & \sim \text{Dirichlet}(\alpha_k) \\
  x_{ij} & \sim \text{Multinomial}(n_i, p_i) \\
  q_i | z_i = k & \sim \text{Dirichlet}(\beta_k) \\
  \Delta_{ij} & \sim \text{Multinomial}(n_i, q_i)
\end{align*}
\] (5.1)

The corresponding graphical model is given in Figure 5.5.
Figure 5.5: Graphical model describing users, ratings and rating times. User i’s mixture component $z_i$ determines how we generate their individual multinomial parameter vectors $p_i, q_i$, which then generate $x_{ij}$ and $\Delta_{ij}$ as samples from these multinomial distributions.

### 5.4 Proposed Algorithms

#### 5.4.1 Fitting our Bayesian Model (BIRD)

Algorithm 5.1 fits data to the model of Fig.5.5, by using a greedy hill climbing approach to maximize the overall likelihood function. In this algorithm, we iteratively adjust each parameter and the cluster assignments $z$ until convergence. Each of the $\arg \max$ lines in the algorithm can be solved efficiently, which we next describe how to do.

**Cluster parameters**

Here we fix $z$ and compute $\arg \max_{\alpha_k} P(X, \Delta|\alpha_k, z)$ in Line 6; adjusting with respect to $\beta$ will be similar. Note that adjusting $\alpha_k$ only affects the likelihood with respect to $x_i$, for $i$ in cluster $k$. Thus we are equivalently maximizing $\prod_{i:z_i=k} P(x_i|\alpha_k, z)$.

To be clear, here $P(x_i|\alpha_k, z)$ refers to the marginal likelihood, i.e. the probability of generating $x_i$, after marginalizing out $p_i$. Thus we need to find the maximum likelihood update for $\alpha_k$ given the $x_i$ for $i$ in cluster $k$, which were sampled from the two-step process of first generating $p_i \sim \text{Dirichlet}(\alpha_k)$ and then generating $x_i \sim \text{Multinomial}(p_i)$. This two-step process is also known as the Dirichlet-multinomial distribution; [Min00] provide fixed-point iteration methods for maximum likelihood estimation of $\alpha_k$ in this setting. Specifically, we repeat until convergence, for each $k = 1, \ldots, K$ and $l = 1, \ldots, s$:

$$
\alpha_{kl}^{\text{new}} = \frac{\sum_{i=1}^{m} \frac{n_{il}^{p_i}}{n_{il}^{p_i} - 1 + \alpha_{kl}}}{\sum_{i=1}^{m} \frac{n_{il}^{q_i}}{n_{il}^{q_i} - 1 + \sum_{l'} \alpha_{kl'}}}
$$

(5.2)
Similarly, the update for $\beta$ is:

$$\beta_{kl}^{\text{new}} = \beta_{kl} \frac{\sum_{i=1}^{m} \frac{n_{il}^{\Delta}}{n_{il}^{\Delta} - 1 + \beta_{kl}}}{\sum_{i=1}^{m} \frac{n_{il}^{\Delta}}{n_{il}^{\Delta} - 1 + \sum_{l'} \beta_{kl'}}} \quad (5.3)$$

### Cluster assignments

In Line 11, we fix the cluster parameters and fit the maximum likelihood cluster assignment $z_i$. Note that changing $z_i$ only affects the likelihood with respect to user $i$. Referring to our graphical model in Figure 5.5, maximizing $P(X, \Delta | z_i = k)$ is equivalent to finding:

$$z_i = \arg \max_k \pi_k P(x_i | z_i = k) P(\Delta_i | z_i = k) \quad (5.4)$$

To compute $P(x_i | z_i = k)$, note that this is the probability of drawing $x_i$ from a Dirichlet-multinomial distribution with known parameter $\alpha_{kl}$.

Let $n_{il}^{x} = \sum_{j=1}^{n_i} 1\{x_{ij} = l\}$ be the number of user $i$'s ratings that equal $l$, and similarly $n_{il}^{\Delta} = \sum_{j=1}^{n_i} 1\{\Delta_{ij} = l\}$. The marginal distribution of a Dirichlet-multinomial distribution (after marginalizing out $p_l$) is known to be

$$P(x_i | z_i = k) = \frac{\Gamma(A_k)}{\Gamma(n_i + A_k)} \prod_{l=1}^{s} \frac{\Gamma(n_{il}^{x} + \alpha_{kl})}{\Gamma(\alpha_{kl})}$$

where $\Gamma$ is the gamma function, and $A_k = \sum_l \alpha_{kl}$. The term $P(\Delta_i | z_i = k)$ can be computed in the same manner. Since $z_i$ is discrete, we can thus maximize (5.4) by computing $\pi_k P(x_i | z_i = k) P(\Delta_i | z_i = k)$ for each value of $k$ and choosing the maximizing value of $k$.

### Posterior distributions of $p$ and $q$

Here we explain how to compute the posterior distributions in Line 14 of Algorithm 5.1. Let $n_{i}^{x} = ((n_{i1}^{x}), \ldots, (n_{is}^{x}))$ and $n_{i}^{\Delta} = ((n_{i1}^{\Delta}), \ldots, (n_{is}^{\Delta}))$. At this point the entire iterative process of estimating the hyperparameters and cluster assignments is complete, and we have to compute the posterior distributions of $p_l$ and $q_l$ given the data $X$ and $\Delta$. $p_l$ has a Dirichlet($\alpha_{z_i}$) prior, so by the conjugate prior property of Dirichlet distributions, its posterior distribution is Dirichlet($\alpha_{z_i} + n_{i}^{x}$). Similarly, the posterior distribution of $\beta$ is Dirichlet($\beta_{z_i} + n_{i}^{\Delta}$).

### Number of clusters

We select the number of clusters $K$ using the Bayesian Information Criterion (BIC).

### Convergence

As we can see from Algorithm 5.1, each adjustment to $\pi, \alpha, \beta$ or $z$ is an $\arg \max$ step and increases the overall likelihood $P(X, \Delta | z; \pi, \alpha, \beta)$. Because the overall likelihood is bounded, this must converge.
Algorithm 5.1: Fitting parameters for the model in Figure 5.5. $X$ is a matrix containing all the $x_{ij}$ and $\Delta$ is a matrix containing all the $\Delta_{ij}$.

**Input**: Rating matrix $X$, time-difference matrix $\Delta$

**Output**: Cluster hyperparameters $\pi, (\alpha_k, \beta_k)_{k=1}^K$

**Output**: Posterior distributions for each user’s rating and temporal distribution $P(p_i), P(q_i)$

1. while not converged do
2. ▷ Adjust cluster proportions $\pi$
3. $\pi_k = \sum_{i=1}^{m} \frac{1\{z_i = k\}}{m}$
4. for $k = 1$ to $K$ do
5. ▷ Adjust cluster hyperparameters $\alpha_k, \beta_k$
6. $\alpha_{k}^{\text{new}} = \text{arg max}_{\alpha_k} P(X, \Delta|\alpha_k, z)$ (5.2)
7. $\beta_{k}^{\text{new}} = \text{arg max}_{\beta_k} P(X, \Delta|\beta_k, z)$ (5.3)
8. end
9. for $i = 1$ to $m$ do
10. ▷ Adjust users’ assignments to clusters:
11. $z_i^{\text{new}} = \text{arg max}_k P(X, \Delta|z_i = k)$ (5.4)
12. end
13. end
14. ▷ Compute user posterior distributions:
15. $P(p_i|X, \Delta) = \text{Dirichlet}(\alpha_{z_i} + n_i^x)$
16. $P(q_i|X, \Delta) = \text{Dirichlet}(\beta_{z_i} + n_i^\Delta)$
5.4.2 NEST: Proposed Metric for Detecting Suspicious Users

Algorithm 5.1 gives us the posterior distributions \( P(p_i|x_i, \Delta_i) \) and \( P(q_i|x_i, \Delta_i) \) for the user parameters. In this section, we propose a suspiciousness metric, NEST (Normalized Expected Surprise Total). Recalling Figure 5.4, the overall idea is to compute user \( i \)'s suspiciousness, averaged over their posterior distribution.

We will compute suspiciousness with respect to rating and temporally, then normalize and combine them to ensure that each has equal influence. This is a practically motivated decision that ensures that even in settings where one of the variables has a much finer resolution than the other (i.e. it is bucketized into more buckets), neither variable will dominate the other in determining suspiciousness.

We now explain how to compute user \( i \)'s suspiciousness in terms of their ratings distribution; the same formulas directly apply to the temporal distribution, and we explain how to combine the scores in (5.7).

Global Distribution

Recall that our Bayesian model BIRD gives us an estimate for the distribution underlying the rating behavior of all users, in the form of a mixture of Dirichlet(\( \alpha_k \)) distributions with mixture coefficients \( \pi_k \) (and similarly, mixture of Dirichlet(\( \beta_k \)) distributions for temporal distributions). Denote this global distribution by \( F_x \) (resp. \( F_\Delta \)):

\[
F_x \text{ can be thought of as our estimate for the distribution of } p_i \text{ in general over all users} (p_i \text{ is the true rating distribution of user } i).
\]

**Definition 5.1: Global Distribution**

The global distribution \( F_x(p) \) is the distribution over users’ rating distributions:

\[
F_x(p) = \sum_{k=1}^{K} \pi_k \text{ Dirichlet}(p; \alpha_k) \tag{5.5}
\]

where \( \text{Dirichlet}(p; \alpha_k) \) refers to the probability of generating \( p \) under a \( \text{Dirichlet}(\alpha_k) \) distribution.

Surprise

Denote \( \tilde{p}_i := P(p_i|x_i, \Delta_i) \), the posterior distribution of \( p_i \) given the data. To be clear, observe that \( \tilde{p}_i \) is a distribution over multinomial vectors. Recall that we estimate \( \tilde{p}_i \) as part of BIRD: \( \tilde{p}_i \) is a \( \text{Dirichlet}(\alpha_{z_i} + n_i^2) \) distribution. \( \tilde{p}_i \) represents our beliefs about user \( i \)'s rating distribution.
For the sake of intuition, imagine $\tilde{p}_i$ was a point mass, i.e. we had perfect knowledge of user $i$’s rating distribution: assume that it consists of a point mass at $p$. Recall that the posterior distribution $\tilde{p}_i$ is a distribution over multinomial vectors, so $p$ here is a multinomial vector. Then user $i$’s suspiciousness could be calculated as surprise or negative log likelihood under the global distribution $F_x$ evaluated at the rating distribution $p$:

**Definition 5.2: Surprise**

The surprise of a given rating distribution $p$ is its negative log likelihood under the global distribution:

$$\text{surprise}(p) = -\log F_x(p)$$

The less likely $p$ is, the more suspicious the user is. This makes sense because $F_x$ is our estimate for the global distribution from which all the users are drawn from; the lower the log-likelihood of $p$, the more anomalous user $i$ is when compared to this distribution. Thus, we use surprise to estimate the suspiciousness of a rating distribution $p$.

**Expected Surprise**

Now returning to the general case, when $\tilde{p}_i$ is a posterior distribution. In this case, we compute the average over $\tilde{p}_i$ of the $\text{surprise} - \log F_x(p)$: that is, now $p$ is drawn at random from this posterior distribution $\tilde{p}_i$. Averaging the surprise gives us the posterior mean (or ‘Bayes estimate’) of user $i$’s suspiciousness, which can be regarded as our ‘best estimate’ of user $i$’s suspiciousness given our knowledge of them.\(^1\) Thus, we use expected surprise to estimate the suspiciousness of a user based on their posterior distribution $\tilde{p}_i$.

**Definition 5.3: Expected Surprise**

The expected surprise for user $i$ measures how surprising user $i$ rating distribution is averaged over its posterior distribution, and is given by:

$$s_x(i) = -\mathbb{E}_{p \sim \tilde{p}_i} \log F_x(p)$$

The expected surprise $s_\Delta(i)$ with respect to the temporal distribution is computed similarly.

As discussed, $-\mathbb{E}_{p \sim \tilde{p}_i} \log F_x(p)$ measures the expected suspiciousness of a sample rating distribution drawn at random from the posterior distribution $\tilde{p}_i$, where suspiciousness of a single rating distribution is given by its surprise or negative log likelihood under $F_x$.

\(^1\)The posterior mean of a parameter (i.e. the mean of its posterior distribution) is also known as the minimum mean square error estimator, as it minimizes expected least squares loss. It has desirable properties such as consistency under fairly general conditions, and is widely used in practice.[LC98]
**Normalized Expected Surprise Total (NEST)**

In our dataset, we use both ratings and temporal data. Using ratings data, we compute posterior distribution \( \tilde{p}_i \) and the resulting expected surprise \( s_x(i) \); using temporal data similarly gives us posterior distribution \( \tilde{q}_i \) and expected surprise \( s_\Delta(i) \). To combine these, we could simply add them; however, if one had a larger range of possible values than the other, the one with the largest range could end up dominating the sum. To give both terms comparable influence, we normalize them by their respective standard deviations. Let \( \sigma_x = \text{std.dev}(s_x(1), \ldots, s_x(m)) \) and \( \sigma_\Delta \) be defined analogously. Then NEST is defined as:

**Definition 5.4: NEST**

NEST measures how jointly suspicious user \( i \) is based on his or her ratings and temporally, and is given by:

\[
\text{NEST}(i) = \frac{s_x(i)}{\sigma_x} + \frac{s_\Delta(i)}{\sigma_\Delta} \quad (5.7)
\]

Note that there is no need to normalize \( s_x \) and \( s_\Delta \) additively (e.g. by subtracting the mean scores) since that would simply shift all the scores by the same amount.

**Computing NEST**

Fitting BIRD gives us the posterior distribution for user \( i \)'s rating distribution \( \tilde{p}_i = P(p_i|X, \Delta) \) (Line 15 in Algorithm 5.1); we get \( \tilde{q}_i = P(q_i|X, \Delta) \) similarly. We also know the full global distribution \( F_x(p) = \sum_{k=1}^{K} \pi_k \text{Dirichlet}(p; \alpha_k) \). Hence, we can compute the expected surprise \( s_x(i) = -\mathbb{E}_{p \sim \tilde{p}_i} \log F_x(p) \) by taking a fixed number of samples from \( \tilde{p}_i \) and repeatedly evaluating their log-likelihood under \( F_x \). We can then compute the expected surprise values \( s_\Delta(\cdot) \) and combining the two as shown in (5.7).

**5.5 Experiments**

We conducted experiments to answer the following questions: **Q1. Effectiveness on real data**: does BIRDNEST catch fraud on real data? **Q2. Scalability**: does it scale to large datasets? **Q3: Interpretability**: can the results of the Bayesian model BIRD and the scores given by NEST be interpreted in a real-life setting?

We implemented BIRDNEST in Python; all experiments were carried out on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM, running OS X 10.9.5. The code is available for download at www.andrew.cmu.edu/user/bhooi/code. We test BIRDNEST on a variety of real world datasets: table 8.3 offers details on the datasets we used.
### Table 5.2: Datasets used.

<table>
<thead>
<tr>
<th>Dataset</th>
<th># of users</th>
<th># of products</th>
<th># of ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flipkart</td>
<td>1.1M</td>
<td>550K</td>
<td>3.3M</td>
</tr>
<tr>
<td>SWM[ACF13]</td>
<td>0.97M</td>
<td>15K</td>
<td>1.1M</td>
</tr>
</tbody>
</table>

#### 5.5.1 Q1: Effectiveness

**Evaluation on Flipkart data**

Flipkart is an online e-commerce platform on which merchants sell products to customers, on which customers review products from 1 to 5 stars. We applied BIRDNEST to detect the 250 most suspicious users and provided them to Flipkart; these accounts were investigated and hand-labelled by Flipkart, finding that 211 users of the top 250 flagged by BIRDNEST were involved in fraud. Figure 5.1b shows the algorithm’s precision at $k$: for various values of $k$ up to 250: note that precision for the most suspicious users is very high: e.g. precision of 1.0 for the first 50 users. These are substantial findings for Flipkart. One common pattern that the domain-experts found was that most of the users labeled as fraudulent are either spamming 4/5 star ratings to multiple products from a single seller (boosting seller’s ratings), or spamming 1/2 star ratings to multiple products from another seller (defaming the competition).

Figure 5.2 plots the averaged rating distributions of users within each group: that is, for each user we computed their frequency of giving each rating from 1 to 5; Figures 5.2 and 5.1a takes the average of the rating distributions for users in the corresponding group. Examining the detected users in Figure 5.2, a common pattern we find is that they consist of extreme polarized rating distributions as well as temporal distributions. The detected users consist of highly negative users (who give only 1 ratings) and highly positive users (who give mostly 5 ratings, with a relatively small fraction of 4s). Similarly, Figure 5.1a shows the common pattern that detected users contain much shorter temporal differences than normal users.

**Evaluation on SWM data**

The SWM datasets consists of software product (app) reviews. The dataset was collected by [ACF13] by crawling all the app reviews in the entertainment category from an anonymous online app store. Each review consists of review text as well as a rating from 1 star to 5 stars.

We find clear evidence of fake reviews in the dataset: for example, the most suspicious user posted a block of 27 reviews for the same app all within the span of less than a week, all five-star ratings with near-identical review title and text, as shown in Table 5.3. Moreover, the review text shows clear signs of being a fake review: they advertise a code associated with an app: typically, users advertise such codes because they give some benefit to the owner when new users download the app via one of these codes.

Aside from this block of reviews, almost all of this user’s reviews also consist of similar blocks of repeated text advertising the code. In fact, all 10 of the top suspicious user accounts flagged by BIRDNEST contain advertisements for codes in similar contexts, often accompanied with promises of free cash, points and gift cards.
Table 5.3: **BIRDNEST detects fake reviews in the SWM data**: Example of a 5-star review by the user flagged as most suspicious by BIRDNEST. 27 such near-identical reviews were present for the same app (only trivial differences between them were present, such as the number of dollars signs). All 10 of the top 10 user accounts flagged by BIRDNEST contain similar advertisements for codes.

| Example 5-star review by user /f_lagged as most suspicious by BIRDNEST. |
| All first time users will need a CODE after downloading this app. So download it now and use my CODE for bonus points. CODE: ... |

### 5.5.2 Q2: Scalability

![Scalability of BIRD](image)

Figure 5.6: **BIRDNEST is fast and scalable**: running on our 1.1M user, 3.3M ratings dataset in around 2 minutes. BIRDNEST shows linear growth in computation time.

Assume that we run $(\#it)$ iterations of the outer loop of Algorithm 5.1, let $m$ be the number of users, and $K$ the number of clusters. In each iteration, adjusting $\pi$ takes $O(m)$ time; adjusting each $\alpha_i$, $\beta_i$ and $z_i$ all take $O(K)$ time. Hence, the algorithm takes $O((\#it)mK)$ time, which is linear. Figure 5.6 shows that the algorithm is fast and its computation time grows linearly in practice.

### 5.5.3 Q3: Interpretability

In Section 5.3.1, we motivated the Bayesian approach by giving three users, Alice, Bob and Carol. We explained how the Bayesian approach captures our intuitions about these users.
through posterior distributions. We now use real data from Flipkart to verify that BIRDNEST indeed conforms to the intuitions that motivated this approach, and that the posterior distributions from BIRDNEST are interpretable and useful in real-life settings.

We selected 3 real Flipkart users: *alice*, *bob* and *carol* (names changed to maintain anonymity). They were chosen to match the rating frequencies of Alice, Bob and Carol in 5.3.1. We computed each user’s posterior distribution of their true rating distribution using BIRDNEST. From this we computed the posterior distribution of their true, long-term average rating, by simulating 10,000 draws of $p_i$ from their Dirichlet posterior distribution. We display these with their NEST values in Figure 5.7.

Agreeing with intuition, both *alice* and *carol* are nonsuspicious, while *bob* is very suspicious, as indicated by the NEST scores: *alice* is ranked around 189,000th most suspicious, *bob* is ranked around 800th, and *carol* is ranked around 10,000th, out of the 1.1 million users. The NEST scores given by our algorithm are interpretable as *expected surprise* values, i.e. they are in units of log-likelihood, so a unit difference (after normalization) represents an exponential increase in likelihood. As such, we see from this example that BIRDNEST conforms to intuition in the way it uses posterior distributions to measure uncertainty. Moreover, the posterior distributions of average rating or other quantities can be plotted via simulation and used for further understanding and investigation.

Figure 5.7: **BIRDNEST is interpretable and agrees with intuition:** the posterior distributions for users capture both the location and certainty about a user’s true rating distribution. Note that *bob*’s NEST is highest as his entire posterior distribution is extreme (far from other users).
5.6 Conclusion

In this chapter, we developed BIRD, a Bayesian inference approach for ratings data, and NEST, a principled likelihood-based suspiciousness metric for fraud detection. Our method provides a principled way to combine rating and temporal information to detect rating fraud, and to find a tradeoff between users with extreme rating distributions vs. users with larger number of ratings. Our contributions are:

• **Theoretically sound user behavior model**: we define a Bayesian model for the data based on a mixture model which captures different types of user behavior. This model then allows us to determine how much an anomalous user deviates from normal behavior.

• **Suspiciousness metric**: we define a likelihood-based metric which measures how much a user deviates from normal behavior.

• **Algorithm**: we propose a scalable and effective algorithm for learning the Bayesian model and evaluating suspiciousness.

• **Effectiveness**: we show that our method successfully spots review fraud in large, real-world graphs, with precision of over 84% for the top 250 Flipkart users flagged by our algorithm.
Chapter 6

STREAMCast: Forecasting and Anomaly Detection in Power Grid Time Series

In this chapter we consider real-valued time series data, in particular from power grid sensors. How can we efficiently forecast the power consumption of a location for the next few days? More challengingly, how can we forecast the power consumption if the temperature increases by 10°C, the number of appliances in the grid increase by 20%, and voltage levels increase by 5%? Such ‘what-if scenarios’ are crucial for future planning, to ensure that the grid remains reliable even under extreme conditions. We propose STREAMCast, an online forecasting and anomaly detection approach which scales linearly, provides confidence intervals, and has 27% lower forecasting error than baselines in experiments.

6.1 Introduction

The smart electrical grid is a set of technologies designed to improve the efficiency and security of power delivery. Estimates [Ami11] suggest that reducing outages in the U.S. grid could save $49 billion per year, reduce emissions by 12 to 18%, while improving efficiency could save an additional $20.4 billion per year. A key part of achieving this goal is to use monitoring data to accurately model the behavior of the grid and forecast future load requirements, especially under extreme conditions such as changes in temperature, number of appliances in the grid, or voltage patterns. This allows the grid to remain reliable even under adverse conditions.

A major challenge is scalability - power systems data can be both high-volume and received in real time. This motivates us to develop fast methods that work in this online (or streaming) setting. Rather than operating on an entire dataset at once, online algorithms allow input that arrives over time as a continuous stream of data points. When each new data point is re-
ceived, the algorithm updates itself - for our algorithm, each update requires constant time, and bounded memory (i.e. it does not need to remember the entire history of the time series).

Hence, our goal is an online algorithm for modelling and forecasting power consumption of a location. The input is a stream over time of real and imaginary voltage and current values:

**Informal Problem 6.1: Online Model Estimation**

- Given: A continuous stream of values of real and imaginary current \((I_r(t), I_i(t))\), voltage \((V_r(t), V_i(t))\), and temperature \(T(t)\) for \(t = 1, 2, \cdots\)
- Estimate: Time-varying parameters of a physics-based model of electrical load behavior that accurately explains the observed values.

Our model is based on the circuit theoretic BIG model [JPS+17], which characterizes load in the electric grid by modeling its voltage sensitivities. Importantly, the use of physics-based models together with current and voltage state variables improves interpretability. For instance, real power consuming loads such as light bulbs can be interpreted as the contribution of the conductance \((G)\) parameter, while susceptance \((B)\), the reactive power component, represents the contributions of motors or capacitors in the grid.

The fitted model is used to forecast future values:

**Informal Problem 6.2: Multi-step Forecasting**

- Given: values of current \((I_r(t), I_i(t))\), voltage \((V_r(t), V_i(t))\), and temperature \(T(t)\) for \(t = 1, \cdots, N\), and given temperature forecasts for the next \(N_f\) time steps (i.e. for \(t = N + 1, \cdots, N + N_f\)),
- Forecast: voltage and current for \(N_f\) time steps in the future; i.e. \((V_r(t), V_i(t))\) and \((I_r(t), I_i(t))\) for \(t = N + 1, \cdots, N + N_f\).

Due to our physics-based model, our algorithm can handle what-if scenarios in which the temperatures or voltages change, which is useful for future planning.

**Informal Problem 6.3: What-if Scenarios**

- Given: current, voltage and temperature data, as above,
- Forecast: future values of voltage and current, under the condition that, e.g., temperature increases by 10°C, and voltage levels increase by 5%.
Our contributions are as follows:

1. **Domain knowledge infusion**: we propose a novel, *Temporal BIG* model that extends the physics-based BIG model, allowing it to capture trends, seasonality, and temperature effects.

2. **Forecasting**: our STREAMCast algorithm forecasts multiple steps ahead and outperforms baselines in accuracy by 27% or more. STREAMCast is online, requiring linear time and bounded memory.

3. **What-if scenarios and anomaly detection**: our approach accurately handles scenarios in which the voltage levels, temperature, or number of appliances change. We also use it to detect anomalies in a real dataset.

**Reproducibility**: our code is publicly available at [www.andrew.cmu.edu/user/bhooi/power.tar](http://www.andrew.cmu.edu/user/bhooi/power.tar).

### 6.2 Background and Related Work

#### 6.2.1 Related Work

##### 6.2.1.1 The BIG model for electrical load

The constant power $PQ$ model [PJL+16] is a common approach for power grid modelling. However, industry experience has shown that it incorrectly characterizes load behavior [MAB13]. Recent advances [BJL+15] have shown that load behavior at a given time can be accurately described by a linear relationship between current and voltage. From circuit theory, this can be represented by a parallel or series combination of susceptance ($B$) and conductance ($G$). This captures both magnitude and angle, in contrast to existing traditional load models [PJL+16].

**Time series forecasting**

Classical time-series forecasting methods include autoregression (AR)-based methods, including ARMA, ARIMA [BJRL15], seasonal ARIMA [BJRL15], and vector autoregression (VAR) [Ham94]. Exponential smoothing (ETS) models [Win60], including Holt-Winters [Win60] capture trends and seasonal patterns. Other methods include Kalman filtering [K+60], Hidden Markov Models (HMMs) [LRBP09], and non-linear dynamical systems [MS16].

For power grid load modelling, common approaches include AR models [PPL91, HS03], ETS [JXWC12], and neural networks [HPS01]. [SCM+14, ZWWB15] use weather data as inputs. PowerCast [SHJ+17] uses tensor decomposition to forecast power grid time sequences.

**Contrast with existing literature**

Other than [SHJ+17], all methods above do not use physics-based electrical models, and do not consider what-if scenarios, while our approach does both. Compared to [SHJ+17], our approach (which is completely different from their tensor-based approach) additionally allows for weather data, is an online algorithm, and produces confidence intervals.
Table 6.1: **STREAMCast captures the listed properties.** AR++ refers to ARIMA, seasonal ARIMA etc.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Forecasting</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Seasonal patterns</td>
<td>✓</td>
<td>?</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Physics-based model</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Weather-based</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Online algorithm</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Confidence intervals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>What-if scenarios</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

### 6.2.2 Background

**BIG model**

The BIG model [JPS+17] models the current as a linear function of the voltage, parameterized by the BIG parameters: susceptance ($B$), conductance ($G$), and a current offset ($\alpha_r, \alpha_i$). $G$ can be interpreted as the component contributing to real power consuming loads (e.g. due to light-bulbs), while $B$ can be interpreted as the contribution of the reactive power component (e.g. due to motors or capacitors):

\[
I_r(t) = G \cdot V_r(t) - B \cdot V_i(t) + \alpha_r + \text{noise}
\]

\[
I_i(t) = B \cdot V_r(t) + G \cdot V_i(t) + \alpha_i + \text{noise}
\]  

(6.1)

**Holt-Winters model**

The Holt-Winters model [Win60] models a univariate time series $x(t)$ with seasonal structure. The key idea is to model $x(t)$ as the sum of a nonseasonal or *level* component $l(t)$ and a *seasonal* component $s(t)$. The level component changes according to smooth trends, while the seasonal component is approximately periodic with period $m$ (e.g. $m = 24$ for hourly data with daily seasonality). Smooth trends over time are modelled by a linear trend $b(t)$, representing the rate of change of $l(t)$. Full details can be found in [Win60].
6.3 Proposed Model

Table 6.2 shows the symbols used in this chapter.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of time ticks in time sequences</td>
</tr>
<tr>
<td>$I_r, I_i, V_r, V_i$</td>
<td>Real and imaginary current and voltage</td>
</tr>
<tr>
<td>$B, G, \alpha_r, \alpha_i$</td>
<td>BIG parameters (susceptance, conductance, offset to $I_r$ and $I_i$)</td>
</tr>
<tr>
<td>$\theta(t)$</td>
<td>Parameter vector $(B, G, \alpha_r, \alpha_i)$ at time $t$</td>
</tr>
<tr>
<td>$y(t), X(t)$</td>
<td>BIG in linear model form; see Eq. (6.3)</td>
</tr>
<tr>
<td>$\theta_L(t)$</td>
<td>Nonseasonal part of $\theta(t)$</td>
</tr>
<tr>
<td>$\theta_S(t)$</td>
<td>Seasonal part of $\theta(t)$</td>
</tr>
<tr>
<td>$\theta_T(t)$</td>
<td>Trend in $\theta_L(t)$</td>
</tr>
<tr>
<td>$\theta_W(t)$</td>
<td>Weather part of $\theta(t)$</td>
</tr>
<tr>
<td>$w$</td>
<td>Weather coefficients</td>
</tr>
<tr>
<td>$T_0$</td>
<td>Temperature threshold</td>
</tr>
<tr>
<td>$N_{\text{init}}$</td>
<td>Initialization period</td>
</tr>
</tbody>
</table>

6.3.1 Proposed Dynamic BIG Model

Consider the static BIG model in Eq. (6.1). Its parameters $B, G, \alpha_r, \alpha_r$ can be interpreted as types of load; but in practice, these should change over time as appliances are switched on and off, or usage levels change. How do we add temporal structure to this model? A natural step is to replace $B, G, \alpha_r, \alpha_r$ by time series $B(t), G(t), \alpha_r(t), \alpha_r(t)$. Eq. (6.1) becomes:

$$
I_r(t) = G(t) \cdot V_r(t) - B(t) \cdot V_i(t) + \alpha_r(t) + \text{noise}
$$

$$
I_i(t) = B(t) \cdot V_r(t) + G(t) \cdot V_i(t) + \alpha_i(t) + \text{noise}
$$

(6.2)

For notational simplicity, rewrite this equivalently as:

$$
\begin{bmatrix}
I_r(t) \\
I_i(t)
\end{bmatrix} =
\begin{bmatrix}
V_r(t) & -V_i(t) & 1 & 0 \\
V_i(t) & V_r(t) & 0 & 1
\end{bmatrix}
\begin{bmatrix}
G(t) \\
B(t) \\
\alpha_r(t) \\
\alpha_i(t)
\end{bmatrix} + \text{noise}
$$

(6.3)

Now, changes in usage (e.g. appliances switching on and off) correspond to changes in $\theta(t)$. What temporal patterns do we need to capture? Intuitively, some appliances follow daily seasonality (e.g. lights used during working hours), while others follow slow-moving trends, e.g. a gradual increase in load due to population growth. Hence, like in Holt-Winters, we decompose
\( \theta(t) \) into a nonseasonal **level** part \( \theta_L(t) \), and a **seasonal** part \( \theta_S(t) \); hence, \( \theta(t) = \theta_L(t) + \theta_S(t) \).

Here \( \theta_L(t) \) changes according to smooth trends, while \( \theta_S(t) \) has seasonal patterns, with period \( m \).

To model smooth trends (e.g. population growth), we additionally define a **trend** term \( \theta_T(t) \), which approximates the change in \( \theta_L(t) \) from one time tick to the next; i.e. \( \theta_L(t) \approx \theta_L(t-1) + \theta_T(t) \). Then, our assumptions under this model are that:

- **A1:** \( y(t) \approx X(t)(\theta_L(t) + \theta_S(t)) \) (Low noise; see (6.3))
- **A2:** \( \theta_L(t) \approx \theta_L(t-1) + \theta_T(t) \) (Level moves wrt. trend)
- **A3:** \( \theta_T(t) \approx \theta_T(t-1) \) (Trends change smoothly)
- **A4:** \( \theta_S(t) \approx \theta_S(t-m) \) (Seasonality)

We will formalize these as soft constraints in our optimization objective in Section **6.4**.

### 6.3.2 Dynamic BIG with Temperature Model

Let \( T(t) \) denote the temperature at time \( t \). When temperature increases above a threshold, electricity demand tends to increase due to the use of air conditioning. To capture this, we introduce **weather coefficients** \( w \) and a **temperature threshold** \( T_0 \): temperature over the threshold linearly adds to a weather component \( \theta_W(t) \). Hence, we replace assumption A1 with:

- **A1’:** \( y(t) \approx X(t)(\theta_L(t) + \theta_S(t) + \theta_W(t)) \), where \( \theta_W(t) = w \cdot \max(0, T(t) - T_0) \)

The \( \max \) function ensures that only temperatures above the threshold contribute to the weather component.

### 6.4 Proposed Optimization Objective

We now define our optimization objective based on our assumptions A1’ to A4. All norms are L2 norms, for later computational simplicity.

\[
\mathcal{L} = \mathcal{L}_1 + \lambda \mathcal{L}_2 + \mu \mathcal{L}_3 + \nu \mathcal{L}_4, \text{ where:}
\]

\[
\mathcal{L}_1 = \sum_{t=1}^{N} \| y(t) - X(t)(\theta_L(t) + \theta_S(t) + \theta_W(t)) \|^2
\]

\[
\mathcal{L}_2 = \sum_{t=2}^{N} \| \theta_L(t) - \theta_L(t-1) - \theta_T(t) \|^2
\]

\[
\mathcal{L}_3 = \sum_{t=1}^{N} \| \theta_T(t) - \theta_T(t-1) \|^2
\]

\[
\mathcal{L}_4 = \sum_{t=m+1}^{N} \| \theta_S(t) - \theta_S(t-m) \|^2
\]

(6.4)
Here $\lambda, \mu, \nu > 0$ are hyperparameters (which we end up tuning indirectly rather than directly; see Section 7.4). The problem to solve is then:

$$\minimize \mathcal{L}_{\theta_L, \theta_T, \theta_S, w, T_0}$$

(6.5)

### 6.5 Proposed StreamCast Algorithm

How do we approximately minimize $\mathcal{L}$ in an efficient and online manner?

#### 6.5.1 Overview

In this section, we outline our proposed StreamCast. StreamCast has two steps: 1) an offline TempFit, which takes a subset of $N_{\text{init}}$ data points, and fits $w$ and $T_0$; 2) an online ‘extension’ stage StreamFit: upon receiving each new data point at time $t$, this updates $\theta_L, \theta_T, \theta_S$ according to Eq. (6.7).

**Algorithm 6.1: StreamCast**

<table>
<thead>
<tr>
<th>Input</th>
<th>Streams $V_r, V_i, I_r, I_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output</td>
<td>Parameter streams $\theta_L, \theta_T, \theta_S$</td>
</tr>
<tr>
<td>1 $w, T_0 \leftarrow \text{TempFit}(V_r(1: N_{\text{init}}), V_i(1: N_{\text{init}}), I_r(1: N_{\text{init}}), I_i(1: N_{\text{init}}))$</td>
<td></td>
</tr>
<tr>
<td>2 while input at time $t$ is received: do</td>
<td></td>
</tr>
<tr>
<td>3 Update $\theta_L(t), \theta_T(t), \theta_S(t)$ using StreamFit</td>
<td></td>
</tr>
<tr>
<td>4 end</td>
<td></td>
</tr>
</tbody>
</table>

We will describe StreamFit in Section 6.5.2, and TempFit in Section 6.5.3.

#### 6.5.2 Streaming Optimization (StreamFit)

StreamCast estimates $\theta_L, \theta_T$ and $\theta_S$ for fixed temperature parameters $w, T_0$, by minimizing our objective, Eq. (9.6). Note that Eq. (9.6) could in theory be minimized using least squares; however, this is not online, and is also much too slow as it contains $O(N)$ unknowns for $N$ time points, which would then take around $O(N^3)$ time. We would like a linear-time algorithm with constant update time per data point.

Our approach is to split up the objective over $t$, and take gradient update steps with respect to the term for $t = 1, 2, \cdots$ successively. At time $t$, we take a gradient step with respect to only the terms of $\mathcal{L}$ corresponding to time $t$. This allows the fitted parameters to ‘track’ the true values over time as we perform gradient updates. Meanwhile, each update is highly efficient as it only involves a single term of the objective function. Assume that we have fit $\theta_L, \theta_T, \theta_S$ up to time $t - 1$ and are fitting them at time $t$. The component of $\mathcal{L}$ for time $t$ is:

$$\mathcal{L}(t) = \|y(t) - X(t)(\theta_L(t) + \theta_S(t) + \theta_W(t))\|^2$$

$$+ \lambda \|\theta_L(t) - \theta_L(t - 1) - \theta_T(t)\|^2$$

$$+ \mu \|\theta_T(t) - \theta_T(t - 1)\|^2 + \nu \|\theta_S(t) - \theta_S(t - m)\|^2$$

(6.6)
To do gradient descent at time $t$, we start from the previously learned values and take a gradient step. Hence, we start by assuming the previous trend ($\theta_T(t) = \theta_T(t-1)$) and seasonality ($\theta_S(t) = \theta_S(t-m)$), while for the level we follow a ‘default extrapolation’ of starting at the previous level and following the previous trend ($\theta_L(t) = \theta_L(t-1) + \theta_T(t-1)$).

Next, we want to move in the gradient direction with respect to minimizing $L$. Computing the gradients of (6.6) is straightforward and results in the update equations: letting $\hat{y}(t) = X(t)(\theta_L(t-1) + \theta_T(t-1) + \theta_S(t-m) + \theta_w(t))$,

$$
\begin{align*}
\theta_L(t) &= \underbrace{\theta_L(t-1) + \theta_T(t-1)}_{\text{default extrapolation}} + \alpha X(t)^T(y(t) - \hat{y}(t)) \\
\theta_T(t) &= \underbrace{\theta_T(t-1)}_{\text{previous trend}} + \beta \underbrace{(\theta_L(t) - \theta_L(t-1) - \theta_T(t-1))}_{\text{gradient update}} \\
\theta_S(t) &= \underbrace{\theta_S(t-m)}_{\text{previous seasonality}} + \gamma X(t)^T(y(t) - \hat{y}(t)) \\
\end{align*}
$$

(6.7)

$\alpha, \beta, \gamma > 0$ are ‘learning-rate’ tuning parameters that replace $\lambda, \mu, \nu$. We will consider how to set these, and how to initialize $\theta_L, \theta_T$ and $\theta_S$, in Section 6.5.3.

### 6.5.3 Temperature Model Optimization (TempFit)

In TempFit, we optimize the temperature coefficient $w$ and threshold $T_0$ using an alternating approach. First, fixing $w$ and $T_0$, we solve for $\theta_L, \theta_T$ and $\theta_S$ to minimize $L$. We then do the reverse (fixing $\theta_L, \theta_T$ and $\theta_S$ and solving for $w$ and $T_0$), until convergence, as shown in Algorithm 6.2. The former step of solving for $\theta_L, \theta_T$ and $\theta_S$ given $w$ and $T_0$ is done using StreamFit.

**Algorithm 6.2: TempFit**

```
Input : \( V_r, V_i, I_r, I_t \)
Output: BIG parameters \( \theta_L, \theta_T, \theta_S \); weather parameters \( w, T_0 \)
1 while not converged do
2     Solve \( \theta_L, \theta_T, \theta_S \) using Eq. (6.7) (StreamFit)
3     Solve \( w, T_0 \) by minimizing Eq. (6.8)
4 end
```

It remains to solve for $w$ and $T_0$ for fixed $\theta_L, \theta_T, \theta_S$. Define $r(t) = y(t) - X(t)(\theta_L(t) + \theta_S(t))$. Then, since changing $w$ and $T_0$ only affects the $L_1$ loss term, minimizing $L$ is equivalent to minimizing:

$$
L' = \sum_{t=1}^{N} \| r(t) - X(t) \cdot w \cdot \max(0, T(t) - T_0) \|^2
$$

(6.8)

Minimizing over $w$ is a straightforward least squares problem. Minimizing over $T_0$ is less straightforward since $\max(0, T(t) - T_0)$ is nonlinear in $T_0$. However, temperature is typically given to 0 or 1 decimal of precision (roughly the precision of most thermometers), and varies
within a fairly narrow range, e.g. 0°C to 35°C. Hence, it suffices to try all thresholds between \( \min T(t) \) and \( \max T(t) \) in intervals of 0.1°C, and select among these to minimize \( \mathcal{L}' \).

To complete our algorithm, we need to explain how to choose \( \alpha, \beta, \gamma \), and initial values for \( \theta_L(t), \theta_T(t), \theta_S(t) \). We select the former using nonlinear optimization (Levenberg-Marquadt algorithm [Mar63]) of \( \mathcal{L} \). For the latter, it can be verified that the objective \( \mathcal{L} \) is a quadratic in these initial values, so we solve for them using least squares. We do these in Line 2 of TempFIT, then fix these values subsequently for the rest of the algorithm (Line 2-4 of STREAMCast).

### 6.5.4 Forecasting Step (FORECAST)

Given fitted model parameters up to time \( N \), how do we forecast future currents \( \hat{I}_r(t), \hat{I}_i(t) \), for \( t = N + 1, \ldots, N + N_f \)?

We first forecast voltages \( \hat{V}_r(t), \hat{V}_i(t), t = N + 1, \ldots, N + N_f \) using standard univariate Holt-Winters. Then, for \( k = 1, 2, \ldots \) we forecast \( \theta(N + k) \) as the sum of last estimated level \( \theta_L(N) \), trend \( \theta_T(N) \), last estimated seasonality at the corresponding position \( \theta_S(N - m + 1 + ((k - 1) \mod m)) \), where \( \mod \) is the modulo function, and temperature component \( w \cdot \max(0, T(N + k) - T_0) \). Finally, we forecast \( \hat{I}_r(t), \hat{I}_i(t) \) using the BIG model, Eq. (6.2).

### 6.5.5 Extensions

#### Anomaly Detection

To detect anomalies, we compute an anomaly score at each time. Intuitively, the larger the error between the fitted and actual values, the more anomalous a point is. The fitted values \( \hat{I}_r(t), \hat{I}_i(t) \) are obtained by plugging the learned parameters into the BIG equations, Eq. (6.2). The real and imaginary errors are then \( E_r(t) = |I_r(t) - \hat{I}_r(t)| \), and \( E_i(t) = |I_i(t) - \hat{I}_i(t)| \). The anomalousness at time \( t \) is then the sum of real and imaginary errors at time \( t \), each in units of inter-quartile ranges (IQRs):

\[
\text{anomalousness}(t) = \frac{E_r(t)}{\text{IQR}(E_r(1:N))} + \frac{E_i(t)}{\text{IQR}(E_i(1:N))} \tag{6.9}
\]

While any threshold may then be used, we can follow common practice of designating deviation of \( \geq 2 \times \text{IQR} \) as outliers, resulting in a threshold of 4 for our anomalousness score. In Section 8.5.4 we show a clear anomaly found in the LBNL dataset.

\[\text{Definition 6.1}\]

The anomalousness at time \( t \) is the sum of real and imaginary residuals at time \( t \), each in units of IQRs:

While any threshold may then be used, we can follow common practice of designating deviation of \( \geq 2 \times \text{IQR} \) as outliers, resulting in a threshold of 4 for our anomalousness score. In Section 8.5.4 we show a clear anomaly found in the LBNL dataset.

\[1\]The IQR is the difference between 75% and 25% quartiles, used as a more robust measure of spread compared to standard deviation. [UC96]
Confidence Intervals

Confidence intervals allow us to provide lower and upper bounds that contain future values, with e.g. 95% confidence. We use the past distribution of residuals, $I_r(t) - \hat{I}_r(t)$ and $I_i(t) - \hat{I}_i(t)$, as an estimate of residuals in the future. Thus, we sample a ‘possible future’ by repeatedly sampling from this distribution of past residuals, and treating the sampled values as residuals at time $N + 1$, repeating this process for $N + 2$, and so on. We sample 1000 possible futures in this way. To generate $(1 - \alpha)$ confidence intervals, we use the empirical $\alpha/2$ and $(1 - \alpha/2)$-quantiles of these possible futures. The results are shown in Figure 6.6.

6.6 Experiments

We design experiments to answer the questions:

- **Q1. Forecasting accuracy**: how accurately does STREAMCAST forecast, based on real data?
- **Q2. Scalability**: how does the algorithm scale with the data size?
- **Q3. What-if scenarios**: does STREAMCAST give accurate results under what-if scenarios, and detect real anomalies in real data?

Our code and links to datasets are publicly available at [www.andrew.cmu.edu/user/bhooi/power.tar](http://www.andrew.cmu.edu/user/bhooi/power.tar). Experiments were done on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM running OS X 10.11.2. We set $N_{init}$ to 10m (i.e. 10 days) in our experiments.

6.6.1 Data

We use the following two datasets:

- **CMU data**: ($N = 648$) hourly voltage and current for the Carnegie Mellon University (CMU) campus for 23 days, from July 29, 2016 to August 20, 2016. Voltage angle is unavailable for this data, so here $V_r$ is the voltage magnitude and $V_i = 0$.
- **LBNL data**: ($N = 3168$) from the Lawrence Berkeley National Laboratory (LBNL) Open $\mu$PMU project [SLR16], from October 1, 2015 to October 11, 2015. The data is originally at 120Hz, but we downsample it to one sample every 5 minutes (where each new data point is the mean of the raw data within those 5 minutes).

6.6.2 Q1. Forecasting accuracy

Baselines

our baselines are ARIMA [BJRL15], Holt-Winters (ETS) [Bro59], seasonal ARIMA [BJRL15], PowerCast (PCAST) [SHJ+17] (a recent tensor-based power grid forecasting approach), and vector autoregression (VAR), which uses temperature data and the voltage time sequences as input. Following standard practice, the ARIMA, SARIMA, and VAR orders are selected using AIC (Akaike information criterion) [HT93], and the Holt-Winters hyperparameters are selected.
using nonlinear optimization. For PowerCast, we follow the original paper in setting $N_w = 5, \sigma = 0.5$.

**Experimental setup**

in each trial, an algorithm is given the data for the first $N$ days and forecasts $I_r$ and $I_i$ for each time point of the $(N+1)$th day, where we average each algorithm’s accuracy over $N = 11, 12, \cdots, 20$ for CMU and $N = 4, 5, \cdots, 8$ for LBNL. The forecasts are compared with the true values using normalized RMSE: \[ \text{RMSE}(x, \hat{x}) = \sqrt{\|x - \hat{x}\|_2^2 / \|x\|_2^2}, \] where $x = [I_r \ I_i]$ contains $I_r$ and $I_i$ values stacked into a single vector.

**Results:**

Figure 6.1 shows that StreamCast outperforms the baselines in both datasets, with at least 27\% lower RMSE. The tensor-decomposition based PCAST, which is also physics-based, is the second-best performer, suggesting that physics-based models may be beneficial for forecasting.

6.6.3 Q2. Scalability

We run StreamCast on a version of our CMU dataset, duplicated repeatedly so as to produce larger datasets. We run StreamCast on time series of sizes as plotted on the x-axis of Figure 9.6, from around 1 million to around 40 million. The plot is parallel to the diagonal, indicating linear growth.

StreamCast takes less than 4 minutes for the trial of size 40 million, making it scalable to large datasets.

6.6.4 Q3. What-if scenarios

**Changing temperature and number of appliances:**

how can we forecast under the scenario that temperature increases by 10\degree C, and number of appliances increases by 20\%? Such scenarios are useful for future planning, but standard forecasting methods cannot handle them. The BIG parameter G represents the contribution of the conductive load component (e.g. light-bulbs) and B as the contribution of the reactive load component (e.g. motors), so we examine the results of increasing either G, B, or temperature, and plot how the forecasts change under each scenario.

The results are shown in Figure 6.3. The left plots are for increasing G; the center plots for changing B, and the right plots for increasing temperature. Upper plots are for $I_r$ while lower plots are for $I_i$. In each plot, the colored lines correspond to different amounts of increase: e.g. $1.1 \times G$ means that the amount of reactive load on campus increased by 10\%. The results show that: 1) when G is increased, only $I_r$ increases, but not $I_i$; 2) when B is increased, only $I_i$ increases, but not $I_r$; 3) when temperature increases, both $I_r$ and $I_i$ increase. All three results are intuitive, given that in the CMU dataset we have $V_i = 0$; it can be verified from (6.2) that in this case $I_r$ should be influenced by changes in $G$, but not by changes in $B$. 
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Figure 6.1: **StreamCast forecasts accurately**: it has at least 27% lower forecasting error than baselines. Error bars show 1 standard deviation.

**Changing voltage**

An important goal in practice is to ensure that the system can make accurate predictions under changes to voltage levels. To test our model, we use an electrical system simulator, SUGAR [P]L+’16. The simulator uses physics-based models for different electrical equipment: we specify 10 motors and additional load with maximum resistance 50Ω, varying sinusoidally with daily periodicity. SUGAR generates realistic time series currents for an electrical system given specified input voltages $V_r, V_i$. In order to have a realistic voltage series, our input voltages are the voltage series from our CMU dataset. We obtain currents ($I_r, I_i$) as outputs from this simulation.

To test StreamCast, we fit it on ($V_r, V_i, I_r, I_i$), but then evaluate its RMSE on a different ($V'_r, V'_i, I'_r, I'_i$) in which $V'_r$ and $V'_i$ are defined in one of two ways: 1) **Increase**: $V'_r = 1.05 \times V_r$, 

2) **Decrease**: $V'_r = 0.95 \times V_r$. 

In practice, the simulator uses a voltage change that is a combination of these two approaches. 

**CMU data:**

- StreamCast
- ARIMA
- ETS
- SARIMA
- PCAST
- VAR

Forecast error (RMSE) 32%

**LBNL data:**

- StreamCast
- ARIMA
- ETS
- SARIMA
- PCAST
- VAR

Forecast error (RMSE) 27%
Figure 6.2: **STREAMCAST is fast and scales linearly**: growth parallel to the diagonal indicates linear growth.

Figure 6.3: **STREAMCAST can handle forecasting under what-if scenarios**: the plots show the results of 1) increasing G; 2) increasing B; and 3) increasing temperature.

\[ V_i' = 1.05 \times V_i \] 2) **Decrease**: \[ V_r' = 0.95 \times V_r, V_i' = 0.95 \times V_i \]. We then obtain \( I_r' \) and \( I_i' \) from the same electrical simulation under voltages \( V_r' \) and \( V_i' \).

Standard forecasting methods would not work as baselines, since an electrical model is needed to accurately predict what happens to \( I \) when \( V \) changes. Hence, we use the following baselines: 1) PQ: this is the same as our STREAMCAST approach, but substituting the BIG model with the more common PQ electrical model [PJL+16]. 2) PowerCast [SHJ+17] as in the previous
Table 6.3: **STREAMCast is accurate even under different voltage levels:** here the methods are tested on what-if scenarios with different voltage levels. Bold underline shows the best performer. Error values are given as **percentage** RMSE (i.e. RMSE $\times 100$).

<table>
<thead>
<tr>
<th>Test case</th>
<th>STREAMCast</th>
<th>PQ</th>
<th>PowerCast</th>
<th>Window2</th>
<th>Window4</th>
<th>Window8</th>
<th>Window16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increase</td>
<td>0.19</td>
<td>7.13</td>
<td>5.26</td>
<td>11.18</td>
<td>4.94</td>
<td>4.95</td>
<td>4.72</td>
</tr>
<tr>
<td>Decrease</td>
<td>0.27</td>
<td>7.69</td>
<td>5.66</td>
<td>9.46</td>
<td>5.78</td>
<td>5.56</td>
<td>4.58</td>
</tr>
</tbody>
</table>

Figure 6.4: **STREAMCast accurately responds to changes in voltage:** forecasts of $I_r$ and $I_i$ by each method vs. true values, when voltage was increased or decreased by 5%. **STREAMCast** fits the data more accurately then baselines. RMSE results (with additional baseline methods) are in Table 6.3.

section; 3) Window $k$: this fits the static BIG model (Section 6.2.2) to short time windows of size $k$, where $k = 2, 4, 8, 16$.

Figure 6.4 shows the fit of **STREAMCast**, PQ and Window4 against the true values (the remaining methods are not plotted for visibility, but their RMSE is in Table 6.3), and Table 6.3 shows the RMSE of each method against the true values. **STREAMCast** outperforms the baselines by a clear margin. Because PQ is a constant-power model, increases in voltage magnitude necessarily lead to the model predicting a decrease in current of a similar magnitude. However, in practice, both voltage and current can change in the same direction, in which case the PQ model makes the wrong qualitative predictions. The Window $k$ baselines tend to overfit to near-term behavior due to their use of windows; this explains the high variance over time in Figure 6.4.
Figure 6.5: **STREAMCAST detects an anomaly in the LBNL dataset.** It corresponds to a 2-second period where voltage rapidly oscillates between negative and positive values.

**Anomaly Detection**

Section 10.3 explains how to detect anomalies under our method; Figure 6.5 shows the results on the LBNL dataset, where our method outputs a plot (‘anomalousness’) of the anomaly score over time. There is a large spike in anomalousness around day 2; note that the anomaly is not at all visible from only the current time series. In the voltage time series, however, we find a 2-second period of quick oscillations between negative and positive values exactly at the time of the anomaly. Follow-up analysis reveals that the oscillation is likely an error in the measuring device: the complex angle of voltage is synchronized with the rest of the system via a GPS signal, and in case of loss of this GPS signal, we may observe oscillations such as those in Figure 6.5, which explains why the voltage magnitude remains stable while the angle oscillates.

**Confidence Intervals**

Confidence intervals are useful for obtaining ranges of predictions: e.g. when monitoring the grid. Section 6.5.5 explains how we compute them. 95% and 99% confidence intervals on our CMU dataset are shown in Figure 6.6.

**6.7 Conclusion**

Our contributions are as follows:

1. **Domain knowledge infusion:** we propose a novel, Temporal BIG model that extends the physics-based BIG model, allowing it to capture changes over time, trends, seasonality, and temperature effects.
2. **Forecasting:** our STREAMCAST algorithm forecasts multiple steps ahead and outperforms baselines in accuracy. STREAMCAST is online, requiring linear time and bounded memory.
3. **What-if scenarios and anomaly detection:** our approach accurately handles scenarios in which the voltage levels, temperature, or number of appliances change. We also use it
to detect anomalies in a real dataset. Finally, STREAMCAST provides confidence intervals for its forecasts, to assist in planning for various scenarios.

**Reproducibility:** our code is publicly available at [www.andrew.cmu.edu/user/bhooi/power.tar](http://www.andrew.cmu.edu/user/bhooi/power.tar).
Chapter 7

BNB: Nonparametric Anomaly Detection in Mixed Time Series

Chapter based on work to appear at SDM 2019 [PDF].

Given mixed time series data, e.g. numerical, categorical, and ordinal data, how do we detect changes in the behavior of the time series: for example, the onset of illnesses or complications in patients? We propose BNB (Branch and Border), an online, nonparametric change detection method. Unlike existing methods, BNB approaches change detection by separating points before and after the change using an ensemble of random partitions. Our method (a) scales linearly; (b) provides theoretical guarantees on the false positive rate; and (c) is nonparametric and works on mixed data.

How do we detect change points in multivariate time series data? This problem has wide-ranging applications: in the medical domain, changes can indicate the onset of illnesses or complications, such as seizures, panic, and heart attacks [RGBK15]. Change detection on sensor data has been used to detect power plant failures and blackouts [BCDGV14]. Other applications include intrusion detection in computer networks [YTWM04], disease outbreak detection [KHH05], and location recognition for robots [LYCS13].

In many cases, we cannot assume that the data follows any standard distribution (e.g. Gaussian, Poisson). In realistic settings, data can be multi-modal, skewed, and nonlinear; moreover, different columns of the data may have different types: e.g. binary, numerical, ordinal, or count data. We also often want to detect change points in an online manner: many types of data (e.g. medical data) are received in real time. As each data point is received, the algorithm should update efficiently. Thus, our goal is an online, nonparametric change detection algorithm:
Informal Problem 7.1: Online Change Detection

- **Given** a multivariate stream $X_1, X_2, \cdots$ (possibly containing numerical, ordinal or categorical data);
- **Find** a set of time ticks $t$ where changes occurred, reported in a streaming manner.

Change detection in time series [SK74, CF15] has been studied extensively (expanded in Section 9.2). Our work differs in two key aspects. Firstly, most work focuses on purely numerical data, whereas we want to allow for e.g. count, ordinal and categorical data. Secondly, we use a nonparametric, random partition based approach. Algorithms which make distributional assumptions can be negatively affected when these do not hold: e.g. Gaussian or Poisson-based approaches will be overly influenced by outliers given heavy-tailed data, and report wrong change points. Moreover, many real world datasets may be hard to fit using any standard distribution: e.g. nonlinear or multimodal data.

Our contributions are as follows:

1. **Algorithm:** We propose an online nonparametric change detection algorithm based on random partitions, a novel approach for change detection.

2. **Scalability:** BNBO is linear (Figure 7.1a) and online, using bounded memory and time per iteration.

3. **Effectiveness:** Our algorithms outperform baselines in accuracy by 70% or more (Figure 7.1b), in experiments on real and synthetic data. Theorem 7.3 provides a theoretical guarantee on the false positive rate.

![Figure 7.1: BNB is scalable and accurate](image)

(a) Scalability  
(b) Accuracy

Figure 7.1: **BNB is scalable and accurate:** (a) linear scalability of BNB and its online variant, BNBO (for a time series with 100 dimensions) (b) F-measure of detecting change points, averaged over 11 datasets.
Reproducibility: our code and data are publicly available at http://www.andrew.cmu.edu/user/bhooi/bnb/bnb.zip.

7.1 Related Work

[AC17] reviews time series change detection methods.

**Supervised Change Detection** Supervised methods treat change detection as a binary classification task, or directly output class labels [RMB+10]. However, labeled data is often unavailable.

**Parametric Change Detection** Many approaches rely on a parametric statistical model: e.g. Gaussians [KFE12], and more general exponential family distributions [FMS14]. Accompanying these are search algorithms: greedy binary segmentation [SK74], bottom-up segmentation [KCHP01], dynamic programming (DP) [JSB+05]. Wild binary segmentation [Fry14] uses binary segmentation on random intervals. PELT [KFE12] applies pruning to DP. Other approaches include Hidden Markov Models [KCG+15], Group Fused Lasso (GFL) [BV11], and Distance Metric Learning (DML) [XJRN03], which uses a Mahalanobis metric.

**Online Change Detection** FLOSS [GDY+17] is an online segmentation approach for multivariate data. GGS [HNB16] is an online, multivariate, Gaussian approach. CUSUM [ZWJ15] is an online approach for several parametric families; other control-chart approaches include e.g. MEWMA [QLW16]. CD [QAZW15] uses a PCA-based, online multivariate approach.

**Other Methods** Nonparametric change detection methods include Multivariate Rho (MRHO) [KQR16], and E-statistic based EDIV [MJ14] and ECP [MJ14], which use nonparametric goodness-of-fit measures. Other methods include Kernel Change Point Detection (KCP) [DDD05], and neural networks [LLJ02]. Other methods exist for discrete change detection: e.g. see [CBK12] for a survey.

**Forest-Based Outlier Detection** [LTZ08] proposed Isolation Forests, which detect outliers based on the intuition that outliers have low depth in randomly constructed trees. [TTL11] proposes a similar but streaming approach. However, outlier detection and change detection require different intuitions: outlier detection is non-temporal, and finds deviations from the data, while change detection requires a time-series, and finds transitions from one regime to another.

Table 10.1 summarizes existing change point detection methods. BNB differs from existing methods in that it is online, nonparametric, and allows for multiple data types. Our approach is also very different, relying on an ensemble of random partitions.

7.2 Problem Definition

7.2.1 Problem Setting

Table 10.2 shows the symbols used in this chapter.

We are given \( X \), an \( n \times d \) dataset, i.e. it has \( n \) time ticks with \( d \) dimensions. Denote by \( X_t \), the data point at time \( t \), and denote by \( X_{tj} \) the data value in dimension \( j \) at time \( t \). Our
Table 7.1: Comparison of relevant change detection approaches. ‘Mixed Data Types’ refers to allowing data types beyond just numerical data: including categorical, count, and ordinal data.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Multivariate Data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Nonparametric</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Scales Linearly</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Online Algorithm</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Mixed Data Types</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 7.2: Symbols and definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of time ticks in data</td>
</tr>
<tr>
<td>$d$</td>
<td>Number of dimensions in data</td>
</tr>
<tr>
<td>$X_t$</td>
<td>Data point at time $t$</td>
</tr>
<tr>
<td>$X_{tj}$</td>
<td>Data value at time $t$ in dimension $j$</td>
</tr>
<tr>
<td>$w$</td>
<td>Window size</td>
</tr>
<tr>
<td>$d_{lim}$</td>
<td>Depth limit for trees</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of trees</td>
</tr>
<tr>
<td>$s_{k,t}$</td>
<td>Separation depth for tree $k$ at time $t$ (Definition 7.2)</td>
</tr>
<tr>
<td>$c_t$</td>
<td>Change score for time $t$ (Definition 7.3)</td>
</tr>
<tr>
<td>$z_t$</td>
<td>Indicator vector for ancestors of $X_t$ (Section 7.4.3)</td>
</tr>
<tr>
<td>$s_L$, $s_R$</td>
<td>Left and right ancestor counts (Section 7.4.3)</td>
</tr>
<tr>
<td>$s_I$</td>
<td>Intersection set (Section 7.4.3)</td>
</tr>
</tbody>
</table>

goal is to detect **change points**: i.e. time ticks where the behavior of the time series changes significantly. Formally:
Problem 7.1: Multivariate Change Detection

- **Given** a multivariate dataset of \( t \) time ticks with \( d \)-dimensions (\( X_{tj} \) for \( j = 1, \ldots, d \) and \( t = 1, \ldots, n \)) containing numeric, ordinal or categorical data;
- **Output** a set of time ticks where changes occurred.

A major challenge is the **online** setting, in which we receive the data incrementally, one time tick at a time, i.e. \( X_1, X_2, \ldots \). In some cases the stream may be infinite, in which case \( n = \infty \). As we receive the data, we should output which time ticks are change points.

However, it would be unrealistic to expect to determine whether time point \( t \) is a change point without any future information after time \( t \): this is because the time ticks \( t + 1, t + 2, \cdots \) are important in deciding whether an apparent change at time \( t \) was a true change point, or simply noise. Hence, we introduce a **window** parameter \( w \): upon receiving time tick \( t + w \), the algorithm must output whether time \( t \) is a change point.

Problem 7.2: Online Change Detection

- **Given** a multivariate stream of \( d \)-dimensional data (\( X_{tj} \) for \( j = 1, \ldots, d \) and \( t = 1, 2, \cdots \)), possibly containing numeric, ordinal or categorical data;
- **Output** at time \( t + w \) whether a change point occurred at time tick \( t \).

7.3 Illustrative Example

The main idea of our approach is its use of random partitions to measure how good a change is. Consider a 1-dimensional toy dataset: \( X = [0, 1, 0, 0, 10, 10, 9, 10] \), which clearly has a change point at \( t = 5 \). If we sample a random cut point uniformly between 0 and 10 (the min and max of the data), then with 80% probability, the cut point lies in \((1, 9)\). In this case, the cut point perfectly separates the points before and after \( t = 5 \). Intuitively then, \( t = 5 \) is a good change point because the points before and after (or equal to) it are easily separable by random partitions.

In real data, single cuts do not always suffice, and we may need multiple cuts, but the intuition is similar. Consider the drawing of a bird on a branch in Figure 7.2a, containing an unknown change point, from drawing the branch to drawing the bird. The connecting line segments (in black) indicate that the drawing is a time series, not just a set of points. Finding the change point is challenging: the bird’s feet and tail are hard to separate from the branch. Figure 7.2b shows that the Gaussian approach has difficulty: these approaches rely on a large difference in means before and after the change, but the bird and branch have fairly close means.

Figure 7.2c illustrates our random partition approach. We conduct random cuts (gray lines) that partition the space recursively. At the time of the correct change, the points before the change (in red) and after the change (in blue) can be cleanly separated by the random partition:
Figure 7.2: **BNB is adaptive and nonparametric:** (a) A drawing of a bird on a branch, with an unknown change point (when moving from the branch to the bird) (b) The bird and the branch have similar means, making them difficult to separate using standard approaches. (c) At the time of the true change, the red points (before the change) and blue points (after the change) can be fully separated using a relatively simple random partition, suggesting that this is a good change. The blue region (boxes only containing points after the change) conforms to the bird’s outline well despite the bird’s unique shape which is hard to separate from the branch. (d) Averaging over many such partitions, the change score is highest at the true change time.

i.e. all boxes contain either only red or only blue points. The stronger the change point, the easier the red and blue points are to cleanly separate, and the simpler the random partition we would need to cleanly separate them. Hence, in Figure 7.2d we compute a score for each possible change point based on how easily we can separate the points before and after the change using random partitions (we formalize this in Section 7.4). Averaging over many such partitions, Figure 7.2d shows that the highest change score indeed coincides with the true change point.
7.4 Proposed BNB Algorithm

7.4.1 Random Partition Tree

We first explain how our random trees are built. Given a dataset $X$ of size $n$ with $d$ dimensions, we first uniformly sample one of the $d$ dimensions to split. Then, we sample the split point: we sample two independent uniform values between the minimum and maximum of the data values, and use their mean as the split point. This causes split points to tend toward the middle of the range, making the children more balanced in their node counts. We then recurse onto each child, stopping when a node contains only one data point, or reaches a depth limit $d_{\text{lim}}$.

Recall that we want to allow for ordinal and categorical data. These can be easily handled by splitting ordinal data at a randomly chosen split point, and splitting categorical data by randomly dividing the categories into two sets.

**Definition 7.1: Random Partition Tree**

A random partition tree is built by recursively sampling a feature, and then sampling a split point to partition the data space into two, continuing recursively until a depth of $d_{\text{lim}}$ is reached.

7.4.2 Change Score

Our main intuition is that if time tick $t$ is a good change point, then the data before and after the change point should be cleanly separable using relatively simple partitions, i.e. shallow trees. For a given candidate change point $t$, define the ‘left set’ $L$ as the $w$ points before time $t$ (i.e. $\{X_{t-w}, \ldots, X_{t-1}\}$). Similarly, define the ‘right set’ $R$ as the $w$ points at or after time $t$ (i.e. $\{X_{t}, \ldots, X_{t+w-1}\}$). Given a single random partition tree $T$, define the ‘separation depth’ as the minimum depth at which $T$ fully separates the left set from the right set. Here ‘fully separated’ means that like in Figure 7.2c, each node of $T$ at that depth either contains only points from $L$ or $R$, but not both.

**Definition 7.2: Separation Depth**

The separation depth $s_{k,t}$ for the $k$th random partition tree at time tick $t$ is the minimum depth at which $T_k$ fully separates the left set from the right set.

Intuitively, low separation depth means that $L$ and $R$ can be easily separated, which means $t$ is a good change point. If $L$ and $R$ are not fully separated when reaching the depth limit $d_{\text{lim}}$, we set the separation depth to $d_{\lim} + 1$, which functions as an upper limit to prevent any single tree from being too influential.
Finally, we average the separation depth values over \( N \) random partition trees. Since \( d_{\text{lim}} + 1 \) is an upper bound, we then use \( d_{\text{lim}} + 1 \) minus this average separation depth as our change score: thus, higher values indicate a better change, with 0 being the minimum value indicating a poor change.

**Definition 7.3: Change Score**

The change score \( c_t \) at time tick \( t \) is \( d_{\text{lim}} + 1 \) minus the average separation depth computed using \( N \) random partition trees:

\[
c_t = d_{\text{lim}} + 1 - \frac{1}{N} \sum_{j=1}^{N} s_{j,t} \tag{7.1}
\]

### 7.4.3 Efficient Implementation

The step of computing change scores can be sped up significantly over the naive approach. Implemented naively, at each of \( n \) time ticks, we would need to compute \( N \) separation depths, each taking \( O(w) \) time, for a total of \( O(n \cdot N \cdot w) \). However, we can save a factor of \( O(w) \), by computing the change scores in a single pass over the dataset.

Consider a random partition tree \( \mathcal{T} \). Every data point \( X_t \) for each \( t \) has been assigned to a leaf of \( \mathcal{T} \) during the tree-building step. For convenience, let the nodes in \( \mathcal{T} \) be assigned integer ids \( i = 1, 2, \ldots \) arbitrarily. Define \( s_L \) (‘left ancestor count’), a sparse vector: for each node \( i \) of \( \mathcal{T} \), \( s_L[i] \) is the number of points in the left set that node \( i \) contains. For example, in Figure 7.2c, each node corresponds to a box; then \( s_L[i] \) is the number of points from the left set in that box. Define \( s_R \) (‘right ancestor count’) similarly using the right set. Define \( s_I \) (‘intersection set’) as the set of nodes which have nonzero counts in both \( s_L \) and \( s_R \).

**Lemma 7.1**

At time \( t \), the separation depth is 1 more than the maximum depth among nodes in \( s_I \).

*Proof*. All nodes with nonzero counts in \( s_L \) are those with descendants in the left set, and similarly for \( s_R \), so \( s_I \) contains nodes with descendants from both sets. If \( D \) is the maximum depth among nodes in \( s_I \), the tree at depth \( D \) is not enough to perfectly separate the left and right sets, since a node at depth \( D \) has descendants from both sets (so the node contains points from the left and the right sets). However, the tree at depth \( D + 1 \) does perfectly separate the left and right sets, otherwise there would exist a node in \( s_I \) with depth \( D + 1 \). ■

Algorithm 9.1 shows our change scoring algorithm. We initialize \( s_L, s_R, s_I \) and separation depths \( s_{j,t} \), then maintain them efficiently as we move forward in time.
Let $z_t$ be a 0-1 vector with 1 in entry $i$ iff node $i$ is an ancestor of the leaf containing the data point $X_t$. Note then that $s_L$ is just the sum of $z_t$ over the left set, and similarly for $s_R$. Initially, the left set contains the first $w$ time ticks, so $s_L$ is initialized as $s_L = \sum_{t=1}^{w} z_t$ (Line 4). Similarly $s_R = \sum_{t=w+1}^{2w} z_t$ (Line 5). Next we initialize $s_I$ as the set of nodes with nonzero counts in both $s_L$ and $s_R$ (Line 7), and compute the separation depth $s_{j,w+1}$ following Lemma 7.1 (Line 8).

Algorithm 7.1: ChangeScore

```
Input: Dataset $X$, $N$ random partition trees, window $w$
Output: Change scores $c_t$ for $w \leq t \leq n - w + 1$

▷ For each tree:
  for $j$ in 1 to $N$ do
    ▷ Initialize left and right ancestor counts
      $s_L = \sum_{t=1}^{w} z_t$
      $s_R = \sum_{t=w+1}^{2w} z_t$
    ▷ Intersection set and separation depth
      $s_I = \{ k : s_L[i] > 0 \text{ and } s_R[i] > 0 \}$
      $s_{j,w+1} = 1 + \max_{i \in s_I} \text{depth}(i)$
  end
  for $t$ in $w$ to $n - w + 1$ do
    for $j$ in 1 to $N$ do
      ▷ Update due to change in left and right sets
        $s_L \leftarrow s_L + z_t - z_{t-w}$
        $s_R \leftarrow s_R - z_{t+w} - z_t$
        $s_I = \{ x : s_L[x] > 0 \text{ and } s_R[x] > 0 \}$
        $s_{j,t} = 1 + \max_{x \in s_I} \text{depth}(x)$
    end
  end
  return $c_t = d_{lim} + 1 - \frac{1}{N} \sum_{j=1}^{N} s_{j,t}$, $\forall t$
```

To maintain these values, for $s_L$ and $s_R$ we add and subtract the relevant vectors $z_t$ (Lines 13 and 14). For each such change, we incrementally update the intersection set $s_I$ (Line 15) and thus the separation depth (Line 16). Finally, we compute the overall change score by averaging over all the trees (Line 19).

Algorithm 7.2 summarizes our full offline algorithm BNB. It estimates $N$ random partition trees, then uses ChangeScore to compute scores.

### 7.4.4 Online Algorithm (BNBO)

We now explain how BNB can be modified to be run online. The change score computation ChangeScore is already online: Lines 2 to 8 are based on only the first $2w$ time ticks, while Lines 13 to 16 are based only on the current window. Hence, it adapts to streams of arbitrary length. At time $t$, to compute $z_t$, for each tree, we ‘classify’ $X_t$ by recursively following the split points, from the root node down to whichever leaf node $X_t$ belongs to.
Algorithm 7.2: Offline Change Detection BNB

**Input**: Dataset $X$, window $w$, number of trees $N$, depth limit $d_{lim}$

**Output**: Change scores $c_t$ for $w \leq t \leq n - w + 1$

1. for $j$ in 1 to $N$ do
2.   $\triangleright$Random Partition Tree creation (Section 7.4.1)
3.   $\mathcal{T}_j = \text{MAKETree}(X, d_{lim})$
4. end
5. return $\text{CHANGESCORE}(X, w, \mathcal{T})$

Only the tree generation algorithm $\text{MAKETree}$ is not yet online, as it uses the full dataset to choose each split point. BNBO uses a small ‘initialization’ dataset of 250 points, which we use for $\text{MAKETree}$ to decide the split points for all trees. The resulting trees are then used in the online version of $\text{CHANGESCORE}$ for future data points in the stream.

### 7.4.5 Time Complexity

For BNB’s tree-building step, we have $N$ trees, each requiring at most $d_{lim}$ splits, where all splits combined in each level involve $n$ data points. Hence, tree-building takes $O(N \cdot n \cdot d_{lim})$. For change scoring, we have $N$ trees, each of which has to be updated $O(n)$ times, and each update is $O(d_{lim})$ since each $z_t$ has at most $d_{lim}$ nonzeros, and Lines 13 to 16 are sparse vector operations with $O(d_{lim})$ nonzeros. Hence overall runtime is $O(N \cdot n \cdot d_{lim})$.

For the same reasons, BNBO’s tree building step requires $O(N \cdot d_{lim})$. For each online update, computing $z_t$ is still proportional to tree height, since we travel the height of the tree, so each online update is $O(N \cdot d_{lim})$.

### 7.5 Theoretical Analysis

#### 7.5.1 Interpretation of Separation Depth

Can we better understand what BNB does, by re-interpreting it in a more theoretical way: e.g. is there a metric space (i.e. a space where we can measure distances), for which our approach is related to distances in this space? We show that the answer is ‘yes’.

A **metric space** is a set $\mathcal{X}$ and a distance function $d : \mathcal{X} \times \mathcal{X} \to [0, \infty)$ such that:

1. $d(x, y) = 0$ iff $x = y$ (Identity)
2. $d(x, y) = d(y, x)$ (Symmetry)
3. $d(x, z) \leq d(x, y) + d(y, z)$ (Triangle Inequality)

Given a tree $\mathcal{T}_k$, the tree partitions the data space, mapping each data point $X_t$ into a leaf of $\mathcal{T}_k$: let $\text{leaf}(X_t)$ map $X_t$ to its leaf. Define $\mathcal{X}$ as the set of leaves, and $d(x, y)$ as the shortest path distance (in terms of number of graph hops) between leaves $x$ and $y$. 
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Lemma 7.2

$(\mathcal{X}, d)$ is a metric space.

Proof. This is a special case of the fact that geodesic distance in a graph forms a metric space, if and only if the graph is connected [BDFG03]. In our case, the graph is a tree, hence the leaves indeed form a metric space. ■

Theorem 7.1

The separation depth $s_{k,t}$ can be rewritten in terms of distances in this metric space:

$$s_{k,t} = d_{lim} - \frac{1}{2} \min_{x \in L, y \in R} d(\text{leaf}(x), \text{leaf}(y)) + 1$$  \hspace{1cm} (7.2)

Proof. Consider the pair of points $x \in L$ and $y \in R$ minimizing (7.2). Their shortest path distance is $d(\text{leaf}(x), \text{leaf}(y))$, so their deepest common ancestor (call it $z$) must be $d(\text{leaf}(x), \text{leaf}(y))/2$ steps above them. Since leaf$(x)$ and leaf$(y)$ are at depth $d_{lim}$, thus $z$ is at depth $d_{lim} - d(\text{leaf}(x), \text{leaf}(y))/2$. Moreover, since $x$ and $y$ were the closest pair of points, $z$ must be the deepest node with descendants in both $L$ and $R$. Thus, $L$ and $R$ are fully separated exactly at depth $d_{lim} - d(\text{leaf}(x), \text{leaf}(y))/2 + 1$, but not at any lower depth (due to node $z$). ■

This implies that separation depth $s_{k,t}$, which measures how good a change is, is effectively a nearest-neighbor like statistic (though not in a Euclidean space).

7.5.2 Bounds on False Positive Rate

Our main theorems bound our false positive rate. Assume that no change is present; as is standard in change detection literature, we use the null hypothesis $H_0 : X_{t-w}, \ldots, X_{t+w-1}$ are i.i.d., representing no change, and bound the probability of high values of change score. First consider a single tree, which outputs the separation depth $s_{k,t}$ as change score. Then:

Theorem 7.2

For any $\lambda > 0$, letting $p_\lambda = 2^{\lambda-1}$, we have:

$$P(s_{k,t} \leq \lambda) \leq \frac{1}{2^{w-p_\lambda}}$$  \hspace{1cm} (7.3)

Proof. Fix an arbitrary ordering $<$ on the data space (e.g. lexicographic ordering), and let $X^1, \ldots, X^{2w}$ be the original data points $(X_1, \ldots, X_{2w})$ sorted according to the order $<$. Since
the data points $X_1, \cdots, X_{2w}$ are i.i.d., if we condition on $X^1, \cdots, X^{2w}$, by symmetry, the conditional probability that the original data is mapped to $X^1, \cdots, X^{2w}$ by any particular permutation is equal, which is $1/(2w)!$.

Define $Z_i$ as a 0-1 random variable, taking value 0 if $X_i$ is one of $X_1, \cdots, X_w$, and 1 otherwise. Then exactly $w$ of the random variables $Z_1, \cdots, Z_{2w}$ are 1, and since we earlier showed that every permutation of the $X^1, \cdots, X^{2w}$ is equally likely, thus now each assignment of 0s and 1s to $Z_1, \cdots, Z_{2w}$ with exactly $w$ 1s is also equally likely. Thus, by symmetry, each such assignment has probability $1/(2w)!$.

For any $\lambda$, $P(s_{k,t} \leq \lambda)$ is the probability that the sets $L$ and $R$ were fully separated by the time the tree reached level $\lambda$. Note that at level $\lambda$, our tree partitions the data space into $p_\lambda = 2^{\lambda-1}$ parts. The number of assignments to the $Z$ variables for which $L$ and $R$ are fully separated is then at most $2^{p_\lambda}$, since each of the $p_\lambda$ parts we have to choose to assign either 0 or 1 to all variables in that part. Moreover, we earlier showed that each of the $\binom{2w}{w}$ assignments has the same probability. Thus, the probability that $L$ and $R$ are fully separated at level $\lambda$ is at most

$$P(s_{k,t} \leq \lambda) \leq \frac{2^{p_\lambda}}{\binom{2w}{w}} \quad (7.4)$$

$$= \frac{2^{p_\lambda}(1) \ldots (w)}{(w + 1) \ldots (2w)} \quad (7.5)$$

$$\leq 2^{p_\lambda} (1/2)^w \quad (7.6)$$

$$\leq (1/2)^{w-p_\lambda}. \quad (7.7)$$

In fact, this can be tightened significantly by using stronger bounds for central binomial coefficients: it is known that $\binom{2w}{w} \geq 4^w/\sqrt{4w}$ for any positive integer $w$ [Kaz14]. Substituting this instead gives

$$P(s_{k,t} \leq \lambda) \leq \frac{2^{p_\lambda}}{\binom{2w}{w}} \quad (7.8)$$

$$\leq 2^{p_\lambda} \frac{\sqrt{4w}}{4^w} \quad (7.9)$$

$$= 2^{p_\lambda - 1 - 2w} \sqrt{w} \quad (7.10)$$

$$= (1/2)^{2w-1-p_\lambda} \sqrt{w}. \quad (7.11)$$

The next theorem concerns our final change score $c_t$. For any error threshold $\varepsilon > 0$, we have:

**Theorem 7.3**

$$P(c_t \geq d_{lim} + 1 - \log(1 + \log \frac{\varepsilon}{N} + w)) \leq N(1/2)^{w-p_\lambda} \quad (7.12)$$
Proof. Applying union bound on the (weaker) result of the previous theorem gives

\[ P(s_{k,t} \leq \lambda) \leq N (1/2)^{w-p\lambda} \forall k \in \{1, \ldots, N\} \]  

(7.13)

Recalling that \(c_t = d_{lim} + 1 - \frac{1}{N} \sum_{j=1}^{N} s_{j,t}\), substituting this gives:

\[ P(c_t \geq d_{lim} + 1 - \lambda) \leq N (1/2)^{w-p\lambda} \]  

(7.14)

Finally, if \(p\lambda = \log \frac{c_t}{N} + w\), then \(N (1/2)^{w-p\lambda} \leq \varepsilon\). Substituting this into (7.14) (and using the fact that \(\lambda = \log p\lambda + 1\)) gives the result.

This implies that any change scores above this value can be used to trigger an alarm with \(1 - \varepsilon\) confidence, i.e. at most \(\varepsilon\) probability of a false positive.

### 7.6 Experiments

We design experiments to answer the questions:

- **Q1. Change Detection Accuracy**: how accurate are BNB and BNBO compared to baselines?
- **Q2. Scalability**: do they scale linearly?
- **Q3. Real-World Discoveries**: how do they perform on an indoor occupancy detection task?

Experiments were done on a 2.4 GHz Intel Core i5 MacBook Pro, 16 GB RAM running OS X 10.11.2. We implement our method in Python. For our methods we set \(w = 15\), \(d_{lim} = 15\) and \(N = 50\), but show experiments on parameter sensitivity in this section.

We evaluate our algorithms on multivariate time series with various sizes and domains, described in Table 10.3. The Occupancy dataset contains ground truth change labels, which are the time points when the room changed from occupied to unoccupied, or vice versa.

#### 7.6.1 Q1. Detection Accuracy

We now evaluate our algorithms’ accuracy in detecting change points.

**Single Change Points**

For each dataset, we sample a change point as a random time tick between \(n/4\) to \(3n/4\) (rounded). For data points on or after the change point, we add a Gaussian with mean 0 and standard deviation for each dimension equal to the standard deviation of the data for that dimension. Then the goal of each algorithm is to detect the change point (exactly). For each algorithm we pass input parameters for detecting one change point, and evaluate the results according to F-measure against the true change point. As several of the baselines scale quadratically or slower, we subset all datasets to a size of 500. However, in Section 8.5.2 we show that our algorithms easily scale to \(10K - 80K\) time ticks and \(100 - 800\) dimensions. The results are averaged over 20 repetitions.
Table 7.3: Datasets used

<table>
<thead>
<tr>
<th>Dataset Name</th>
<th>Time Ticks</th>
<th>Dimensions</th>
<th>Content</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>9357</td>
<td>13</td>
<td>Chemical Sensor</td>
</tr>
<tr>
<td>Beijing</td>
<td>43824</td>
<td>6</td>
<td>Air Quality</td>
</tr>
<tr>
<td>Exchange</td>
<td>7588</td>
<td>8</td>
<td>Exchange Rate</td>
</tr>
<tr>
<td>Measles</td>
<td>2501</td>
<td>50</td>
<td>Disease Counts</td>
</tr>
<tr>
<td>Influenza</td>
<td>2501</td>
<td>50</td>
<td>Disease Counts</td>
</tr>
<tr>
<td>Scarlet</td>
<td>2501</td>
<td>50</td>
<td>Disease Counts</td>
</tr>
<tr>
<td>Whooping</td>
<td>2501</td>
<td>50</td>
<td>Disease Counts</td>
</tr>
<tr>
<td>Vehicle1</td>
<td>264</td>
<td>2</td>
<td>Unmanned Vehicle</td>
</tr>
<tr>
<td>Vehicle2</td>
<td>342</td>
<td>2</td>
<td>Unmanned Vehicle</td>
</tr>
<tr>
<td>Vehicle3</td>
<td>578</td>
<td>2</td>
<td>Unmanned Vehicle</td>
</tr>
<tr>
<td>Vehicle4</td>
<td>488</td>
<td>2</td>
<td>Unmanned Vehicle</td>
</tr>
<tr>
<td>Occupancy</td>
<td>9752</td>
<td>5</td>
<td>In-room Sensors</td>
</tr>
<tr>
<td>Synthetic</td>
<td>10K-80K</td>
<td>100-800</td>
<td>Synthetic</td>
</tr>
</tbody>
</table>

Baselines

We compare BNB to the following recently proposed multivariate change detection methods:

- **Parametric:** PELT (Killick, 2012) is a dynamic programming (DP)-based approach. GFL (Bleakley, 2011) uses group-fused lasso. DML (Xing, 2003) is a distance metric learning approach, using a Mahalanobis metric.

- **Nonparametric:** KCP (Desobry, 2005) is a kernel-based approach. EDiv (Matteson, 2014) and ECP (Matteson, 2014) use the E-statistic, a nonparametric goodness-of-fit statistic, with hierarchical division and DP. MRho (Kojadinovic, 2016) uses Spearman’s rho.

We show results for unnormalized data in Table 7.4, and normalized data in Table 7.5. In both, BNB and BNBO perform the best on almost all the datasets. Normalization does not significantly affect our methods, as all their steps are invariant to scaling. The baselines mostly perform slightly better with normalization than without. The results averaged over all 11 datasets is in Figures 7.3a and 7.3b. BNB and BNBO significantly outperform the baselines: e.g. by 82% or more for BNB. Between our two methods, BNB generally performs better, but BNBO still outperforms the baselines significantly despite all the baselines being offline.

Multiple Change Detection

We use the same settings, except with 5 change points, sampled uniformly without replacement from $0.1n$ to $0.9n$ (rounded). We evaluate each algorithm based on its top 5 changes, again using F-measure, compared to the true changes. Results are averaged over 20 repetitions.

The results are shown in Table 7.6 for unnormalized data and Table 7.7 for normalized data. BNB and BNBO again outperform the baselines on almost all the datasets. The average F-
<table>
<thead>
<tr>
<th>Dataset</th>
<th>BNB</th>
<th>BNBO</th>
<th>PELT</th>
<th>GFL</th>
<th>DML</th>
<th>KCP</th>
<th>ECP</th>
<th>EDiv</th>
<th>MRho</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>0.70</td>
<td>0.70</td>
<td>0.50</td>
<td>0.50</td>
<td>0.15</td>
<td>0.15</td>
<td>0.45</td>
<td>0.28</td>
<td>0.00</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.80</td>
<td>0.55</td>
<td>0.00</td>
<td>0.00</td>
<td>0.15</td>
<td>0.15</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Exchange</td>
<td>1.00</td>
<td>0.90</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.15</td>
<td>0.00</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Measles</td>
<td>0.95</td>
<td>0.95</td>
<td>0.40</td>
<td>0.45</td>
<td>0.20</td>
<td>0.20</td>
<td>0.15</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Measles</td>
<td>0.95</td>
<td>1.00</td>
<td>0.40</td>
<td>0.55</td>
<td>0.10</td>
<td>0.10</td>
<td>0.75</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>Measles</td>
<td>0.55</td>
<td>0.60</td>
<td>0.45</td>
<td>0.55</td>
<td>0.20</td>
<td>0.20</td>
<td>0.05</td>
<td>0.28</td>
<td>0.28</td>
</tr>
<tr>
<td>Measles</td>
<td>1.00</td>
<td>0.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.20</td>
<td>0.20</td>
<td>1.00</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>Vehicle1</td>
<td>0.65</td>
<td>0.60</td>
<td>0.35</td>
<td>0.40</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.17</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle2</td>
<td>0.40</td>
<td>0.50</td>
<td>0.10</td>
<td>0.10</td>
<td>0.05</td>
<td>0.05</td>
<td>0.15</td>
<td>0.05</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle3</td>
<td>0.25</td>
<td>0.15</td>
<td>0.15</td>
<td>0.15</td>
<td>0.05</td>
<td>0.05</td>
<td>0.10</td>
<td>0.07</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle4</td>
<td>0.95</td>
<td>0.70</td>
<td>0.25</td>
<td>0.25</td>
<td>0.05</td>
<td>0.05</td>
<td>0.70</td>
<td>0.05</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 7.4: **BNB and BNBO win consistently**: F-measure for single change point detection (without normalization)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BNB</th>
<th>BNBO</th>
<th>PELT</th>
<th>GFL</th>
<th>DML</th>
<th>KCP</th>
<th>ECP</th>
<th>EDiv</th>
<th>MRho</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>0.70</td>
<td>0.75</td>
<td>0.65</td>
<td>0.65</td>
<td>0.30</td>
<td>0.30</td>
<td>0.50</td>
<td>0.28</td>
<td>0.00</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.50</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.20</td>
<td>0.20</td>
<td>0.10</td>
<td>0.20</td>
<td>0.00</td>
</tr>
<tr>
<td>Exchange</td>
<td>0.95</td>
<td>0.85</td>
<td>0.25</td>
<td>0.25</td>
<td>0.10</td>
<td>0.10</td>
<td>0.50</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>Measles</td>
<td>0.95</td>
<td>0.90</td>
<td>0.80</td>
<td>0.90</td>
<td>0.20</td>
<td>0.20</td>
<td>0.00</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>Measles</td>
<td>0.95</td>
<td>0.95</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.40</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Measles</td>
<td>0.95</td>
<td>0.95</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
<td>0.40</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Scarlet</td>
<td>0.60</td>
<td>0.35</td>
<td>0.90</td>
<td>0.90</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
<td>0.40</td>
</tr>
<tr>
<td>Whooping</td>
<td>1.00</td>
<td>0.70</td>
<td>0.00</td>
<td>0.00</td>
<td>0.15</td>
<td>0.15</td>
<td>1.00</td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Vehicle1</td>
<td>0.50</td>
<td>0.50</td>
<td>0.30</td>
<td>0.30</td>
<td>0.10</td>
<td>0.10</td>
<td>0.25</td>
<td>0.20</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle2</td>
<td>0.15</td>
<td>0.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle3</td>
<td>0.40</td>
<td>0.30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle4</td>
<td>0.95</td>
<td>0.55</td>
<td>0.45</td>
<td>0.45</td>
<td>0.05</td>
<td>0.05</td>
<td>0.95</td>
<td>0.20</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 7.5: **BNB and BNBO win consistently** (with one exception): F-measure for single change point detection (with normalization)

measure over all datasets are shown in Figures 7.4a and 7.4b. BNB outperforms the baselines by 70% or more F-measure on average.

**Parameter Sensitivity**

Figure 7.5 compares performance for different parameter values, on multiple change point detection (without normalization). Results are averaged over datasets and over 5 repetitions; the other settings follow the previous section. Our methods perform consistently well across values.
Figure 7.3: **BNB and BNBO outperform baselines for single changes:** (a) F-measure of detecting change points, averaged over 11 datasets. Error bars indicate one standard deviation. (b) Same results, with normalization for all methods.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>BNB</th>
<th>BNBO</th>
<th>PELT</th>
<th>GFL</th>
<th>DML</th>
<th>KCP</th>
<th>ECP</th>
<th>EDiv</th>
<th>MRho</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>0.68</td>
<td>0.54</td>
<td>0.52</td>
<td>0.37</td>
<td>0.12</td>
<td>0.12</td>
<td>0.40</td>
<td>0.38</td>
<td>0.00</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.62</td>
<td>0.61</td>
<td>0.21</td>
<td>0.23</td>
<td>0.03</td>
<td>0.03</td>
<td>0.19</td>
<td>0.23</td>
<td>0.00</td>
</tr>
<tr>
<td>Exchange</td>
<td>0.91</td>
<td>0.84</td>
<td>0.43</td>
<td>0.35</td>
<td>0.08</td>
<td>0.08</td>
<td>0.40</td>
<td>0.31</td>
<td>0.00</td>
</tr>
<tr>
<td>Measles</td>
<td>0.90</td>
<td>0.85</td>
<td>0.37</td>
<td>0.50</td>
<td>0.11</td>
<td>0.11</td>
<td>0.26</td>
<td>0.41</td>
<td>0.41</td>
</tr>
<tr>
<td>Influenza</td>
<td>0.99</td>
<td>0.99</td>
<td>0.29</td>
<td>0.59</td>
<td>0.14</td>
<td>0.14</td>
<td>0.61</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Scarlet</td>
<td>0.60</td>
<td>0.56</td>
<td>0.31</td>
<td>0.40</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Whooping</td>
<td>0.98</td>
<td>0.95</td>
<td>0.64</td>
<td>0.42</td>
<td>0.26</td>
<td>0.26</td>
<td>0.75</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>Vehicle1</td>
<td>0.68</td>
<td>0.71</td>
<td>0.28</td>
<td>0.29</td>
<td>0.09</td>
<td>0.09</td>
<td>0.21</td>
<td>0.20</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle2</td>
<td>0.50</td>
<td>0.50</td>
<td>0.38</td>
<td>0.29</td>
<td>0.15</td>
<td>0.15</td>
<td>0.45</td>
<td>0.33</td>
<td>0.03</td>
</tr>
<tr>
<td>Vehicle3</td>
<td>0.54</td>
<td>0.54</td>
<td>0.41</td>
<td>0.36</td>
<td>0.06</td>
<td>0.06</td>
<td>0.34</td>
<td>0.30</td>
<td>0.02</td>
</tr>
<tr>
<td>Vehicle4</td>
<td>0.89</td>
<td>0.72</td>
<td>0.68</td>
<td>0.44</td>
<td>0.14</td>
<td>0.14</td>
<td>0.68</td>
<td>0.43</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 7.6: **BNB and BNBO win consistently:** F-measure for multiple change point detection (without normalization)

### 7.6.2 Q2. Scalability

Next, we verify that our methods scale linearly. We repeatedly duplicate our Occupancy dataset in time ticks and dimensions, add Gaussian noise to each dimension with standard deviation equal to the standard deviation of that dimension, then subset the data to the required size. Figure 9.6a shows that BNB and BNBO scale linearly in time ticks; here dimensions is fixed at 100. Figure 7.6b shows that they scale linearly in dimensions; here time ticks is fixed
Table 7.7: **BNB and BNBO win consistently:** F-measure for multiple change point detection (with normalization)

<table>
<thead>
<tr>
<th></th>
<th>BNB</th>
<th>BNBO</th>
<th>PELT</th>
<th>GFL</th>
<th>DML</th>
<th>KCP</th>
<th>ECP</th>
<th>EDiv</th>
<th>MRho</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical</td>
<td>0.68</td>
<td>0.55</td>
<td>0.58</td>
<td>0.63</td>
<td>0.14</td>
<td>0.14</td>
<td>0.45</td>
<td>0.41</td>
<td>0.02</td>
</tr>
<tr>
<td>Beijing</td>
<td>0.74</td>
<td>0.67</td>
<td>0.24</td>
<td>0.42</td>
<td>0.09</td>
<td>0.09</td>
<td>0.33</td>
<td>0.22</td>
<td>0.00</td>
</tr>
<tr>
<td>Exchange</td>
<td>0.93</td>
<td>0.87</td>
<td>0.57</td>
<td>0.51</td>
<td>0.11</td>
<td>0.11</td>
<td>0.47</td>
<td>0.37</td>
<td>0.02</td>
</tr>
<tr>
<td>Measles</td>
<td>0.91</td>
<td>0.87</td>
<td>0.36</td>
<td>0.69</td>
<td>0.14</td>
<td>0.14</td>
<td>0.26</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>Measles</td>
<td>0.91</td>
<td>0.87</td>
<td>0.36</td>
<td>0.69</td>
<td>0.14</td>
<td>0.14</td>
<td>0.26</td>
<td>0.45</td>
<td>0.45</td>
</tr>
<tr>
<td>Measles</td>
<td>0.71</td>
<td>0.62</td>
<td>0.49</td>
<td>0.71</td>
<td>0.11</td>
<td>0.11</td>
<td>0.22</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>Measles</td>
<td>0.99</td>
<td>0.95</td>
<td>0.64</td>
<td>0.48</td>
<td>0.17</td>
<td>0.17</td>
<td>0.72</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Measles</td>
<td>0.61</td>
<td>0.61</td>
<td>0.26</td>
<td>0.24</td>
<td>0.05</td>
<td>0.05</td>
<td>0.17</td>
<td>0.15</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle1</td>
<td>0.49</td>
<td>0.50</td>
<td>0.41</td>
<td>0.28</td>
<td>0.08</td>
<td>0.08</td>
<td>0.41</td>
<td>0.32</td>
<td>0.00</td>
</tr>
<tr>
<td>Vehicle2</td>
<td>0.56</td>
<td>0.50</td>
<td>0.43</td>
<td>0.30</td>
<td>0.06</td>
<td>0.06</td>
<td>0.29</td>
<td>0.35</td>
<td>0.02</td>
</tr>
<tr>
<td>Vehicle3</td>
<td>0.91</td>
<td>0.63</td>
<td>0.62</td>
<td>0.47</td>
<td>0.21</td>
<td>0.21</td>
<td>0.62</td>
<td>0.47</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Figure 7.4: **BNB and BNBO outperform baselines for multiple changes:** (a) F-measure of detecting multiple change points, averaged over 11 datasets. Error bars indicate one standard deviation. (b) Same results, with normalization.

at 10,000. Both methods are fast: for 100 dimensional data, BNB takes 1.2ms per time tick on average, while BNBO takes 0.7ms, on a laptop computer. The online nature of BNBO means that in settings where we need incremental results, it provides further efficiency gains compared to repeatedly running an offline algorithm.
Figure 7.5: **Insensitive to parameters:** our methods perform consistently across parameter values.

![Graphs showing F-measure vs. parameters](image)

Figure 7.6: **Our methods scale linearly.**

### 7.6.3 Q3. Real-World Effectiveness

We now evaluate our methods against the same baselines on a real-world occupancy detection task [CF16], with ground truth change points when the room changed from being unoccupied to occupied, or vice versa, resulting in 13 change points. The sensors measure the room’s temperature, humidity, light and carbon dioxide levels. Ground truth occupancy was obtained from time-stamped pictures taken every minute. We evaluate using F-measure, where reported change points are considered as correctly matched to a given ground truth change if the two are at most ‘tolerance’ minutes apart, where we plot different values of ‘tolerance’ in Figure 7.7.

We repeat each method 5 times and average the results.

BNB and BNBO outperform the baselines, with BNB having F-measure of 115% higher accuracy. We omit GFL, DML and KCP as they did not terminate after 16 hours. (BNB and BNBO took 57s and 28s.)
Figure 7.7: **Accuracy for occupancy detection**: our methods detect changes in occupancy in a room accurately, based on F-measure.

### 7.7 Conclusion

We propose BNB, which uses an ensemble of random partitions to measure change score. It generalizes to different data types, and BNBO provides an online approach. Our contributions are:

1. **Algorithm**: We propose a novel online nonparametric change detection approach.
2. **Scalability**: BNBO is linear (Figure 7.1a) and online, using bounded memory and time per iteration.
3. **Effectiveness**: Our algorithms outperform baselines in accuracy by 70% F-measure or more, on real and synthetic data. Theorem 7.3 provides a theoretical guarantee on the false positive rate.
Chapter 8

SMF: Drift-Aware Matrix Factorization with Seasonal Patterns

In this chapter we consider time-series matrix data: e.g. a stream of taxi rides, each recording the start and end locations of each ride. How do we learn a matrix factorization model which takes into account drift and seasonal patterns, and use it to forecast and perform anomaly detection? In this chapter, we propose SMF (Seasonal Matrix Factorization), a matrix factorization model for seasonal data, which is (a) accurate, outperforming baselines by 13% to 60% in RMSE; (b) online; and (c) provides interpretable results. We also propose SMF-A, which performs anomaly detection in a computationally feasible way, without forecasting every observation in the matrix.

8.1 Introduction

Consider a stream of events, represented as tuples of the form \((entity_1, entity_2, time)\). Given such data, a natural goal is to model patterns, and to forecast future data: for example, the number of taxi rides from Brooklyn to Manhattan tomorrow. Other similar applications includes disease forecasting, movie recommendation, retweet prediction, etc. In all these cases, seasonal patterns are present, and relevant to making accurate forecasts. Hence, our problem is:
Informal Problem 8.1: Forecasting

- **Given:** a stream of past events, containing seasonal patterns;
- **Forecast:** the number of events between each pair of entities at any future time tick.

Another goal is to detect when anomalies occur. These could involve a sudden increase in activity, but can also be any unusual shift in activity (e.g. a road accident redirecting traffic from one lane to another).

Informal Problem 8.2: Anomaly Detection

- **Given:** a stream of past events, containing seasonal patterns;
- **Find:** a measure of how much each entity deviates from normal behavior at each time tick.

Standard matrix factorization approaches model this data by ignoring the time dimension, resulting in a matrix. However, these approaches ignore **seasonal** patterns. Taxi activity typically follows a daily bimodal pattern, peaking at morning and evening peak hours. In addition, standard matrix factorization cannot capture **drift**, or changes in the components over time: such as population growth, or people entering or leaving a community.

Figure 8.1: SMF is accurate, scales linearly, and detects anomalies. (a) Forecast error of SMF compared to state-of-the-art baselines. (b) Running time scales linearly. (c) SMF detects two large epidemics, which have been previously reported in the medical literature, in a diseases dataset.

Scalability is also a major challenge, both in memory and running time, since matrix factorization often involves large numbers of entities. The entire dataset may not fit in memory, or may even have no finite size, in an **online** setting. Hence, we propose SMF (Seasonal Matrix
Factorization), a drift-and-seasonality aware matrix factorization model which can be fit using an online algorithm. Our contributions are:

- **Model**: we propose a novel matrix factorization model incorporating seasonal patterns and drift, and an online algorithm for fitting this model.

- **Effectiveness**: in experiments, SMF has lower forecasting error than baselines by 13% to 60% (Figure 8.1a), and provides interpretable results in case studies on real data.

- **Scalability**: SMF is online, and scales linearly (Figure 8.1b). In experiments, it was 12 to 103 times faster than seasonal baselines.

- **Fast Anomaly Detection**: we propose SMF-A for detecting anomalies (Figure 8.1c) in a computationally feasible way, without forecasting every possible observation in the matrix.

**Reproducibility**: our code and datasets are publicly available at www.andrew.cmu.edu/user/bhooi/code.

### 8.2 Background and Related Work

**Static Matrix Factorization** Matrix Factorization (MF) techniques including SVD [SKKR00], NMF [LS01], and pLSI [Hof04] have been widely explored, particularly in collaborative filtering [Kor08, Kor10, SPV14]. Other work incorporated bias terms [Kor08], and alternating least squares [BK07].

**Dynamic Matrix Factorization** Time-weighting schemes weight past data by their recency [DL05, DKA11]. Other approaches include temporal regularization [XCH10] and Kalman filters [SPV14, COL13]. timeSVD++ [Kor10] modifies SVD with a temporal bias term. [DKM15] uses dynamic MF with priors. [XCH10] proposes a Bayesian approach. [STF06] proposes a dynamic tensor analysis algorithm. However, none of these consider seasonal patterns.

**Seasonal Patterns in Matrix Factorization** Fold [ENLSS16] combines data at the same point in the season, then uses 3-way tensor decomposition (CPD). [THF17] similarly separates recurring patterns from outliers. CPHW [DKA11] uses 3-way CPD, then extends the temporal factor matrix using the Holt-Winters algorithm. [dARF17] uses a similar approach, also incorporating coupled tensor factorizations.

**Why not use 3-way CPD?** 3-way CPD [KB09, SDLF17] treats the temporal dimension as a discrete, unordered variable. Hence, it cannot be directly used for forecasting, and also does not model component drift. To forecast, we could modify it, e.g. as in Fold or CPHW. Compared to Fold and CPHW, which have fixed components, SMF allows both the components and seasonal patterns to drift: this includes both drifting component strength (e.g. a community growing more active) and drifting component structure (e.g. a community changing in composition). We verify that SMF learns meaningful such drifts in taxi data in Section 8.5.3, and our experiments show that SMF outperforms Fold and CPHW in forecasting accuracy. Another difference is that both Fold and CPHW are offline algorithms, while SMF is online.
8.3 Model

Preliminaries

The input data is a series of sparse matrices $\mathcal{A}(t), t = 1, 2, \cdots, r$. For example, in the taxi case, if there were 100 taxi rides from location $i$ to location $j$ at time $t$, then the $(i, j)$th entry of $\mathcal{A}(t)$ is 100. Table 8.2 shows the symbols used. For matrix indexing, $\mathcal{A}(:, 1:2)$ is the submatrix of $X$ with all its rows and the first 2 columns.

8.3.1 Proposed SMF Model

To capture the desired seasonality patterns, we introduce seasonal weights $w_i(t)$: $w_i(t)$ is a (scalar) multiplier that applies to component $i$ at time $t$. Thus:

$$\mathcal{A}(t) \approx \sum_{i=1}^{k} u_i(t) w_i(t) v_i(t)^T$$  \hspace{1cm} (8.1)

$w_i(t)$ will allow us to capture seasonal patterns, because we will ensure that $w_i(t)$ itself is close to periodic over time. Following Figure 8.2, in matrix notation this is:

$$\mathcal{A}(t) \approx U(t) W(t) V(t)^T$$  \hspace{1cm} (8.2)

We model the data using smoothly varying components $u$ and $v$, and seasonally varying ‘multipliers’ $W$, which govern the seasonal patterns in the data. This model captures multiple types of change: drifting component strength corresponds to variation in $w_i(t)$. Drifting community structure corresponds to variation in $u_i(t)$.
Table 8.2: Symbols and definitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A(t))</td>
<td>(m \times n) sparse data matrix at time (t)</td>
</tr>
<tr>
<td>(m, n)</td>
<td>Number of rows and columns in (A(t))</td>
</tr>
<tr>
<td>(r)</td>
<td>Number of time steps</td>
</tr>
<tr>
<td>(k)</td>
<td>Number of components</td>
</tr>
<tr>
<td>(u_i(t), v_i(t))</td>
<td>Factorization component (i) at time (t)</td>
</tr>
<tr>
<td>(w_i(t))</td>
<td>(Scalar) seasonal multiplier (i) at time (t)</td>
</tr>
<tr>
<td>(U(t))</td>
<td>(m \times k) matrix form of (u_i(t)): (U(t) = [u_1(t) \ldots u_k(t)])</td>
</tr>
<tr>
<td>(V(t))</td>
<td>(n \times k) matrix form of (v_i(t)): (V(t) = [v_1(t) \ldots v_k(t)])</td>
</tr>
<tr>
<td>(W(t))</td>
<td>(k \times k) diagonal matrix: (W(t) = \text{diag}(w_1(t), \ldots, w_k(t)))</td>
</tr>
<tr>
<td>(s)</td>
<td>Period (e.g. 7 for daily data with weekly periodicity)</td>
</tr>
<tr>
<td>(\alpha)</td>
<td>Gradient step size hyperparameter</td>
</tr>
<tr>
<td>(z(t))</td>
<td>Number of nonzeroes in (A(t))</td>
</tr>
<tr>
<td>(z)</td>
<td>Total number of nonzeroes: (z = \sum_{t=1}^{r} z(t))</td>
</tr>
<tr>
<td>(\mathcal{X}(,1:2))</td>
<td>Submatrix of (\mathcal{X}) with all rows and first 2 columns</td>
</tr>
</tbody>
</table>

Figure 8.2: An illustration of our model. Section 8.4 explains how we model smoothness in \(U\) and \(V\), and seasonality in \(w\).

8.4 Proposed SMF Algorithm

We now propose SMF, an online optimization algorithm, which has two steps: Initialization, where we use a short initial time period to train an initial model, then Online Update, where we repeatedly observe the next time point and update our model. Note that standard fitting methods cannot be used as they are generally offline: since we have defined \(U, W, V\) as functions of time, storing all of them simultaneously would require too much memory, and cause memory usage to grow over time.
8.4.1 Initialization Step

We start by initializing $u$, $v$, and $w$. A reasonable initialization requires a few seasons of data: we use the first 3 seasons, following a common practice for initializing seasonal ETS models [HK+07]. We thus ‘stack’ up $A(1), \ldots, A(3s)$ into a $m \times n \times 3s$ sparse tensor $T_{init}$. Next, we ‘fold’ this into a $m \times n \times s$ sparse tensor $T_{fold}$:

$$T_{fold} = \frac{1}{3} \sum_{i=1}^{3} T_{init}(i_1, i; (i-1) \cdot s + 1 : i \cdot s)$$

We then run nonnegative CP decomposition [XY13] on $T_{fold}$. We use the resulting component as $U(0)$ and $V(0)$. For the third component, we use its value in component $i$ at time $t$ as the seasonal multiplier $w_i(t)$, for $t = -s + 1, \ldots, 0$. The negative indices for $t$ are used so that starting at $t = 1$, we have valid values when we access the ‘previous season’ of $w_i(t)$. To allow the $w_i$ to reflect component strength, we normalize $u_i(0)$ by dividing by its norm $\|u_i(0)\|$, compensating by multiplying $\|u_i(0)\|$ into each of the $w_i(t)$ for $t = -s + 1, \ldots, 0$ instead. We do the same for $v_i(0)$.

8.4.2 Online Updates

As we receive each $A(t)$ for $t = 1, 2, \ldots$, we need to update $U$, $V$ and $W$ in an online way to preserve good model fit. Assume that we have fit $U$, $V$ and $W$ up to time $t-1$. At time $t$, we start by setting $U(t)$ and $V(t)$ equal to $U(t-1)$ and $V(t-1)$, and $W(t)$ equal to $W(t-s)$. We then adjust $U$ and $V$ by taking a small gradient step in the direction given by minimizing error with respect to $A(t)$. The gradient step keeps error with respect to $A(t)$ low (i.e. $A(t) \approx U(t)W(t)V(t)^T$). Taking a small step ensures that $U$ and $V$ are smooth ($U(t) \approx U(t-1)$), while $W$ is near-seasonal ($W(t) \approx W(t-s)$). The fitted parameters ‘track’ the true values over time as we perform gradient updates. Meanwhile, each update is highly efficient as it only involves gradients with respect to $A(t)$.

Let $\hat{A}(t) = U(t-1)W(t-s)V(t-1)^T$. For adjusting $u_i(t)$ and $v_i(t)$, the gradient update to $u_i(t)$ and $v_i(t)$ can be computed by differentiating fitting error. $\alpha > 0$ determines the learning rate.

$$u_i(t) \leftarrow u_i(t-1) + \alpha(A(t) - \hat{A}(t))v_i(t-1)w_i(t-s)$$

$$v_i(t) \leftarrow v_i(t-1) + \alpha(A(t) - \hat{A}(t))^Tu_i(t-1)w_i(t-s)$$

Next, we ensure that the nonnegativity constraint is met by projecting $u$ and $v$: $u_i(t) \leftarrow \max(0, u_i(t))$ and $v_i(t) \leftarrow \max(0, v_i(t))$, where max is applied elementwise. Finally, we renormalize $u_i(t)$ and $v_i(t)$ by dividing by their norms $\|u_i(t)\|$ and $\|v_i(t)\|$ respectively while multiplying these norms into $w_i(t)$:

$$w_i(t) \leftarrow w_i(t-s) \cdot \|u_i(t)\| \cdot \|v_i(t)\|$$

$$u_i(t) \leftarrow u_i(t)/\|u_i(t)\|; \quad v_i(t) \leftarrow v_i(t)/\|v_i(t)\|$$

This allows our seasonality pattern $w$ to adapt over time, while also ensuring that the normalization constraint is met for $u$ and $v$. 
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Algorithm 8.1: Online Updates

Input: Sparse matrices $\mathcal{A}(1), \cdots, \mathcal{A}(r)$, initialization for $\mathcal{U}, \mathcal{V}, \mathcal{W}$

Output: $\mathcal{U}, \mathcal{V}, \mathcal{W}$

1. for $t = 1$ to $r$
   2. $\triangleright$ Perform gradient updates
   3. $\hat{\mathcal{A}}(t) = \mathcal{U}(t-1)\mathcal{W}(t-s)\mathcal{V}(t-1)^T$
   4. $\mathcal{U}(t) \leftarrow \mathcal{U}(t-1) + \alpha (\mathcal{A}(t) - \hat{\mathcal{A}}(t))\mathcal{V}(t-1)\mathcal{W}(t-s)$
   5. $\mathcal{V}(t) \leftarrow \mathcal{V}(t-1) + \alpha (\mathcal{A}(t) - \hat{\mathcal{A}}(t))^T\mathcal{U}(t-1)\mathcal{W}(t-s)$
   6. for $i = 1$ to $k$
      7. $\triangleright$ Project onto nonnegative constraint
      8. $u_i(t) \leftarrow \max(0, u_i(t))$, $v_i(t) \leftarrow \max(0, v_i(t))$
      9. $\triangleright$ Renormalize and multiply into $w$
     10. $w_i(t) \leftarrow w_i(t-s) \cdot \|u_i(t)\| \cdot \|v_i(t)\|$
     11. $u_i(t) \leftarrow u_i(t)/\|u_i(t)\|$  
     12. $v_i(t) \leftarrow v_i(t)/\|v_i(t)\|$ 
     13. end
   14. end

Note that only the last time step of $\mathcal{U}$ and $\mathcal{V}$, and the last $s$ time steps of $\mathcal{W}$ are needed at any time. This prevents memory usage from growing over time.

8.4.3 Speeding up Updates

$\hat{\mathcal{A}}(t)$ is a dense $m \times n$ matrix, so explicitly forming it is inefficient both in running time and memory. Instead, we can rewrite the gradient updates in Lines 4 and 5 of Algorithm 8.1 into a more efficiently computable form. Let $z(t)$ be the number of nonzeros in $\mathcal{A}(t)$.

Lemma 8.1

$(\mathcal{A}(t) - \hat{\mathcal{A}}(t))\mathcal{V}(t-1)$ can be computed in $O(kz(t) + k^2(m+n))$ time.

Proof.

$$(\mathcal{A}(t) - \hat{\mathcal{A}}(t))\mathcal{V}(t-1)$$

$$= (\mathcal{A}(t) - \mathcal{U}(t-1)\mathcal{W}(t-s)\mathcal{V}(t-1)^T)\mathcal{V}(t-1)$$

$$= \mathcal{A}(t)\mathcal{V}(t-1) - \mathcal{U}(t-1)\mathcal{W}(t-s)(\mathcal{V}(t-1)^T\mathcal{V}(t-1)).$$

Performing the $\mathcal{V}(t-1)^T\mathcal{V}(t-1)$ multiplication produces a $k \times k$ matrix, so the subsequent multiplications are fast. Specifically, performing $\mathcal{V}(t-1)^T\mathcal{V}(t-1)$ takes $O(nk^2)$ time, while multiplying it by $\mathcal{U}(t-1)$ takes $O(mk^2)$ time. $\mathcal{A}(t)\mathcal{V}(t-1)$ requires $O(kz(t) + nk)$ time, which add up to give $O(kz(t) + k^2(m+n))$. ■
Letting \( z = \sum_{t=1}^{r} z(t) \) be the number of non-zeroes:

**Lemma 8.2**

Algorithm 8.1 is \( O(kz + rk^2(m + n)) \).

**Proof.** By Lemma 8.1, lines 4 and 5 take \( O(kz(t) + k^2(m + n)) \) time. Lines 7 to 12 are \( O(m + n) \), so the inner loop (line 6) is \( O(k(m + n)) \). For the outer loop, summing \( O(kz(t) + k^2(m + n)) \) over \( t = 1, \cdots, r \) gives \( O(kz + rk^2(m + n)) \). \( \square \)

### 8.4.4 Forecasting

Given any \( t > r \), we forecast \( \mathcal{A}(t) \) using the most recent \( \mathcal{U} \) and \( \mathcal{V} \) (i.e. \( \mathcal{U}(r) \) and \( \mathcal{V}(r) \)) and the \( \mathcal{W} \) in the most recent season at the time corresponding to \( t \) (e.g. forecasting next Monday using last Monday), i.e. \( t_{\text{seas}} \) where \( t_{\text{seas}} = r - (r - t \mod s) \), where mod is the modulo operation:

\[
\hat{\mathcal{A}}(t) = \mathcal{U}(r)\mathcal{W}(t_{\text{seas}})\mathcal{V}(r)^T \tag{8.6}
\]

### 8.4.5 Anomaly Detection: SMF-A Algorithm

Having fit the above model, how do we identify anomalies, e.g. an epidemic, or a road diversion? How anomalous is entity \( i \) at time \( t \)? We measure anomalousness of an entity at time \( t \) is by its **residuals**: i.e. the difference between its observed data at time \( t \), and our model’s fitted values. If a large anomaly occurred at time \( t \), this difference will be large.

Define the fitted values as \( \hat{\mathcal{A}}(t) = \mathcal{U}(t)\mathcal{W}(t)\mathcal{V}(t)^T \). Then for any entity \( i \) in the first mode (i.e. row \( i \)), its anomalousness is the sum of squared differences between the data and the fitted values:

**Definition 8.1: Row Anomalousness**

\[
\text{Anom}_i(t) = \sum_{j=1}^{n} (\mathcal{A}_{ij}(t) - \hat{\mathcal{A}}_{ij}(t))^2 \tag{8.7}
\]

Anomalousness along the second mode is analogous.

Eq. (8.7) is infeasible to compute directly as \( \hat{\mathcal{A}}(t) \) is a dense \( m \times n \) matrix. We now show that Eq. (8.7) can be computed more efficiently: to do this, we first rewrite \( \text{Anom}_i(t) \) into a form such that the slowest part of its computation can be precomputed and then re-used when computing \( \text{Anom}_i(t) \) for each \( i \). Across \( m \) entities, this provides large savings (up to a factor of \( m \)). In the following, we suppress the ‘\( t \)’ notation since all terms are taken at time \( t \).
Lemma 8.3

An equivalent, faster to compute form is:

\[ \text{Anom}_i = U(i,:)WV^T VWU(i,:)^T + \sum_{i,j: A_{ij} > 0} \left( (A_{ij} - \tilde{A}_{ij})^2 - \tilde{A}_{ij}^2 \right) \]

Proof. Note that \((A_{ij} - \tilde{A}_{ij})^2 = \tilde{A}_{ij}^2\) when \(A_{ij} = 0\). Hence:

\[ \text{Anom}_i = \sum_{j=1}^{n} (A_{ij} - \tilde{A}_{ij})^2 \]
\[ = \sum_{j:A_{ij}=0} \tilde{A}_{ij}^2 + \sum_{j:A_{ij}>0} (A_{ij} - \tilde{A}_{ij})^2 \]
\[ = \sum_{j=1}^{n} \tilde{A}_{ij}^2 + \sum_{j:A_{ij}>0} \left( (A_{ij} - \tilde{A}_{ij})^2 - \tilde{A}_{ij}^2 \right) \]
\[ = \|U(i,:)WV^T\|_2^2 + \sum_{j:A_{ij}>0} \left( (A_{ij} - \tilde{A}_{ij})^2 - \tilde{A}_{ij}^2 \right) \]
\[ = U(i,:)WV^T VWU(i,:)^T + \sum_{j:A_{ij}>0} \left( (A_{ij} - \tilde{A}_{ij})^2 - \tilde{A}_{ij}^2 \right) . \]

The key point is that \(WV^T VW\) can be computed once, then re-used for all \(i\), greatly reducing runtime:

Lemma 8.4

Computing \(\text{Anom}_i\) for all \(i\) is \(O(kz(t) + k^2(m + n))\).

Proof. Computing \(WV^T VW\) takes \(O(mk^2)\) time. Then, computing \(U(i,:)WV^T VWU(i,:)^T\) takes \(O(k^2)\) for each \(i\), thus \(O(nk^2)\) overall. Computing the next term \(\sum_{j:A_{ij}>0} \left( (A_{ij} - \tilde{A}_{ij})^2 - \tilde{A}_{ij}^2 \right) \) for every row \(i\) takes \(O(z(t)k)\) time, since computing \(\tilde{A}_{ij}\) for each nonzero \(A_{ij}\) takes \(O(k)\). Thus the total runtime is \(O(kz(t) + k^2(m + n))\).
Identifying Anomalous Events

Given the Anom$_i$($t$) scores, how do we identify when an anomaly occurred? One way would be to sum Anom$_i$($t$) over entities, and plot the resulting time series. However, some entities have much higher natural variation and thus larger typical values of Anom$_i$($t$) than others, and summing in this way would drown out other true anomalies. Hence, we instead use a ‘majority vote’ approach that aims for both accuracy and interpretability: intuitively, time points with much higher Anom$_i$($t$) scores than the next highest time point are particularly suspicious.

**Definition 8.2: Weighted Vote**

Each entity $i$ votes for time point $t_i^{(1)} = \arg \max_t \text{Anom}_i(t)$, and the weight of this vote is $\text{Anom}_i(t_i^{(1)}) - \text{Anom}_i(t_i^{(2)})$, where $t_i^{(2)}$ is the time of the next highest Anom$_i$($t$).

We repeat this for each entity $i$. Then, the final anomalousness of each time point is the sum of the weighted votes given to it. This allows for interpretability: 1) the set of time points with at least 1 vote acts as a restricted set that practitioners can focus their attention on. 2) Each time point in this set has an ‘explanation’ in the form of the entities that voted for it. Hence, a practitioner can examine whether this entity and time point are truly anomalous.

8.5 Experiments

We design experiments to answer the following:

- **Q1. Accuracy**: how accurately does SMF forecast?
- **Q2. Scalability**: how does it scale?
- **Q3. Real-World Effectiveness**: does it provide meaningful components and anomalies in real data?

Our code and datasets are publicly available at [www.andrew.cmu.edu/user/bhooi/code](http://www.andrew.cmu.edu/user/bhooi/code). We implement our algorithms in Matlab; experiments were done on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM, running OS X 10.11.2. Dataset details are in Table 8.3. Taxi data points are hourly, with weekly periodicity ($s = 168$). Disease data points are weekly, with yearly periodicity ($s = 52$).

**Baselines**

Our baselines are static approaches 1) SVD and 2) NMF; the seasonal approaches 3) Fold [ENLSS16] and 4) CPHW [DKA11], and 5) TSVDCWT (Truncated SVD with Collapsed Weighted Tensors) [DKA11], a dynamic (but nonseasonal) approach. [Kor10, DKM15] are also dynamic approaches, but are designed for ratings (e.g. 1 to 5 stars) and do not work in our case. For fair comparison, we use $k = 15$ components for all algorithms. Since our algorithm uses nonnegative components, we also use nonnegative CPD for the Folding and CPHW baselines.
### Table 8.3: Datasets used in our experiments.

<table>
<thead>
<tr>
<th></th>
<th>Rows</th>
<th>Columns</th>
<th>Time points</th>
<th>Nonzero entries</th>
</tr>
</thead>
<tbody>
<tr>
<td>Taxi</td>
<td>2167</td>
<td>2167</td>
<td>2184</td>
<td>28.5M</td>
</tr>
<tr>
<td>Disease</td>
<td>39</td>
<td>50</td>
<td>2601</td>
<td>0.5M</td>
</tr>
<tr>
<td>Synthetic</td>
<td>5000</td>
<td>5000</td>
<td>5000</td>
<td>31M</td>
</tr>
</tbody>
</table>

**8.5.1 Q1: Forecasting Accuracy**

We evaluate SMF compared to baselines on Taxi and Disease. Each algorithm takes the first \( r_{train} \) time steps and forecasts the next \( r_{test} \). This is repeated for multiple values of \( r_{train} \), and the results are averaged: for Taxi, we use \( r_{train} = 1600, 1800, 2000 \) and \( r_{test} = 100 \). For Disease, we use \( r_{train} = 1000, 1500, 2000 \) and \( r_{test} = 500 \).

**Metrics**

We use 1) **RMSE**; 2) Since RMSE values in large and sparse matrices are hard to interpret, **Time-series RMSE** aims to more directly answer questions like: ‘how many taxi rides will happen each day from Brooklyn to Manhattan,’ forecasting a subset of the matrix rows and columns, as a time-series. Moreover, we want this forecast to be accurate for any such subsets. Hence, in time-series RMSE, we select a random subset of rows and columns (each with probability 1/2). Each algorithm compute a time series of its forecasted number of events within this subset of rows and columns, and compares this to the true time series using RMSE. We average this result over 10 such random subsets.

As seen in Figure 8.3, SMF outperforms baselines in accuracy. The baselines cannot capture changes in the components, or seasonal pattern, over time. Fairly large changes happen over time (e.g. see Section 8.5.3), so this causes high error.

**8.5.2 Q2: Scalability**

**Computation time**

We use a 5000 \( \times \) 5000 matrix for 5000 timesteps, with 200M tuples generated from a realistic power-law slice sum distribution in the first two modes (with exponent fitted to the Taxi dataset), and a uniform distribution in the temporal mode. After combining overlaps, there are 31M nonzeros. For Figure 8.4, we subsample the first mode in \((1000, \cdots, 5000)\), and plot time taken against size. Each trial is averaged over 4 repetitions. Among the seasonal baselines (CPHW and Fold), CPHW is slowest as it performs CPD on the entire tensor. Fold performs CPD on a shrunken (folded) tensor. SMF is much faster than these, requiring time comparable to NMF. Note that SVD and NMF ignore temporal information completely, operating on a static matrix, and are expected to be fast.

In an online setting where we require incremental results, the offline methods would need to be re-run for each time step, while SMF would not. Figure 8.4 does not take this into account, and runs each algorithm on the whole dataset. In such an online setting, the speedup of SMF...
Figure 8.3: (a) **SMF outperforms baselines in accuracy**: SMF has 13\% to 60\% lower error than the best performing baseline. Error bars indicate one standard deviation.
Figure 8.4: **SMF is fast**: it outperforms seasonal baselines, Fold and CPHW. Error bars (small) indicate one standard deviation.

over CPHW and Fold would be much greater. Figure 9.6 shows that SMF scales linearly in attributes (a), timesteps (b), and entries (c).

![Graph showing the performance of SMF compared to other methods](image)

Figure 8.5: (a) **SMF scales linearly**.

### Parameter Selection

We select $\alpha$ using cross-validation between $\{0.1, \ldots, 0.5\}$, producing 0.3 and 0.1 on Disease and Taxi. The period $s$ often can be deduced from domain knowledge, but if needed, it can also be estimated by cross validation between a few reasonable candidates (daily, weekly, yearly, etc.). Figure 8.6 shows that SMF is insensitive to the hyperparameter $\alpha$, and performs well in all cases.
8.5.3 Q3: Real-World Effectiveness

![Graph](image)

Figure 8.6: SMF is insensitive to parameter values.

We now show that SMF provides useful and interpretable results on the Taxi dataset. A similar (but Manhattan-only) dataset was studied by [ENLSS16]. Figure 8.7 shows the results for 3 components, one per row. The first is concentrated around Central Park and the nearby museums, and likely to represent tourism. Its peaks coincide with mealtimes (9am, 1pm, 7pm). The second component peaks at 8-9am on weekdays, and is concentrated on the major railway stations and airports, and likely represents commuting trips, particularly in the morning ‘rush-hour.’ The third component peaks around Friday 10pm and Saturday midnight. This component is concentrated around southwest Manhattan, an area with a large number of bars and restaurants, suggesting entertainment related trips. In summary, our model finds meaningful seasonal components that give more insight than static approaches.

**Drifting components**

An advantage of SMF is that it allows components to drift. We use this to find meaningful patterns in the Taxi dataset. In New York City, prior to 2013, most pick-ups by traditional ‘yellow’ taxis occurred in Manhattan or at airports, resulting in low access to taxis for people living in outer areas (‘boroughs’) [tlc13]. In 2013, the ‘green’ taxi program was introduced: these pick up passengers only in outer boroughs, except at airports. Did the green taxi program improve access to taxis in the outer boroughs, and what type of trips were affected?

Figure 8.8a plots the fraction of each component that lies within Brooklyn (an outer borough). Only the red (‘commute’) components shows clear movement towards Brooklyn, increasing by 53%. This suggests that more and more commute-related taxi trips are departing from Brooklyn, while no such change occurs for the other two components. This supports the claim of a shift towards outer boroughs, and further reveals what type of taxi trips were most affected: commute-related trips.

Did this change occur because of the green taxi program? We extract the top 20 locations in Brooklyn with the largest values of the ‘commute’ component. In these locations, Figure 8.8b plots the fraction of green and yellow taxis over time: green taxi rides rose significantly, while the yellow taxi rides decreased slightly. This suggests that green taxis were increasingly
Figure 8.7: (a) SMF provides interpretable results with seasonal information: the three components in the Taxi dataset correspond roughly to tourism-related trips (near Central Park and museums), morning rush-hour trips (airports and train stations), and entertainment (restaurants and bars).

adopted, and since green taxis only pick up passengers in outer boroughs, this supports the
Figure 8.8: **SMF allows components to change over time:** (a) the ‘commute’ component (red) shifts toward Brooklyn, increasing by 53% in the fraction of the component in Brooklyn. (b) This can be explained by an increase in green taxis in the ‘commute’ component.

We claim that the rise of green taxis contributed to the shift towards Brooklyn. Thus, allowing the components to change over time reveals useful new information about the dataset.

### 8.5.4 Anomaly Detection

We now evaluate the anomaly detection accuracy of SMF-A. Starting with the Taxi dataset, we inject 100 anomalies of two types: ‘add’ anomalies represent an increase in activity (e.g. a major festival), while ‘scramble’ anomalies represent changes in behavior (e.g. a traffic accident redirecting traffic). For the 50 ‘add’ anomalies, we select a random 50 rows and columns, and add 500 taxi trips to this block, distributed according the same power-law distribution as Section 8.5.2. For the 50 ‘scramble’ anomalies, we select the 200 highest degree rows and columns, and randomly permute the rows and columns, changing the position of entries in this submatrix. We compare SMF-A to DenseAlert [SHKF17], a recent anomaly detection algorithm based on dense submatrix detection. The thresholds plotted in Figures 8.9 and 8.1c are 3 standard deviations from the mean (in log-space).

**Results:** Table 8.4 shows the precision at 100 of both methods on ‘add’ and ‘scramble’ anomalies, and Figure 8.9 shows the output of SMF-A. 100 is the true number of anomalies, so the number of false positives and negatives are equal. SMF-A is much more accurate than DenseAlert, and faster. This is because SMF-A takes into account differences from expected behavior, while DenseAlert only considers density. Moreover, DenseAlert cannot catch ‘scramble’ anomalies as it detects high activity, while SMF-A can detect any type of deviation from expected behavior.
8.6 Conclusion

We propose SMF, a drift and seasonality aware, online matrix factorization algorithm, and SMF-A, a fast anomaly detection algorithm. In contrast to existing methods (Fold and CPHW), our model uses smoothly varying components $u$ and $v$, and seasonally varying multipliers $w$ to model seasonality. Our contributions are as follows:

- **Model**: we propose a novel matrix factorization model incorporating seasonal patterns and drift, and an online algorithm for fitting this model.

- **Effectiveness**: in experiments, SMF has lower forecasting error than baselines by 13% to 60% (Figure 8.1a), and provides interpretable results in case studies on real data.

- **Scalability**: SMF is online, and scales linearly (Figure 8.1b). In experiments, it was 12 to 103 times faster than seasonal baselines.
• **Fast Anomaly Detection**: we propose SMF-A for detecting anomalies (Figure 8.1c) in a computationally feasible way, without forecasting every possible observation in the matrix.
Part III

Graphs with Sensors
Overview: Graphs with Sensors

*Given time-varying data from sensors arranged in a graph, how can we detect unusual events?*

In this part, we consider data from sensors placed on a static graph, where each sensor provides time series data: for example, electrical sensors placed on nodes of the power grid, where we would like to automatically detect anomalous events, such as due to the failure of electrical components, or the similar problem of detecting traffic accidents using traffic speed sensors. Our first CHANGE-DAR approach uses a localized change detection approach, aiming to detect sudden changes that are experienced by a group of nearby nodes, forming a connected subgraph. Our next GRIDWATCH approach considers a domain-aware approach targeted at power grid applications specifically, aiming to find power grid anomalies involving the failure of electrical lines or other components. We also propose an approach for placing a given budget of sensors, in order to more effectively detect anomalies.
Chapter 9

CHANGE DAR: Localized Anomaly Detection in Graphs with Sensors

In this chapter, we consider event detection in graphs with sensors. Given electrical sensors placed on the power grid, how can we automatically determine when electrical components (e.g. power lines) fail? Or, given traffic sensors which measure the speed of vehicles passing over them, how can we determine when traffic accidents occur? Both these problems involve detecting change points in a set of sensors on the nodes or edges of a graph. To this end, we propose CHANGE DAR (Change Detection And Resolution), which detects changes in an online manner, and reports \textit{when} and \textit{where} the change occurred in the graph, with theoretical guarantees.

9.1 Introduction

How do we detect change points using sensors placed on a subset of the nodes or edges of a graph? In the power grid setting, this question is motivated by the need to quickly detect electrical component failures using sensor data. Such failures can occur due to severe weather, human or equipment failure, or even adversarial intrusion, and have major costs: estimates \cite{Ami11} suggest that reducing outages in the U.S. grid could save \$49 billion per year and reduce emissions by 12 to 18\%. To achieve this goal, there is a need to use sensor data to quickly identify in real-time when parts of the grid fail, so as to quickly respond to the problem. Similarly, in the traffic setting, a large network of traffic speed detectors spans freeway systems in major metropolitan areas - our goal is to use them to automatically detect notable changes, such as traffic accidents.

In both cases, the changes that we wish to detect are highly \textbf{localized}, both in time and with respect to network structure: power line failures affect a localized set of power lines due to redirection of current through neighboring lines, and the same holds for traffic accidents, which slow traffic in neighboring roads.
An additional challenge is that we want to detect change points in an online manner: both power grid and traffic data are high-volume and received in real time, since the data comes from sensors which are continuously monitoring. This motivates us to develop fast methods that work in this online setting. When each new data point is received, the algorithm should update itself efficiently - for our algorithm, each update requires constant time, and bounded memory, regardless of the length of the stream.

Thus, our goal is an online, localized change detection algorithm:

Informal Problem 9.1: Online Localized Change Detection

- **Given** a fixed-topology graph $G$ (e.g. road network or power grid), and time-series sensor values on a subset of the nodes and edges of the graph, received in a streaming manner,
- **Find** change points incrementally, each consisting of a time $t$ and a localized region of the graph where the change occurred.

Change detection in time-series [SK74, CF15] and graphs [DLJL09, SFPY07] has been studied extensively (expanded in Section 9.2). Our work differs in two key aspects. Most work focuses on dynamically evolving graphs with changing nodes or edges [DLJL09, SFPY07]. In our case the graph topology is fixed, and only sensor values on nodes and edges are evolving. Second, most work in this area finds the time of a change, without being able to localize the change to parts of the graph.

Figure 9.1 shows an example of our method on traffic data. Given a road graph and the traffic speed over various sensors (indicated by the nodes in the left plots), our method detected a traffic accident. The accident caused a change point (drops in vehicle speed) over a localized set of sensors (red nodes in the left plots). Our method exploits the localized nature of this change to accurately detect it, and outputs both the change time and localization.

Our contributions are as follows:

1. **Algorithm:** We propose novel information theoretic optimization objectives for 1) scoring and 2) detecting localized changes, and propose two algorithms, CHANGEDAR-S and CHANGEDAR-D respectively, to optimize them.
2. **Theoretical Guarantees:** We show that both algorithms provide constant-factor approximation guarantees (Theorems 9.2 and 9.4).
3. **Effectiveness:** Our algorithms detect traffic accidents and power line failures in a power grid with 75% higher F-measure than comparable baselines in experiments.
4. **Scalability:** Our full algorithm is online and near-linear in the graph size and the number of time ticks (Figure 9.6).

**Reproducibility:** our code and data are publicly available at http://www.andrew.cmu.edu/user/bhooi/changedar/.
9.2 Related Work

Multivariate Change Detection [AC17] reviews time-series change detection methods. Multivariate change detection methods aim to segment a time-series into two or more regimes, such as greedy binary segmentation [SK74, CF15], or slower but exact dynamic programming (DP) [JSB+05]. PELT [KFE12] applies a pruning step to perform DP in linear time. Other approaches include the Group Fused Lasso (GFL) [BV11], Bayesian change detection [AM07], nonparametric methods [LYCS13, MJ14], support vector machines [DDD05], and neural networks [LLJ02]. These methods do not consider graph structure, and hence do not detect localized changes.

Change Detection in Dynamic Graphs Change detection methods for dynamic graphs, or graphs which change over time, have been proposed [DLJL09, SFPY07, PC15]. These include Bayesian methods [PC15], and distance-based methods, which define a distance metric on graphs: based on diameter [GKW06], node or edge weights [PDGM10, Pin05], connectivity [KVF13], or subgraphs [MBS13]. Except for [PDGM10, Pin05], these do not apply to our setting, as they assume a changing graph over time, while we have a fixed graph with sensor values changing over time. For [PDGM10, Pin05], we apply them by treating our sensors as node or edge weights. While they do not perform localization, we still use them as baselines in our experiments.
Graph-based Anomaly Detection and Scan Statistics  A number of methods consider anomaly detection using graph scan statistics [MBR+13, CN14, MSN13, RAGT14], which search for a highly anomalous area in static and temporal graphs. [CCV17] uses coloring to efficiently optimize graph scan statistics, and [CBVD18] incorporates uncertainty in the observed data. [SSR13] defines the Spatial Scan Statistic while [SRS16] defines the Graph Fourier Scan Statistic (GFSS), which quantify the spatial locality of a signal. These methods focus on time intervals containing unusual activity, while our goal is change detection, which involves a shift between ‘regimes’ (i.e. generative processes) before and after the change. In the power grid case, our goal is to detect equipment failures, which involve a difference in regimes before and after the failure, but not necessarily a temporal ‘burst’ of activity at any time.

Table 10.1 summarizes existing change point detection methods. CHANGEDAR differs from existing methods in that it detects localized change points using an online algorithm, and provides theoretical guarantees.

Table 9.1: Comparison of change detection approaches applicable to sensor data on a graph. The last 2 rows refer to automatically detecting the number of changes, and how many nodes and edges each change affects, respectively.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Graph-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Localization</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Online Algorithm</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Provable Guarantees</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auto Detect # of Changes</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Auto Detect Size of Change</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

9.3 Background

Before delving into the details of our problem statement and proposed algorithms, we briefly review two graph-theoretic concepts that we will make use of later, namely Prize-Collecting Steiner Tree (PCST) and Maximum Weight Independent Set (MWIS).
Figure 9.2: **Outline of steps:** given a graph with time-series sensors on some nodes and edges, Change Scoring selects the best subgraph where a change occurred at each time, while Change Detection selects the best subset of change points out of these.

### 9.3.1 Prize-Collecting Steiner Tree (PCST)

The prize-collecting Steiner tree problem [BGSLW93] finds a connected subgraph of a graph that maximizes total *profit* values on the subgraph nodes while minimizing *cost* of the edges in the subgraph. Intuitively, imagine nodes represent cities, and the cost of each edge is the cost of building a road between the two cities, and the profit of a node is the profit from that city joining the road network. Then PCST aims to construct a road network to maximize net profit (or minimize net cost).

- **Given** a graph $G = (V, E)$ with non-negative node profits $p(v) \forall v \in V$ and non-negative edge costs $c(e) \forall e \in E$;
- **Output** a connected subgraph $S = (V_S, E_S)$ of $G$ that minimizes the profit in nodes not chosen, plus the total cost of edges chosen, i.e. $\sum_{v \not \in V_S} p(v) + \sum_{e \in E_S} c(e)$.

[Kar72] shows that PCST is NP-hard. [BGSLW93] introduced the PCST problem and showed a 3-approximation algorithm. [GW95] proposed a $O(n^2 \log n)$ approximation algorithm with a $2 - \frac{1}{n-1}$ factor guarantee, where $n$ is the number of nodes. [HIS15] improved this to a near-linear time ($O(m \log n)$) 2-approximation algorithm. In our setting, we will use [HIS15] on a modified graph to find localized change points.

### 9.3.2 Maximum Weight Independent Set (MWIS)

The maximum weight independent set problem finds a subset of nodes of highest weight which has no edges between them.

- **Given** a graph $G$ with node weights $w(v) \forall v \in V$;
- **Output** a set $S$ of nodes with no edges between them maximizing $\sum_{v \in S} w(v)$.

In the offline setting, approximation algorithms exist [Hal04], but in the online case, [GHK14] showed that no meaningful worst-case guarantees are possible. Hence, follow-up work considers non-worst case analysis [GHK14, KP09].
In our setting, we study a constrained variant of the online MWIS problem that arises from our change detection problem, and show that we can obtain constant worst-case approximation guarantees, thanks to certain constraints in our setting. We then use this to obtain theoretical guarantees for multiple change detection.

[RAGT14, CCV17] use PCST for anomaly detection, but to the best of our knowledge, both PCST and online MWIS have not been used for change detection.

9.4 Problem

9.4.1 Problem Setting

Table 10.2 shows the symbols used in this chapter.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( G = (\mathcal{V}, \mathcal{E}) )</td>
<td>Input graph</td>
</tr>
<tr>
<td>( n, m )</td>
<td>Number of nodes and edges respectively</td>
</tr>
<tr>
<td>( w )</td>
<td>Window size</td>
</tr>
<tr>
<td>( X_v(t) )</td>
<td>Sensor value at node ( v ) at time ( t )</td>
</tr>
<tr>
<td>( X_e(t) )</td>
<td>Sensor value at edge ( e ) at time ( t )</td>
</tr>
<tr>
<td>( k )</td>
<td>Number of parameters of time-series model (see Eq. (9.3))</td>
</tr>
<tr>
<td>( C_F )</td>
<td>Number of bits needed to store a floating point number</td>
</tr>
<tr>
<td>( \Delta_v(t) )</td>
<td>‘Bitsave’ score at node ( v ) at time ( t ) (see Eq. (9.1))</td>
</tr>
<tr>
<td>( \Delta_e(t) )</td>
<td>‘Bitsave’ score at edge ( e ) at time ( t ) (see Eq. (9.1))</td>
</tr>
<tr>
<td>( \pi(v') )</td>
<td>Profit assigned to node ( v' )</td>
</tr>
<tr>
<td>( e(e') )</td>
<td>Cost assigned to edge ( e' )</td>
</tr>
<tr>
<td>( G_{conf} )</td>
<td>Conflict graph (see Definition 9.2)</td>
</tr>
<tr>
<td>( r )</td>
<td>Repetitions of randomized algorithm in CHANGE-DAR-S</td>
</tr>
</tbody>
</table>

We are given an undirected graph \( G \) (e.g. a power grid graph) and a stream of sensor values associated with the nodes and/or edges of the graph (e.g. voltage values measured at nodes), as illustrated in Figure 9.2. Since some applications involve sensors on nodes while others involve sensors at edges (e.g. current values measured along edges), we consider a general framework that allows for both types of sensors. Some sensors may be missing: hence, if one type of sensor is not present, we can simply consider their values as missing. Define \( X_v(t) \) as the sensor value at node \( v \) at time \( t \), and \( X_e(t) \) as the sensor value at edge \( e \) at time \( t \).

We consider the sensor values to arrive in an online manner. However, intuitively, it is unrealistic to decide if a change point exists at time \( t \) given only information up to time \( t \), since we have no information about what comes after. Hence, we allow for a window of \( w \) time ticks, in which the algorithm has access to the next \( w \) time ticks before needing to make a decision at time \( t \). In practice, this means the algorithm reports whether a change occurred at time \( t \) after a lag time of \( w \) time ticks.
Hence, given data up to time $t + w$, we would like the algorithm to output if a change occurred at time $t$. This can be broken down into two sub-problems: 1) change scoring and 2) change detection.

**Problem 9.1: Online Change Scoring**

- **Given** a graph $G = (\mathcal{V}, \mathcal{E})$ and a stream of (possibly missing) sensor values $X_v(t)$ and $X_e(t)$ for each node $v$, each edge $e$, and time tick $t = 1, 2, \cdots$:
- **Output** (in an online manner) at time $t + w$:
  - **Scoring**: a score $s(t)$ measuring our confidence that a change occurred at time $t$;
  - **Localization**: the best subset of nodes and edges $S = \mathcal{V}_S \cup \mathcal{E}_S$, where $\mathcal{V}_S \subseteq \mathcal{V}$ and $\mathcal{E}_S \subseteq \mathcal{E}$, at which a change occurred.

The notion of the ‘best’ subset where a change most likely occurred, and the interpretation of the score $s(t)$, will be formalized in an information theoretic manner in Section 9.5.1.

Given these scores, the next sub-problem is to decide which of these changes actually occurred:

**Problem 9.2: Online Change Detection**

- **Given** a graph $G = (\mathcal{V}, \mathcal{E})$ and a stream of sensor values $X_v(t)$ and $X_e(t)$ for each node $v$, each edge $e$, and time tick $t = 1, 2, \cdots$:
- **Output** (in an online manner) at time $t + w$: whether a change occurred at time $t$, and if so, the corresponding subset $S(t)$ where the change occurred.

Figure 9.2 provides an outline of the steps in our approach. We consider Change Scoring in Section 9.5 and Change Detection in Section 9.6.

### 9.5 Change Scoring: CHANGEDAR-S

We now propose an algorithm for Problem 9.1, for finding the best subset $S$ and score $s(t)$ at time $t$, in an online manner.

#### 9.5.1 Optimization Objective

We first define our ‘Bitsave’ metric, which intuitively measures how beneficial (in terms of number of bits we save) it is to add a change point at time $t$. 
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**Description Length Framework**

First consider the simpler question of how to encode a single time-series \( Y_1, \cdots, Y_n \). The Minimum Description Length (MDL) approach states that given data \( Y \), we should encode it using the model \( M \) that minimizes the description length of \( Y \), which is defined as:

\[
\text{Cost}(Y) = \text{Cost}(M) + \text{Cost}(Y|M) = \text{Cost}(Y|\hat{M}) + \text{Cost}(M|\hat{Y})
\]

where \( \text{Cost}(M) \) is the number of bits needed to encode the model \( M \), and \( \text{Cost}(Y|M) \) is the number of bits needed to encode the data given model \( M \). The full expression for these costs depends on the type of model used, which we describe as follows.

**Model Cost:** We use a flexible approach that allows for any model family to be used for encoding a time-series, e.g., Autoregression, Seasonal Autoregression etc., resulting in a vector of fitted values \( \hat{Y}_i \). Let \( k \) be the number of parameters used: e.g. if we fit an Autoregressive AR\((p)\) model, then \( k = p + 1 \) (the additional 1 is for the intercept). Then the model cost \( \text{Cost}(M) \) is the cost of \( k \) floating point values, or \( k \cdot C_F \), where \( C_F \) is the cost to encode a floating point number\(^1\). A simple default choice (which we use in our experiments) is to set \( \hat{Y}_i \) as the mean \( \frac{1}{n} \sum_{j=1}^{n} Y_j \) for all \( i \), which has \( k = 1 \) parameter, but more complex functions can be used, particularly when seasonality is present.

**Data Cost:** For the data cost \( \text{Cost}(Y|M) \), we assume that the errors follow a normal \( \mathcal{N}(0, \sigma^2) \) distribution. The log probability density of the errors \( Y_i - \hat{Y}_i \) under this distribution is

\[
\log P(Y_1 - \hat{Y}_1, \cdots, Y_n - \hat{Y}_n) = \log \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi\sigma^2}} e^{-\frac{(Y_i - \hat{Y}_i)^2}{2\sigma^2}} = -\frac{1}{2\sigma^2} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 + \text{const.}
\]

where ‘const.’ does not depend on the data. By the theory on Huffman coding [CT12], the cost in bits to represent some data under a given distribution is the negative log-likelihood of the data. Intuitively, the less probable a particular outcome is, the more bits we need to encode it: e.g. encoding the outcome of a coin flip requires 1 bit, but encoding that we rolled a ‘1’ on a fair 8-sided die needs \( -\log_2 \frac{1}{8} = 3 \) bits.

Taking the negative of (9.2), the data cost \( \text{Cost}(Y|M) \) is \( \frac{1}{2\sigma^2} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \). Thus the total cost (in bits) of encoding \( Y \) is:

\[
\text{Cost}(Y_1, \cdots, Y_n) = \text{Cost}(M) + \text{Cost}(Y_1, \cdots, Y_n|M) = k \cdot C_F + \frac{1}{2\sigma^2} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2
\]

Note that we are not actually making a strong requirement that the errors be normal: Eq. (9.3) simply encodes the data such that the lower the total squared error, the fewer bits we need. We are essentially minimizing squared error, with an additional penalty for the cost of the model, in bits.

\(^1\)We use \( C_F = 32 \) for standard 4-byte floats.
Computing Bitsave Scores

We now apply Eq. (9.3) to the sensor at node $v$ at time $t$. Since we are in an online setting, bits saved have to be computed with respect to a window of size $w$. Intuitively, the bits saved from adding a change at time $t$ is the cost of encoding $X_v$ from time $t - w$ to $t + w - 1$, minus the same cost if we were to add a change at time $t$.

**Definition 9.1: Bitsave**

The bitsave score from adding a change at time $t$ at node $v$ is:

$$\Delta_v(t) = \text{Cost}(X_v(t - w), \cdots, X_v(t + w - 1)) - \text{Cost}(X_v(t - w), \cdots, X_v(t - 1)) - \text{Cost}(X_v(t), \cdots, X_v(t + w - 1)) \quad (9.4)$$

The bitsave score for edge $e$, $\Delta_e(t)$, are the same, except using $X_e$ instead of $X_v$. For missing sensors, we simply set their bitsave score to 0 for all $t$.

**Lemma 9.1**

A lower bound for $\Delta_v(t)$ (or $\Delta_e(t)$) is:

$$\Delta_v(t) \geq -k \cdot C_F \quad (9.5)$$

**Proof.** When adding a change point at time $t$, the total data cost cannot increase, since we are allowed to fit the same model to both sides of the change point. Meanwhile, the model cost increases by exactly $k \cdot C_F$, since adding one change point adds an additional set of model parameters, which costs $k \cdot C_F$ bits. ■

Localized Change Scoring Objective

The notion of localized changes captures the fact that in many applications, changes tend to spread along the graph: e.g. power lines going down affect a connected set of lines, and traffic congestion affects a connected set of roads. To capture this, we stipulate that $S$, the subgraph of nodes and edges affected by the change, must be connected in the graph.

Hence, at time $t$, we want to detect a localized set of nodes and edges which is a good change point, i.e. provides large total bits saved. Denote by $S = V_S \cup E_S$ the set of nodes and edges we are searching for, where $V_S \subseteq V$ and $E_S \subseteq E$.

Given subgraph $S$, the total bitsave by adding a change point at time $t$ is the sum of $\Delta$ values on $S$: i.e. $\sum_{v \in V_S} \Delta_v(t) + \sum_{e \in E_S} \Delta_e(t)$. Under the MDL framework, we then need to encode $S$ itself. The simplest way is to encode each of its elements individually: $S \subseteq V \cup E$ is a subset over $m + n$ elements, so each element takes $\log(m + n)$ bits, or $|S| \log(m + n)$ bits in total. In
summary, the optimization objective to find $\mathcal{S}$ is:

$$\max_{\mathcal{S} \subseteq \mathcal{V}} f_t(\mathcal{S}) = \sum_{v \in \mathcal{V}_S} \Delta_v(t) + \sum_{e \in \mathcal{E}_S} \Delta_e(t) - |\mathcal{S}| \log(m + n)$$  \hspace{1cm} (9.6)

subject to: $\mathcal{S}$ is connected

9.5.2 Optimization Approach

To solve (9.6) we rewrite it into an equivalent form that can be optimized using the Prize-Collecting Steiner Tree framework, which can then be solved in near-linear time with an approximation guarantee of 2.

We first construct a new, bipartite graph $\mathcal{G}' = (\mathcal{V}', \mathcal{E}')$: it has a node $v'$ for each $v \in \mathcal{V}$, and a node $e'$ for each $e \in \mathcal{E}$. Then, in $\mathcal{G}'$, connect $v'$ to $e'$ iff $v$ is adjacent to $e$ in the original graph $\mathcal{G}$.

For each $v \in \mathcal{V}$, assign the node $v'$ a profit of $\pi(v') = \Delta_v(t) + k \cdot C_F$. Similarly, for each $e \in \mathcal{E}$, assign the node $e'$ a profit of $\pi(e') = \Delta_e(t) + k \cdot C_F$. Finally, assign each edge $e' \in \mathcal{E}'$ a cost of $c(e') = k \cdot C_F + \log(m + n)$. Intuitively, the profits correspond to bits saved due to the corresponding sensor, while the costs correspond to a model complexity penalty in bits due to encoding each additional node ($\log(m + n)$), as well as the additional set of model parameters due to the added change point ($k \cdot C_F$).

We will show that our optimization objective (9.6) is equivalent to the Prize-Collecting Steiner Tree objective in the new graph $\mathcal{G}'$.

$$\min_{\mathcal{S}' \subseteq \mathcal{V}'} f'_t(\mathcal{S}') = \sum_{v' \in \mathcal{V}_{S'}} \pi(v') + \sum_{e' \in \mathcal{E}_{S'}} c(e')$$  \hspace{1cm} (9.7)

subject to: $\mathcal{S}'$ is connected

Let $\mathcal{S} \subseteq \mathcal{V} \cup \mathcal{E}$, and define the corresponding $\mathcal{S}'$ to include all nodes in $\mathcal{G}'$ corresponding to nodes and edges in $\mathcal{S}$, i.e. $\mathcal{S}' = \{v' : v \in \mathcal{V}_S\} \cup \{e' : e \in \mathcal{E}_S\}$.

Lemma 9.2

The objectives of (9.6) and (9.7) are equivalent:

$$f'_t(\mathcal{S}') = -f_t(\mathcal{S}) + C$$  \hspace{1cm} (9.8)

where $C = \sum_{v' \in \mathcal{V}'} \pi(v') - k \cdot C_F - \log(m + n)$ is constant w.r.t. $\mathcal{S}$ and $\mathcal{S}'$.

Proof. $\mathcal{S}'$ has 1 node for each node or edge of $\mathcal{S}$, so it has $|\mathcal{S}|$ nodes. Moreover, any optimal $\mathcal{S}'$ must be a tree since any edge in a cycle in $\mathcal{S}'$ only increases costs without adding any profits.
Hence, \( S' \) has \(|S| - 1 \) edges. Then:

\[
f'_t(S') = \sum_{v' \in V_{S'}} \pi(v') + \sum_{e' \in E_{S'}} c(e')
\]

\[
= \sum_{v' \in V'} \pi(v') - \sum_{v' \in V_{S'}} \pi(v') + (|S'| - 1)(\log(m + n) + k \cdot C_F)
\]

\[
= C - \sum_{v' \in V_{S'}} \pi(v') + |S| (\log(m + n) + k \cdot C_F)
\]

\[
= C - (\sum_{v \in V_{S}} \Delta_v(t) + \sum_{e \in E_{S}} \Delta_e(t) - |S| \log(m + n))
\]

\[
= C - f_t(S).
\]

Moreover, \( S' \) is connected if and only if its nodes form a single connected component, which is equivalent to \( S \) being connected. In combination with Lemma 9.2, this implies that minimizing \( f'_t(S') \) is equivalent to maximizing \( f_t(S) \).

Finally, note that by Lemma 9.1, we have \( \Delta_v(t) \geq -k \cdot C_F \) and \( \Delta_e(t) \geq -k \cdot C_F \), which implies that \( \pi(v') \geq 0 \ \forall \ v' \in V_{S'} \), so all profits are nonnegative. The costs, \( \log(m+n)+k \cdot C_F \) are also nonnegative. Hence we can solve (9.7) in near-linear time with approximation guarantees of 2 using algorithms for Prize-Collecting Steiner Tree (as reviewed in Section 9.3.1).

Algorithm 9.1 gives the full CHANGEDAR-S algorithm. We first convert \( G \) to the bipartite \( G' \) (Line 1). Then for each \( t \), we compute the PCST profits (Lines 4 to 5) and costs (Line 6). We then solve the resulting PCST problem in \( G' \) (Line 8) to obtain the best subgraph \( S' \), which we then convert back to a subgraph of \( G \) (Line 10). Finally, the score \( s(t) \) is the total bitsave of \( S \), defined as \( f_t(S) \) in (9.6).

### 9.5.3 Theoretical Results

**Theorem 9.1**

Algorithm 9.1 is online, requiring bounded memory and linear time.

**Proof. Memory.** At time \( t \), the only data we need to store over time are the sensor values within a window from time \( t - w \) to \( t + w \) for \( O(m + n) \) sensors, used for computing (9.1), while takes \( O(w(m + n)) \) memory, which is bounded regardless of the stream length.

**Running time.** Computing all \( m + n \) bitsave scores at time \( t \) takes \( O(C(m + n)) \) time, where \( C \) is the time to fit \( \hat{Y} \) in Eq. (9.2), which depends on the model family being used. For AR, seasonal AR and the constant (mean) model, \( C \) is (amortized) constant, independent of \( w \), as we show in our supplementary document [sup18]. Then Lines 4 to 12 are linear in \( m + n \),
Algorithm 9.1: CHANGEDAR-S change scoring algorithm

**Input**: Graph $G$, sensor stream $X_v(t), X_e(t)$ over time, window size $w$

**Output**: For each $t$, the best change-point localized set $S(t)$, and its bitsave score $s(t)$

1. Convert $G$ to $G'$ s.t.: $(v', e') \in E'$ iff $v$ is adjacent to $e$ in $G$

2. while sensor values for time tick $t + w$ are received do
   3. Compute profits $\pi$ and costs $c$
      
      $\pi(v') = \Delta_t(v) + k \cdot C_F$
      
      $\pi(e') = \Delta_t(e) + k \cdot C_F$
      
      $c(\cdot) = k \cdot C_F + \log(m + n)$
   4. Solve (9.7) using Prize-Collecting Steiner Tree
      
      $S' = \text{PCST}(G', \pi(\cdot), c(\cdot))$
   5. $S$ is the nodes and edges corresponding to $S'$
      
      $S(t) = \{v : v' \in S'\} \cup \{e : e' \in S'\}$
   6. $s(t)$ is the total bitsave of $S$
      
      $s(t) = f_t(S)$

end

while the PCST step takes $O((m + n) \log n)$ time. Hence, Algorithm 9.1 is online, requiring $O((m + n)(C + \log n))$ per time step, or $O(T(m + n)(C + \log n))$ for $T$ time ticks.

---

Theorem 9.2

Algorithm 9.1 provides an approximation guarantee of 2 for optimizing (9.7): letting $S'$ be the returned set and $S^*$ the optimal solution:

$$f_t'(S') \leq 2 \cdot f_t(S^*).$$

Proof. The optimization objective (9.7) is in the Prize-Collecting Steiner Tree form. By [HIS15], this can be solved in near-linear time with an approximation guarantee of 2.

---

9.6 Change Detection: CHANGEDAR-D

So far, for each time tick $t = 1, 2, \cdots$, we have found a localized change at subgraph $S(t)$, with score $s(t)$. Our goal now is to decide which of them are actually change points: i.e. to output, in an online manner, a set of time ticks $\{t_1, t_2, \cdots\} \subseteq \{1, 2, \cdots\}$ and corresponding subsets $S(t_1), S(t_2), \cdots$ such that a change occurred in each subset $S(t_i)$ at time $t_i$.
9.6.1 Optimization Objective

Intuitively, since the scores \( s(t) \) represent bits saved, we want to pick the best set of time ticks \( \{t_1, t_2, \ldots \} \subseteq \{1, 2, \ldots \} \) maximizing total bits saved, but without selecting conflicting change points. Recall that a change point \((t, S(t))\) is scored based on its bits saved in the sensors in \( S(t) \) from time \( t - w \) to \( t + w \). This means that for two change points \( t_i \) and \( t_j \), if their subgraphs \( S(t_i) \) and \( S(t_j) \) have nonempty intersection, and their time intervals also overlap (i.e. \(|t_i - t_j| \leq 2w\)), then these two change points conflict, i.e. they cannot both be chosen in the final set of changes. In this way we define the conflict graph:

**Definition 9.2: Conflict Graph**

The **conflict graph** \( G_{\text{conf}} = (V_{\text{conf}}, E_{\text{conf}}) \) has a node for each time tick: \( \{1, 2, \ldots \} \). For \( t_i, t_j \in \{1, 2, \ldots \} \), it has an edge between \( t_i \) and \( t_j \) iff the two change points \((t_i, S(t_i))\) and \((t_j, S(t_j))\) conflict, i.e.:

\[
|t_i - t_j| \leq 2w, \text{ and } |S(t_i) \cap S(t_j)| > 0.
\]

Our goal is to choose the set of non-conflicting change points with highest total bitsave. As an optimization objective:

\[
\max_{\mathcal{T} \subseteq \{1, 2, \ldots \}} g(\mathcal{T}) = \sum_{t \in \mathcal{T}} s(t)
\]

subject to: \((t_i, t_j) \notin E_{\text{conf}} \forall (t_i, t_j) \in \mathcal{T}\)

(9.10)

9.6.2 Optimization Approach

Objective (9.10) is equivalent to a Maximum Weight Independent Set (MWIS) problem, where we put weights of \( s(t) \) on node \( t \), and find the max weight set which is independent (i.e. has no edges) in graph \( G_{\text{conf}} \). The key challenge, however, is that we need to optimize (9.10) in an online manner in which we receive nodes in \( G_{\text{conf}} \), along with their weight and conflicting edges, incrementally. As reviewed in Section 9.3.2, [GHK+14] showed that no meaningful worst-case guarantees are possible for the general online MWIS problem.

In our case, however, we have a constrained online MWIS problem: note that each node can only conflict with the \( 2w \) nodes to its immediate past and future. This turns out to be sufficient for solving the problem with constant approximation guarantee (treating \( w \) as fixed).

We optimize (9.10) using a hybrid greedy-randomized approach, which keeps track of 1 greedy solution, and \( r \) randomized solutions, and returns the best solution out of these at each time. The greedy solution performs better in practice, but the randomized algorithm provides better theoretical guarantees. Hence, performing both algorithms and returning whichever gives a higher objective value gives the ‘best of both worlds’ in terms of both empirical performance and theoretical guarantees.
The full algorithm is given in Algorithm 9.2. Lines 8 to 15 perform a greedy choice: if \( s(t) \) exceeds the score of all its conflicting neighbors (Line 9), we add \( t \) into the greedy set \( T^{(0)} \) (Line 11) and remove all its conflicting neighbors (Line 12). Based on the changes we made to \( T^{(0)} \), we then update \( g_{T^{(0)}} \) (a variable keeping track of \( g(T^{(0)}) \) i.e. Objective (9.10)) accordingly (Line 14).

Lines 16 to 26 perform a randomized choice: we sample a uniform random value \( u_t \) from 0 to 1 for each time \( t \) (Line 18). In the \( i \)th repetition, if \( u_t \) is greater than the random values of all its neighbors, we add \( t \) to the set \( T^{(i)} \) and remove its neighbors (Lines 21 to 22). As before we then update \( g_{T^{(i)}} \) accordingly (Line 24).

Finally, after each tick we return the best solution (Line 28). Notice that both the Greedy and Randomized parts always return a feasible solution with no conflicts, since we remove all of a node’s neighbors when we insert it into one of the \( T^{(i)} \).

### 9.6.3 Theoretical Results

#### Theorem 9.3

Algorithm 9.2 is online, requiring bounded memory and linear time.

**Proof.** **Memory.** At time \( t \), we only need to store the nodes and edges of \( G_{\text{conf}} \) for up to the past \( 2w \) time ticks, since all neighbors of the node at time \( t \) are at time \( t - 2w \) or later. This requires \( O(w) \) for the nodes and at most \( O(w^2) \) for the edges. For the randomized part, we need to store \( r \) uniform values for each of these nodes, requiring \( O(wr) \) memory. Thus the total memory usage is \( O(w(r + w)) \), where \( r \) and \( w \) are small constants.

**Running time.** Each iteration of the greedy part takes \( O(w) \) to visit each neighbor, and \( O(w) \) in the same way for each of the \( r \) repetitions of the randomized part. Hence the overall running time is \( O(wr) \) per iteration, or \( O(wrT) \) overall for \( T \) time ticks. We show that a constant value of \( r \) is sufficient in Theorem 9.4.

#### Theorem 9.4

Algorithm 9.2 has constant-factor approximation guarantee in expectation: letting \( T_{\text{best}} \) be the output of Algorithm 9.2 and \( T^* \) be the optimal solution of (9.7):

\[
\mathbb{E}[g(T_{\text{best}})] \geq \frac{1}{4w + 1} g(T^*)
\]  

(9.11)

**Proof.** Consider a fixed repetition \( i \) of the randomized algorithm, at any current time tick \( t' \). For each node \( t \), note that \( t \) is included in \( T^{(i)} \) iff \( u_t^{(i)} \) is greater than its neighbors’ values. Since \( t \)
### Algorithm 9.2: CHANGEDAR-D change detection algorithm

**Input**: Conflict graph $G_{conf}$, window size $w$, and change sets with scores $(t, S(t), s(t))$ as a stream at time $t = 1, 2, \cdots$ from CHANGEDAR-S  

**Output**: Set of change points $T_{best} = \{(t_1, S(t_1)), (t_2, S(t_2)), \cdots\}$

1. ▶ Change sets $T^{(i)}$, and corresponding objective values $g_{T^{(i)}}$  
2. $T^{(i)} = \{\} \quad \forall \ i = 0, 1, \cdots, r$  
3. $g_{T^{(i)}} = 0 \quad \forall \ i = 0, 1, \cdots, r$  

   while node for time tick $t + w$ is received do  
   5. ▶ Neighbor set; i.e. nodes conflicting with $t$  
      $N_t = \{t' : (t, t') \in E_{conf}\}$  
   6. ▶ Run Greedy and Randomized and choose the best obtained set:  
      ▶ Greedy: if $t$’s score exceeds sum of neighbors’ scores:  
      9. if $s(t) > \sum_{t' \in N_t} s(t')$ then  
         10. ▶ add $t$ into $T^{(0)}$ and remove its neighbors  
         11. $T^{(0)} = T^{(0)} \cup \{t\}$  
         12. $T^{(0)} = T^{(0)} \setminus N_t$  
         13. ▶ update objective for $T^{(0)}$ based on changes to it  
         14. $g_{T^{(0)}} = g_{T^{(0)}} + s(t) - \sum_{t' \in N_t} s(t')$  
      end  
      ▶ Randomized: over $r$ repetitions:  
      17. for $i \ in 1 \ to \ r \ do$  
         18. Sample $u_t^{(i)} \sim \text{Uniform}(0, 1)$  
      ▶ If $t$’s value is greater than its neighbors’ values  
      20. if $u_t^{(i)} > \max_{t' \in N_t} u_{t'}^{(i)}$ then  
         21. $T^{(i)} = T^{(i)} \cup \{t\}$  
         22. $T^{(i)} = T^{(i)} \setminus N_t$  
         23. ▶ update objective for $T^{(i)}$ based on changes to it  
         24. $g_{T^{(i)}} = g_{T^{(i)}} + s(t) - \sum_{t' \in N_t} s(t')$  
      end  
      26. end  
   27. ▶ Output best subset out of Greedy and Randomized  
   28. Output $T_{best} = \arg \max_{T \in \{T^{(0)}, \cdots, T^{(r)}\}} g_T$  

end

---

can only be neighbors with the time ticks from $t - 2w$ to $t + 2w$, it has at most $4w$ neighbors. Thus, $u_t^{(i)}$ is greater than all its neighbors with probability $\geq \frac{1}{4w+1}$.

We next compute the expected value of $g(T^{(i)})$. In the following, (9.12) is the definition of $g$, (9.13) is by linearity of expectation, (9.14) is since $t$ is included with probability $\geq \frac{1}{4w+1}$, and
\( (9.15) \) is since \( g(\mathcal{T}^*) \) is a sum of some subset of the \( s(\cdot) \) score values.

\[
\mathbb{E}[g(T^{(i)})] = \mathbb{E} \left[ \sum_{t \in T^{(i)}} s(t) \right] = \sum_{t=1}^{t'} s(t) \cdot P(t \in T^{(i)}) \geq \sum_{t=1}^{t'} \frac{s(t)}{4w + 1} \geq \frac{1}{4w + 1} g(\mathcal{T}^*) \tag{9.15}
\]

The guarantee in Theorem 9.4 is a guarantee in expectation, but can also be converted to a ‘with high-probability’ guarantee. Specifically,

**Theorem 9.5**

Algorithm 9.2 has constant-factor approximation guarantee with high probability: formally, for any \( 0 < \delta, \varepsilon < 1 \), as long as we set \( r \geq \frac{\log \delta}{\log(\frac{4w + \varepsilon}{4w + 1})} \), then with probability at least \( 1 - \delta \):

\[
g(T_{\text{best}}) \geq \frac{1 - \varepsilon}{4w + 1} g(\mathcal{T}^*) \tag{9.16}
\]

**Proof.** For any \( i \), note that \( g(T^{(i)}) \leq g(\mathcal{T}^*) \), and by Theorem 9.4, \( \mathbb{E}[g(T^{(i)})] \geq \frac{1}{4w + 1} \). By Markov inequality on the nonnegative variable \( 1 - \frac{g(T^{(i)})}{g(\mathcal{T}^*)} \):

\[
P\left( \frac{g(T^{(i)})}{g(\mathcal{T}^*)} \leq \frac{1 - \varepsilon}{4w + 1} \right) = P\left( 1 - \frac{g(T^{(i)})}{g(\mathcal{T}^*)} \geq \frac{4w + \varepsilon}{4w + 1} \right) \leq \frac{1 - \mathbb{E}\left[ \frac{g(T^{(i)})}{g(\mathcal{T}^*)} \right]}{\frac{4w + \varepsilon}{4w + 1}} \leq \frac{1}{\frac{4w + \varepsilon}{4w + 1}} = \frac{4w}{4w + \varepsilon} \tag{9.19}
\]

Since \( g(T_{\text{best}}) \) takes the max of \( r \) independent repetitions:

\[
P(g(T_{\text{best}}) \leq \frac{1 - \varepsilon}{4w + 1}) = \left( \frac{4w}{4w + \varepsilon} \right)^r \leq \delta \text{ if } r \geq \frac{\log \delta}{\log(\frac{4w}{4w + \varepsilon})} \tag{9.21}
\]

■
For example, set $\varepsilon$ and $\delta$ to small constants, e.g. 0.01. Then this theorem implies that $P(g(T_{\text{best}}) \geq \frac{0.99}{4w+1})$ holds with probability at least 0.99 as long as $r$ is at least a constant value.

9.7 Experiments

We design experiments to answer the following questions:

- **Q1. Change Detection Accuracy**: how accurate are the change times detected by CHANGEDAR?
- **Q2. Localization Accuracy**: how accurate are the change locations reported by CHANGEDAR?
- **Q3. Scalability**: how does our method scale with data size?

Our code and data are publicly available at http://www.andrew.cmu.edu/user/bhooi/changedar/. Experiments were done on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM running OS X 10.11.2. For window size $w$, small values around 5 are a good default, as larger values might miss short-lasting changes. Hence we use $w = 5$. We set error variance $\sigma^2$ (Eq. (9.3)) to 0.05 for the power grid data and 1.5 for the traffic data.

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Nodes</th>
<th>Edges</th>
<th>Time Ticks</th>
<th>Domain</th>
<th>Sensors</th>
</tr>
</thead>
<tbody>
<tr>
<td>PolandHVN1 [ZMST11]</td>
<td>2383</td>
<td>2896</td>
<td>480</td>
<td>Power</td>
<td>Voltage</td>
</tr>
<tr>
<td>PolandHVN2 [ZMST11]</td>
<td>2737</td>
<td>3506</td>
<td>480</td>
<td>Power</td>
<td>Voltage</td>
</tr>
<tr>
<td>PolandHVN3 [ZMST11]</td>
<td>3012</td>
<td>3572</td>
<td>480</td>
<td>Power</td>
<td>Voltage</td>
</tr>
<tr>
<td>PolandHVN4 [ZMST11]</td>
<td>3120</td>
<td>3693</td>
<td>480</td>
<td>Power</td>
<td>Voltage</td>
</tr>
<tr>
<td>TrafficLA [pem18]</td>
<td>4828</td>
<td>4868</td>
<td>2016</td>
<td>Traffic</td>
<td>Speed</td>
</tr>
</tbody>
</table>

9.7.1 Q1. Detection Accuracy

In this section, we compare CHANGEDAR against baseline change detection approaches, in their accuracy for detecting power line failures simulated using Matpower [ZMST11], a standard power system simulation program.

**Experimental Settings**

For each graph, out of 480 time ticks (hourly data for 20 days) we sample 10 random time ticks as the times when changes occur. In each such time tick, we deactivate a randomly chosen edge (i.e. no current can flow over that edge) for the remainder of the time period. As input to Matpower, we use load patterns estimated from real data [SHJ+17] from the Carnegie Mellon University (CMU) campus for 20 days from July 29 to August 17, 2016, with its standard deviation scaled down by a factor of 10.

Given this input, each algorithm returns a set of time ticks where it detected a change. We evaluate this using F-measure $\frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$ compared to the true set of anomalies.


**Baselines**

We compare CHANGE DAR to the following change detection methods:

- *Dynamic Graph Change Detection*: WeightDist [Pin05] and VertexRank [PDGM10].
- *Multivariate Change Detection*: PELT [KFE12] and Group Fused Lasso (GFL) [BV11].
- *Graph-based Scan Statistics*: Graph Fourier Scan Statistic (GFSS) [SRS16].

Only our method and VertexRank are online; for VertexRank, the original algorithm actually requires an offline standard deviation, but we assume this can be done online as well. We use the offline version of VertexRank in our experiments.

For WeightDist, we select the ARMA orders using AIC, with an upper limit of 2 following the original paper [Pin05]. For VertexRank we use a threshold of 2 standard deviations, following the original paper [PDGM10]. GFL and GFSS require the number of changes (i.e. the number of time ticks where changes occur) as input: we pass in the true number of changes. For GFL we use the default LARS (Least Angle Regression) approach. GFSS returns a statistic at each time for how clustered the voltage patterns are with respect to the graph: instead of using GFSS directly (which would detect *individual* time ticks with abnormal sensor values, rather than detecting changes), since we are dealing with change points, it makes more sense to use GFSS on differences between the data at adjacent time points, to detect large differences. Hence, we convert all the original time series to differences in this way before using GFSS. For GFSS we set the threshold \( \rho \) as the 5th-percentile smallest eigenvalue, following the original paper [SRS16].

**Results**

Figure 9.3 shows an example of a power failure correctly detected, shown by the blue cross. This change causes cascading effects in the voltage levels in the surrounding nodes, which CHANGE DAR is able to detect (red circles). We evaluate the set of change times output by each method against the ground truth values using F-measure on the 4 datasets in Figure 9.4a to 9.4d. The results show that CHANGE DAR outperforms the baselines by 75% or more. Since only CHANGE DAR detects changes that are localized in the graph and persist over a period of time, this suggests that combining graph and temporal structure in this way is effective. Note that this occurs despite the baselines (other than VertexRank) being offline algorithms, while our method is online.

**9.7.2 Q2. Localization Accuracy**

We evaluate CHANGE DAR in detecting and locating traffic accidents in the TrafficLA data. Figure 9.1 shows a traffic incident reported in the incident report as a traffic collision at 5.30pm on Jan 3 2018. CHANGE DAR reported a localized change at the time shown by the red vertical line and at the three stations marked in red, all of which experienced sharp drops in average speed shortly after the accident.

We now evaluate the accuracy of CHANGE DAR against the ground truth traffic accidents, compared to the same set of baselines (with the same settings as before). Since none of the baselines perform localization (i.e. returning the location of an anomaly), for each change point returned by a baseline, we select the sensor with the largest negative change in speed at that
time as the detected location. We only consider negative changes since traffic accidents should only result in decreases in vehicle speed.

The ground truth accidents come from incident reports by the California Highway Patrol. Each incident is accompanied by its occurrence time and location. We use all events listed as traffic collisions with duration at least 1 hour. For each change reported by an algorithm, we match it to a ground truth incident if the two occurred at most 1 hour apart, and the mean location among the algorithm’s detected nodes is at most ‘radius’ away from the true location, for the values of ‘radius’ plotted on the x-axis of Figure 9.5.

Figure 9.5 shows that CHANGEDAR outperforms the same baselines in precision and recall of locating traffic accidents, by 70% and 227% respectively, and F-measure by 124%. The fairly low precision and recall of all methods occurs because many traffic accidents do not lead to
any discernible change in vehicle speed, and conversely, traffic slowdowns may be caused by regular congestion or events that are not reported as traffic accidents.

Figure 9.4: **CHANGEDAR accurately detects power line failures**: F-measure of detecting transmission line failures compared to (mostly offline) baselines.

Figure 9.5: **CHANGEDAR accurately locates traffic accidents**: CHANGEDAR outperforms baselines in precision (left) and recall (right) on ground truth traffic accidents. The x-axis plots the radius used to determine whether a change point output by each algorithm matches a ground truth accident.

### 9.7.3 Q3. Scalability

Finally, we verify that CHANGEDAR scales linearly in the number of time ticks and the number of edges in the graph. Figure 9.6a plots the wall-clock time taken for CHANGEDAR to run on the TrafficLA dataset, varying the number of time ticks from 10%, 20%, …, 100% of the full number of time ticks. For Figure 9.6b we construct subsets of nodes by taking the 10%, 20%, …, 100% of nodes with lowest geographical latitude, and run CHANGEDAR on the induced subgraphs of these subsets. Subsetting via latitude is done to prevent the graph from
separating into a large number of connected components. Figures 9.6a and 9.6b show that CHANGE_DAR scales linearly in both dimensions.

CHANGE_DAR is fast, taking 10ms on average to run on each time tick on our largest (TrafficLA) graph, with 4828 sensor values per time tick.

Figure 9.6: **CHANGE_DAR scales linearly**: wall-clock time of CHANGE_DAR against (a) number of time ticks and (b) number of edges.

### 9.8 Conclusion

In this chapter, we propose online algorithms for detecting localized changes for sensor data on a graph. This type of data occurs in many settings: e.g. power grid monitoring, traffic, climate, disease surveillance, and monitoring users on social networks. Our approach uses PCST and online MWIS, which to the best of our knowledge, have not been used for change detection. Our contributions are:

1. **Algorithm**: We propose novel information theoretic optimization objectives for 1) scoring and 2) detecting localized changes, and propose two algorithms, CHANGE_DAR-S and CHANGE_DAR-D respectively, to optimize them.

2. **Theoretical Guarantees**: We show that both algorithms provide constant-factor approximation guarantees (Theorems 9.2 and 9.4).

3. **Effectiveness**: Our algorithms detect traffic accidents and power line failures in a power grid with 75% or more higher F-measure than comparable baselines in experiments.

4. **Scalability**: Our full algorithm is online and near-linear in the graph size and the number of time ticks (Figure 9.6).

**Reproducibility**: our code and data are publicly available at [http://www.andrew.cmu.edu/user/bhooi/changedar/](http://www.andrew.cmu.edu/user/bhooi/changedar/).
Chapter 10

GRIDWATCH: Sensor Selection and Anomaly Detection on the Power Grid

In this chapter, we propose an anomaly detection method designed for power-grid graphs, as well as a sensor selection approach. Given sensor readings over time from a power grid, how can we accurately detect when an electrical component has failed? We propose GRIDWATCH, an online and linear-time detection approach, as well as a provably near-optimal sensor selection approach. We show experimentally that our methods are effective, outperforming existing approaches in accuracy by 59% or more F-measure.

10.1 Introduction

Improving the efficiency and security of power delivery is a critically important goal, in the face of disturbances arising from severe weather, human error, equipment failure, or even intentional intrusion. Estimates [Ami11] suggest that reducing outages in the U.S. grid could save $49 billion per year, reduce emissions by 12 to 18%, while improving efficiency could save an additional $20.4 billion per year. A key part of achieving this goal is to use sensor monitoring data to quickly identify when parts of the grid fail, so as to quickly respond to the problem.

A major challenge is scalability - power systems data can be both high-volume and received in real time, since the data comes from sensors which are continuously monitoring the grid. This motivates us to develop fast methods that work in this online (or streaming) setting. When each new data point is received, the algorithm should update itself efficiently - for our algorithm, each update requires constant time, and bounded memory, regardless of the length of the stream.

Hence, our goal is an online anomaly detection algorithm:
Informal Problem 10.1: Online Anomaly Detection

- **Given:** A graph $G = (\mathcal{V}, \mathcal{E})$, and a subset $\mathcal{S}$ of nodes which contain sensors. For each sensor, we have a continuous stream of values of real and imaginary voltage $V(t)$ and current $I(t)$ measured by these sensors.
- **Find:** At each time $t$, compute an anomalousness score $A(t)$, indicating our confidence level that an anomaly occurred (i.e. a transmission line failed).

For cost reasons, it is generally infeasible to place sensors at every node. Hence, an important follow-up question is where to place sensors so as to maximize the probability of detecting an anomaly.

Informal Problem 10.2: Sensor Placement

- **Given:** A budget $k$ of the number of sensors we can afford, a graph $G = (\mathcal{V}, \mathcal{E})$, and a simulator that allows us to simulate sensor readings at each node.
- **Find:** A set of nodes $\mathcal{S} \subseteq \mathcal{V}$, which are the locations we should place our sensors, such that $|\mathcal{S}| = k$.

In contrast to most approaches, our anomaly detection algorithm, **GRIDWATCH-D**, uses a domain-dependent approach which exploits the fact that electrical sensors consist of a voltage reading at a node as well as the current along each adjacent edge. This allows us to detect anomalies more accurately, even when using an online approach. Next, we propose **GRIDWATCH-S**, a sensor placement algorithm. The main idea is to define an objective which estimates our probability of successfully detecting an anomaly, then show that this objective has the submodularity property, allowing us to optimize it with approximation guarantees using an efficient greedy algorithm.

Figure 10.1a shows the sensors selected by **GRIDWATCH-S**: red circles indicate positions chosen. Figure 10.1b shows the anomaly scores (black line) output by **GRIDWATCH-D**, which accurately match the ground truth. Figure 10.1c shows that **GRIDWATCH-S** outperforms baselines on the case2869 data.

Our contributions are as follows:
1. **Online anomaly detection**: we propose a novel, online anomaly detection algorithm, **GRIDWATCH-D**, that outperforms existing approaches.
2. **Sensor placement**: we construct an optimization objective for sensor placement, with the goal of maximizing the probability of detecting an anomaly. We show that this objective has the property of ‘submodularity,’ which we exploit to propose our sensor placement algorithm.
3. **Effectiveness**: Our sensor placement algorithm, **GRIDWATCH-S**, is provably near-optimal. In addition, both our algorithms outperform existing approaches in accuracy by $59\%$ or more (F-measure) in experiments.
4. **Scalability**: Our algorithms scale linearly, and GRIDWATCH-D is online, requiring bounded space and constant time per update. **Reproducibility**: our code and data are publicly available at [http://www.andrew.cmu.edu/user/bhooi/code/](http://www.andrew.cmu.edu/user/bhooi/code/).

Figure 10.1: (a) GRIDWATCH-S provably selects near-optimal sensor locations. Red circles indicate positions chosen for sensors, in the case2869 graph. (b) GRIDWATCH-D computes anomaly scores (black line) on case2869. Red crosses indicate ground truth - notice 100% true alarms (all black spikes above blue line are true alarms) and only 4 false dismissals (red crosses below blue line). Threshold (blue line) is 4 IQRs above the mean. (c) F-measure of GRIDWATCH-S compared to baselines on case2869.

### 10.2 Background and Related Work

**Time Series Anomaly Detection.** Numerous algorithms exist for anomaly detection in univariate time series [KLLHV07]. For multivariate time series, LOF [BKNS00] uses a local density approach. Isolation Forests [LTZ08] partition the data using a set of trees for anomaly detection. Other approaches use neural networks [YJYC17], distance-based [RRS00], and exemplars [JNIH14]. However, none of these consider sensor selection.

**Anomaly Detection in Temporal Graphs.** [AMF10] finds anomalous changes in graphs using an egonet (i.e. neighborhood) based approach, while [CHS12] uses a community-based approach. [MBR+13] finds connected regions with high anomalousness. [APG+14] detect large and/or transient communities using Minimum Description Length. [AF10] finds change points in dynamic graphs, while other partition-based [AZP11] and sketch-based [RHSS16] exist for anomaly detection. However, these methods require fully observed edge weights (i.e. all sensors present), and also do not consider sensor selection.

**Power Grid Monitoring.** A number of works consider the Optimal PMU Placement (OPP) problem [BH05], of optimally placing sensors in power grids, typically to make as many nodes
as possible fully observable, or in some cases, minimizing mean-squared error. Greedy [LNI11], convex relaxation [KGW12], integer program [DDGS08], simulated annealing [BMA93], and swarm-based [CVK08] approaches have been proposed. However, these methods do not perform anomaly detection. [RPUW07, ZGP12, MA99] consider OPP in the presence of branch outages, but not anomalies in general, and due to their use of integer programming, only use small graphs of size at most 60.

**Epidemic and Outbreak Detection.** [LKG+07] proposed CELF, for outbreak detection in networks, such as water distribution networks and blog data, also using a submodular objective function. Their setting is a series of cascades spreading over the graph, while our input data is time-series data from sensors at various edges of the graph. For epidemics, [PSV02, CHBA03] consider targeted immunization, such as identifying high-degree [PSV02] or well-connected [CHBA03] nodes. We show experimentally that our sensor selection algorithm outperforms both approaches.

Table 10.1 summarizes existing work related to our problem. GridWatch differs from existing methods in that it performs anomaly detection using an online algorithm, and it selects sensor locations with a provable approximation guarantee.

### Table 10.1: Comparison of related approaches: only GridWatch satisfies all the listed properties.

<table>
<thead>
<tr>
<th>Property</th>
<th>Time Series [KLLV07], etc.</th>
<th>Graph-based [AMF10], etc.</th>
<th>OPP [BH05], etc.</th>
<th>Immunization [PSV02]</th>
<th>GridWatch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anomaly Detection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Online Algorithm</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Using Graph Data</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Sensor Selection</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>With Approx. Guarantee</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10.1 summarizes existing work related to our problem. GridWatch differs from existing methods in that it performs anomaly detection using an online algorithm, and it selects sensor locations with a provable approximation guarantee.

### 10.2.1 Background: Submodular Functions

A function \( f \) defined on subsets of \( \mathcal{V} \) is submodular if whenever \( T \subseteq S \) and \( i \notin S \):

\[
f(S \cup \{i\}) - f(S) \leq f(T \cup \{i\}) - f(T)
\]

(10.1)
Intuitively, this can be interpreted as diminishing returns: the left side is the gain in \( f \) from adding \( i \) to \( S \), and the right side is the gain from adding \( i \) to \( T \). Since \( T \subseteq S \), this says that as \( T \) 'grows' to \( S \), the gains from adding \( i \) can only diminish.

[NWF78] showed that nondecreasing submodular functions can be optimized by a greedy algorithm with a constant-factor approximation guarantee of \( (1 - 1/e) \). These were extended by [Svi04] to the non-constant sensor cost setting.

### 10.3 GRIDWatch-D Anomaly Detection Algorithm

**Preliminaries**  
Table 10.2 shows the symbols used in this chapter.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{G} = (\mathcal{V}, \mathcal{E}) )</td>
<td>Input graph</td>
</tr>
<tr>
<td>( S )</td>
<td>Subset of nodes to place sensors on</td>
</tr>
<tr>
<td>( n )</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>( s )</td>
<td>Number of scenarios</td>
</tr>
<tr>
<td>( N_i )</td>
<td>Set of edges adjacent to node ( i )</td>
</tr>
<tr>
<td>( V_i(t) )</td>
<td>Voltage at node ( i ) at time ( t )</td>
</tr>
<tr>
<td>( I_e(t) )</td>
<td>Current at edge ( e ) at time ( t )</td>
</tr>
<tr>
<td>( S_{ie}(t) )</td>
<td>Power w.r.t. node ( i ) and edge ( e ) at time ( t )</td>
</tr>
<tr>
<td>( \Delta S_{ie}(t) )</td>
<td>Power change: ( \Delta S_{ie}(t) = S_{ie}(t) - S_{ie}(t - 1) )</td>
</tr>
<tr>
<td>( X_i(t) )</td>
<td>Sensor vector for scenario ( i ) at time ( t )</td>
</tr>
<tr>
<td>( c )</td>
<td>Anomalousness threshold parameter</td>
</tr>
<tr>
<td>( \tilde{\mu}_i(t) )</td>
<td>Median of sensor ( i ) at time ( t )</td>
</tr>
<tr>
<td>( \tilde{\sigma}_i(t) )</td>
<td>Inter-quartile range of sensor ( i ) at time ( t )</td>
</tr>
<tr>
<td>( a_i(t) )</td>
<td>Sensor-level anomalousness for sensor ( i ) at time ( t )</td>
</tr>
<tr>
<td>( A(t) )</td>
<td>Total anomalousness at time ( t )</td>
</tr>
</tbody>
</table>

In this section, we are given a graph \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) and a fixed set of sensors \( S \subseteq \mathcal{V} \). Each sensor consists of a central node \( i \) on which voltage \( V_i(t) \in \mathbb{C} \) is measured, at each time \( t \). Note that complex voltages and currents are used to take phase into account, following standard practice in circuit analysis (this chapter will not presume familiarity with this). Additionally, for sensor \( i \), letting \( N_i \) be the set of edges adjacent to \( i \), we are given the current \( I_e \in \mathbb{C} \) along each edge \( e \in N_i \).

For sensor \( i \) and edge \( e \in N_i \), define the power w.r.t. \( i \) along edge \( e \) as \( S_{ie}(t) = V_i(t) \cdot I_e(t)^* \), where \(^*\) is the complex conjugate. We find that using power (rather than current) provides better anomaly detection in practice. However, when considering the edges around a single sensor \( i \), variations in current result in similar variations in power, so they perform the same role.
### 10.3.1 Types of Anomalies

In short, we will design detectors for 3 common types of anomalies (see Figure 10.2), then combine these detectors into a score for each sensor (Definition 10.4), then finally combine these sensor-level scores into an overall score for each time tick (Definition 10.5).

Our goal is to detect single edge deletions, i.e. a transmission line failure. Single edge deletions affect the voltage and current in the graph in a complex, nonlinear way, and can manifest themselves in multiple ways.

As an illustrative example, consider the simple power grid shown by the graphs in Figure 10.2. The power grid consists of a single generator, a single load, and power lines of uniform resistance. When the edge marked in the black cross fails, current is diverted from some edges to others, causing some edges to have increased current flow (blue edges), and thus increased power, and others to have decreased current flow (red edges). Current flows are computed using a standard power grid simulator, Matpower [ZMST11].

---

**Figure 10.2:** **Domain-aware model for anomalies:** edge failures divert current from one region of the graph to another, forming 3 patterns. Edge color indicates change in current due to the edge failure: blue is an increase; red is a decrease. **Left:** current from the deleted edge diverts into an edge, resulting in a highly anomalous value along a single edge. **Center:** the deletion diverts current between areas (from the right side to the left side of the graph), forming a group anomaly at the leftmost sensor, due to its multiple positive edges. **Right:** the deletion diverts current between paths, making the central sensor have multiple positive and negative edges.
In the leftmost plot, the edge deletion diverts a large amount of current into a single edge, resulting in a highly anomalous value \((+0.4)\) along a single edge. To detect single-edge anomalies, we consider the largest absolute change in power in the edges adjacent to this sensor. Formally, letting \(\Delta S_{ie}(t) = S_{ie}(t) - S_{ie}(t-1)\),

**Definition 10.1: Single-Edge Detector**

The single-edge detector at sensor \(i\) is:

\[
x_{SE,i}(t) = \max_{e \in N_i} |\Delta S_{ie}(t)|
\]  

(10.2)

In the middle plot, the edge deletion cuts off a large amount of current that would have gone from the generator toward the right side of the graph, diverting it into the left side of the graph. This results in some nodes in the left region with all their neighboring edges having positive changes (blue), such as the leftmost node. Individually, these changes may be too small to appear anomalous, but in aggregate, they provide stronger evidence of an anomaly. Hence, the group anomaly detector computes the sum of power changes around sensor \(i\), then takes the absolute value:

**Definition 10.2: Group Anomaly Detector**

The group anomaly detector at sensor \(i\) is:

\[
x_{GA,i}(t) = \sum_{e \in N_i} |\Delta S_{ie}(t)|
\]  

(10.3)

In the right plot, the edge deletion diverts current between nearby edges. In particular, current diversions around the central node cause it to have neighbors which greatly differ from each other: 2 positive edges and 2 negative edges. If this diversion is large enough, this provides stronger evidence of an anomaly than simply looking at each edge individually. Hence, the group diversion detector measures the ‘spread’ around sensor \(i\) by looking at the total absolute deviation of power changes about sensor \(i\):

**Definition 10.3: Group Diversion Detector**

The group diversion detector at sensor \(i\) is:

\[
x_{GD,i}(t) = \sum_{e \in N_i} |\Delta S_{ie}(t) - \text{mean}_{e \in N_i}(\Delta S_{ie}(t))|
\]  

(10.4)
10.3.2 Proposed Anomaly Score

Having computed our detectors, we now define our anomaly score. For each sensor \( i \), concatenate its detectors into a vector:

\[
X_i(t) = [x_{SE,i}(t) \ x_{GA,i}(t) \ x_{GD,i}(t)]
\] (10.5)

Sensor \( i \) should label time \( t \) as an anomaly if any of the detectors greatly deviate from their historical values. Hence, let \( \tilde{\mu}_i(t) \) and \( \tilde{\sigma}_i(t) \) be the historical median and inter-quartile range (IQR)\(^1 \) [Yul19] of \( X_i(t) \) respectively: i.e. the median and IQR of \( X_i(1), \ldots, X_i(t-1) \). We use median and IQR generally instead of mean and standard deviation as they are robust against anomalies, since our goal is to detect anomalies.

Thus, define the sensor-level anomalousness as the maximum number of IQRs that any detector is away from its historical median:

**Definition 10.4: Sensor-level anomalousness**

The sensor-level anomalousness is:

\[
a_i(t) = \| \frac{X_i(t) - \tilde{\mu}_i(t)}{\tilde{\sigma}_i(t)} \|_{\infty}
\] (10.6)

Here the infinity-norm \( \| \cdot \|_{\infty} \) is the maximum absolute value over entries of a vector.

Finally, the **overall anomalousness** at time \( t \) is the maximum of \( a_i(t) \) over all sensors. Taking maximums allows us to determine the location (not just time) of an anomaly, since we can look at which sensor contributed toward the maximum.

**Definition 10.5: Overall anomalousness**

The overall anomalousness at time \( t \) is:

\[
A(t) = \max_{i \in S} a_i(t)
\] (10.7)

Algorithm 10.1 summarizes our GridWatch-D anomaly detection algorithm. Note that we can maintain the median and IQR of a set of numbers in a streaming manner using reservoir sampling [Vit85]. Hence, the *Normalize* operation in Line 5 takes a value of \( \Delta S_{se}(t) \), subtracts its historical median and divides by the historical IQR for that sensor. This ensures that sensors with large averages or spread do not dominate.

---

\(^1\)IQR is a robust measure of spread, equal to the difference between the 75% and 25% quantiles.
Algorithm 10.1: GRIDWatch-D online anomaly detection algorithm

Input: Graph $G$, voltage $V_i(t)$, current $I_i(t)$

Output: Anomalousness score $A(t)$ for each $t$, where higher $A(t)$ indicates greater certainty of an anomaly

1. for $t$ received as a stream: do
   2. for $i \in S$ do
      3. $S_{ie}(t) \leftarrow V_i(t) \cdot I_e(t)$ \hfill ▷ Power
      4. $\Delta S_{ie}(t) \leftarrow S_{ie}(t) - S_{ie}(t-1)$ \hfill ▷ Power differences
      5. $\Delta S_i(t) \leftarrow \text{NORMALIZE}(\Delta S_i)$
      6. Compute detectors $x_{SE,i}(t)$, $x_{GA,i}(t)$ and $x_{GD,i}(t)$ using Eq. (10.2) to (10.4)
      7. Concatenate detectors: $X_i(t) = [x_{SE,i}(t) \ x_{GA,i}(t) \ x_{GD,i}(t)]$
      8. $\tilde{\mu}_i(t) \leftarrow \text{UPDATEMEDIAN}(\tilde{\mu}_i(t-1), X_i(t))$ \hfill ▷ Historical median
      9. $\tilde{\sigma}_i(t) \leftarrow \text{UPDATEIQR}(\tilde{\sigma}_i(t-1), X_i(t))$ \hfill ▷ Historical IQR
     10. $a_i(t) \leftarrow \|X_i(t)-\tilde{\mu}_i(t)\|_\infty$ \hfill ▷ Sensor-level anomalousness
   end
   12. $A(t) = \max_{i \in S} a_i(t)$ \hfill ▷ Overall anomalousness
end

Lemma 10.1

GRIDWatch-D is online, and requires bounded memory and time.

Proof. We verify from Algorithm 10.1 that GRIDWatch-D’s memory consumption is $O(|S|)$, and updates in $O(|S|)$ time per iteration, which are bounded (regardless of the length of the stream).

10.4 Sensor Placement: GRIDWatch-S

So far, we have detected anomalies using a fixed set of sensors. We now consider how to select locations for sensors to place given a fixed budget of $k$ sensors to place. Our main idea will be to construct an optimization objective for the anomaly detection performance of a subset $S$ of sensor locations, and show that this objective has the ‘submodularity’ property, showing that a greedy approach gives approximation guarantees.

Note the change in problem setting: we are no longer monitoring for anomalies online in time series data, since we are now assuming that the sensors have not even been installed yet. Instead, we are an offline planner deciding where to place the sensors. To do this, we use a model of the system in the form of its graph $G$, plugging it into a simulator such as Matpower [ZMST11] to generate a dataset of ground truth anomalies and normal scenarios, where the former contain a randomly chosen edge deletion, and the latter do not.
10.4.1 Proposed Optimization Objective

Intuitively, we should select sensors \( S \) to maximize the **probability of detecting an anomaly**. This probability can be estimated as the fraction of ground truth anomalies that we successfully detect. Hence, our optimization objective, \( f(S) \), will be the fraction of anomalies that we successfully detect when using GridWatch-D, with sensor set \( S \). We will now formalize this and show that it is submodular.

Specifically, define \( X_i(r) \) as the value of sensor \( i \) on the \( r \)th anomaly, analogous to (10.5). Also define \( \tilde{\mu}_i \) and \( \tilde{\sigma}_i \) as the median and IQR of sensor \( i \) on the full set of normal scenarios. Also let \( a_i(r) \) be the sensor-level anomalousness of the \( r \)th anomaly, which can be computed as in Definition 10.4 plugging in \( \tilde{\mu}_i \) and \( \tilde{\sigma}_i \):

\[
a_i(r) = \left\| \frac{X_i(r) - \tilde{\mu}_i}{\tilde{\sigma}_i} \right\|_{\infty} \quad (10.8)
\]

Define overall anomalousness w.r.t. \( S \), \( A(r, S) \), analogously to Definition 10.5:

\[
A(r, S) = \max_{i \in S} a_i(r) \quad (10.9)
\]

Given threshold \( c \), anomaly \( r \) will be detected by sensor set \( S \) if and only if \( A(r, S) > c \). Hence, our optimization objective is to maximize the fraction of detected anomalies:

\[
\text{maximize } f(S), \text{ where } f(S) = \frac{1}{s} \sum_{r=1}^{s} 1\{A(r, S) > c\} \quad (10.10)
\]

10.4.2 Properties of Objective

Our optimization objective \( f(S) \) is submodular: informally, it exhibits diminishing returns. The more sensors we add, the smaller the marginal gain in detection probability.

---

**Theorem 10.1**

Detection probability \( f(S) \) is submodular, i.e. for all subsets \( T \subseteq S \) and nodes \( i \in V \setminus S \):

\[
f(S \cup \{i\}) - f(S) \leq f(T \cup \{i\}) - f(T) \quad (10.11)
\]
Proof. By definition of \( f \), we have:

\[
\begin{align*}
    f(S \cup \{i\}) - f(S) &= \frac{1}{s} \sum_{r=1}^{s} (1\{A(r, S \cup \{i\}) > c\} - 1\{A(r, S) > c\}) \\
    &= \frac{1}{s} \sum_{r=1}^{s} \left( 1\{\max_{j \in S \cup \{i\}} a_j(r) > c\} - 1\{\max_{j \in S} a_j(r) > c\} \right) \\
    &= \frac{1}{s} \sum_{r=1}^{s} \left( 1\{a_i(r) > c \land \max_{j \in S} a_j(r) \leq c\} \right) \\
    &\leq \frac{1}{s} \sum_{r=1}^{s} \left( 1\{a_i(r) > c \land \max_{j \in T} a_j(r) \leq c\} \right) \quad \text{since } T \subseteq S \\
    &= f(T \cup \{i\}) - f(T)
\end{align*}
\]

\[\square\]

**Theorem 10.2**

\( f(S) \) is nondecreasing, i.e. \( f(T) \leq f(S) \) for all subsets \( T \subseteq S \).

Proof.

\[
\begin{align*}
f(S) &= \frac{1}{s} \sum_{r=1}^{s} A(r, S) = \frac{1}{s} \sum_{r=1}^{s} \max_{j \in S} a_j(r) \geq \frac{1}{s} \sum_{r=1}^{s} \max_{j \in T} a_j(r) = f(T)
\end{align*}
\]

\[\square\]

### 10.4.3 Proposed GRIDWATCH-S Algorithm

We exploit this submodularity using an efficient greedy algorithm that starts from \( S \) as the empty set, and iteratively adds the best sensor to maximize \( f(S) \), until the budget constraint \( |S| = k \) is reached. Algorithm 10.2 describes our GRIDWATCH-S algorithm.

### 10.4.4 Approximation Bound

The nondecreasing and submodularity properties of \( f \) imply that Algorithm 10.2 achieves at least \( 1 - 1/e \approx 63\% \) of the value of the optimal sensor placement. Letting \( \hat{S} \) be the set returned by Algorithm 10.2, and \( S^* \) be the optimal set:
Algorithm 10.2: GridWatch-S sensor selection algorithm

```
Input: Graph G, voltage V_i(t), current I_i(t), budget k, sensor scores a_i(r) from (10.8)
Output: Chosen sensor set S
1. S = {}
2. Initialize A(r) = 0 ∀ r ∈ S ▷ Overall anomalousness is all zero since S = {}
3. while |S| < k do
4.     for i /∈ S do
5.         δ_i ← \frac{1}{s} \sum_{r=1}^{s} 1\{\max(\{A(r), a_i(r)\}) > c\} ▷ Objective value if we added i to S
6.     end
7.     i^* ← \arg \max_{i /∈ S} δ_i ▷ Greedily add the sensor that maximizes objective
8.     S ← S ∪ \{i^*\}
9.     A(r) = \max(\{A(r), a_i(r)\}) ∀ r ∈ S
10. end
```

Theorem 10.3

The objective value obtained by our algorithm is within $1 - 1/e$ of the optimal:

$$f(\hat{S}) \geq (1 - 1/e)f(S^*) \quad (10.12)$$

Proof. This follows from [NWF78] since $f$ is nondecreasing and submodular. ■

10.5 Experiments

We design experiments to answer the following questions:

- **Q1. Anomaly Detection Accuracy**: on a fixed set of sensors, how accurate are the anomalies detected by GridWatch-S compared to baselines?

- **Q2. Sensor Selection**: how much does sensor selection using GridWatch-S improve the anomaly detection performance compared to other selection approaches?

- **Q3. Scalability**: how do our algorithms scale with the graph size?

Our code and data are publicly available at [http:/www.andrew.cmu.edu/user/bhooi/code/](http://www.andrew.cmu.edu/user/bhooi/code/). Experiments were done on a 2.4 GHz Intel Core i5 Macbook Pro, 16 GB RAM running OS X 10.11.2.

**Data**: We use 2 graphs, case2869 and case9241, which accurately represent different parts of the European high voltage network [ZMST11]. Dataset details are in Table 10.3.
Table 10.3: Datasets used

<table>
<thead>
<tr>
<th>Dataset name</th>
<th>Nodes</th>
<th>Generators</th>
<th>Edges</th>
<th>Transformers</th>
</tr>
</thead>
<tbody>
<tr>
<td>case2869 [ZMST11]</td>
<td>2869</td>
<td>327</td>
<td>2896</td>
<td>170</td>
</tr>
<tr>
<td>case9241 [ZMST11]</td>
<td>9241</td>
<td>1445</td>
<td>16049</td>
<td>1319</td>
</tr>
</tbody>
</table>

10.5.1 Q1. Anomaly Detection Accuracy

In this section, we compare GridWatch-D against baseline anomaly detection approaches, given a fixed set of sensors.

**Experimental Settings:** For each graph, the sensor set for all algorithms is chosen as a uniformly random set of nodes of various sizes (the sizes are plotted in the x-axis of Figure 10.3). Then, out of 480 time ticks, we first sample 50 random time ticks as the times when anomalies occur. In each such time tick, we deactivate a randomly chosen edge (i.e. no current can flow over that edge).

Using MatPower [ZMST11], we then generate voltage and current readings at each sensor. This requires an input time series of loads (i.e. real and reactive power at each node): we use load patterns estimated from real data [SHJ+17] recorded from the Carnegie Mellon University (CMU) campus for 20 days from July 29 to August 17, 2016, scaled to a standard deviation of $0.3 \cdot \sigma$, with added Gaussian noise of $0.2 \cdot \sigma$, where $\sigma$ is the standard deviation of the original time series [SHJ+17].

This results in a time series of 480 time ticks (hourly data from 20 days), at each time recording the voltage at each sensor and the current at each edge adjacent to one of the sensors. Given this input, each algorithm then returns a ranking of the anomalies. We evaluate this using standard metrics, AUC (area under the ROC curve) and F-measure ($\frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}$), the latter computed on the top 50 anomalies output by each algorithm.

**Baselines:** Dynamic graph anomaly detection approaches [AMF10, CHS12, MBR+13, APG+14, SKZ+15] cannot be used as they require graphs with fully observed edge weights. Moreover, detecting failed power lines with all sensors present can be done by simply checking if any edge has current equal to 0, which is trivial. Hence, instead, we compare GridWatch-D to the following multidimensional time series based anomaly detection methods: Isolation Forests [LTZ08], Vector Autoregression (VAR) [Ham94], Local Outlier Factor (LOF) [BKNS00], and Parzen Window [Par62]. Each uses the currents and voltages at the given sensors as features. For VAR the norms of the residuals are used as anomaly scores; the remaining methods return anomaly scores directly.

For Isolation Forests, we use 100 trees (following the scikit-learn defaults [PVG+11]). For VAR we select the order by maximizing AIC, following standard practice. For LOF we use 20 neighbors (following scikit-learn defaults), and 20 neighbors for Parzen Window.

Figure 10.3 shows that GridWatch-D outperforms the baselines, by 31% to 42% Area under the Curve (AUC) and 133% to 383% F-Measure. The gains in performance likely come from the
use of the 3 domain-knowledge based detectors, which combine information from the currents surrounding each sensor in a way that makes it clearer when an anomaly occurs.

Further testing shows that GridWatch-D's 3 detectors all play a role: e.g. on case2869, for 50 sensors, GridWatch-D has F-measure 0.67, but only using single detectors 1, 2 or 3 (where detector 1 refers to the detector in Definition 10.1, and so on) gives F-measures of 0.51, 0.6 or 0.56 respectively.

10.5.2 Q2. Sensor Selection Quality

We now evaluate GridWatch-S. We use the same settings as in the previous sub-section, except that the sensors are now chosen using either GridWatch-S, or one of the following baselines. We then compute the anomaly detection performance of GridWatch-D as before on
each choice of sensors. For GridWatch-S we use \( c = 15 \). For our simulated data sizes, we assume 2000 anomalies and 480 normal scenarios.

**Baselines:** We use the following: randomly selected nodes (Random); highest degree nodes (Degree); nodes with highest total current in their adjacent edges (MaxCurrent); highest betweenness centrality [Fre78] nodes, i.e. nodes with the most shortest paths passing through them, thus being the most ‘central’ (Betweenness); a power-grid based Optimal PMU Placement algorithm using depth-first search (OPP [BMBA93]).

Figure 10.4 shows that GridWatch-S outperforms the baselines, by 18 to 19\% Area under the Curve (AUC) and 59 to 62\% F-Measure.

Figure 10.1b shows the GridWatch-S anomaly scores on the case2869 data over time, when using the maximum 200 sensors, with red crosses where true anomalies exist. Spikes in anomaly score match very closely with the true anomalies. Threshold (blue line) is 4 IQRs above the mean (in log-space).

10.5.3 **Q3. Scalability**

Finally, we evaluate the scalability of GridWatch-D and GridWatch-S. To generate graphs of different sizes, we start with the IEEE 118-bus network [118], which represents a portion of the US power grid in 1962, and duplicate it 2, 4, \cdots, 20 times. To keep our power grid connected, after each duplication, we add edges from each node to its counterpart in the last duplication; the parameters of each such edge are randomly sampled from those of the actual edges. We then run GridWatch-D and GridWatch-S using the same settings as the previous sub-section. Figure 10.5b shows that GridWatch-D and GridWatch-S scale linearly. The blue line is the best-fit regression line.

10.6 **Conclusion**

In this chapter, we proposed GridWatch-D, an online algorithm that accurately detects anomalies in power grid data. The main idea of GridWatch-D is to design domain-aware detectors that combine information at each sensor appropriately. We then proposed GridWatch-S, a sensor placement algorithm, which uses a submodular optimization objective. While our method could be technically applied to any type of graph-based sensor data (not just power grids), the choice of our detectors is motivated by our power grid setting. Hence, future work could study how sensitive various detectors are for detecting anomalies in graph-based sensor data from different domains.

Our contributions are as follows:

1. **Online anomaly detection:** we propose a novel, online anomaly detection algorithm, GridWatch-D that outperforms existing approaches.
2. **Sensor placement:** we construct an optimization objective for sensor placement, with the goal of maximizing the probability of detecting an anomaly. We show that this objective is submodular, which we exploit in our sensor placement algorithm.
Figure 10.4: **GRIDWATCH-S provides effective sensor selection:** sensor selection using GRIDWATCH-S results in higher anomaly detection accuracy than other methods.

3. **Effectiveness:** Due to submodularity, GRIDWATCH-S, our sensor placement algorithm is provably near-optimal. In addition, both our algorithms outperform existing approaches in accuracy by 59% or more (F-measure) in experiments.

4. **Scalability:** Our algorithms scale linearly, and GRIDWATCH-D is online, requiring bounded space and constant time per update.

**Reproducibility:** our code and data are publicly available at [http://www.andrew.cmu.edu/user/bhooi/code/](http://www.andrew.cmu.edu/user/bhooi/code/).
Figure 10.5: Our algorithms scale linearly: wall-clock time of (a) GridWatch-D and (b) GridWatch-S against number of edges in $G$. 

(a) GridWatch-D  

(b) GridWatch-S
Chapter 11

Conclusion and Future Work

11.1 Summary and Overarching Themes

The explosion of massive datasets, including large graphs and high-frequency time series, has created a “golden age” for data science. As a result, an overarching theme of much current research in anomaly detection is its move from classic techniques toward approaches that meet the needs of modern datasets and real-world applications, particularly in the aspects of scalability, handling streaming data, robustness against adversaries, as well as complex or heterogeneous data types. This thesis takes a step toward this goal by developing scalable algorithms for anomaly detection in graph and time series data, using approaches that allow us to deal with high-volume data streams in a scalable manner. We conclude by first summarizing the themes and approaches developed throughout this dissertation, and then extend these themes into the future.

Throughout this dissertation, we have described a number of different approaches, each designed for the needs of a particular application. How can we distill these methods into a coherent framework? The anomaly detection settings in this dissertation can be categorized based on both the type of data we have, as well as the type of anomaly we wish to detect, as follows.

- **Graphs: “How can we find unusual subgraphs?”**
  - *Anomalous Subgraphs (Non-Adversarial):* TELLTAIL provides a probabilistic score for how measuring how abnormal a subgraph is.
  - *Anomalous Subgraphs (Adversarial):* FRAUDAR detects abnormal subgraphs in a more robust way, improving detection accuracy by up to 70% F-measure over comparable baselines, and detecting a Twitter subgraph of more than 4000 accounts, a majority of which used follower-buying services.

- **Time Series: “How can we find unusual time ticks or subsequences?”**
  - *Categorical Data: BIRDNET* performs anomaly detection in a categorical data setting arising from online rating systems.
  - *Numerical Data: STREAMCAST* considers a more traditional real-valued sensor data, aiming to find time ticks containing unusual events (e.g. power failures).
• **Mixed Data:** For mixed categorical, numeric and ordinal data, we proposed an online nonparametric anomaly detection approach, BNB, that detects anomalies more accurately than baselines, by 61% F-measure.

• **Matrix-valued Data:** SMF performs forecasting and anomaly detection in a time series of matrices, capturing seasonality and drift.

• **Graphs with Sensors:** “How can we find sudden events or changes located on a graph?”
  - **Anomalous Subgraphs:** CHANGEDAR detects changes occurring over a localized region of the graph, i.e. a subgraph.
  - **Anomalous Neighborhoods:** GRIDWATCH performs anomaly detection in power grid graphs by detecting anomalous values along neighborhoods of nodes. In addition, GRIDWATCH studies how to near-optimally select locations for new sensors to be placed on a power grid graph, improving the detection of component failures by 59% or more F-measure.

### 11.2 Vision and Future Work

Moving forward, we aim to increase the usability of anomaly detection approaches for real-world applications. While this thesis focused on the challenges of graph and time series data, there are many more, equally important real-world challenges that need to be addressed: these include broadening the applicability of our approaches to detect more types of anomalies in different applications (e.g. trajectories, images and videos, and spatiotemporal data), designing more general approaches for collective anomaly detection (i.e. groups of anomalous points), as well as designing interpretable anomaly detection approaches.

**Reaching Out to Other Applications**  Anomaly detection is broadly applicable and can find value in almost any domain, as long as significant and interesting deviations from the norm exist. Future work could study how these approaches could be applied and adapted to new settings. One particular application is to *spatiotemporal datasets*, where we have a set of sensors located spatially, where an explicit graph is not given, and has to be learned from data: e.g. air pollution sensors, weather sensors, detection of natural disasters and other phenomena. Another is to the detection of *flows or trajectories* on a graph, such as money laundering detection: which aims to detect fraudsters who use a series of bank transactions to hide the origin of funds arising from illegal activities, i.e. “cleaning dirty money.” This problem shares similarities with graph fraud detection as in FRAUDAR (e.g. fake reviews), but requires more complex techniques capable of detecting ‘flows’ along the graph.

**Collective Anomalies**  Collective anomaly detection aims to detect groups of anomalies behaving in a jointly unusual manner, e.g. lockstep behavior arising from spam or fraud. Dense subgraph detection on a bipartite graph, such as in our FRAUDAR algorithm, can be considered as a type of collective anomaly detection, but still only detects simple types of behavior, characterized by high or concentrated activity. However, more complex collective types of anomalies exist, particularly when temporal data is considered, as we have seen in Part II of this thesis:
such as the temporal patterns of fraudulent rating attacks studied in BirdNEST, or the seasonality and drift patterns in SMF. Hence, future work could seek to integrate realistic temporal patterns into graph mining by carefully modelling how each node behaves temporally, and how neighboring nodes influence each others’ temporal patterns. This could then lead to collective anomaly detection approaches beyond just dense subgraphs.

**Interpretability** So far, most methods focus on returning either the time of the anomaly, and/or the location in the graph where it occurs (as in CHANGEDAR). Future, future work could build interpretable anomaly detection systems that provide further output about each anomaly. To be useful for practitioners, they should be designed around how practitioners analyze and respond to anomalies in real-world settings. A further step would involve an interactive anomaly detection system, which would allow practitioners to query (e.g. based on keywords or other features in the dataset), or provide feedback (e.g. rejecting uninteresting anomalies) to seek more useful clarifying information, which the algorithm would need to efficiently update itself to respond to, in an online manner.

### 11.3 Closing Thoughts

We began this thesis with the quote:

> A capacity for surprise is an essential aspect of our mental life, and surprise itself is the most sensitive indication of how we understand our world and what we expect from it.

Daniel Kahnemann, *Thinking, Fast and Slow*

To me, anomaly detection is ultimately about ‘teaching computers to be surprised’. This is not an easy task: just as humans recognize deviations from normality without being taught what those deviations are, there is a similarly important role for algorithms which detect anomalies without labelled data (which is often scarce in practice); i.e. in an *unsupervised* manner. This is a fundamental challenge with numerous high-impact applications, which will lead to exciting future research.
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