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Abstract

Modern electrophysiological and optical recording techniques allow for the simultaneous monitoring of large populations of neurons. However, current technologies are still limited in the total number of neurons they can simultaneously monitor, the brain areas they can be deployed in and in their ability to stably record from a given set of neurons. This thesis develops machine learning theory and algorithms which address these limitations by combining neural population recordings across time and space.

We combine neural recordings by leveraging two types of structure present in neural activity: clustering and low-dimensional structure. We first use clustering in neural activity to develop self-recalibrating brain-computer interface (BCI) classifiers. Modern BCI classifiers require daily recalibration, which may present a burden to future patients in a clinical setting. We show that by exploiting clustering in neural activity that arises in a classification setting we can develop self-recalibrating classifiers capable of stable performance over 26 and 31 days of prerecorded data without any supervised recalibration or retraining.

In the remainder of the thesis, we develop theory and algorithms to exploit a second type of structure which commonly appears in neural recordings: low-dimensional structure. We first present novel matrix completion theory and an algorithm applicable to learning the full covariance matrix for a population of neurons recorded in overlapping blocks. The presented theory applies in general to completing low-rank symmetric positive semi-definite (SPSD) matrices, and we present sufficient and necessary conditions for this problem. We also show that matrix completion is possible under our sufficient conditions via nuclear norm minimization, a well known matrix completion technique. These conditions are notable as they apply when entries of a matrix are observed in a deterministic, structured manner and make no appeal to incoherence.

We then extend our methods to problems beyond that of simply learning the joint covariance structure for a population of neurons. We describe how factor analysis (FA) models can be fit to the joint activity of an entire population of neurons recorded in blocks. Once fit, these models can be used to infer the low-dimensional state of the entire population of neurons at different moments in time, even when neural activity from only a subpopulation is observable at any particular point in time. Building from our matrix completion theory, we present an intuitive set of necessary conditions for fitting FA models in such settings.

After developing the basic theory for fitting FA models in such settings, we validate our techniques in three application scenarios. First, we develop a self-recalibrating BCI regression algorithm, which is capable of maintaining steady performance in the face of simulated electrode instabilities. Second, we demonstrate that the progression of the low-dimensional state of a population of neurons can be tracked in a learning setting, even when it is impossible to record from a fixed set of neurons over the entire period of interest. Finally, we apply our methods to identify subspaces which are potentially important for communication in the activity of neural populations in two brain areas when it may only be possible to record from one neuron at a time in one of the brain areas.
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Chapter 1

Introduction

Modern electrophysiological \[1\] and optical recording \[2\] techniques allow for the simultaneous monitoring of large populations of neurons. This has opened up new possibilities for the clinic and avenues of exploration in basic science. In the clinic, state-of-the-art brain-computer interfaces (BCI) have allowed a small number of patients in clinical trials to control multi-degree of freedom prosthetic limbs (e.g., \[3, 4\]). In basic science, analyses of neural population activity has led to new insights for motor control \[5\], decision making \[6\] and sensory perception \[7\].

Nonetheless, our ability to record simultaneously from large numbers of neurons in any area of the brain stably over time is still limited. This constrains the type of scientific questions we can ask and the practical utility of BCI. In this thesis we propose to use a common property of neural population activity, structure, to develop computational tools to ask scientific questions and make clinical progress in the face of these limitations. Specifically, we will show that by leveraging structure in neural activity we can combine recordings from overlapping populations of neurons made at different times. This will allow us to address stability issues encountered with BCI and analyze scientific questions using the activity of an entire combined population of neurons.

1.1 Structure in Neural Activity

Throughout this thesis, we will measure neural activity using counts of action potentials. Neurons are cells in the nervous system which compute and encode information by sending trains of action potentials to one another. As illustrated in Fig. 1.1A, action potentials are distinct spikes in the membrane voltage of a neuron. We can measure the activity of a population of neurons in a given window of time by counting the number of action potentials produced by each neuron during a window of interest. These counts of action potentials are often referred to as spike counts. When we divide the number of action potentials by the duration of the window we count them in, we arrive at an estimate of neural firing rates.

Neural activity, when measured with spike counts, often possesses structure. In this thesis, we leverage two types of structure to combine recordings of neural activity. The first type of structure is clustering and is illustrated in Fig. 1.1B for a population of three neurons. Clustering can come about when the brain performs a set of distinct computations. For example, activity in motor cortex may take on a clustered structure in an setting where a subject repeatedly makes reaches in a small number of directions. In this case, each cluster would correspond to a reach direction.

The second type of structure is low-dimensional structure and is again illustrated for a three neuron example in Fig. 1.1C. Neurons are connected to one another in a network, so that action potentials produced by one neuron influence the production of action potentials by another. In many settings, the patterns that neural activity move in can be characterized and can be used to describe a low-dimensional space. As reviewed next, low-dimensional structure has been found in many parts of the brain and in many experimental settings.
1.1.1 Low-Dimensional Structure in Previous Studies

There have been many studies which make use of low-dimensional structure in neural data. While it would be impossible to list all here, we highlight some notable examples from different systems. See also [8] for a recent review.

Multiple studies in motor cortex have analyzed population activity with dimensionality reduction methods. Yu et al. [9] develop a technique to extract smooth time courses of low-dimensional neural state on a single-trial basis and visualize neural activity converging during the planning period of a motor task. Churchland et al. [5] analyze trial averaged activity and observe rotational dynamics in neural activity, which may provide a more parsimonious explanation of the activity of neurons in motor cortex than what has been achieved with more traditional tuning curve based approaches. Kaufman et al. [10] analyze neural activity patterns in motor cortex during planning and movement periods, and find that neural activity evolves largely in two orthogonal subspaces between the two periods, suggesting a possible means for neural activity in a planning period to evolve without driving limb movement. Ames et al. [11] visualize low-dimensional representations of neural activity in tasks in which a monkey must make changes in planned arm movements. They find evidence that neural activity need not traverse the same region of state space when arm movements are planned well in advance or re-planned in response to changing task demands. Finally, recent work by Sadtler et al. [12] used a BCI task to demonstrate that low-dimensional structure present in motor cortical neural activity could be used as the basis for predicting the learnability of a BCI mapping.

In olfaction, Mazor and Laurent [7] construct low-dimensional trajectories of neural activity from projection neurons recorded in the locust antennal lobe to examine network dynamics during the processing of odor. Hallem and Carlson [13] applied principal component analysis to the responses of 24 types of odorant receptors presented with 100 odors and visualized clustering of the responses by chemical class of the presented odorants.

In vision, Cohen and Maunsell [14] record simultaneously from populations of neurons in visual area V4 in an orientation detection task. By projecting neural activity onto a one dimensional axis oriented to discriminate attention conditions, they find meaningful differences in the neural population response that were predictive of the successful detection of an orientation change.

Finally, in prefrontal cortex, Brendel et al. [15] develop a dimensionality reduction technique designed to find directions in neural space which cleanly represent stimulus or choice information and find directions in PFC neural
activity that represent, time, frequency and choice in a two-frequency stimulus discrimination task. Mante et al. [6] similarly use dimensionality reduction to visualize low-dimensional neural trajectories during a context dependent decision task in which a monkey must choose the direction of an upcoming saccade based on the majority direction or color of a random dot display. They find no evidence that irrelevant stimulus information is filtered out in early stages of processing, but instead find that dot direction, color and the choice are represented simultaneously but along different directions in the space of PFC neural activity. The ability to discriminate stimulus information and choice is largely only possible at the population level, as individual PFC neurons are well known to often respond to a mixture of both stimulus information and choice.

1.2 Limitations of Current Recording Technologies

Having reviewed how we measure neural activity and the type of structure we will leverage in this activity, we now briefly review limitations in current recording techniques. In this thesis, we will seek to develop a set of computational tools to address these limitations. Modern techniques are limited in at least one or more the following ways: the number of neurons they can simultaneously record, the regions of the brain in which they can be deployed and in their ability to stably record from the same population of neurons over time. We briefly review each of these limitations and explain their implications.

First, modern techniques are limited in the number of neurons they can simultaneously record. Single electrodes with one recording site or those with more, such as tetrodes [16,17], typically only record from a small handful of neural units at once. Linear arrays, which have electrodes placed at multiple locations along their shaft, can record from 10 – 20 neurons at once. A single multi-electrode array (e.g, [18,19]) typically only records from tens of neural units. Optical recording techniques (see [20] for a review) are capable of more densely sampling a region of cortex but are limited in the extent of cortex they can simultaneously image. Cutting edge technologies such as light sheet microscopy allow for the imaging of larger regions, but to date have only be demonstrated in relatively small model organisms [21]. With present day recording techniques we are therefore limited in the size of neural populations we can simultaneously monitor.

Second, current techniques for recording populations of neurons are most effective when recording from the surface of the cortex. Subcortical structures and cortical areas in sulci currently lie outside the reach of most optical methods and are typically accessed using single electrodes or linear arrays. While multiple linear arrays can be employed in principle, in practice, the placement of multiple linear arrays within a single recording session is difficult. Our ability to study populations of neurons in these areas and their interaction with populations in other areas is therefore limited.

Finally, modern electrophysiological techniques are limited in their ability to record from the same neurons across recording sessions. Chronically placed arrays are well known to pick up and drop units from day-to-day, and it is virtually impossible to record from the same set of neurons across sessions with electrodes which must be driven to their recording location every session. Scientifically, such instabilities limit our ability to apply population level analyses across days, which may be important when studying learning or when desiring to run experiments with more conditions than can be presented in a single session. Clinically, BCI systems must be recalibrated daily, which typically requires subject involvement and adds burden for end users.

1.2.1 Existing Work for Neural Stitching

This is not the first work to consider the general problem of combining neural population recordings. Indeed, there are two recent studies which also consider this problem. Importantly, neither explicitly considers structure in neural activity as a means for stitching. Turaga et al. [22], introduce the term “stitching”, to describe the general problem of combining recordings of activity from two or more populations of neurons. They model neural population activity with a latent dynamical system and learn the parameters of their model using recordings from subsets of the full population of neurons modeled. Using prerecorded data from mouse sensory cortex, they show their method can predict noise correlations and couplings between neurons which were never simultaneously recorded. Soudry et al. [23] propose to use stitching to address the problem of latent common input when inferring functional connectivity
between neurons. They develop a probabilistic technique for inferring functional connectivity in a stitching scenario and demonstrate the benefit that observing more neurons through stitching offers for the functional connectivity problem.

The primary point of departure of our work from this previous work is that we seek to leverage structure in neural activity, to which the studies just cited make no explicit appeal. In addition, we expand the proposed applications of stitching to BCI, the study of learning and the study of communication between neural populations in two areas of the brain. While these application areas may initially appear to have little in common, we will see that in many cases the low-dimensional structure in neural activity provides a common means of stitching. We also seek to develop a rigorous theoretical understanding of when stitching is and is not possible. This is another contribution of our work, and here again, low-dimensional structure in neural data provides a relatively straight-forward way to state the necessary conditions we will develop.

1.2.2 Thesis outline

The flow of the thesis follows the order in which I carried out my doctoral work. I began my studies in the fall of 2010 after being employed as a biomedical engineer at the Johns Hopkins University Applied Physics Laboratory (APL) on a DARPA funded neural prosthetics project. The aim of the project was to develop a fully neurally integrated prosthetic limb. While there it became apparent to me that despite impressive advances in robotic technology and algorithms to decode user intent from brain signals, there was no good solution to a well known problem in intracortical BCI: the need for daily recalibration.

Removing the need to burden the patient with daily recalibration might seem to require new hardware capable of more stably recording from a population of neurons. Lacking the background to contribute to a hardware solution, I wondered if there could be an algorithmic solution. Through my work at APL I had noticed that during a typical task in which a user moves a cursor form the center of a screen to a set of peripheral targets, neural signals exhibited special structure: they clustered according to the target the user was moving the cursor to. It occurred to me that if this special structure was preserved across days, it could provide extra information an algorithm could use to recalibrate itself. As long as clusters did not move too much between days, by comparing cluster locations between two days, an algorithm could track and adjust for changes in neural signals without requiring information labelling which targets each cluster on the second day corresponded to. This provided the inspiration for the self-recalibrating classifiers presented in chapter 2. To my knowledge these were the first classifiers for intracortical BCI capable of automatic recalibration during normal device use.

The self-recalibrating classifiers were also the first example of the use of structure to combine neural recordings. In the case of the self-recalibrating classifiers, this was clustered structure that was sufficiently preserved across days. Key to the success of the self-recalibrating classifiers was a task (moves to discrete targets) which resulted in clustered neural activity.

Neural recordings made outside of BCI classification settings will not in general posses this clustered structure. I therefore turned to the development of new ML theory and algorithms to exploit this structure for combining neural population recordings. We follow Turaga et al. and refer to this general idea as neural stitching. As described in chapter 3 under a common model for low-dimensional population activity, combining separate recordings of neural population activity is intimately connected to the problem of completing a partially observed covariance matrix, which is an example of a symmetric positive semidefinite (SPSD) matrix. A rigorous theoretical understanding of the completion of such matrices then provides a strong foundation to reason about conditions under which neural stitching will succeed. However, despite much work on the problem of completing general matrices when entries in the matrix are missing at random (e.g., [24–26]), it is difficult to find work that can be directly applied to the problem of completing SPSD matrices, when entries are missing in a non-random manner, as arises in the neural stitching scenario. This motivated me to study the problem of matrix completion under assumptions appropriate for neural stitching [27]. The results of this are presented in chapter 3.

With the results of chapter 3 providing the underlying theory and a basic algorithm for completion of SPSD matrices, I then turned to the problem of applying these ideas directly to the problem of combining neural population

recordings. This first requires formally connecting the theory developed for the problem of matrix completion to the problem of neural stitching. This was accomplished by using my matrix completion theory to develop a set of necessary conditions for fitting factor analysis (FA) models in the stitching scenario. Factor analysis allows us to infer a low-dimensional representation of an entire population of neurons, even if we are only able to observe some of the neurons in a population at any given time. In addition to using our theory to develop necessary conditions for fitting FA models in a stitching scenario, we were also able to use the algorithm presented in chapter 3 to improve the practical performance of an algorithm used to learn the parameters of FA models in the stitching scenario. These results are presented in chapter 4.

I also examined the utility of stitching in three proposed applications. In the first application, I applied stitching to the problem of developing a self-recalibrating BCI algorithm for regression. These results are presented in chapter 5. The next two applications target basic science. In the first, I examined the use of stitching to study changes in neural population activity with learning when it is impossible to record from the same set of neurons over the entire period of interest. In the second, I applied stitching to identify subspaces potentially important for communication between populations of neurons in two brain areas when it is impossible to record from large numbers of neurons simultaneously in one of the areas.

Finally, I returned to the basic problem of matrix completion. I had noticed that the sufficient conditions I developed for the completion of SPSD matrices could be stated without the need for an assumption, so called incoherence, common in much of the rest of matrix completion literature (e.g., [24, 26, 28–30]). This motivated me to examine if a well known existing technique for matrix completion, nuclear norm minimization, could be shown to work under our sufficient conditions. This is in fact the case, and the proof, as well as empirical results comparing the performance of the nuclear norm based approach to the algorithm we present in chapter 3, are presented in chapter 7.
Chapter 2

A Self-Recalibrating Classifier for Brain Computer Interface

2.1 Background

We begin this thesis by examining the problem of developing a classifier for brain-computer interface (BCI) which can recalibrate itself automatically. BCIs aim to assist disabled patients by translating recorded neural activity into control signals for assistive devices. Intracortical BCI systems rely upon arrays of chronically implanted micro-electrodes which penetrate into the cortex to record the activity of tens to hundreds of neurons. The last decade has witnessed a substantial investment of resources by the community into developing decoders for intracortical BCI which are more accurate, both in offline simulations with prerecorded data and in online, closed-loop settings. However, in almost all cases these decoders are retrained daily in a supervised manner to maintain their accuracy (e.g., [4, 31–37]). This retraining typically requires that the subject perform a series of trials where the goal of each trial, such as desired reach target, is known so labelled data for training can be collected.

While retraining procedures may only require minutes of a subject’s time, future users may find daily repetition of a task which stands between them and device use burdensome. Indeed, imagine the annoyance modern cell phone users would experience if they had to calibrate the touch screens of their devices everyday before use. A few minutes of calibration would be a small price to pay for the connectivity these devices provide, but it is difficult to imagine the widespread adoption of modern phones under these conditions. In the same way, we suggest that modern BCI systems should aim to achieve predictable performance each day without undue burden to users.

An alternative to retraining in a supervised manner is to employ self-recalibrating neural decoders which can simultaneously estimate a user’s intent along with changes in neural tuning parameters. These decoders, generally referred to as adaptive decoders, continuously train themselves during normal BCI use without requiring knowledge of a user’s true intended actions. In this way, the retraining period at the beginning of each day can be eliminated. There have been relatively few studies on self-recalibrating decoders for intracortical BCI, and the work that does exist has focused on BCI decoders which decode a continuously valued control signal, such as the position of a computer cursor or prosthetic limb [38–41].

While continuous decoders have many important applications, classifiers of discrete actions are an important part of existing real-world BCI systems [42]. Potential clinical applications for BCI classifiers include making selections from a menu interface or virtual keyboard (e.g., [32, 43, 44]), selecting among grasp types for a prosthetic hand (e.g., [45, 46]), classifying finger movements (e.g., [47, 48]), identifying periods of planning and movement (e.g., [49, 52]) and providing discrete control signals for a wheelchair (e.g., [53, 54]). In some settings it may be possible to interface with a device using either a continuous or discrete control signal. For example, when interfacing with a menu, a cursor can be moved over items to be selected or a discrete decoder can be used to make a direct menu selection. In certain cases, the use of a classifier may provide a substantial performance improvement to an end user. Indeed, Santhanam et al. have demonstrated a discrete decoder which transmits the user’s intent at a rate of up to 6.5 bits per second (~15 words per minute), which is faster than continuously guiding a cursor to make discrete selections [32].
Despite the potential clinical benefit that intracortical BCI classifiers may provide, the subject of self-recalibrating classifiers has received little attention in the intracortical community. In contrast, there is previous work in the EEG community which characterizes signal drift (e.g., [55, 56]), and proposes self-recalibrating classifiers. Example algorithms include approaches based on variational Kalman filtering [57, 58], expectation maximization [59] and a variety of other methods to update the parameters of an LDA classifier [60, 61]. However, many of these algorithms consider only binary classification, and it is not clear the complexity of some (e.g., [57–59]) is required for BCI application.

In the present chapter, we seek to develop self-recalibrating classifiers for intracortical BCI. We note this differs from the previous work of Santhanam et al. [62]. Santhanam et al. develop classifiers with improved within-day accuracy by accounting for unobserved influences on neural activity, while we focus on achieving stable across-day performance through self-recalibration. We chose to forgo spike sorting in favor of the use of threshold crossings. That is we mark any voltage event which crosses a set threshold on each electrode as a spike. In one monkey, we also enforce that threshold events must pass a shape heuristic. Previous work has shown only minor reductions in performance when threshold crossings are used in place of spike sorting [63, 64], and this removes the need to track and identify units across days.

Having made this design decision, we study how firing rates drift within and between recording sessions on different electrodes. This enables us to then develop self-recalibrating classifiers which take advantage of structure we find in this drift. Along the way, we also examine the performance of a standard BCI classifier that undergoes no daily retraining. In addition to being a novel result in itself, this provides a baseline when assessing the performance of the self-recalibrating classifiers presented in this chapter.

2.2 Methods

Reach task and neural recordings

We analyze prerecorded data collected in the lab of Krishna Shenoy at Stanford University. Animal protocols were approved by the Stanford University Institutional Animal Care and Use Committee. We trained two adult male monkeys (Macaca mulatta, monkeys I and L) to perform center-out reaches for liquid rewards. As illustrated in Fig. 2.1 visual targets were back-projected onto a vertical screen in front of the monkey. A trial began when the monkey touched a central yellow square. Following a randomized (300 - 500 ms) hold period, a visual reach target appeared. After a brief (35 ms) delay, the animal was permitted to reach. Reach targets could appear at one of twenty-eight locations. Each of the twenty-eight targets was typically located at a distance of 4.5 cm, 7.0 cm, 9.5 cm or 12 cm from the central target and at an angle of 40°, 85°, 130°, 175°, 220°, 310°, or 355° from horizontal so that the targets were arranged in 4 concentric rings of 7 targets each. For all analyses in this chapter, we collapse across reach distance and only consider the direction of reach on each trial. After the reach target was held for 200 ms for monkey L and 300 ms for monkey I, a liquid reward was delivered.

Monkeys sat in a custom chair (Crist Instruments, Hagerstown, MD) with the head braced and nonreaching arm comfortably restrained. A 96-channel silicon electrode array (Blackrock Microsystems, Salt Lake City, UT) was implanted in motor cortex contralateral to the reaching arm. When identifying neural spikes on each electrode, threshold crossings [63, 65] were used in place of spike sorting. For monkey L, we also required voltage waveforms to pass a shape heuristic. Threshold levels for each electrode were set at the beginning of each recording day with an automated method and then, with possible rare exception, held fixed for the remainder of data collection. The automated method of setting threshold levels consisted of collecting 2 seconds of filtered voltage data sampled at 30-kHz from each electrode and calculating a root-mean-square (RMS) like value from this data. Thresholds levels were then set at three times this value for each electrode.

Recordings were made on a total of 41 (monkey L) and 36 (monkey I) days spanning a period of 48 (monkey L) and 58 (monkey I) days in total. In all of the work that follows in this chapter, we limit ourselves to only analyzing successful trials. In the data analyzed, there were (mean ± s.d.) 1737 ± 482 (monkey L) and 1688 ± 368 (monkey I) successful trials per day spanning 53 ± 16 (monkey L) and 88 ± 16 (monkey I) minutes per day.
Figure 2.1: A representative trial of the center out reaching task (Monkey L, trial ID: R,2008-12-26,mm, 109). The top row is the behavioral task. The middle row contains spike rasters across 96 electrodes and the bottom row presents the timecourse of the hand position. Full range of scale for the hand position is 15 cm.

2.2.1 Mathematical Notation

We aim to develop BCI classifiers which maintain stable day-to-day performance without any daily supervised retraining. For clarity, we will speak of developing classifiers within the context of the datasets used in this study, but the techniques presented here should generalize to other intracortical BCI classification scenarios.

Throughout this chapter, we rely on probabilistic methods to infer the intended reach direction from neural data. For trial $t$ on day $d$, we form a feature vector, $x_{d,t} \in \mathbb{N}^{E \times 1}$, from our neural data by counting the number of threshold crossings on each of $E$ electrodes of the recording array. The notation $x_{d,e,t}$ will refer to the specific spike count for electrode $e$. Similarly, $y_{d,t} \in \{1, \ldots, J\}$ indicates which one of $J$ directions a reach is made in for a specific trial and day. The symbol $\mathcal{P}$ will be used to indicate probability distributions.

On any given trial there is a probabilistic model relating observed spike counts to reach direction. We model this with the distribution $\mathcal{P}(x_{d,t}|y_{d,t}; \Theta_{d,t})$, where $\Theta_{d,t}$ is a set of parameters characterizing the distribution. In this chapter for electrode $e$, these parameters consist of the means $\mu_{e,j}$ and variances $\nu_{e,j}$ of spike counts when reaches are made in each direction $j$. We will refer to this set of parameters as tuning parameters. While both means and variances can drift in principle, we focus on achieving stable classification through tracking changes in mean spike counts. We term the set of $\mu_{e,j}$ parameters for a fixed reach direction $j$ as class means, as they are mean counts conditioned on a class of movement. We can index class means across days and trials as $\mu_{d,e,j,t}$, where $d$ indexes day and $t$ indexes a trial within a day. In some of the work that follows in this chapter, we will speak of class means across all trials of a day, which will we denote as $\mu_{d,e,j}$.

1Throughout this chapter we will use the convention of listing subscripts in alphabetical order.
2.2.2 Tracking Drifting Tuning Parameters Across Time

Movements of the recording array relative to the brain [66], scar tissue buildup [67], behavioral changes [68] and neural plasticity [69–72] may all cause tuning parameters to drift. In this section, we track drift in class means across days and time by convolving spike counts for all reach directions in a particular direction with a Gaussian kernel. This is a simple way of smoothing spike counts to estimate tuning parameters when true reach direction is known on each trial. This is an appropriate assumption for this analysis which aims to establish basic properties of tuning parameter drift. However, the techniques introduced in this section should not be confused with the methods that are introduced later to track drifting tuning parameters by our self-recalibrating classifiers when knowledge of true reach direction is not assumed known. Mathematically, estimates of tuning parameters are formed through convolution with a kernel as

$$\hat{\mu}_{d,e,j,t} = \frac{1}{C} \sum_{s:y_{d,s}=j} K(t - s; w)x_{d,e,s},$$  \hspace{1cm} (2.1)

where $K(t - s; w)$ is Gaussian density function with 0 mean and standard deviation $w$ and $C = \sum_{s:y_{d,s}=j} K(t - s; w)$ is a normalizing constant. Mathematically, the function $K$ indexes over trial number, and therefore, $t - s$ in the argument is the distance in number of trials between two trials and not time. There remains the challenge of selecting the proper value of the width, $w$, of the Gaussian density function. For our purposes, we will present results for a single value of $w$ and then show in appendix A that the qualitative results we obtain are robust as the value of $w$ is varied.

We are interested in comparing the amount of drift between and within days. If we smooth only within days, we enforce smoothing within but not across days and we may bias our results to show larger between than within day drift. To account for this, we ignore day boundaries and smooth across all trials for a given electrode and reach direction as if they were on the same day. This may tend to “over-smooth” between days, but to foreshadow what is to come, we would like to argue that within-day variation in tuning parameters is small relative to between-day variation. Therefore, this procedure is conservative for our purposes.

2.2.3 A Standard BCI Classifier

We desire to examine the impact of tuning parameter drift on a standard BCI classifier. We select a Gaussian, naïve Bayes decoder as our standard classifier, which has been used for BCI classification before [32, 73]. Briefly, this classifier models spike counts on electrodes as independent Gaussian distributions conditioned on reach direction. The notation $\mu_{e,j}$ and $v_{e,j}$ refer to the mean and variance of the distribution for electrode $e$ and reach direction $j$. For notational convenience, we will group all the means and variances for a single electrode $e$ into the vectors $\mu_e \in \mathbb{R}^{J \times 1}$ and $v_e \in \mathbb{R}^{J \times 1}$, respectively. The joint probability of observing spike counts for all electrodes can be computed as the product of probabilities for individual electrodes. Formally, we write this as

$$P(x_{d,t} | y_{d,t}) = \prod_{e=1}^{E} P(x_{d,e,t} | y_{d,t}).$$  \hspace{1cm} (2.2)

A uniform prior probability of reaching in any direction, $P(y_{d,t}) = 1/J$, is employed and Bayes’ rule can then be used to find the posterior probability of reaching in direction $j$ given neural data, $P(y_{d,t} = j | x_{d,t})$. This posterior is calculated for each reach direction, and the direction with the highest probability is selected as the decoded direction for each trial.

We will examine the performance of two versions of this standard classifier, which differ only in the way they are trained. The first version, referred to as the standard retrained classifier, learns the $\mu_e$ and $v_e$ parameters fresh with trials from the beginning of each day on which classification will be performed. This emulates standard practice in the BCI field. The second version, referred to as the standard non-retrained classifier, is trained initially on all trials collected on a small number of days in which neural data and desired reach direction is known. After this training,
the parameters of the standard non-retrained classifier are held fixed, and it is then used to predict reach direction for trials on subsequent days without any type of retraining or recalibration.

### 2.2.4 A Probabilistic Self-Recalibrating Classifier

We now describe the intuition and probabilistic model behind our two self-retraining classifiers. The first version, which we refer to as the $SR$ classifier, takes a principled probabilistic approach which provides insight into the simplified self-recalibrating ($SR_S$) classifier we subsequently present. Readers interested only in the $SR_S$ classifier may skip to section 2.2.5 after reading the part of this section outlining the probabilistic model common to both classifiers without loss of understanding.

The $SR$ classifier can be considered an augmented standard classifier. It continues to assume tuning parameters are fixed within a day, but it no longer assumes class means are known at the beginning of each decoding day. Mathematically, it achieves this by introducing a distribution over class mean values that a decoding day begins with. As a decoding day progresses, the $SR$ classifier produces refined distributions over class means while simultaneously estimating reach direction on a trial-by-trial basis.

A formal description of probabilistic model for the $SR$ classifier follows. When explicitly referring to the class mean for electrode $e$, reach direction $j$ on day $d$, we will use the notation $\mu_{d,e,j}$. In results we show that the $\mu_{d,e,j}$ parameters for the same electrode drift from day to day in a highly correlated manner. Intuitively, this means that the average spike counts observed for two different reach directions on the same electrode tend to move up and down together across days. We capture this intuition by referencing all class means for electrode $e$ to the same base value $b_{d,e}$ for day $d$, and we allow this base value to be drawn from a Gaussian distribution independently on each day. Mathematically,

$$ b_{d,e} \sim \mathcal{N}(m_e, s_e), \quad (2.3) $$

where $m_e$ is the mean and $s_e$ is the variance of the distribution from which base values are drawn. For notational convenience we will group all the base values for all electrodes for day $d$ into a vector $b_d \in \mathbb{R}^{E \times 1}$. We model the base values for different electrodes as independent, and the prior probability for the set of base values for all electrodes is therefore given by

$$ P(b_d) = \prod_{e=1}^{E} P(b_{d,e}). \quad (2.4) $$

We relate the class mean for reach direction $j$ for an electrode to its base value through an offset, $o_{e,j}$, so that

$$ \mu_{d,e,j} = o_{e,j} + b_{d,e}. \quad (2.5) $$

The offset, $o_{e,j}$, is fixed across days. Class means for a single electrode can then vary from day to day but they must move up and down together. Having defined a probabilistic model for $b_{d,e}$, we specify an observation model for a single electrode by defining the probability of a spike count on electrode $e$ for trial $t$ on day $d$ given $b_{d,e}$ and reach direction $j$ as

$$ x_{d,e,t} \mid b_{d,e}, y_{d,t} = j \sim \mathcal{N}(o_{e,j} + b_{d,e}, v_{e,j}). \quad (2.6) $$

This observation model is almost identical to that of the standard classifier with one important exception: spike counts now depend on the base value, which is a random variable that can vary from day to day. To specify the complete observation model, we again model electrodes as conditionally independent given reaching direction so that
\[ P(x_{d,t}|b_d,y_{d,t}) = \prod_{e=1}^{E} P(x_{d,e,t}|b_d,e,y_{d,t}). \] (2.7)

To complete the specification of the probabilistic model for the self-recalibrating classifier, we define the prior probability of reaching in any direction as uniform, exactly as specified for the standard model.

**Decoding with the Self-Recalibrating Classifier**

We now show how to decode reach direction while simultaneously refining knowledge of class means with the SR classifier. For each trial, we seek to find two distributions. The first is \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^t) \), the posterior distribution over reach directions. The most likely direction from this distribution is selected as the decoded reach direction on each trial. The second distribution is \( P(b_d|\{x_{d,s}\}_{s=1}^t) \), which embodies the decoder’s knowledge of the base values for a day given the neural activity that it has seen.

As a decoding day progresses, the decoder’s knowledge of the true base values for a day, as represented in the distribution \( P(b_d|\{x_{d,s}\}_{s=1}^t) \), becomes more refined. This is possible even though the decoder is never provided with knowledge of the user’s true reach directions. The key intuition is that spike counts will tend to cluster around class means for a day, and this structure can be exploited by our classifier, as illustrated for a one electrode and two reach direction decoding scenario in Fig. 2.2.

We now describe the formal decoding procedure for arriving at the distributions \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^t) \) and \( P(b_d|\{x_{d,s}\}_{s=1}^t) \) for each trial. The algorithm is recursive and will use the results from the previous trial, the distributions \( P(y_{d,t-1}|\{x_{d,s}\}_{s=1}^{t-1}) \) and \( P(b_d|\{x_{d,s}\}_{s=1}^{t-1}) \), as its starting point in its calculations for trial \( t \). When decoding the first trial, the prior distribution on reach directions, \( P(y_{d,t}) \), is used in place of \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^t) \) and the prior distribution on base values, \( P(b_d) \), is used in place of \( P(b_d|\{x_{d,s}\}_{s=1}^t) \).

**Calculating \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^t) \).** For trial \( t \), we calculate \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^t) \) using Bayes’ rule as

\[
P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^t) = \frac{P(x_{d,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j)P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t-1})}{P(x_{d,t}|\{x_{d,s}\}_{s=1}^{t-1})} = \frac{c_{t,j}P(y_{d,t})}{c_t},
\] (2.8)

where in moving to the second line we have defined \( c_{t,j} = P(x_{d,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) \), made use of the fact that reach direction is independent of neural activity so that \( P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t-1}) = P(y_{d,t}) \), and recognized that the denominator of the first line is a normalizing constant calculated as \( c_t = \sum_{j=1}^{J} c_{t,j}P(y_{d,t}). \)
Figure 2.2: An illustration of the probabilistic distribution over tuning parameters for the self-recalibrating classifier at three different points in time during a decoding session on day \( d \) for an example where spike counts recorded on one electrode are used to predict reaches in one of two directions. (A) The distribution over the base value for the day, \( b_{d,e} \), for the electrode at the start of the decoding day before any neural activity is available. This distribution is a Gaussian distribution with mean \( m_e \) and variance \( s_e \). In all panels, distributions over \( b_{d,e} \) are shown in red to indicate that this is the distribution the self-recalibrating classifier explicitly represents. Panel A also shows the distributions over \( \mu_{d,e,j} = 1 \) and \( \mu_{d,e,j} = 2 \), which are the mean number of spike counts conditioned on reaching in directions 1 and 2. The classifier does not explicitly represent these distributions, but they can be recovered from the distribution over \( b_{d,e} \) with the formula \( \mu_{d,e,j} = b_{d,e} + o_{e,j} \). (B) The distributions over \( b_{d,e} \), \( \mu_{d,e,j} = 1 \) and \( \mu_{d,e,j} = 2 \) after spike counts for one trial have been observed. Importantly, note that the true reach direction associated with this spike count is not made available to the classifier. (C) Distributions over the same quantities after 10 trials have been observed. The solid dots in panels B and C represent spike counts observed on individual trials.

The scalar \( c_{t|j} \) is the probability of the neural activity for trial \( t \) given all past neural activity seen during the day if the subject reaches in direction \( j \). We will soon describe a means of calculating its value, but first note that it appears in the calculations for another distribution, \( P(b_{d} | \{x_{d,s}\}_{s=1}^{t}, y_{d,t} = j) \), which we will need shortly. This distribution gives the probability of base values conditioned on all observed neural activity if the subject were to reach in direction \( j \) for the current trial. To calculate it, we again use Bayes’ rule to write

\[
P(b_{d} | \{x_{d,s}\}_{s=1}^{t}, y_{d,t} = j) \propto \frac{P(x_{d,t} | b_{d}, y_{d,t} = j)P(b_{d} | \{x_{d,s}\}_{s=1}^{t-1})}{c_{t|j}}, \tag{2.9}
\]

where \( P(x_{d,t} | b_{d}, y_{d,t} = j) \) is given by eq. 2.7 and \( P(b_{d} | \{x_{s}\}_{s=1}^{t-1}) \) is the posterior over base values obtained when decoding the previous trial. In forming the numerator of eq. 2.9, we have used the fact that \( x_{d,t} \) conditioned on \( b_{d} \) is independent of all previous neural observations and that base value is independent of reach direction. We see that
the numerator on the right hand side of eq. 2.9 is in the form of the product of two Gaussians. $P(b_d|\{x_{d,s}\}_{s=1}^{t-1})$ is defined to be a Gaussian distribution with mean $m_t$ and covariance matrix $\Sigma_t$. Viewed as a function of $b_d$, $P(x_{d,t}|b_d, y_{d,t} = j)$ is Gaussian with mean $x_{d,t} - o_j$, where $o_j \in \mathbb{R}^{E \times 1}$ is a vector of offsets for each electrode for reach direction $j$ and covariance matrix $V_j \in \mathbb{R}^{E \times E}$, where $V_j$ is a diagonal matrix with the values of $v_{e,j}$ along it’s diagonal. We can then calculate the mean, $m_{t|j}$, and covariance matrix, $\Sigma_{t|j}$, of $P(b_d|\{x_{d,s}\}_{s=1}^{t}, y_{d,t} = j)$ of the left hand side of eq. 2.7 as

$$\Sigma_{t|j} = \left( V_j^{-1} + \Sigma_t^{-1} \right)^{-1}$$

$$m_{t|j} = \Sigma_{t|j} \left( V_j^{-1}(x_{d,t} - o_j) + \Sigma_t^{-1}m_t \right),$$

where the notation $\cdot^{-1}$ indicates matrix inversion. The scalar $c_{t|j}$ is then the integral over the numerator of eq. 2.9 and can be calculates as

$$c_{t|j} = \int P(x_{d,t}|b_d, y_{d,t} = j)P(b_d|\{x_{d,s}\}_{s=1}^{t-1})dx_{d,t}$$

$$= \sqrt{(2\pi)^E} \det (\Sigma_{t|j}) P(x_{d,t}|b_d = m_{t|j}, y_{d,t} = j)P(b_d = m_{t|j}|\{x_{d,s}\}_{s=1}^{t-1}),$$

where $P(x_{d,t}|b_d = m_{t|j}, y_{d,t} = j)$ is obtained by evaluating eq. 2.7 for the current observation at $b_d = m_{t|j}$ and $P(b_d = m_{t|j}|\{x_{d,s}\}_{s=1}^{t-1})$ is obtained by evaluating the posterior over base values from the last trial at the same point, $b_d = m_{t|j}$.

**Calculating $P(b_d|\{x_s\}_{s=1}^{t})$.** Finally, we compute $P(b_d|\{x_s\}_{s=1}^{t})$, the posterior distribution over the base values for all electrodes. An analytical expression for this can be written as

$$P(b_d|\{x_{d,s}\}_{s=1}^{t}) = \sum_{j=1}^{J} P(b_d|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j)P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t}),$$

where the two terms on the right hand side of eq. 2.13 are obtained from eqs. 2.8 and 2.9. The right hand side of equation eq. 2.13 is a mixture of multivariate Gaussians. This will be problematic as in general there will be an exponentially increasing number of components in the representation of $P(b_d|\{x_{d,s}\}_{s=1}^{t})$ as $t$ increases. Therefore, we approximate the right hand side of eq. 2.13 with mean $m_t$ and covariance matrix $\Sigma_t$ using moment matching as has been done in previous hypothesis merging algorithms [74]. We use the standard formulas for moment matching with two multivariate Gaussians to write

$$m_t = \sum_{j=1}^{J} m_{t|j}P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t})$$

$$\Sigma_t = \sum_{j=1}^{J} \left[ \Sigma_{t|j} + (m_{t|j} - m_t)(m_{t|j} - m_t)^T \right] P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t}),$$

where $P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t})$ is calculated from eq. 2.8. This completes the decoding procedure for trial $t$. For each new trial, this set of calculations is repeated in an iterative manner.
Learning the Parameters for the Self-Recalibrating Classifier

While the self-recalibrating classifier is designed to produce stable day-to-day classification without daily retraining, it must be initially trained once. To perform this initial training there must exist a small number of days for which neural activity, \(x_{d,t}\), has been recorded along with associated reach directions, \(y_{d,t}\). We will use the notation \(\mathcal{D}_{\text{Train}}\) to refer to this set of days. To avoid any possible confusion, we stress that after the classifier has been trained on this initial set of days, it requires no further supervised retraining and will be equipped to autonomously calibrate itself on new data that it encounters during normal decoding use.

The purpose of the initial training is to learn the mean, \(m_e\), and variance, \(s_e\), characterizing the distribution of base values for each electrode from eq. 2.3 and the offset, \(o_{e,j}\), and variance, \(v_{e,j}\), characterizing the observation model in eq. 2.6 for each electrode-class pair. Fitting the self-recalibrating classifier is more difficult than fitting the standard classifier because the daily base values for each electrode, \(b_{d,e}\), cannot be directly observed. Instead, these values are randomly drawn each day from the distribution specified by eq. 2.3 and after the base values are drawn on each day, they specify the mean of the Gaussian distributions in eq. 2.6 from which neural spike counts are drawn. Thus, the neural data we directly observe is essentially one step removed from the distribution that is characterized by the parameters we desire to estimate. Fig. 2.3 illustrates the conceptual difference between the standard and self-recalibrating classifier models.

![Figure 2.3: Graphical models for the generation of a single spike count on electrode e for trial t on day d for the standard (A) and self-recalibrating (B) classifiers.](image)

The expectation-maximization (EM) algorithm [75] is a general procedure for finding the maximum likelihood model parameters in the presence of unobserved variables, in this case \(b_{d,e}\). The EM algorithm is an iterative procedure which is initialized with an initial guess for the model parameters. In this case, these are the \(m_e\), \(s_e\), \(o_{e,j}\) and \(v_{e,j}\) parameters. Each iteration of the algorithm produces new estimates for these parameters through a two-step procedure. In the first step (referred to as the E-step) of each iteration, the latest parameter estimates and observed data are used to form a posterior distribution over the unobserved variables conditioned on the observed data. For the self-recalibrating classifier, the unobserved variables are the daily base values for each electrode, \(b_{d,e}\), and the
observed data are the neural observations, \( x_{d,t} \), and reach directions, \( y_{d,t} \), for all trials on all days in the training set. In the second step of each iteration (referred to as the M-step), parameter values are updated so that the expectation of the log-likelihood of the observed and unobserved data, computed using the posterior distribution found in the first step of each iteration, is maximized. This algorithm is known to converge to a local optimum. See appendix A for specific details of the EM algorithm.

Robust Classification Through Outlier Detection

The classification procedure described above can be modified to improve robustness on real-world data. Key to the probabilistic model underlying the self- recalibrating classifier is the specification that firing rates can change between but not within days. While minor changes in firing rate throughout a day are tolerable, large changes, which may be observed in real data, can be problematic.

In particular, the self-recalibrating classifier represents knowledge of the base values for a day obtained from classifying trials 1 through \( t \) with the distribution \( P(b_d|x_{d,s}) \). This distribution is refined for each trial that is classified, and over time the uncertainty for the base values for a day, represented in the covariance matrix \( \Sigma_t \), is reduced. This presents no problem in normal operation. However, if the firing rate of an electrode suddenly changes after the uncertainty in base values for a day is reduced, spike counts recorded on that electrode will strongly and erroneously affect classification.

The classification procedure can be modified by adding an additional step to be performed before any of the steps already described when classifying reach direction for trial \( t \). In this step, electrodes with large firing rate changes are flagged, and the uncertainty in the estimate for the base value for those electrodes is increased to a predetermined value. This prevents those electrodes from dominating when determining reach direction probability and maintains classification accuracy. As classification continues, uncertainty around the base value estimates for electrodes is reduced starting from the predetermined value as the self-recalibrating classifier refines the distribution \( P(b_d|x_{d,s}) \).

To flag erratically behaving electrodes, a distribution which predicts the probability of the spike count on trial \( t \) for electrode \( e \) given all previous neural data, \( P(x_{d,e,t}|x_{d,s}^{t-1}) \), is formed for each electrode as shown in section A.1.2. This can be used as a gauge for determining if the observed spike count, \( x_{d,e,t} \), for a trial and an electrode is anomalous by setting upper and lower thresholds on the value of \( x_{d,e,t} \) so that a normally behaving electrode will only exceed these values approximately 1% of the time. Whenever an electrode does exceed these values, it is flagged as behaving erratically. As with any anomaly detection procedure, thresholds have to be set to balance true and false positive rates, and a false positive rate of 1% should not significantly affect classification performance.

After one or more electrodes are flagged as behaving erratically for trial \( t \), uncertainty around the estimates for their associated base values in the distribution \( P(b_d|x_{d,s}^{t-1}) \) are increased. For ease of notation, we will momentarily switch from representing the set of base values in vector notation to set notation, so that each entry in the vector \( b_d \) will be represented by a corresponding member in the set \( \{ b_{d,e} \}_{e=1} \). We will refer to the set of flagged electrodes for trial \( t \) as \( E_{t,\text{flagged}} \) and the set of non-flagged electrodes as \( E_{t,\text{non-flagged}} \). The uncertainty for the base values of erratically behaving electrodes represented in the distribution for \( P(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \) is reset in a two step procedure. In the first step, the distribution over only non-flagged electrodes, \( P(\{ b_{d,e} \}_{e\in E_{t,\text{non-flagged}}}|x_{d,s}^{t-1}) \), is formed. Formally, this is accomplished by forming the marginal distribution over the electrodes in \( E_{t,\text{non-flagged}} \) from \( P(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \) and is easily accomplished since \( P(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \) is a Gaussian distribution. In the second step, a new distribution over the base values for all electrodes, which we refer to as \( P^*(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \), is formed as

\[
P^*(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) = P(\{ b_{d,e} \}_{e\in E_{t,\text{non-flagged}}}|x_{d,s}^{t-1}) \prod_{e\in E_{t,\text{flagged}}} P'(b_{d,e}),
\]

where \( P'(b_{d,e}) \) are Gaussian distributions. The mean of the distribution \( P'(b_{d,e}) \) is set to, \( m_{e,t-1} \), which is the element for electrode \( e \) of the mean vector for the distribution \( P(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \). This ensures that the mean of the final distribution, \( P^*(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \), is the same as that of original distribution \( P(\{ b_{d,e} \}_{e=1}^{E_{t,\text{flagged}}}|x_{d,s}^{t-1}) \). The
variance of the distribution $P'(b_{d,e})$ is set to $s_e$, the variance of the distribution that base values are modeled as being drawn from at the start of each decoding day. Computationally, these two steps can be carried out through a series of simple manipulations of the covariance matrix for $P(\{b_{d,e}\}_{e=1}^E|x_{d,s}_{s=1}^{t-1})$ and increase the uncertainty around base values for suspect electrodes in $P^*(\{b_{d,e}\}_{e=1}^E|x_{d,s}_{s=1}^{t-1})$. After the distribution for $P^*(\{b_{d,e}\}_{e=1}^E|x_{d,s}_{s=1}^{t-1})$ is formed, classification, as described by the algorithm above, is performed where $P(\{b_{d,e}\}_{e=1}^E|x_{d,s}_{s=1}^{t-1})$ is replaced with $P^*(\{b_{d,e}\}_{e=1}^E|x_{d,s}_{s=1}^{t-1})$ as a starting point when decoding trial $t$.

### 2.2.5 A Simplified Self-Recalibrating Classifier

The SR classifier addresses the problem of base values, $b_d$, which can drift from day to day by starting with a prior distribution, $P(b_d)$, over these values and then forming refined distributions, $P(b_d|x_{d,s}_{s=1}^{t})$, over base values based on neural activity seen throughout the decoding day. When predicting reach direction for a trial, the SR classifier then considers the probability of reach directions under all possibly values for $b_d$ and weights its estimate according to how likely each value of $b_d$ is, given by $P(b_d|x_{d,s}_{s=1}^{t})$.

Thus, the SR classifier never assumes any single value of $b_d$ is correct, but decodes by considering an infinite number of $b_d$ values, each weighted by some probability. This represent a fully probabilistic means of decoding. However, it is not the only possible means of accounting for drifting tuning parameters. In particular, we can forego modeling uncertainty in $b_d$ and instead decode with a single point estimate for $b_d$ formed for each trial. For the simplified classifier, $b_d$ is defined so that $b_{d,e}$ is the average number of spike counts on electrode $e$ for any trial on day $d$. We can express this in mathematical notation as $b_{d,e} = \mathbb{E}[x_{d,e,t}]$.

An estimate for $b_{d,e}$ on trial $t$, which we refer to as $\hat{b}_{d,e,t}$, can be formed by taking the empirical average of all of the observed spike counts for electrode $e$ on day $d$ up to and including trial $t$. This estimate can be recursively formed as

\begin{align}
  n_{d,t} &= n_{d,t-1} + 1, \quad (2.17) \\
  \hat{b}_{d,e,t} &= \frac{n_{d,t-1}\hat{b}_{d,e,t-1} + x_{d,e,t}}{n_{d,t}}. \quad (2.18)
\end{align}

We must select initial values for $n_{d,0}$ and $b_{d,e,0}$, where the hat has been dropped on $b_{d,e,0}$ to indicate this is a parameter of the model specifying a value with which to initialize eq. [2.18]. If we select $n_{d,0} = 0$, $\hat{b}_{d,e,t}$ will be the true empirical average for trials 1 through $t$. However, this has one disadvantage. Because of the very fact that eq. [2.18] forms estimates as the empirical average of spike counts, at the start of the day there will be no previous trials with which to average spike counts for initial trials with and hence values for $\hat{b}_{d,e,t}$ will be strongly influenced by the spike counts of each trial. This will result in large fluctuations in $\hat{b}_{d,e,t}$ for the early trials of a decoding session. An alternative is to select $b_{d,e,0}$ so that it represents the expected average spike count on electrode $e$ for any given day and assign this some initial weight by setting $n_{d,0} > 0$. Intuitively, we can think of starting each day with an initial estimate of the average spike count for the electrode that was obtained as the empirical average of $n_{d,0}$ “virtual samples.” This initial estimate is analogous to the prior distribution for the fully probabilistic classifier specified in eq. [2.3]. Importantly, as shown in appendix A as long as $n_{d,0}$ and $b_{d,e,0}$ are chosen to be finite, $\hat{b}_{d,e,t}$ approaches the true mean firing spike count for electrode $e$ as the number of trials observed during a day grows. While this is reassuring, there are still values of these parameters that will result in optimal decoding, and below we discuss how values for $n_{d,0}$ and $b_{d,e,0}$ can be learned from the training data.
Figure 2.4: An illustration of how the $SR_S$ classifier predicts reach direction for a single trial. Starting from the top, spike counts, $x_{d,t}$, for trial $t$ are recorded and the $SR_S$ decoder updates its estimate for the day’s base values, $\hat{b}_{d,e,t}$, using a simple accumulated average. Updated estimates for tuning parameters, $\hat{\mu}_{d,e,j}$, are then calculated from the updated estimates of the base values. Finally, the standard classifier is used with the updated tuning parameters to predict reach direction.

After an estimate for $\hat{b}_{d,e,t}$ is formed for each trial, an estimate for the class means, $\mu_{d,e,j}$, can be obtained with eq. 2.5 and a classification of reach direction can be made using the standard classifier described in section 2.2.3 with the updated class means. The $SR_S$ classifier can be conceptualized as consisting of two algorithms acting together. The first algorithm tracks base values, and hence tuning parameters, using an accumulated average of spike counts. This simple first algorithm is independent of and provides input in the form of updated tuning parameters to the second algorithm, which serves as the decoding core and is nothing more than the standard classifier. Fig. 2.4 presents a schematic depiction of how the $SR_S$ classifier decodes a single trial and depicts the separation of the self-recalibrating and classification portions of the $SR_S$ decoding algorithm. See appendix A for a more formal description of the relationship between the $SR$ and $SR_S$ classifiers. We note this method of tracking baseline firing rates is similar to the work of Li et al. [41], who in their work on adaptive decoders for continuous control signals experimented with tracking changes in baseline firing rates by measuring the empirical average of spike counts. However, since their algorithm runs in a batch mode and does not update parameters on a single trial basis as our does, they do not introduce the concept of selecting initial values and weights to begin the empirical average for a day with.

**Learning Model Parameters for the Simplified Self-Recalibrating Classifier**

As with the $SR$ classifier, the $SR_S$ classifier must also be trained once on an initial set of training days. The goal of this training is to learn the electrode-class variances, $v_{e,j}$, and the electrode-class offsets, $o_{e,j}$, for all electrodes and reach directions. In addition, values for $b_{d,e,0}$, must be learned for each electrode, and the initial weight, $n_0$, which will be assigned to these means must be determined.

Given a collection of days, $D_{Train}$, we estimate values for $b_{d,e,0}$, $o_{e,j}$ and $v_{e,j}$ as follows. First, for each day in $D_{Train}$ we estimate the average spike counts on each electrode over all reach directions, $\hat{\mu}_{d,e}$, and the average spike counts on each electrode when the subject made reaches in direction $j$, $\hat{\mu}_{d,e,j}$. We calculate
\[ \hat{\mu}_{d,e} = \frac{\sum_{t=1}^{T_d} x_{d,e,t}}{T_d}, \quad (2.19) \]

and

\[ \hat{\mu}_{d,e,j} = \frac{\sum_{t:y_{d,t} = j} x_{d,e,t}}{T_{d,j}}, \quad (2.20) \]

where \( T_d \) is the number of trials on day \( d \), and \( T_{d,j} \) is the total number of trials with reaches in direction \( j \) on day \( d \). Having calculated these intermediate values, an estimate of \( b_{d,e,0} \) is then calculated as the average of the daily average spike counts as

\[ \hat{b}_{d,e,0} = \frac{\sum_{d \in D_{\text{Train}}} \hat{\mu}_{d,e}}{|D_{\text{Train}}|}, \quad (2.21) \]

where \( |D_{\text{Train}}| \) is the number of days in \( D_{\text{Train}} \). Estimates for the class-electrode offsets, \( o_{e,j} \), are calculated as the average of the difference between daily class-electrode mean spike counts and the daily average spike counts. We write this as

\[ \hat{o}_{e,j} = \frac{\sum_{d \in D_{\text{Train}}} \hat{\mu}_{d,e,j}}{|D_{\text{Train}}|} - \hat{\mu}_{d,e}. \quad (2.22) \]

Finally, the electrode-class variances, \( v_{e,j} \), are estimated as

\[ \hat{v}_{e,j} = \frac{\sum_{d \in D_{\text{Train}}} \sum_{t:y_{d,t} = j} (x_{d,e,t} - \hat{\mu}_{d,e,j})^2}{\left( \sum_{d \in D_{\text{Train}}} T_{d,j} \right) - 1}, \quad (2.23) \]

which can be understood as a generalization of the standard formula for the variance of a sample generalized to account for values of \( \mu_{d,e,j} \) which may change between days.

**Learning the value of \( n_0 \)** The equations above are used to estimate values for the \( b_{d,e,0}, o_{e,j} \) and \( v_{e,j} \) parameters of the model. We turn to cross-validation to learn a value for \( n_0 \), which is the amount of weight or number of virtual samples that should be assigned to the initial estimate of marginal spike counts for a day, \( b_{d,e,0} \).

In the cross-validation procedure, we seek the value of \( n_0 \) which will produce the highest classification accuracy on novel data. To do this, multiple rounds of training and validation are performed on the data that is present in \( D_{\text{Train}} \). In each round, one day in \( D_{\text{Train}} \) is set aside as a validation day. On the remaining days, the \( b_{d,e,0}, o_{e,j} \) and \( v_{e,j} \) parameters of the model are learned. Importantly, these values are learned on all days in \( D_{\text{Train}} \) except the validation day. This is critical because cross-validation uses the validation day to simulate classification on novel data, and it is therefore important that none of the trials in the validation day are used for learning any part of the model for a round of cross-validation. After learning these parameters, a value of \( n_0 \) is selected and the classifier is used to predict reach direction for each trial in the validation day. This is repeated for a range of \( n_0 \) values. For a single round of cross-validation, one or more values of \( n_0 \) will produce the highest classification accuracy on the validation day. To select the final value of \( n_0 \) for use in the trained classifier, a round of cross validation is performed for each day in \( D_{\text{Train}} \), and the value of \( n_0 \) which produces the highest average accuracy across all rounds is chosen.
2.3 Results

2.3.1 Tracking Tuning Parameter Drift Across Time

Figs. 2.5 and 2.6 show the results of the analysis of drifting tuning parameters for monkeys L and I, respectively. Throughout this chapter threshold crossings were collected in a single window per trial. In this analysis and in all of the work in the rest of this chapter, we count spikes falling in a single 250 millisecond long window for each trial starting 150 milliseconds after the go cue. As described in section 2.2.2 spike counts from each electrode were then convolved with a Gaussian kernel to produce smoothed estimates of tuning parameters across trials. The results presented here were obtained with a kernel width of 100 trials. Results obtained with kernel widths of 25, 50 and 200 trials were qualitatively similar (see appendix A).

Panel A in Fig. 2.5 shows the traces of two tuning parameters for one electrode for monkey L. Traces for monkey I were similar but are not shown. Three important properties of tuning parameter drift are apparent in this plot. First, tuning parameters change much more between than within days. Second, tuning parameters for the same electrode tend to move up and down together across days. Finally, tuning parameters do not tend to drift progressively further from their values on day 1 over time.

Fig. 2.5B and Fig. 2.6A provide a quantitative measurement of the observation that tuning parameters appear to drift more between than within days. The drift of a tuning parameter within a single day is quantified as the standard deviation of its estimated values over all of the trials within a day, $\sigma_{d,e,j}$. This can be measured for all days, electrodes and reach directions. The distribution of all $\sigma_{d,e,j}$ values is plotted as the dashed line in each figure. Similarly, drift between days is quantified as the standard deviation of mean tuning parameter values for each day, $\sigma_{e,j}$. The distribution of $\sigma_{e,j}$ parameters is plotted as the solid line in both figures. The mean of the between-day standard deviation values is significantly larger than that of the within-day standard deviation values (permutation test, $p < .01$). This finding motivates the decision to simplify the self-recalibrating classifiers so that they ignore within-day drift but compensate for between-day drift in tuning parameters.

Fig. 2.5D and Fig. 2.6B provide evidence that tuning parameters on the same electrode drift in a correlated manner. Correlation coefficients for all pairs of daily mean tuning parameters (the black dots for the example pair of tuning parameters in Fig. 2.5C) on the same electrode were calculated for each electrode. We also examined correlation across electrodes by measuring the correlation of daily mean values for pairs of tuning parameters for the same reach direction across all pairs of electrodes. The distribution of these two sets of correlation values is shown in Fig. 2.5D and Fig. 2.6B. For both subjects, correlation values for tuning parameters on the same electrode concentrate near 1. This insight has important practical implications for the design of self-recalibrating classifiers which will be detailed in section 2.4.

While tuning parameters drift in a correlated manner on the same electrode, it is important to point out that the distributions of correlation coefficients in Fig. 2.5D and Fig. 2.6B leave room for tuning parameters to move in a limited manner relative to one another while still moving up and down together. Indeed, this is visible in Fig. 2.5A where traces of the two tuning parameters move up and down together between days but are closer to one another on days 1-4 than they are for days 7-10, for example. We will show below that our decoders, which use a simplified design that models parameters on the same electrode as moving in perfect lockstep, achieve good performance, but future decoders could be developed to model additional aspects of tuning parameter drift. Interested readers may refer to appendix A, where we quantify changes in modulation depth across time.

Fig. 2.5E and Fig. 2.6C measure the tendency of tuning parameters to progressively drift from their value on day 1. The percent change of the mean tuning parameter values from day 1, $\Delta_{d,e,j}$, for days 2 and on for all tuning parameters was calculated. The average of the absolute value of the percent change in tuning parameter values across all electrodes and reach directions for each day was then plotted in these figures. When performing this analysis, for numerical reasons we removed any electrodes which had a value of less than .001 spikes/window for any reach direction on day 1. The results are shown in Fig. 2.5E and Fig. 2.6C. If tuning parameters drift in an unconstrained manner, the average of the unsigned $\Delta_{d,e,j}$ values should monotonically increase with time. However, average values do not appear to systematically increase with time, supporting the conclusion that tuning parameters can drift from day to day but do so in a constrained manner.
Figure 2.5: Statistical structure of changes in tuning parameters across days for monkey L. (A) Example traces of $\hat{\mu}_{d,e,j,t}$ for two representative tuning parameters on the same electrode across the first 25 days of data. Background shading represents day boundaries. (B) Distribution of the between ($\sigma_{e,j}$ for all $e$ and $j$) and within-day ($\sigma_{d,e,j}$ for all $d$, $e$, and $j$) standard deviations of tuning parameters. A small number (0.08%) of within-day standard deviations are outside the range of this plot. (C) Daily means (black dots) and associated ellipses which indicate regions in which tuning parameters for each day fall with approximately 95% probability for the same $\hat{\mu}_{d,e,j,t}$ parameters shown in panel A on each of the 41 days of recorded data. (D) Distribution of correlation coefficients computed across and within electrode pairs. To relate panel C to D, the correlation of the cloud of 41 black points in panel C is one of the 96 × (7/2) pairs of correlations that was used to construct the “same electrode” distribution in panel D. (E) Average values with 95% confidence intervals of unsigned percent change of mean tuning parameter values on days 2-41 from their corresponding value on day 1. Three electrodes were withheld form this analysis due to the small value of the tuning parameter for one or more reach directions on day 1. See text for details.
Figure 2.6: Summary of the statistical structure of changes in tuning parameters across days for monkey I. Panels A, B and C correspond to panels B, D and E in Fig. 2.5. No electrodes were withheld when calculating the average shown in panel C. For space reasons, panels showing representative parameters traces and the spread of values for a pair of tuning parameters are not shown for monkey I.

2.3.2 Evaluation of Classifier Stability with Prerecorded Data

We compare the performance of the $SR$, $SR_S$, standard retrained and standard non-retrained classifiers on the two prerecorded datasets described in section 2.2. The large number of days in each makes these ideal datasets for evaluating classifier stability.

The standard retrained classifier is trained fresh each day using the first 400 trials of the day. After training, the classifier is used to predict reach direction on each of the remaining trials of the day. Importantly, while true reach direction is known for each trial of the datasets and is used for training, this information is not made available to the classifier when predicting reach direction (testing) and is only used after a prediction is made to evaluate classifier accuracy.
The $SR$, $SR_S$ and standard non-retrained classifiers must be initially trained on a small number of days where neural activity is recorded and the desired reach direction for trials is known. After this they require no further training when classifying reach direction on days when only neural activity is available. For this analysis, all trials on the first 10 days of each dataset are used for training these classifiers. After this training, the classifiers are used to classify reach direction for trials on the remaining days of each dataset. To allow a fair head-to-head comparison with the standard retrained classifier, classification on each test day for these classifiers begins at trial 401 of each day. In this way, the set of trials that each classifier predicts reach direction for is the same on any given day. The breakup of data for training and testing each of the classifiers is shown in Fig. 2.7B.

When training all classifiers, any electrode with an average of less than two spike counts per trial on the training data (the first 400 trials of each day for the standard retrained classifier and all trials on days 1-10 for the standard non-retrained, $SR$ and $SR_S$ classifiers) is not used when subsequently decoding reach direction on test data. This step prevents these electrodes from causing problems if their average spike counts were to rise at a later point in time when performing classification. Critically, this can be done in clinical practice as the criterion for exclusion is based only on training data.

### 2.3.3 Performance of the Standard Classifier without Daily Retraining

We now examine the implications of tuning parameter drift on the standard non-retrained classifier. The performance of this classifier indicates what might happen if we simply used the standard classifier without retraining and did nothing to account for drifting tuning parameters. Of course, this is an offline analysis and subjects may be able to adapt their neural signals through cognitive strategies in a closed loop setting to improve BCI performance [76], but the results presented here may still be considered as a type of lower bound on performance without retraining.
Figure 2.8: Daily accuracy values for the standard non-retrained and retrained classifiers for both subjects with 95% confidence intervals. The retrained classifier was retrained each day while the non-retrained classifier was trained on days preceding those decoded here and then held fixed. See Fig. 2.7 for a depiction of the partitioning of data when training and testing each classifier. The dashed line in each panel shows a linear fit of daily accuracy of the non-retrained classifier with test day. The slope of this fit is not significantly different from zero for either subject. Arrows on the right show overall accuracies of each classifier.

Examination of Fig. 2.8, which displays the average daily classification accuracy of the standard non-retrained classifier for both subjects, reveals two important findings. First, performance of the standard non-retrained classifier is substantially lower than that of the daily retrained classifier on most days. This motivates the development of classifiers which account for drifting tuning parameters. However, classification accuracy of the standard non-retrained classifier does not significantly decline with time, which constitutes the second finding. To quantify this claim, the slope of a linear fit to daily classification accuracy is not significantly different than zero for both subjects. Specifically, the 95% confidence interval for the slope, measured in units of percent accuracy per day, is (−.006, .006) for monkey L and (−.012, .001) for monkey I, which contains zero for both monkeys. While this finding might at first seem surprising, it is consistent with the finding above that tuning parameters do not show a systematic tendency to progressively wander from their values on day 1 but seem to vary within a relatively limited range.

Performance of the Self-Recalibrating Classifiers

Figs. 2.9 and 2.10 show the daily classification accuracies of the $SR$ and $SR_S$ classifiers for each subject. We emphasize that after these classifiers were trained on days 1-10 for a dataset, they were not provided with any information about the true reach direction of trials with which to retrain themselves when predicting reach direction on the following days. Instead, using the techniques described in section 2.2, the $SR$ and $SR_S$ classifiers simultaneously predicted reach direction and the daily value of tuning parameters from neural data alone. Therefore, the
classification accuracies reported here are indicative of what might be achieved in the clinic without any further daily supervised retraining or recalibration after the system is initially trained.

Figure 2.9: Daily performance of the self-recalibrating (top panel) and simplified self-recalibrating (bottom panel) classifiers with 95% confidence intervals for data from monkey L. Arrows on the right show overall accuracies of each classifier. Results for the standard classifier with and without daily retraining are reproduced from Fig. 2.8 for reference.

Figure 2.10: Daily performance of the self-recalibrating (top panel) and simplified self-recalibrating (bottom panel) classifiers with 95% confidence intervals for data from monkey I. Arrows on the right show overall accuracies of each classifier. Results for the standard classifier with and without daily retraining are reproduced from Fig. 2.8 for reference.

Table 2.1 compares the overall accuracies, calculated as the mean of the average daily accuracies, for all four classifiers considered in this chapter. The overall accuracies of the \( SR \) and \( SR_S \) classifiers were both 14% higher
than that of the standard non-retrained classifier for monkey L and 13% and 16%, respectively, higher for monkey I. These performance improvements were statistically significant for both self-recalibrating classifiers and both subjects (One Sided Wilcoxon Signed-Rank Test, \( p < 10^{-6} \) for both classifiers for monkey L, \( p < 10^{-5} \) for both classifiers for monkey I). Further, both self-recalibrating classifiers nearly recovered the accuracy achieved by the standard retrained classifier. The overall accuracy of the \( SR \) and the \( SR_S \) classifiers were both 1% higher than that of the retrained classifier for monkey L and only 5% and 3% lower for monkey I. These differences were not statistically significant for either self-recalibrating classifier and monkey L (One Sided Wilcoxon Signed-Rank Test, \( p > 0.1 \) for \( SR \) classifier and \( p > 0.05 \) for the \( SR_S \) classifier), while the small decrease in accuracies observed on the data for monkey I were (One Sided Wilcoxon Signed-Rank Test, \( p < 10^{-4} \) for \( SR \) classifier and \( p < 10^{-2} \) for the \( SR_S \) classifier). To be clear, the self-recalibrating classifiers decoded the exact same trials, trials 401 and on for each test day, as the retrained classifier and achieved this performance without the benefit that the retrained classifier had of being retrained on the fully labeled data of the first 400 trials of each day.

An important consideration when evaluating the performance of a self-recalibrating classifier is the number of trials required to learn tuning parameter values. A self-recalibrating classifier is of little use if its performance starts near chance each day and then takes hundreds of trials to reach acceptable prediction accuracy. Fig. 2.11 shows the average classification accuracy achieved by each of the self-recalibrating classifiers throughout the course of a decoding day for both subjects. These accuracies were calculated by dividing all of the trials decoded during a test day into sequential bins of twenty trials each and then calculating the average prediction accuracy in each of these bins over all days of data for a subject. The number of trials in each day varied, and the number of bins that accuracies could be calculated over was limited by the day with the fewest number of trials for each subject. Monkey L had at least 386 trials for classification on each test day and monkey I had at least 752. Examination of the plots in Fig. 2.11 reveal that both classifiers start a decoding day well above chance levels of performance. Further, the \( SR \) classifier shows little evidence of a “burn-in” period, where accuracy might be lower as tuning parameter values are being learned. It is likely that if there were more days of data present and smaller bin sizes could be used in the analysis, a burn-in period of less than 20 trials might become apparent, but in any case the \( SR \) classifier rapidly achieves steady state performance. The \( SR_S \) classifier shows evidence of slightly decreased performance in the first bin of 20 trials for both subjects, and performance appears to be at asymptotic levels by trials 21-40.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Monkey L</th>
<th>Monkey I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Retrained</td>
<td>60 ± 5%</td>
<td>62 ± 5%</td>
</tr>
<tr>
<td>Retrained</td>
<td>73 ± 2%</td>
<td>80 ± 2%</td>
</tr>
<tr>
<td>Self-Recalibrating</td>
<td>74 ± 2%</td>
<td>75 ± 1%</td>
</tr>
<tr>
<td>Simplified Self-Recalibrating</td>
<td>74 ± 2%</td>
<td>77 ± 1%</td>
</tr>
</tbody>
</table>

Table 2.1: Average daily accuracy with 95% confidence intervals for the standard non-retrained, retrained and both self-recalibrating classifiers for both subjects.

Fig. 2.12 displays tuning parameter estimates on two electrodes produced by both self-recalibrating classifiers on the first five days of test data for monkey L. Results for monkey I were similar. For this analysis, estimates for true tuning parameters were obtained by convolved spikes with a Gaussian kernel with a standard deviation of 100 trials as described in Methods with one exception: days were processed separately and not concatenated together. The \( SR \) classifier produces a distribution over tuning parameter values on each trial (shown as the distributions over \( \mu_{d,e,j}=1 \) and \( \mu_{d,e,j}=2 \) in Fig. 2.2), and the mean of these distributions, \( \mathbb{E}[\mu_{d,e,j}]_{x_{d,s}=1} \), was used to plot the traces in Fig. 2.12. Even though there are seven tuning parameters per electrode, traces for only two tuning parameters per electrode are shown for visual clarity. Characteristics of the way both classifiers predict tuning parameters become apparent with inspection of the plots in Fig. 2.12. First, on all days estimates for tuning parameters on the same electrode move up and down together. This immediately follows from the modeling assumption that tuning parameters on a given electrode are yoked to a single base value, \( b_{d,e} \), in eq. 2.5. Second, tuning parameter estimates vary more strongly at the beginning than at the end of a decoding session. This can be observed in the steep change in tuning parameter values at the beginning of certain days, such as day 14 for electrode 17 in Fig. 2.12. Intuitively, the reason for the reduced variability in tuning parameter estimates for both decoders is that confidence in estimates...
of base values increases as more neural activity is observed. Mathematically, this corresponds to less uncertainty in the distribution of base values, \( P(b_d|\{x_{d,s}\}_{s=1}^t) \), for the \( SR \) classifier and an increasing value of \( n_{d,t} \) for the \( SR_S \) classifier.

![Graphs showing accuracy over trial number for two monkeys with different classifiers](image)

Figure 2.11: Average accuracy throughout a decoding session for the \( SR \) and \( SR_S \) classifiers for both subjects with 95% confidence intervals. Accuracy values are calculated as the average classification accuracy in sequential bins of 20 trials over all test days for a subject. There were 386 or more trials for classification on each test day for monkey L and 752 or more on each test day for monkey I. Panels A and C show results for monkey L, while panels B and D show results for monkey I.

The “spikes” in the parameter estimates for an electrode produced by \( SR \) classifier visible in both figures occur when that electrode is flagged as behaving erratically by the mechanism for detecting anomalous spike counts, which may occur after the threshold for an electrode is reset, as described in section 2.2.4. When this occurs, the uncertainty around the base value for that electrode is increased. This allows spike counts collected immediately after an electrode is flagged to strongly influence parameter estimates, and just as at the beginning of a day, multiple trials have to pass before the uncertainty for the base value of a flagged electrode is reduced and parameter estimates vary less. The reader may notice that the plotted electrodes are flagged as behaving erratically multiple times within the same day. As explained in section 2.2.4, the false positive rate of the flagging mechanism was set to 1%; therefore, the frequency of parameter resets seen in Fig. 2.12 should not be understood to indicate the true frequency of anomalous events. While we do not show results for this, in practice the \( SR \) classifier appears to be reasonably robust without this mechanism to detect and compensate for electrodes with anomalous spike counts. In fact, classification accuracy of the \( SR \) classifier was markedly improved on only three days for monkey L and on no days for monkey I by its inclusion.
2.4 Discussion

The development of self-recalibrating classifiers for intracortical BCI has received little previous attention. In this chapter, we first characterized properties of tuning parameter drift which can be leveraged for the design of self-recalibrating classifiers. We provided evidence that between-day tuning parameter drift is substantially larger than within-day drift and that tuning parameters on the same electrode drift in a highly correlated manner. Further, tuning parameter drift appears constrained across time. This is consistent with the performance of a non-retrained classifier, which is unstable from day-to-day but does not tend to decline with time. We developed two novel, self-recalibrating classifiers which leverage the insights gained into tuning parameter drift to maintain stable performance over periods of 31 and 26 days of prerecorded data. This results in an approximate 15% improvement in overall accuracy compared to the standard classifier without daily retraining. This improvement was large enough that both self-recalibrating classifiers nearly recovered the accuracy achieved by the standard classifier when it was retrained daily.

The self-recalibrating classifiers presented in this chapter train themselves daily without knowledge of true reach directions. This is the first report of such classifiers for intracortical BCI to the authors’ knowledge. While these results must be verified in a closed-loop setting, they may represent a significant step towards the clinical viability of intracortical BCI systems. Indeed, future systems patterned off of the ideas in this chapter would be ready for use almost immediately after being powered on each day as threshold levels can be set via an automated method and the
classifiers update their parameters autonomously in the background during normal BCI use.

The classifiers presented here require foreknowledge of the window in time during which a user is making a decision. Previous work has demonstrated the utility of BCI systems subject to this constraint [77]. Further, self-paced BCI systems can be developed by combining the self-recalibrating classifiers presented here with previously published algorithms to determine at each point in time whether the user is intending to make a decision or not [50,51].

The two self-recalibrating classifiers performed very similarly. Is one to be preferred over the other for clinical application? The $SR_S$ classifier adds little computational cost to the standard BCI classifier. This has important implications for resource constrained systems, such as implantable medical devices. Computational hardware which supports the standard classifier will also likely support an upgrade to the simplified self-recalibrating classifier. However, the $SR$ classifier may still be preferred in two scenarios. First, as shown in Fig. 2.11 the $SR$ classifier requires fewer trials to reach stable levels of performance at the beginning of a decoding day. Second, the $SR_S$ classifier implicitly assumes that a user makes reaches in all directions with equal frequency. If this assumption is broken, which may occur if a user reaches predominantly in one direction, tuning parameter estimation will suffer. The $SR$ classifier bypasses this shortcoming by calculating the probability of reaching in each direction while estimating tuning parameters for each trial. In addition to these considerations, the $SR$ classifier makes modeling assumptions explicit. Changes to these assumptions can be carried out in a straight forward manner with the $SR$ classifier, and it not obvious how this might be done with the $SR_S$ classifier.

Tuning parameter estimates produced by both self-recalibrating classifiers could differ significantly from those estimated as ground truth. However, this did not prevent either classifier from nearly reproducing the decoding accuracy of the daily retrained standard classifier. While this may seem surprising, it is likely classification accuracy is robust to small deviations in estimated tuning parameters as long as their relative ordering is maintained. Our models ensure this by referencing all tuning parameters on an electrode to a single base value. Preliminary analyses with more complicated models which did not force tuning parameters on the same electrode to move in perfect lockstep and also modeled drift in tuning parameters within days did not reveal markedly improved decoding performance (data not shown). Therefore, as the ultimate goal of the work in this chapter is stable classification and not tuning parameter estimation, we believe the simpler models are to be preferred.

Our decoders also do not carry information about tuning parameters from one decoding day to the next. However, this does not significantly hinder decoding performance. This may seem surprising at first as Fig. 2.3A indicates that on some pairs of days the previous day’s tuning parameter values may be predictive of the next day’s values. However, we note that this is not the case for all days. In Fig. 2.3A, for example, there is a large jump in the value of parameters between days 4 and 5. Thus, on same days using information about the decoding parameters from the previous day would likely help the decoder learn the correct tuning parameters for the present day more quickly, and on some others it could hinder learning. Additionally, as shown in Figs. 11B and 11D, both decoders learn tuning parameter values quickly enough to allow average decoding performance to reach asymptotic levels in tens of trials. Thus, the improvement in decoding accuracy that could be realized by learning tuning parameters more quickly is fairly minimal. Finally, formally modeling a time series of base values between days would make our EM algorithm for the $SR$ classifier more complicated as the distribution of base values conditioned on observed data would no longer factor as a product of the distribution of base values on individual days (see equation eq. A.1. in appendix A), and additional parameters for a model of transitions in base values between days would need to be learned. Though these reasons motivate the simplification to not carry tuning parameter information between days, we acknowledge this may be interesting future work.

An important aim of this chapter was to identify properties of the drift in intracortical BCI signals that could be exploited for the development of simplified classifiers. The finding that tuning parameters on the same electrode drift in a highly correlated manner reduces the dimensionality of the space that tuning parameters must be tracked in as algorithms can track a single base value instead all individual parameters on an electrode. High correlations in the drift of tuning parameters on the same electrode may be consistent with changes in baseline firing rates. Changes in baseline could be driven by changes in recorded action potential amplitude [54], micromovements of the recording array relative to cortical tissue [66] and daily fluctuations in the value of the threshold that was used for spike detection. Whatever the mechanisms which underlie this behavior, robust classification was achieved by the relatively simple $SR_S$ classifier. The success of this simple approach is tantalizing because it suggests that any BCI
algorithm which can be parameterized by variables which are referenced to the average spike counts of electrodes could be made self-recalibrating by following a recipe similar to that presented in section 2.2.5 for the $S_{RS}$ classifier.

Another important finding was that tuning parameters drift much more between than within days. This suggests that self-recalibrating classifiers can be simplified to capture only between-day changes, as was done in this chapter. Recently Perge et al. investigated intracortical BCI signal stability within the context of decoding continuous control signals (i.e., regression) in closed loop human experiments [78]. While they do not explicitly compare within-day changes to between-day changes in BCI signals, they do report reduced decoding accuracy due to within-day changes in neural spike rates. The differing conclusions may be explained by the relative sensitivity of regressors and classifiers to changes in BCI signals. Even small signal changes in BCI signals will likely be reflected in the decoded output of a regressor, whereas the performance of a classifier will only be affected if the relative ordering of the probabilities assigned to each class (reach direction in this work) are altered. This should lend caution when applying our findings on tuning parameter drift to the continuous decoding scenario. While tuning parameters do move up and down together between days on the same electrode, other aspects of tuning, such as modulation depth, as shown in appendix A can also change. For the purposes of developing self-recalibrating classifiers for our datasets, we were able to simplify our classifiers and ignore these other aspects of drift. However, it may be that these simplifications would be more detrimental in the context of regression. This is not to degrade the importance of the present study. As discussed in the introduction, BCI classifiers offer unique and important clinical promise, and insights that allow for the unique simplification of BCI classifiers may facilitate their use in non-laboratory settings.

Recently Flint et al. have examined BCI performance of a non-retrained continuous decoder of arm movements in a closed loop setting [79] when either local field potentials or threshold crossings were used for control signals. We focus on their results for threshold crossings. Two findings of their work are of direct relevance to the present study. First, in an offline analysis of hand-control data, they report highly variable day-to-day performance but little change in average performance with time as decoders age after the initial day they were trained on. This is consistent with our similar finding for a discrete decoder. Second, when they measure correlation coefficients between a variety of measures of closed loop decoder performance and time, they show non-degrading performance over time for one subject and a mild degradation of performance for a second. Beyond these overall trends, day-to-day variability in performance is still apparent. While this may be partly due to variability in subject motivation, it is also quite possible that the use of self-recalibrating classifiers could have provided reduced day-to-day variability in performance in this closed loop setting.

There are at least two possible reasons tuning parameter drift is constrained across time, as we observed in this chapter. First, it may be the case that tuning parameters are fixed across days but our estimates varied from day to day due to fluctuations in threshold settings based on a finite sample (two seconds) of data. However, this likely does not entirely explain the changes in tuning parameters that we observe because the relationship between multiunit activity and arm kinematics can change even when threshold settings are held fixed across days [79]. A second tantalizing possibility is that micromovements of the recording array might underlie such tuning parameter changes so that electrodes are in a random position within a relatively stable neural environment. If this is the case, the development of recording arrays that maintain a more fixed position relative to brain tissue may hold promise for increasing the fundamental stability of signals for intracortical BCI use.
Chapter 3

Deterministic Symmetric Positive Semidefinite Matrix Completion

3.1 Background

We now move from an applied setting to theory and consider the problem of recovering a low-rank, symmetric positive semidefinite (SPSD) matrix when only some of its, possibly noise corrupted, entries are observed. Covariance matrices are examples of SPSD matrices which often appear in practice. If the activity of a population of neurons is truly low-dimensional, the covariance matrix for the population of neurons will be low-rank. In the rest of this thesis we will do more than simply recover covariance matrices, but for the moment, this chapter can be motivated by considering the problem of estimating the full covariance matrix for a population of neurons when we can only make pair-wise recordings from some but not all pairs of neurons in the population.

There are multiple scenarios, in addition to the one just mentioned, where we might wish to reconstruct a symmetric positive semidefinite (SPSD) matrix from a sampling of its entries. In multidimensional scaling, for example, pairwise distance measurements are used to form a kernel matrix and PCA is performed on this matrix to embed the data in a low-dimensional subspace. However, it may not be possible to measure pairwise distances for all variables, rendering the kernel matrix incomplete. More generally, SPSD matrices in the form of Gram matrices play a key role in a broad range of machine learning problems such as support vector machines [80], Gaussian processes [81] and nonlinear dimensionality reduction techniques [82] and the reconstruction of such matrices from a subset of their entries is of general interest.

In real world scenarios, the constraints that make it difficult to observe a whole matrix often also constrain which particular entries of a matrix are observable. In such settings, existing matrix completion results, which assume matrix entries are revealed in an unstructured, random manner [24–26,29,30,83–85] or the ability to finely query individual entries of a matrix in an adaptive manner [86,87] might not be applicable. This motivates us to examine the problem of recovering a SPSD matrix from a given, deterministic set of its entries. In particular we focus on reconstructing a SPSD matrix from a revealed set of its principal submatrices.

Recall that a principal submatrix of a matrix is a submatrix obtained by symmetrically intersecting rows and columns of the original matrix. When individual entries of a matrix are formed by pairwise measurements between experimental variables, principal submatrices are a natural way to formally capture how entries are revealed. See Fig. 3.1 for two example principal submatrices.
Figure 3.1: Two examples of principal submatrices, which are formed by symmetrically intersecting rows and columns. The set of intersected rows and columns is shown in the lighter grey, with the darker regions representing the principal submatrices. (A) A principal submatrix formed by intersecting adjacent rows and columns. (B) A principal submatrix formed from intersecting non-adjacent rows and columns.

Sampling principal submatrices also allows for an intuitive method of matrix reconstruction. As shown in Fig. 3.1 any \( n \times n \) rank \( r \) SPSD matrix \( A \) can be decomposed as \( A = CC^T \) for some \( C \in \mathbb{R}^{n \times r} \). Any principal submatrix of \( A \) can also be decomposed in the same way. Further, if \( \rho_i \) is an ordered set indexing the the \( i^{\text{th}} \) principal submatrix of \( A \), it must be that \( A(\rho_i, \rho_i) = C(\rho_i,:)C(\rho_i,:)^T \). This suggests we can decompose each \( A(\rho_i, \rho_i) \) to learn the the rows of \( C \) and then reconstruct \( A \) from the learned \( C \), but there is one complication. Any matrix, \( C(\rho_i,:) \), such that \( A(\rho_i, \rho_i) = C(\rho_i,:)C(\rho_i,:)^T \), is only defined up to an orthonormal transformation. The naive algorithm just suggested has no way of ensuring the rows of \( C \) learned from two different principal submatrices are consistent with respect to this degeneracy. Fortunately, the situation is easily remedied if the principal submatrices in question have some overlap, so that the \( C(\rho_i,:) \) matrices have some rows that map to each other. Under appropriate conditions explored below, we can learn unique orthonormal transformations rendering these rows equal, allowing us to align the \( C(\rho_i,:) \) matrices to learn a proper \( C \).

Figure 3.2: (A) An example \( A \) matrix with two principal submatrices, showing the correspondence between \( A(\rho_i, \rho_i) \) and \( C(\rho_i,:) \). (B) Mapping of \( C_1 \) and \( C_2 \) to \( C \), illustrating the role of \( \iota_i, \phi_i \) and \( \eta_i \).

**Contributions**

In this chapter, we make the following contributions.

1. We prove sufficient conditions, which are also necessary in certain situations, for the exact recovery of a SPSD matrix from a given set of its principal submatrices.

\footnote{Throughout this chapter we will use MATLAB indexing notation, so \( C(\rho_i,:) \) is the submatrix of \( C \) made up of the rows indexed by the ordered set \( \rho_i \).}
2. We present a novel algorithm which exactly recovers a SPSD matrix when the sufficient conditions are met.
3. The algorithm is generalized when the set of observed principal submatrices of a matrix are corrupted by noise. We present a theorem guaranteeing a bound on reconstruction error.

3.1.1 Related Work

The low rank matrix completion problem has received considerable attention since the work of Candès and Recht [23] who demonstrated that a simple convex problem could exactly recover many low-rank matrices with high probability. This work, as did much of what followed (e.g., [24,26]), made three key assumptions. First, entries of a matrix were assumed to be uncorrupted by noise and, second, revealed in a random, unstructured manner. Finally, requirements, such as incoherence, were also imposed to rule out matrices with most of their mass concentrated in a only a few entries.

These assumptions have been reexamined and relaxed in additional work. The case of noisy observed entries has been considered [29,30,83–85]. Others have reduced or removed the requirements for incoherence by using iterative, adaptive sampling schemes [86,87]. Finally, recent work [88,89] has considered the case of matrix recovery when entries are selected in a deterministic manner.

The work in this chapter considerably differs from this earlier work. Our applications of interest allow us to assume much structure, i.e., that matrices are SPSD, which our algorithm exploits, and our sufficient conditions make no appeal to incoherence. Our work also differs from previous results for deterministic sampling schemes (e.g., [88,89]), which do not consider noise nor provide sufficient conditions for exact recovery, instead approaching the problem as one of matrix approximation.

Previous work has also considered the problem of completing SPSD matrices of any [90] or low rank [91,92]. Our work to identify conditions for a unique completion of a given rank can be viewed as a continuation of this work where our sufficient and necessary conditions can be understood in a particularly intuitive manner due to our sampling scheme. Finally, the Nyström method [93] is a well known technique for approximating a SPSD matrix as low rank. It can also be applied to the matrix recovery problem, and in the noiseless case, sufficient conditions for exact recovery are known [94]. However, the Nyström method requires sampling full columns and rows of the original matrix, a sampling scheme which may not be possible in many of our applications of interest.

3.2 Preliminaries

3.2.1 Deterministic Sampling for SPSD Matrices

We denote the set of index pairs for the revealed entries of a matrix by $\Omega$. Formally, an index pair, $(i, j)$, is in $\Omega$ if and only if we observe the corresponding entry of an $n \times n$ matrix so that $\Omega \subseteq [n] \times [n]$. In this work, we assume $\Omega$ indexes a set of principal submatrices of a matrix. Let $\Omega_l \subseteq \Omega$ indicate a subset of $\Omega$. If $\Omega_l$ indexes a principal submatrix of a matrix, it can be compactly described by the unique set of row (or equivalently column) indices it contains. Let $\rho(\Omega_l) = \{i | (i, j) \in \Omega_l\}$ be the set of row indices contained in $\Omega_l$. For compactness, let $\rho_l = \rho(\Omega_l)$. Finally, let $\cdot$ indicate cardinality. Then, for an $n \times n$ matrix, $A$, of rank $r > 0$ we make the following assumptions on $\Omega$.

(A1) $\rho(\Omega) = [n]$.

(A2) There exists a collection $\Omega_1, \ldots, \Omega_k$ of subsets of $\Omega$ such that $\Omega = \bigcup_{l=1}^{k} \Omega_l$, and for each $\Omega_l$, $(i, i) \in \Omega_l$ and $(j, j) \in \Omega_l$ if and only if $(i, j) \in \Omega_l$ and $(j, i) \in \Omega_l$.

(A3) There exists a collection $\Omega_1, \ldots, \Omega_k$ of subsets of $\Omega$ such that $A2$ holds and if $k > 1$, there exists an ordering $\tau_1, \ldots, \tau_k$ such that for all $i \geq 2$, $|\rho_{\tau_l} \cap \bigcup_{j=1}^{l-1} \rho_{\tau_j}| \geq r$.

The first assumption ensures $\Omega$ indexes at least one entry for each row of $A$. Assumption A2 requires that $\Omega$ indexes a collection of principal submatrices of $A$, and A3 allows for the possible alignment of rows of $C$ (recall, $A = CC^T$) estimated from each principal submatrix.

We use the notation, $[n]$ to indicate the set $\{1, \ldots, n\}$.
Algorithm 1 SPSD Matrix Recovery \((r, \{ \tilde{E}_l, \Lambda_l, \tau_l, \rho_l, \phi_l, \eta_l \}_{l=1}^k)\)

Initialize \( \hat{C} \) as a \( n \times r \) matrix.

1. \( \hat{C}(\rho_{\tau_1}, :) \leftarrow \tilde{E}_{\tau_1}(:, 1 : r)\tilde{\Lambda}_{r_1}^{1/2}(1 : r, 1 : r) \)
2. For \( l \in \{2, \ldots, k\} \)
   (a) \( \hat{C}_l \leftarrow \tilde{E}_{\tau_l}(:, 1 : r)\tilde{\Lambda}_{r_l}^{1/2}(1 : r, 1 : r) \)
   (b) \( \hat{W}_l \leftarrow \arg \min_{W : W^T = I} \| \hat{C}(\tau_l, :) - \hat{C}_l(\phi_l, :)W \|^2_F \)
   (c) \( \hat{C}(\rho_{\tau_l} \setminus \tau_l, :) \leftarrow \hat{C}_l(\eta_l, :)\hat{W}_l \)
3. Return \( \hat{A} = \hat{C}\hat{C}^T \)

3.2.2 Additional Notation

Denote the set of real, \( n \times n \) SPSD matrices by \( S^n_+ \), and let \( A \in S^n_+ \) be the rank \( r > 0 \) matrix to be recovered. For the noisy case, \( \tilde{A} \) will indicate a perturbed version of \( A \). We will use the notation \( A_l \) to indicate the principal submatrix of a matrix \( A \) indexed by \( \Omega_l \).

Denote the eigendecomposition of \( A \) as \( A = ELAE^T \) for the diagonal matrix \( \Lambda \in \mathbb{R}^{r \times r} \) containing the non-zero eigenvalues of \( A \), \( \lambda_1 \geq \ldots \geq \lambda_r \), along its diagonal and the matrix \( E^{n \times r} \) containing the corresponding eigenvectors of \( A \) in its columns. Let \( n_l \) denote the size of \( A_l \) and \( r_l \) the rank. Because \( A_l \) is a principal submatrix of \( A \), it follows that \( A_l \in S^{n_l}_+ \). Denote the eigendecomposition of each \( A_l \) as \( A_l = E_l\Lambda_l E_l^T \) for the matrices \( \Lambda_l \in \mathbb{R}^{r_l \times r_l} \) and \( E_l \in \mathbb{R}^{n_l \times r_l} \). We add tildes to the appropriate symbols for the eigendecomposition of \( \tilde{A} \) and its principal submatrices.

Finally, let \( \tau_l = \rho_{\tau_l} \cap (\cup_{j=1,\ldots,l-1} \rho_{\tau_j}) \) be the intersection of the indices for the \( l^{th} \) principal submatrix with the indices of the all of the principal submatrices ordered before it. Let \( C_l \) be a matrix such that \( C_lC_l^T = A_l \). If \( A_l \) is a principal submatrix of \( A \) there will exist some \( C_l \) such that \( C(\rho_{\tau_l}, :) = C_l \). For such a \( C_l \), let \( \phi_l \) be an index set that assigns the rows of the matrix \( C(\tau_l, :) \) to their location in \( C_l \), so that \( C(\tau_l, :) = C_l(\phi_l, :) \) and let \( \eta_l \) assign the rows of \( C(\rho_{\tau_l} \setminus \tau_l, :) \) to their location in \( C_l \), so that \( C(\rho_{\tau_l} \setminus \tau_l, :) = C_l(\eta_l, :) \). The role of \( \rho_l, \tau_l, \eta_l \) and \( \phi_l \) is illustrated for the case of two principal submatrices with \( \tau_1 = 1, \tau_2 = 2 \) in Figure 3.1.

3.3 The Algorithm

Before establishing a set of sufficient conditions for exact matrix completion, we present our algorithm. Except for minor notational differences, the algorithms for the noiseless and noisy matrix recovery scenarios are identical, and for brevity we present the algorithm for the noisy scenario.

Let \( \Omega \) sample the observed entries of \( \tilde{A} \) so that \( A_l \) through \( A_3 \) hold. Assume each perturbed principal submatrix, \( A_l \), indexed by \( \Omega \) is SPSD and of rank \( r \) or greater. These assumptions on each \( A_l \) will be further explored in section 3.5. Decompose each \( A_l \) as \( \hat{A}_l = \tilde{E}_l\tilde{\Lambda}_l\tilde{E}_l^T \), and form a rank \( r \) matrix \( \hat{C}_l \) as \( \hat{C}_l = \tilde{E}_l(:, 1 : r)\tilde{\Lambda}_l^{1/2}(1 : r, 1 : r) \).

The rows of the \( \hat{C}_l \) matrices contain estimates for the rows of \( C \) such that \( A = \hat{C}\hat{C}^T \), though rows estimated from different principal submatrices may be expressed with respect to different orthonormal transformations. Without loss of generality, assume the principal submatrices are labeled so that \( \tau_1 = 1, \ldots, \tau_k = k \). Our algorithm begins to construct \( \hat{C} \) by estimating \( \hat{C}(\rho_{\tau_1}, :) = \hat{C}_1 \). In this step, we also implicitly choose to express \( \hat{C} \) with respect to the basis for \( \hat{C}_1 \). We then iteratively add rows to \( \hat{C} \), for each \( \hat{C}_l \) adding the rows \( \hat{C}_l(\eta_l, :) \) to \( \hat{C} \). To estimate the orthonormal transformation to align the rows of \( \hat{C}_l \) with the rows of \( \hat{C} \) estimated in previous iterations, we solve the following optimization problem

\[
\hat{W}_l = \arg \min_{W : W^T = I} \| \hat{C}(\tau_l, :) - \hat{C}_l(\phi_l, :)W \|^2_F .
\]

In words, equation 3.1 estimates \( \hat{W}_l \) so that the rows of \( \hat{C}_l \) which overlap with the previously estimated rows of \( \hat{C} \) match as closely as possible. In the noiseless case, 3.1 is equivalent to \( \hat{W}_l = W : \hat{C}(\tau_l, :) - \hat{C}_l(\phi_l, :)W = 0 \).
Equation 3.1 is known as the Procrustes problem and is non-convex, but its solution can be found in closed form and sufficient conditions for its unique solution are known [95].

After learning \( \hat{W}_l \) for each \( \hat{C}_l \), we build up the estimate for \( \hat{C} \) by setting \( \hat{C}(\rho_l \setminus \tau_l) = \hat{C}(\eta_l) \hat{W}_l \). This step adds the rows of \( \hat{C}_l \) that do not overlap with those already added to \( \hat{C} \) to the growing estimate of \( \hat{C} \). If we process principal submatrices in the order specified by \( A_3 \), this algorithm will generate a complete estimate for \( \hat{C} \). The full matrix \( \hat{A} \) can then be estimated as \( \hat{A} = \hat{C}\hat{C}^T \). The pseudocode for this algorithm is given in Algorithm 1.

### 3.4 The Noiseless Case

We begin this section by stating one additional assumption on \( A \).

(A4) There exists a collection \( \Omega_1, \ldots, \Omega_k \) of subsets of \( \Omega \) such that \( A_2 \) holds and if \( k > 1 \), there exists an ordering \( \tau_1, \ldots, \tau_k \) such that the rank of \( A(\tau_l, \tau_l) \) is equal to \( r \) for each \( l \in \{2, \ldots, k\} \).

In Theorem 2 we show that \( A_1 - A_4 \) are sufficient to guarantee the exact recovery of \( A \). Conditions \( A_1 - A_4 \) can also be necessary for the unique recovery of \( A \) by any method, as we show next in Theorem 1. Theorem 1 may at first glance appear quite simple, but it is a restatement of Lemma 20 in the appendix, from which more general necessity results can be derived. Specifically, Corollary 21 in the appendix can be used to establish necessity conditions for recovering \( A \) from a set of its principal submatrices which can be aligned in an overlapping sequence (e.g., submatrices running down the diagonal of \( A \)), which might be encountered when constructing a covariance matrix from sequentially sampled subgroups of variables. Corollary 22 establishes a similar result when there exists a set of principal submatrices which have no overlap among themselves but all overlap with one other submatrix not in the set, and Corollary 23 establishes that it is often sufficient to find just one principal submatrix that obeys certain conditions with respect to the rest of the sampled entries of the matrix to certify the impossibility of matrix completion. This last corollary in fact applies even when the rest of the sampled entries do not fall into a union of principal submatrices of the matrix.

**Theorem 1.** Let \( \Omega \neq \{n\} \times \{n\} \) index \( A \) so that \( A_2 \) holds for some \( \Omega_1 \subseteq \Omega \) and \( \Omega_2 \subseteq \Omega \). Assume rank \( \{A(\rho_1, \rho_1)\} = \text{rank} \{A(\rho_2 \setminus \tau_2, \rho_2 \setminus \tau_2)\} = r \). Then \( A_1, A_3 \) and \( A_4 \) must hold with respect to \( \Omega_1 \) and \( \Omega_2 \) for \( A \) to be recoverable by any method.

The proof can be found in the appendix. Here we briefly provide the intuition. Key to understanding the proof is recognizing that recovering \( A \) from the set of entries indexed by \( \Omega \) is equivalent to learning a matrix \( C \) from the same set of entries such that \( A = C C^T \). If \( A_1 \) is not met, a complete row and the corresponding column of \( A \) is not sampled, and there is nothing to constrain the estimate for the corresponding row of \( C \). If \( A_3 \) and \( A_4 \) are not met, we can construct a \( C \) such that all of the entries of the matrices \( A \) and \( C C^T \) indexed by \( \Omega \) are identical yet \( A \neq C C^T \).

We now show that our algorithm can recover \( A \) as soon as the above conditions are met, establishing their sufficiency.

**Theorem 2.** Algorithm 1 will exactly recover \( A \) from a set of its principal submatrices indexed by \( \Omega_1, \ldots, \Omega_k \) which meets conditions \( A_1 \) through \( A_4 \).

The proof, which is provided in the appendix, shows that in the noiseless case, for each principal submatrix, \( A_t \) of \( A \), step 2a of Algorithm 1 will learn an exact \( \hat{C}_t \) such that \( A_t = \hat{C}_t \hat{C}_t^T \). Further, when assumptions \( A_3 \) and \( A_4 \) are met, step 2b will correctly learn the orthonormal transformation to align each \( \hat{C}_t \) to the previously added rows of \( \hat{C} \). Therefore, progressive iterations of step 2 correctly learn more and more rows of a unified \( \hat{C} \). As the algorithm progresses, all of the rows of \( C \) are learned and the entirety of \( A \) can be recovered in step 3 of the algorithm.

It is instructive to ask what we have gained or lost by constraining ourselves to sampling principal submatrices. In particular, we can ask how many individual entries must be observed before we can recover a matrix. A SPSD matrix has at least \( nr \) degrees of freedom, and we would not expect any matrix recovery method to succeed before at least this many entries of the original matrix are revealed. The next theorem establishes that our sampling scheme is not necessarily wasteful with respect to this bound.

**Theorem 3.** For any rank \( r > 0 \) matrix \( A \in S_n^+ \) there exists a \( \Omega \) such that \( A_1 - A_3 \) hold and

\[
|\Omega| \leq n(2r + 1).
\]
Of course, this work is motivated by real-world scenarios where we are not at the liberty to finely select the principal submatrices we sample, and in practice we may often have to settle for a set of principal submatrices which sample more of the matrix. However, it is reassuring to know that our sampling scheme does not necessarily require a wasteful number of samples.

We note that assumptions A1 through A4 have an important benefit with respect to a requirement of incoherence. Incoherence is an assumption about the entire row and column space of a matrix and cannot be verified to hold with only the observed entries of a matrix. However, assumptions A1 through A4 can be verified to hold for a matrix of known rank using its observed entries. Thus, it is possible to verify that these assumptions hold for a given $\Omega$ and $A$ and provide a certificate guaranteeing exact recovery before matrix completion is attempted.

### 3.5 The Noisy Case

We analyze the behavior of Algorithm 1 in the presence of noise. For simplicity, we assume each observed, noise corrupted principal submatrix is SPSC so that the eigendecompositions in steps 1 and 2a of the algorithm are well defined. In the noiseless case, to guarantee the uniqueness of $\hat{A}$, A4 required each $A(t_l, u_l)$ to be of rank $r$. In the noisy case, we place a similar requirement on $\hat{A}(t_l, u_l)$, where we recognize that the rank of each $\hat{A}(t_l, u_l)$ may be larger than $r$ due to noise.

(A5) There exists a collection $\Omega_1, \ldots, \Omega_k$ of subsets of $\Omega$ such that $A2$ holds and if $k > 1$, there exists an ordering $\tau_1, \ldots, \tau_k$ such that the rank of $\hat{A}(t_l, u_l)$ is greater than or equal to $r$ for each $l \in \{2, \ldots, k\}$.

(A6) There exists a collection $\Omega_1, \ldots, \Omega_k$ of subsets of $\Omega$ such that $A2$ holds and $\hat{A}_l \in S_{+}^{n_l}$ for each $l \in \{1, \ldots, k\}$.

In practice, any $\hat{A}_l$ which is not SPSC can be decomposed into the sum of a symmetric and an antisymmetric matrix. The negative eigenvalues of the symmetric matrix can then be set to zero, rendering a SPSD matrix. As long as this resulting matrix meets the rank requirement in A5, it can be used in place of $\hat{A}_l$. Our algorithm can then be used without modification to estimate $\hat{A}$.

**Theorem 4.** Let $\Omega$ index an $n \times n$ matrix $\hat{A}$ which is a perturbed version of the rank $r$ matrix $A$ such that $A1 - A6$ simultaneously hold for a collection of principal submatrices indexed by $\Omega_1, \ldots, \Omega_k$.

Let $b \geq \max_{i \in [k]} |C_i|_F$ for some $C_i \in \mathbb{R}^{n_i \times r}$ such that $A_l = C_l C_l^T$, $\zeta \geq \lambda_{l,1}$ and $\delta \leq \min\{\min_{i \in [r-1]} |\lambda_{l,i} - \lambda_{l,i+1}|, |\lambda_{l,r}|\}$ for all $l$. Assume $\|A_l - \hat{A}_l\|_F \leq \epsilon$ for all $l$ for some $\epsilon < \min\{b^2 / r, \delta / 2, 1\}$. Then if in step 2 of Algorithm 1 \[ \text{rank}\{\hat{C}_l(\hat{\phi}_{l,:})^T \hat{C}(t_l,:}\} = r \text{ for all } l \geq 2, \] Algorithm 1 will estimate an $\hat{A}$ from the set of principal submatrices of $\hat{A}$ indexed by $\Omega$ such that

$$\|A - \hat{A}\|_F \leq 2G^{k-1}L\|C\|_F \sqrt{r} + G^{2k-2}L^2 \epsilon,$$

where $C \in \mathbb{R}^{n \times r}$ is some matrix such that $A = CC^T$, $G = 4 + 12 / v$, and $v \leq \lambda_r(A(t_l, u_l)) / b^2$ for all $l \geq 2$ and $L = \sqrt{1 + \frac{16\zeta}{\delta^2} + \frac{8\sqrt{2}v^{1/2}}{\delta^{3/2}}}$. The proof is left to the appendix and is accomplished in two parts. In the first part, we guarantee that the ordered eigenvalues and eigenvectors of each $A_l$, which are the basis for estimating each $\hat{C}_l$, will not be too far from those of the corresponding $A_l$. In the second part, we bound the amount of additional error that can be introduced by learning imperfect $\hat{W}$ matrices which result in slight misalignments as each $\hat{C}_l$ matrix is incorporated into the final estimate for the complete $\hat{C}$. This second part relies on a general perturbation bound for the Procrustes problem, derived as Lemma 30 in the appendix.

Our error bound is non-probabilistic and applies in the presence of adversarial noise. While we know of no existing results for the recovery of matrices from deterministic samplings of noise corrupted entries, we can compare our work to bounds obtained for various results applicable to random sampling schemes, (e.g., [30, 83, 84]). These results require either incoherence [29, 83], boundedness [84] of the entries of the matrix to be recovered or assume the sampling scheme obeys the restricted isometry property [30]. Error is measured with various norms, but in all cases...
shows a linear dependence on the size of the original perturbation. For this initial analysis, our bound establishes that reconstruction error consistently goes to 0 with perturbation size, and we conjecture that with a refinement of our proof technique we can prove a linear dependence on $\epsilon$. We provide initial evidence for this conjecture in the results below.

### 3.6 Simulations

We demonstrate our algorithm’s performance on simulated data, starting with the noiseless setting in Fig. A. Fig. 3.3A shows three sampling schemes, referred to as masks, that meet assumptions A1 through A3 for a randomly generated $40 \times 40$ rank 4 matrix. In all of the noiseless simulations, we simulate a rank $r$ matrix $A \in \mathbb{S}^n_+$ by first randomly generating a $C \in \mathbb{R}^{n \times r}$ with entries individually drawn from a $\mathcal{N}(0, 1)$ distribution and forming $A$ as $A = CC^T$. The block diagonal mask is formed from $5 \times 5$ principal submatrices running down the diagonal, each principal submatrix overlapping the one to its upper left. Such a mask might be encountered in practice if we obtain pairwise measurements from small sets of variables sequentially. The $l$th principal submatrix of the full columns mask is formed by sampling all pairs of entries, $(i, j)$ indexed by $i, j \in \{1, 2, 3, 4, l + 4\}$ and might be encountered when obtaining pairwise measurements between sets of variables, where some small number of variables is present in all sets. The random mask is formed from principal submatrices randomly generated to conform to assumptions A1 through A3 and demonstrates that masks with non-obvious structure in the underlying principal submatrices can conform to assumptions A1 through A3. Algorithm correctly recovers the true matrix from all three masks.

In panel Fig. 3.3B, we modify these three types of masks so each is made up of size $25 \times 25$ principal submatrices and $\min_l |\epsilon_l|$, the minimal overlap of a principal submatrix with those ordered before it, is 10 for each and attempt to reconstruct random matrices of size $55 \times 55$ and increasing rank. For matrices of rank $r \leq 15$, corollaries 7 – 9 in the appendix can be applied to these scenarios to establish the necessity that $\min_l |\epsilon_l|$ be greater than or equal to $r$ for a
rank $r$ matrix. We see that matrix recovery is successful for rank 10 or less, as predicted by theory, and unsuccessful for matrices of greater rank. In Fig. 3.3C, we show this is not unique to masks with minimal overlap of 10. Here we generate block diagonal masks with minimal overlap between the principal submatrices varying between 0 and 54. For each overlap value, we then attempt to recover matrices of rank 1 through $\sigma + 1$, where $\sigma$ is the minimal overlap value. To guard against false positives, we randomly generated 10 matrices of a specified rank for each mask and only indicated success in black if matrix completion was successful in all cases. Matrix completion failed exactly when the rank of the underlying matrix exceeded the minimal overlap value of the mask. Identical results were obtained for the full column and random masks.

![A Noisy Matrix Reconstruction Error](image)

![B Noisy Matrix Reconstruction Error Adjusted for Rank](image)

Figure 3.4: Noisy simulation results. (A) Reconstruction error with increasing amounts of noise applied to the original matrix. (B) Traces in panel (A), each divided by its value at $\epsilon = \epsilon_{\text{min}}$.

We provide evidence the dependence on $\epsilon$ in Theorem 4 should be linear in Fig. 3.4. We generate random $55 \times 55$ matrices of rank 1 through 10. Matrices were generated as in the noiseless scenario and normalized to have a Frobenius norm of 1. We use a block diagonal mask with $25 \times 25$ blocks and an overlap of 15 and randomly generate SPSD noise, scaled so that $\| A_l - \hat{A}_l \| = \epsilon$ for each principal submatrix. We sweep through a range of $\epsilon \in [\epsilon_{\text{min}}, \epsilon_{\text{max}}]$ for a $\epsilon_{\text{min}} > 0$ and a $\epsilon_{\text{max}}$ determined by the matrix with the tightest constraint on $\epsilon$ in theorem 4. Fig. 3.4A shows that reconstruction error generally increases with $\epsilon$ and the rank of the matrix to be recovered. To better visualize the dependence on $\epsilon$, in Fig. 3.4B, we plot $\| A - \hat{A} \|_F / \| A - \hat{A} \|_{F, \epsilon_{\text{min}}}$, where $\| A - \hat{A} \|_{F, \epsilon_{\text{min}}}$ indicates the reconstruction error obtained with $\epsilon = \epsilon_{\text{min}}$. All of the lines coincide, suggesting a linear dependence on $\epsilon$.

### 3.7 Discussion

In this chapter we present an algorithm for the recovery of a SPSD matrix from a deterministic sampling of its principal submatrices. We establish sufficient conditions for our algorithm to exactly recover a SPSD matrix and present a set of necessity results demonstrating that our stated conditions can be quite useful for determining when matrix recovery is possible by any method. We also show that our algorithm recovers matrices obscured by noise with increasing fidelity as the magnitude of noise goes to zero. Our algorithm incorporates no tuning parameters and can be computationally light, as the majority of computations concern potentially small principal submatrices of the original matrix. Implementations of the algorithm, which estimate each $\hat{C}_l$ in parallel, are also easy to construct. Finally, our results could be generalized when the principal submatrices our method uses for reconstruction are themselves not fully observed. In this case, existing matrix recovery techniques can be used to estimate each complete underlying principal submatrix with some bounded error. Our algorithm can then reconstruct the full matrix from these estimated principal submatrices.

An open question is the computational complexity of finding a set of principal submatrices which satisfy conditions A1 through A4. However, in many practical situations there is an obvious set of principal submatrices and ordering which satisfy these conditions. For example, when recording from separate subpopulations of a larger neural population, all pairs of neurons recorded in one subpopulation would map to an observed principal submatrix of
the covariance matrix for the entire population.
Chapter 4

Factor Analysis Models And Stitching

In this chapter we present a general method of combining neural population activity across space and time. We will follow Turaga et al. [22] and refer to this general problem as one of “stitching” neural recordings together. We begin the chapter by presenting the stitching problem at a high level. We then present a general probabilistic model, factor analysis (FA), which we apply to model neural activity with low-dimensional structure. We will show that given such a model for a population of neurons, the underlying low dimensional state (the expression level of the different activity patterns) can be inferred even when all of the neurons are not observed. Thus, even if different populations of neurons are recorded at different points in time, the low-dimensional state of the brain can be inferred and related among the different recordings.

Critical to the success of this approach is having knowledge of an FA model describing the joint activity of the union of all neurons that were recorded at different points in time. In practice, such a model must be learned from the individual recordings themselves. While a standard approach to fitting FA models, expectation maximization (EM), can be extended to the stitching problem, we will see that such an approach is lacking in two ways. First, practically, the straightforward extension of EM to the stitching scenario produces a fitting algorithm prone to local optima. Second, the derivation of adapted EM equations in itself tells us nothing about necessary conditions for successfully learning an FA model in the stitching scenario. Both of these short comings can be addressed by the application of the matrix completion theory just presented in chapter 3.

4.1 The Stitching Scenario

In a stitching scenario, we assume we would like to describe the joint activity of a large population of neurons but can only record from subsets of neurons from the whole population at any given time. Fig. 4.1 diagrams two such scenarios at a high level. The first scenario, illustrated in Fig. 4.1A, could arise when an experimenter is able to move her electrodes or region she is optically imaging to record from sequentially overlapping populations of neurons during an experimental session. This would be useful when trying to increase the total number of neurons sampled in an experiment. Such a sampling structure might also arise in recordings over long periods of time, where due to recording instability neurons appear and disappear over the course of an experiment. The goal of stitching would then be to relate the activity of the overlapping populations throughout the whole experiment.

The second recording scenario, illustrated in Fig. 4.1B, could arise when the experimenter is able to simultaneously record from a large population of neurons in one area and only a small number of neurons simultaneously in a second area. For example, a researcher may be able to place a multielectrode array in visual area V1 which can record from tens to hundreds of neurons at once and a movable single electrode in the middle temporal visual area (MT), which typically records from single neurons. By moving the electrode during the experiment, a larger number of neurons in MT could be sampled. Such an approach could be useful when searching for dimensions in the neural activity in which populations of neurons in the two areas communicate [10, 96].

These two examples are not exhaustive but serve as concrete examples of stitching scenarios. With these providing intuition, we now define stitching for the purpose of this work as 1) learning an FA model for the joint activity of a population of neurons when all members of the modeled population were not recorded simultaneously and 2) given
such a model, inferring the underlying low-dimensional state at a given point in time from the observed activity of a subset of the modeled neurons. In the results that we present in chapter 5 and chapter 6, we will show the potential this holds for BCI, for studying learning and for studying the neural basis of communication. In this chapter we present the basic methods and theory.

Figure 4.1: Two examples of recording from a population of neurons in blocks. (A) Three groups of 20 neurons are recorded for 200 trials each. Recordings are done sequentially so each group has 10 neurons in common with the group(s) before and/or after it. (B) Three groups of 20 neurons are again recorded for 200 trials each. Now, however, the same set of neurons, neurons 1-10, are shared in common among all the groups.

4.2 Factor Analysis Models of Neural Population Activity

We now describe a generative probabilistic model of neural population activity with low dimensional structure. Up to this point in the thesis, we have defined neural population activity to be low dimensional if its activity at any point in time can be described by the expression level of a small number of basis firing rate patterns for the entire population. Such a description is adequate when considering trial averaged neural activity, when we wish to describe the state of a population of neurons at different points in time during an average trial. This is because averaged across many trials, the individual Poisson-like spiking noise of neurons is averaged out, revealing the underlying low dimensional structure in the firing rates of the population. We will refer to the individual spiking noise of a neuron as its private noise.

For single trial analyses, the private noise of neurons obscures low dimensional structure in the underlying firing rates of the population. Techniques which can account for the private noise of neurons to reveal the underlying low dimensional structure of neural activity on a moment by moment basis are thus required. Factor analysis (FA) is a common technique for doing just this.

We will continue to measure the activity level of neurons with spike counts. Under an FA model a low dimensional neural state, \( l_t \in \mathbb{R}^m \), is related to the high dimensional population vector of spike counts \( y_t \in \mathbb{R}^n \) through a linear transformation \( C \in \mathbb{R}^{n \times m} \). Formally, we write the model as

\[
y_t = Cl_t + \mu + \epsilon_t
\]

(4.1)

\[
l_t \sim \mathcal{N}(0, I)
\]

(4.2)

\[
\epsilon_t \sim \mathcal{N}(0, \Psi),
\]

(4.3)

where \( \mu \in \mathbb{R}^n \) is a vector of mean spike counts, \( \epsilon_t \in \mathbb{R}^n \) captures spiking noise, \( \Psi \) is an \( n \times n \) diagonal matrix capturing the variance of each neuron and \( I \) is the \( m \times m \) identity matrix.
Having defined a model, we can now give precise definitions to the terms we have been using in an informal manner up to this point to describe low dimensional activity. Specifically, the columns of $C$ contain the basis patterns which are combined to describe the neural activity, $y_t$, at time $t$. These patterns are combined in a linear way, by weighting each with its appropriate entry in $l_t$ and summing the result. In other words, the vector $l_t$ captures what we have been informally referring to as the “expression level” of each of the neural patterns at time $t$. We will subsequently simply refer to the vector $l_t$ as the low-dimensional neural state at time $t$.

Given the low-dimensional state at time $t$, under the FA model, the activity of an entire population of neurons is determined up to independent spiking noise, the variance of which is captured for each neuron in $\Psi$. This is an important concept for the remainder of the thesis as it implies that if we know the low-dimensional state of a population of neurons, we know the expected behavior of the entire population, even if we can’t observe each member of that population at all times.

### 4.3 Inferring Low Dimensional Neural State in the Stitching Scenario

We use probabilistic methods to estimate the low dimensional state of a neural population given a vector of observed neural activity. If all the neurons in an FA model are observed, the low-dimensional neural state, $l_t$, given a vector of observed spike counts $y_t$ is normally distributed, $\mathcal{N}(\hat{l}_t|y_t, \Sigma_{l_t|y_t})$ with

$$\hat{l}_t|y_t = C^T B^{-1}(y_t - \mu)$$  \hspace{1cm} (4.4) \\
$$\Sigma_{l_t|y_t} = I - C^T B^{-1} C,$$  \hspace{1cm} (4.5)

where $B = (CC^T + \Psi)$. If all the neurons in $y_t$ are observed, the maximum-a-posteriori (MAP) estimate for $l_t$ is then $\hat{l}_t|y_t$.

In a stitching scenario, in general, the spiking activity for the entire population of neurons will rarely be observed. Instead, we will observe a subset of neurons at any given time. Allow $\rho_t$ to index the set of neurons observed a time $t$. Continuing with the convention of using MATLAB notation, at time $t$, we then observe $z_t = y_t(\rho_t)$. We can form a joint probabilistic model $l_t$ and $z_t$ by marginalizing out the unobserved neurons not indexed by $\rho_t$ from the FA model. Due to the linear, Gaussian nature of the FA model this can be done analytically. The posterior distribution for $l_t$ given $z_t$ is then again normally distributed $\mathcal{N}(\hat{l}_t|z_t, \Sigma_{l_t|z_t})$, where

$$\hat{l}_t|z_t = C(\rho_t,:){B_t'}^{-1}(z_t - \mu(\rho_t))$$  \hspace{1cm} (4.6) \\
$$\Sigma_{l_t|z_t} = I - C(\rho_t,:)C^T{B_t'}^{-1}C(\rho_t,:),$$  \hspace{1cm} (4.7)

where $B_t' = C(\rho_t,:){C(\rho_t,:)}^T + \Psi(\rho_t, \rho_t)$. The MAP estimate for $l_t$ when stitching is then $\hat{l}_t|z_t$.

Comparison of eqs. [4.4 and 4.6] and eqs. [4.5 and 4.7] reveals the satisfying interpretation that posterior distributions for $l_t$ can be formed just as in the non-stitching scenario by simply using only the portions of $C$, $\Psi$ and $\mu$ that pertain to the neurons observed at time $t$. The derivations for eqs. [4.6 and 4.7] can be found in appendix C.

### 4.4 Learning the FA Model Parameters for Stitching

We now turn to the important question of fitting an FA model in the stitching scenario. Expectation maximization (EM) [75] is a common method of fitting FA models when the set of spike count vectors for the model $y = \{y_1, \ldots, y_T\}$ are fully observed. Let $\Theta$ denote the set of parameters of an FA model, that is $\Theta$ is composed of $C$, $\Psi$ and $\mu$. Then the EM algorithm attempts to maximize the likelihood of the training data, $P(y; \Theta)$ with respect to $\Theta$.

EM is an iterative procedure for finding model parameters which maximize the likelihood of training data. Iteration $i$ of the algorithm produces updated estimates of model parameters and is composed of two steps. We will refer to the estimate for iteration $i$ as $\Theta_i$. In the expectation (E) step, the posterior distribution of the unobserved
variables in the model, in this case the set of low-dimensional states $\ell = \{l_1, \ldots, y_t\}$ conditioned on $y$, $P(\ell | y; \Theta_{i-1})$ is calculated using the model parameters estimated in the previous iteration of the algorithm. In the maximization (M) step, new parameter estimates are produced by maximizing the expected log-likelihood of the joint observed and unobserved variables, $\Theta_i = \arg\max_\Theta \mathbb{E} \{ P(y, \ell; \Theta) \}$, where the expectation is taken with respect to the distribution over $\ell$ found in the E-step. EM is known to converge to a local optima of the likelihood.

In the neural stitching scenario, we extend the EM algorithm by maximizing the log-likelihood of the observed data. That is we form the set $z = \{z_1, \ldots, z_t\}$ and attempt to maximize $P(z; \Theta)$. Derivations for the EM algorithm under the stitching scenario are given in the appendix.

### 4.4.1 EM and Local Optima

While the EM algorithm is generalized to the neural stitching scenario, empirically we observe that its susceptibility to finding local optima is greatly increased in the presence of structured, missing data. A typical result of initializing the EM algorithm randomly for simulated data is shown below in Fig. 4.1a-c. In this simulation, we select an FA model with 5 latent dimensions and 40 observed variables and draw data from it in three sequential blocks of 20 variables each. In each block, we record 1000 trials, and each block overlaps the other blocks by 10 variables, in a manner similar to Fig. 4.1k. In Fig. 4.1a, we plot the true value of $CC^T$, which captures the covariance structure among individual variables imposed by their joint relationship to the underlying latent factors. In Fig. 4.1b, we plot $CC^T$, which is the covariance structure, calculated from the $\hat{C}$ found by the EM algorithm when randomly initialized. Fig. 4.1c shows $CC^T - \hat{C}\hat{C}^T$. The EM algorithm settles on a estimate for $\hat{C}$ that incorrectly captures the covariance structure between neurons recorded in different blocks. This observation motivates us to develop a novel method of initializing the EM algorithm below.

### 4.4.2 Matrix Completion to Initialize EM

Motivated by the observation that the EM algorithm randomly initialized tends to return suboptimal parameter estimates, we propose a novel method of initializing the EM algorithm for the neural stitching scenario. As shown in the appendix, in the stitching scenario, the MLE estimate for $\mu$ can be calculated in a straightforward way without EM. However, analytical methods for finding the MLE estimates for $C$ and $\Psi$ do not currently exist. EM is an alternative, but it is not obvious how to initialize EM with respect to these parameters. Observe, however, that the covariance matrix, $\Sigma$, for the observations of the FA model can be written as

$$\Sigma = CC^T + \Psi.$$  \hspace{1cm} (4.8)

Inspection of (4.8) reveals that $\Sigma$ will be the sum of a low rank matrix, $CC^T$, and a diagonal matrix, $\Psi$. If we had a method of learning this decomposition, we could use an eigendecomposition to estimate $C$. We could then use these parameter estimates as starting values to initialize the EM algorithm with.

Decomposing $\Sigma$ into $CC^T$ and $\Psi$ is made difficult for two reasons. First, in a stitching scenario with finite data, we will only observe a set of noisy principal submatrices of $\Sigma$ and not the entirety of $\Sigma$. Second, the addition of $\Psi$ to $CC^T$ renders $\Sigma$ full rank, so we cannot directly apply our theory for SPSD matrix completion.

Fortunately, we can extend our work on low-rank SPSD matrix completion to this scenario and learn the decomposition through a two step procedure. In the first step, a separate FA model is fit to the data from each set of simultaneously recorded neurons. Indexing the blocks of recordings from 1 to $K$, this returns model parameters $\hat{C}_1, \ldots, \hat{C}_K$ and $\hat{\Psi}_1, \ldots, \hat{\Psi}_K$ for each block. As each FA model is fit to a block of data with no missing entries, the EM algorithm is less prone to local optima. Each $\hat{C}_l$ matrix provides an orthogonally transformed and noisy estimate of corresponding rows of the full $C$ matrix. As with Algorithm 1, we can then form a full $\hat{C}$ matrix by aligning and combining the $\hat{C}_l$ matrices returned from each EM model. We can also learn a single $\hat{\Psi}$ from the appropriate portions of $\hat{\Psi}_1, \ldots, \hat{\Psi}_K$.

We refer to this method of initializing the EM algorithm as the method of “rotations,” as fusing the separate $\hat{C}_l$ matrices into a single $\hat{C}$ matrix can be understood as aligning each $\hat{C}_l$ to a consistent basis. Fig. 4.2d-e shows
Figure 4.2: Fitting an FA model to simulated data when the true underlying parameters are known. (A) The true covariance structure, $CC^T$, from the underlying FA model. (B) The covariance structure, $\hat{C}\hat{C}^T$, estimated from EM randomly initialized. (C) The difference between $CC^T$ and $\hat{C}\hat{C}^T$ estimated from EM randomly initialized. (D) The covariance structure, $\hat{C}\hat{C}^T$, estimated from EM initialized with the method of rotations. (E) The difference between $CC^T$ and $\hat{C}\hat{C}^T$ estimated from EM initialized with the method of rotations.

the final parameter estimates when EM is run on the same data as in Fig. 4.2a-c, but initialized with the method of rotations. In this example, EM initialized with the method of rotations returned better parameter estimates than EM initialized with random parameters.

We now compare the average performance of the EM algorithm initialized randomly and with the method of rotations. We simulate sampling 1000 trials from each of three groups of 40 variables each, again similar to Fig. 4.1a, but vary the amount of overlap between the groups. For each overlap value, we generate 100 FA models with 10 latent variables, and use EM to learn model parameters. For each model, we initialize EM randomly and with the method of rotations. We can then compare the log-likelihood of the training data under EM initialized in both ways as well as the accuracy of the estimated covariance structures, $\hat{C}\hat{C}^T$. To guard against outliers, we check to ensure EM converged for both methods and throw out any simulations where EM initialized randomly or by the method of rotations did not converge in an allotted number of iterations.

The results of this analysis are shown in Fig. 4.3. In Fig. 4.3a the average difference in the log-likelihood of the model parameters on the training data is shown when the EM algorithm is initialized with the method of rotations and randomly. For all overlap values, initialization with the method of rotations is no worse than that of random initialization. Specifically, as overlap increases, the method of rotations more robustly learns a fused $\hat{C}$ matrix, allowing the final performance of the EM algorithm initialized with this method to increasingly outperform that of the EM randomly initialized. For large overlap values, which correspond to less missing data, the EM
algorithm becomes less susceptible to local optima when randomly initialized, and as expected EM converges to parameter estimates with equivalent log-likelihood values under both initialization methods. This same trend is reflected Fig. 4.3b when comparing the accuracy of the covariance structures estimated by EM initialized in both ways.

### 4.5 Necessary Conditions for Neural Stitching

We now turn to the important question of identifying necessary conditions for stitching to succeed. We begin by introducing notation and definitions we will need for this task. As much as possible, we have tried to keep the notation logically consistent with that used in chapter 3.

The problem we consider is one of learning an FA model for a total of \( M \) neurons. We assume that subpopulations of these neurons are recorded in \( K \) blocks. We will refer to such a scenario as a \( K \)-block stitching scenario. In each block, all neurons in the block are recorded simultaneously. Note that for brevity we will refer to recording from individual neurons, but everything that we will derive here also applies to channels of multiunit activity, LFP, etc. Let \( \rho_k \subseteq \{1, \ldots, M\} \) be the set of indices for the neurons recorded in block \( k \). We assume we record for a total of \( T \) trials, indexed by \( 1, \ldots, T \), and for block \( k \) we will let \( \nu_k \subseteq \{1, \ldots, T\} \) be the set of trials for block \( k \). Thus, \( K, T, \rho_1, \ldots, \rho_K \) and \( \nu_1, \ldots, \nu_K \) characterize a stitching scenario.

We now state a series of definitions important for our remaining theoretical work. We begin formally defining the overlap of a block with the other blocks in a recording.

**Definition 5.** The overlap of block \( k \), denoted \( \iota_k \), is defined as

\[
\iota_k = \rho_k \cap \left( \bigcup_{j=1}^{k-1} \rho_j \right).
\]

In words, Definition 5 defines the overlap of block \( k \) to be a subset of the neurons recorded in the block such that any neuron in the overlapping subset has been recorded in at least one previous block. This may seem to be a counterintuitive means of defining overlap, as we only consider neurons indexed in blocks before block \( k \) as those with potential to be in the overlapping set. However, we will see that we can still state useful necessary conditions with overlap defined in this way.

We will state necessary conditions for learning FA models of the form presented in eqs. 4.1-4.3. With respect to these equations, we will use the notation \( \Theta = \{\mu, \Psi, C\} \) for the set of parameters for an FA model. We now
introduce the notion of equivalent parameter sets for an FA model.

**Definition 6.** Let $\Theta = \{\mu, \Psi, C\}$ and $\Theta' = \{\mu', \Psi', C'\}$ be two sets of parameters for FA models as described eqs. 4.1-4.3. We say these parameter sets are equivalent if and only if

1. $\mu = \mu'$
2. $\Psi = \Psi'$
3. $CW = C'$,

for some $W : WW^T = I$.

In words, we say two parameter sets are equivalent if they have identical means and private variances and the loading matrices can be related to one another through an orthogonal transformation. This transformation can be thought of as changing the coordinate system in which latent states are expressed. More formally, it can be shown that under the FA model considered in this work, a vector, $y$, of observed neural data is distributed as $N(\mu, \Sigma)$, with $\Sigma = CC^T + \Psi$. Notice that for any orthogonal $W$,

$$\Sigma = CC^T + \Psi = CWW^T C + \Psi = C'C' + \Psi.$$ 

Therefore, the likelihood of observed data is the same for two FA models with equivalent parameter sets, rendering the two unidentifiable.

We will now build up the concepts we will need to speak of identifiability in the stitching setting. Consider the random variable $Y = \{Y_1, \ldots, Y_T\}$, where each $Y_i$ is generated according to an FA model. We use capital letter notation here to denote that we are working with random variables and not their realizations. One can think of $Y$ as a random variable for the neural activity for an entire experiment when we have the luxury of recording from every neuron in our population of interest at all times. We now define a new random variable for a stitching experiment, $Z$. Given the sets of neurons we record from in each block of a stitching scenario, $\nu_1, \ldots, \nu_K$, and the trial indices in each of these blocks, $\nu_1, \ldots, \nu_K$, we define $Z = \{Z_1, \ldots, Z_T\}$, where

$$Z_i = Y_i(\rho_k) : i \in \nu_k.$$ 

(4.9)

In words, $Z$ is the random variable formed from $Y$ by restricting the set of observed neurons to only those neurons we record from on each trial. We can now state our final definition related to the identifiability of a stitching model. Let $z$ be a realization of $Z$.

**Definition 7.** Consider an FA model parameterized by $\Theta$ and the stitching scenario characterized by $\rho_1, \ldots, \rho_K$ and $\nu_1, \ldots, \nu_K$. We say the FA model is recoverable under this stitching scenario if

$$P(z|\Theta) \neq P(z|\Theta')$$ 

(4.10)

for all $\Theta'$ not equivalent to $\Theta$.

Under Definition 7, given a stitching scenario, a FA model is unrecoverable if there are two non-equivalent sets of parameters that result in the same probability distribution for $Z$. We now introduce one final definition we will need to state our necessity results in crisp terms.

**Definition 8.** The loading matrix, $C \in \mathbb{R}^{n \times r}$, of an FA model is said to have full rank submatrices if every submatrix of $C$ with full columns and $r$ or more rows is full column rank.

Definition 8 has two benefits. First, in practice the true loading matrix for an FA model will not be known before collecting data, and Definition 8 will allow us to state our necessity results in a general way. Notice that if the entries of $C$ are independently randomly generated from many common distributions (e.g., Gaussian), with high probability $C$ will have full rank submatrices. Second, we will be building on the necessity results introduced in section 3.4. These necessity results hold for all but a set of degenerate matrices. By positing that the loading matrix for an FA model has full rank submatrices, we will be able to ignore such degenerate matrices when stating the results below.

With these preliminaries out of the way, we can now state our first necessity result.
Theorem 9. Consider a two block stitching scenario for an FA model with a loading matrix, $C \in \mathbb{R}^{n \times r}$, which has full rank submatrices. Assume $|\rho_1| \geq r$, $|\rho_2 \setminus \iota_2| \geq r$ and $\rho_1 \cup \rho_2 = [n]$. If $|\iota_2| < r$, the model is not recoverable.

Theorem 9 applies to a stitching scenario consisting of just two blocks of recordings when we wish to fit an FA model with a latent dimensionality of $r$. In the first block we record at least $r$ neurons simultaneously. In the second, we continue to record from some number of neurons from block one and we also record from at least $r$ new neurons. Theorem 9 allows us to conclude that we will not be able to recover the true FA parameters for our model unless we have at least $r$ overlapping neurons between the blocks.

Below, we state two more theorems appropriate for stitching scenarios with more than two blocks. However, we first pause here to present the proof of Theorem 9 to illustrate the connection between SPSD matrix completion and the stitching problem.

Proof. We will prove that under the conditions of Theorem 9 there exist at least two non-equivalent parameter sets $\Theta$ and $\Theta'$ such that $P(z|\Theta) = P(z|\Theta')$. We start by noting that we can decompose $P(z|\Theta)$ as

$$P(z|\Theta) = \prod_{t \in \iota_1} P(z_t|\Theta) \prod_{t \in \iota_2} P(z_t|\Theta).$$

By writing the joint density for an FA model parameterized by $\Theta = \{\mu, C, \Psi\}$ and marginalizing it can be shown that for $t \in \iota_k$

$$z_t \sim \mathcal{N}(\mu(\rho_k), C(\rho_k,:)^T C(\rho_k,:)^T + \Psi(\rho_k, \rho_k)).$$

Now consider the matrix $M = CC^T$ with submatrices $M(\rho_1, \rho_1) = C(\rho_1,:)C(\rho_1,:)^T$ and $M(\rho_2, \rho_2) = C(\rho_2,:)C(\rho_2,:)^T$. $C$ has full rank submatrices so $\text{rank}\{C\} = r$ and therefore it must be that $\text{rank}\{M\} = r$. By the same reasoning and the assumptions that $|\rho_1| \geq r$ and $|\rho_2 \setminus \iota_2| \geq r$ it follows that $\text{rank}\{M_1\} = r$ and $\text{rank}\{M(\rho_2 \setminus \iota_2, \rho_2 \setminus \iota)\} = r$.

We now make an appeal to matrix completion theory by considering the problem of observing only $M(\rho_1, \rho_1)$ and $M(\rho_2, \rho_2)$ and trying to recover the full matrix, $M$. By assumption $|\iota_2| < r$, and Lemma 20 in the appendix can be applied to conclude that there is no unique rank $r$ completion in this scenario.

However, if there is no unique rank $r$ completion, this implies there exists a $C$ and $C'$ which are not orthogonal transforms of one another such that $M(\rho_1, \rho_1) = C(\rho_1,:)C(\rho_1,:)^T = C'(\rho_1,:)C'(\rho_1,:)^T$ and $M(\rho_2, \rho_2) = C(\rho_2,:)C(\rho_2,:)^T = C'(\rho_2,:)C'(\rho_2,:)^T$. Define $\Theta' = \{\mu, C', \Psi\}$. By eqs. 4.11 and 4.12 it then follows that $P(z|\Theta) = P(z|\Theta')$. Further, since $C$ and $C'$ are not related through an orthogonal transformation, $\Theta$ and $\Theta'$ are non-equivalent parameter sets and this completes the proof.

The statement of Theorem 9 raises a natural question. It seems the requirement of $r$ non-overlapping neurons in block two is somewhat strong. Would the necessity of having $r$ overlapping neurons between the blocks still stand if the number of non-overlapping neurons in block two was reduced? While we do not present a formal proof, for practical purposes the answer is most likely yes. The intuition is that what makes an FA model unlearnable is an inability to learn the correct alignment of the different portions of the loading matrix estimated from each recording. Consider the extreme example of recording two populations of neurons with no overlap. If the portion of the loading matrix for one of these populations is uniformly 0, then any alignment of the two estimated portions of the loading matrix will suffice. While we do not present a proof, we conjecture that under randomly generated loading matrices, the set of loading matrices which would fall into such a special category is measure zero. Thus, in a real stitching scenario, it seems there is little chance relaxing the requirement on the number of non-overlapping neurons in block two would change the necessary conditions for stitching.

We now state our next theorem, which is appropriate when we wish to record from a large number of neurons in a sequence of overlapping blocks. We state the formal theorem and then below discuss in more concrete terms the
situations it applies to and its implications. Its proof can be found in appendix C and as with the proof for Theorem 9, it relies heavily upon the necessity results we have proven for the SPSD matrix completion problem.

**Theorem 10.** Consider a K-block stitching scenario for an FA model with a loadings matrix, \( C \in \mathbb{R}^{n \times r} \), which has full rank submatrices. Assume \( |\rho_1| \geq r \), \( |\rho_i \setminus \iota_i| \geq r \) for all \( i \geq 2 \) and \( \bigcup_{k=1}^{K} \rho_k = [n] \). Finally, assume that \( |\rho_i \cap \rho_j| = \emptyset \) if \( |i - j| > 1 \). Then the model is not recoverable if there exists an \( i \geq 2 \) such that \(|\iota_i| < r\).

In words, Theorem 10 considers the following stitching scenario:

1. In the first block of trials, we record from at least \( r \) neurons simultaneously.
2. In each subsequent block, we record from at least \( r \) neurons that we’ve never recorded from before. Additionally, we drop neurons from blocks so that two non-sequential blocks have no neurons in common.

If these conditions are met, Theorem 10 allows us to conclude that the number of overlapping neurons between blocks must be at least \( r \) for an FA model with \( r \) latent dimensions to be recoverable.

We now state our final theorem which is appropriate when we can stably record from a large population of neurons while at the same time recording from a second population of neurons in a sequential manner. As noted above, such a scenario would be useful if we can record a large population in one area (e.g., V1) and a small, changeable population in another area (e.g., MT).

**Theorem 11.** Consider a K-block stitching scenario for an FA model with a loadings matrix, \( C \in \mathbb{R}^{n \times r} \), which has full rank submatrices. Assume \( |\rho_1| \geq r \), \( |\rho_i \setminus \iota_i| \geq r \) for all \( i \geq 2 \) and \( \bigcup_{k=1}^{K} \rho_k = [n] \). Finally, assume \((\rho_i \setminus \rho_1) \cap (\rho_j \setminus \rho_1) = \emptyset \) for any pair \((i, j) \in \{ (i, j) \in [k] \times [k] | i \neq 1, j \neq 1, i \neq j \} \). Then the model is not recoverable if there exists an \( i \geq 2 \) such that \(|\iota_i| < r\).

In words, Theorem 11 considers the following stitching scenario:

1. In the first block of trials, we record from at least \( r \) neurons simultaneously.
2. In each subsequent block, we record from at least \( r \) neurons that we’ve never recorded from before, while possibly also recording from some of the neurons that we recorded in block 1.
3. If any two blocks have any neurons in common, these must have been recorded in block 1.

If these conditions are met, Theorem 11 allows us to again conclude that the number of overlapping neurons between blocks must be at least \( r \) for an FA model with \( r \) latent dimensions to be recoverable.
Chapter 5

Stitching for Self-Recalibrating BCI Regression

5.1 Background

As discussed in the introduction and in chapter 2, due to instability in the signals recorded from modern multi-electrode arrays, current intracortical BCIs must be retrained daily. In chapter 2, we presented a self-recalibrating classifier, capable of recalibrating itself during normal daily use. This could potentially free future patients from the burden of enduring dedicated recalibration sessions. In this chapter, we now consider the problem of designing a self-recalibrating BCI decoder for regression.

Unlike the case for classification, others have proposed self-recalibrating intracortical BCI decoders for regression [38–41]. Most of these proposed methods (e.g., [38, 40, 41]) use a form of self-training, which is a method of semi-supervised learning that retrains a decoder on unlabelled data, using the decoder’s output in place of ground truth labels [100]. Such an approach has been shown to work online. Indeed, Li et al. [41] demonstrate a self-training procedure that maintains stable BCI performance in a closed loop setting over 11 separate BCI sessions. However, it is foreseeable that decode performance with self-training procedures could degrade over time as trials with poor estimates of user intent will be used to retrain the decoder as if the estimates were ground truth.

In this chapter, we present a self-recalibrating decoder for regression that requires no self-training. We do so by leveraging the low-dimensional structure of neural signals, which should be consistent from day-to-day. Recent work by Sadtler et al. [12] has provided evidence that the low dimensional structure of neural activity in motor cortex is more than merely descriptive but can reveal causal constraints on the neural activity patterns a population of neurons can exhibit. This leads us to conceptualize the problem of a subject controlling a BCI as one of modulating not individual neurons but the underlying neural state. The logic is that in reality a subject does not learn to modulate the activity of only those neurons a BCI electrode array records. Instead, a subject must modulate an entire network of neurons, only some of which are recorded by the BCI array.

To decode from low-dimensional neural state, we introduce a two-stage decoder, which first uses FA to estimate low-dimensional state and then uses a Kalman filter to estimate a user’s intent from this inferred state. We use an unsupervised method of identifying stable electrodes between days, allowing us to apply stitching to update the parameters of the FA portion of the decoder from day-to-day. The key insight is that as long as the FA model is appropriately updated from day-to-day, which can be done using only recorded neural activity, the decoder can be automatically recalibrated without the need to resort to self-training.

5.2 Methods

5.2.1 Notation and Binning of Neural Data

On a given day, we will decode threshold crossings from each of $M$ electrodes on a multielectrode array. That is, instead of assigning spikes to putative neural units, we group all voltage events crossing a set threshold together for each electrode and simply count the number of these threshold crossing events on each electrode. We note, however, that the algorithm we describe here can be extended to allow for the use of sorted units as well.
Unlike classification where we observed a single bin of spikes per trial, in regression we observe a series of non-overlapping spike counts, $y_1, \ldots, y_T$, where $T$ is the total number of bins we observe for a particular trial and $y_t \in \mathbb{N}^M$, where $M$ is the number of electrodes we record from. In this work, we use 45 millisecond bin sizes. Each bin of spike counts, $y_t$, is associated with a low dimensional neural state, $l_t \in \mathbb{R}^r$, where $r$ is the dimensionality of the latent state and the user’s intended two dimensional cursor velocity $v_t \in \mathbb{R}^2$.

5.2.2 Neural Recordings

In this study, we make use of data collected in collaboration with the lab of Aaron Batista at the University of Pittsburgh. All animal handling procedures were approved by the University of Pittsburgh Institutional Animal Care and Use Committee. A rhesus macaque was trained to perform a standard center out BCI cursor control task to 8 targets using the two component decoder described in section 5.2.3. Unlike most BCI experiments, the parameters of the decoder (described below) were learned on a session of data not analyzed here (session 0) and then held fixed across 12 sessions of data, each occurring on a separate day, which we analyze here.

Each session consisted of a set of observation and brain-control trials. In this work, we analyze only the observation trials. In an observation trial, the monkey’s neural activity was not used to control the cursor. Instead, the cursor was automatically moved from a center target to a peripheral target as the animal watched. Neural activity in motor cortex has been shown to modulate when an animal observes but does not perform a task under these conditions [101–104]. Each trial consisted of a 300 millisecond freeze period in which the peripheral target was visible but the cursor did not move followed by a 900 millisecond period in which the cursor moved straight towards the target. In each session, there are 10 observation trials to each target, for a total of 80 observation trials per day.

Use of observation trials allows us to avoid the confounds that would be present if the animal was modulating his neural activity in a closed loop setting in a manner specific to the decoder used in the closed loop experiments. This is important because we seek to apply a new decoder, our self-recalibrating decoder, to these data, and the offline performance of the self-recalibrating decoder could be confounded if the prerecorded neural signals we use for evaluation contain online corrective signals.

5.2.3 A Two-Stage Decoder for BCI Regression

![Diagram of the two-stage decoder](attachment:image.png)

Figure 5.1: (A) A diagram of the two-stage decoder used in this work. In the first stage, a FA model is used to infer low-dimensional state. This low-dimensional state is then fed to a Kalman filter which estimates intended velocity. (B) The base two-stage decoder is made self-recalibrating by using stitching to refit the parameters of the FA model throughout a trial. Here we illustrate how neural data is accumulated in blocks of 10 trials. After each block of trials, the accumulated data is used to refit the FA parameters.
To develop a self-recalibrating decoder, we modify a two-stage decoder introduced by Sadtler et al. [12] in a study of neural constraints for learning. While the work of Sadtler et al. focused on BCI as a scientific tool, we seek to leverage the underlying decoder design to produce a better decoder for use in the clinic. The basic concept is illustrated in Fig. 5.1. The decoder is made up of two components. The first component employs a FA model to infer low-dimensional brain state from high-dimensional neural activity. The second component is a Kalman filter which estimates user intent, in this case the desired two-dimensional velocity of a computer cursor, from the inferred low-dimensional brain state.

The Kalman filter has been used as a decoder in multiple BCI studies (e.g., [36, 105, 106]). However, it is typically used to map directly from observed neural activity to user intent. The novelty of our design is the introduction of FA to first infer low-dimensional brain state. In an offline setting with sufficient training data, a single component decoder which uses a Kalman filter to map directly from high-dimensional neural activity to estimated velocity should perform just as well if not better than the two component decoder presented here. This is because the use of FA filters out information from any neural signals which lay outside of the subspace determined by the loading matrix of the FA model.

However, in an online setting, the introduction of FA allows us to use stitching to render the decoder self-recalibrating. This is because the parameters of an FA model can be learned from the neural data alone, while the parameters of the Kalman filter remain fixed, producing a self-recalibrating decoder.

**Formal description of the two-stage BCI decoder**

We now formally present the two-stage decoder. For now, we present the decoder for a fixed set of parameters. In section 5.2.4 we describe a method for automatically updating these throughout a decoding session.

The first stage of the decoder estimates low-dimensional state, \( l_t \), from high-dimensional neural activity, \( y_t \). We use the same FA model presented in chapter 4 to capture the relationship between \( l_t \) and \( y_t \). Continuing with the notation introduced in chapter 4, we model:

\[
\begin{align*}
  l_t &\sim \mathcal{N}(0, I) \\
  y_t | l_t &\sim \mathcal{N}(Cx + \mu, \Psi).
\end{align*}
\]

In this chapter, the dimensionality of \( l_t \) is always 10. From this model, given \( y_t \), the maximum a posteriori estimate of latent state, \( \hat{l}_t \), is formed as

\[
\hat{l}_t = C^T(CCT + \Psi)^{-1}(y_t - \mu). (5.1)
\]

In the second stage of the decoder, we estimate velocity \( v_t \) from estimated latent state, \( \hat{l}_t \), with a Kalman filter. The latent dynamical system on which the Kalman filter is based on models

\[
\begin{align*}
  v_1 &\sim \mathcal{N}(\pi_1, S_1) \\
  v_t | v_{t-1} &\sim \mathcal{N}(Av_{t-1}, Q),
\end{align*}
\]

for some mean vector \( \pi_1 \in \mathbb{R}^2 \) and covariance matrix \( S_1 \in \mathbb{S}_+^2 \) for the initial desired velocity, as well as matrix \( A \in \mathbb{R}^{2 \times 2} \) and covariance matrix \( Q \in \mathbb{S}_+^2 \) for the transition model. The Kalman filter then models the relationship between desired velocity and low-dimensional brain state as

\[
l_t | v_t \sim \mathcal{N}(Hv_t + g, R), (5.4)
\]

for \( H \in \mathbb{R}^{r \times 2}, g \in \mathbb{R}^l \) and covariance matrix \( R \in \mathbb{S}_+^l \).
The Kalman filter is used to predict estimated velocity from $\hat{l}_t$. Let $K$ be the steady-state Kalman gain, which is the value of the standard Kalman gain as the number of steps in the Kalman filter goes to infinity. It can calculated from the Kalman filter parameters above. Then if $\hat{v}_t$ is the estimated desired velocity at time point $t$ in a trial we estimate

$$\hat{v}_t = K(\hat{l}_t - g) + (I - KH)A\hat{v}_{t-1}. \quad (5.5)$$

For the first bin of a trial, the parameter estimate for $\pi_0$ is used in place of $\hat{v}_{t-1}$.

### 5.2.4 Stitching for Self-Recalibration

We now describe a procedure for automatically updating the FA parameters of the two-stage decoder to make it self-recalibrating. Note that prior to this, the parameters of the decoder for both the FA model and Kalman filter need to be learned once in a supervised manner. In our work, this was done on day 0, prior to any of the sessions analyzed here. See appendix D for more details. For the remainder of this work, we focus on adapting the parameters of the decoder in a self-recalibrating manner once initial values are learned.

The key intuition is that a single FA model can be learned in an unsupervised manner from neural data alone without knowing a user’s intended velocity commands. This means that neural activity collected during normal BCI use can be used to fit updated FA models. However, the loading matrices for these models, as discussed in section 4.5, are only defined up to an orthogonal transformation. If this is not addressed, the coordinate systems for the latent variables of two models may be incongruent. Fortunately, we can use stitching to align the loading matrices for an FA model learned from data on later days to the loading matrix learned on session 0.

More specifically, we apply stitching to this problem by assuming that a subset of electrodes on the array maintain steady signal characteristics from day 0 to day k. Below we will describe a proposed method to identify this set of electrodes, but for now, we will take it as a given that we can identify this set. Index electrodes of the array from 1 to $M$ and let $\ell$ denote the set of electrodes that we identify with consistent signal characteristics from day 0 to day k. Let $C_0$ and $C_k$ be the loading matrices for FA models fit to neural activity recorded on the array on day 0 and day k, respectively. If the electrodes in $\ell$ maintain stable signal characteristics across days, we assume that their relationship to underlying low-dimensional state is preserved across days. Following the same reasoning as in section 4.4.2, this implies that an orthogonal matrix, $W$, can be learned such that $C_0(\ell, :) = C_k(\ell, :)W$. Once this $W$ is identified, it can be used to rotate the whole of $C_k$ into a coordinate system that is consistent with the FA model used for the day 0 decode. The necessity conditions derived in section 4.5 can be applied here to conclude that in practice we will need to identify at least as many stable electrodes as the dimensionality of the FA model in the decoder for this procedure to succeed.

Having described how an FA model can be learned on day $k$ and aligned to a consistent coordinate system with the day one decoder, two questions remain. First, when during a trial should neural data be collected to learn the parameters of the FA model? To fit consistent models from day to day, we would like neural data to be collected when the subject is nominally engaged in the same task in a consistent manner. To account for this we, we choose to use vectors of spike counts binned in 45 millisecond non-overlapping bins between 405 and 900 milliseconds from the start of each trial. Analysis of data from the observation task described above indicates that this period is sufficiently delayed to allow for reaction and visual processing delays and not too near the end of a trial that the monkey has learned he can disengage and still achieve success.

The second question is how many trials of data should we wait to observe before updating the parameters of the FA model on day $k$? If we use too little data, we may estimate the parameters of the FA decoder poorly. If we use too much data, the user may have to endure a long period of suboptimal BCI use before we update the BCI parameters. In this initial work, we select a procedure which aims to update FA parameters once there is minimally sufficient data to reliably learn the FA parameters and which then iteratively relearns these parameters as more data is collected. Practically, this means we wait for ten trials before updating parameters and continue to update parameters in intervals of ten trials, fitting FA models to all of the accumulated data that has been observed during a session. This is illustrated in Fig. 5.1B. We find this works well on the data presented here, though alternative intervals can be investigated in future work.
Finally, we note that in this work we always align the loading matrix fit during session $k$ to the loading matrix originally fit to data from session 0. This is similar to the strategy we use in the self-recalibrating classifier where each decoding day begins with the same prior distribution over tuning parameters - no matter how the tuning parameters changed the day before. In the classification setting, this decision is made because tuning parameters seem to drift in a constrained manner from a fixed point, nominally captured by the prior. In the regression setting, we have not yet analyzed drift in the electrode signals as deeply, but we follow the findings for the case of classification and chose to align loading matrices for session $k$ to the session 0 loading matrix. In future work, alternative schemes can be investigated.

5.2.5 Identifying Stable Electrodes Across Days

Each time we fit an FA model on day $k$, we must identify electrodes with stable neural signals between day 0 and day $k$. We identify stable electrodes across day by exploiting the low-dimensional covariance structure among electrodes. Intuitively, if an electrode becomes unstable, it’s covariance with all the other electrodes on an array should change. We exploit this to rank electrodes by stability from day-to-day. After doing so, we select the most stable electrodes to stitch with.

More specifically, let $C_0$ and $C_k$ capture the loading matrices for the FA model originally fit on day 0 and the FA model fit to data observed on day $k$ for an array with $M$ electrodes. For the sake of illustration, assume that neural signals on all electrodes have maintained a constant relationship to the underlying low-dimensional state. In this case, $L_0 = C_0 C_0^T$ will be equal to $L_k = C_k C_k^T$. Now, consider a scenario where the first electrode on the array changes its relationship to the underling latent state on day $k$. In this case we will still have

$$L_0(2 : M, 2 : M) = C_0(2 : M, :)C_0(2 : M)^T = C_k(2 : M, :)C_k(2 : M)^T = L_k(2 : M, 2 : M).$$

However, the row/column of $L_k$ capturing the covariance structure of electrode one with all the other electrodes on the array, that is $L_k(1, 1 : M)$ and $L_k(1 : M, 1)$, will change. The matrix $D = L_k - L_0$ will capture this. Let $b \in \mathbb{R}^M$ be a vector such that $b(i) = \sum_{j=1}^{M} |D(i,j)|$. That is $b(i)$ is the sum of absolute value of the elements in the $i^{th}$ row of $D$. Ranking electrodes by the their value in $b$, we will pick the electrode with the largest value as the most likely candidate to have changed. This procedure can be generalized to the cases of picking $p$ electrodes that have changed by selecting electrodes with the top $p$ values in $b$, and this is the procedure we use in this work for identifying unstable electrodes across days.

The question arises of how to pick a value for $p$? On data from stable recordings over multiple days, we find (see results below) that using a value of $p = 0$ is optimal. For stable recordings this is not surprising as all electrodes give useful information for learning an orthogonal transformation between $C_0$ and $C_k$. However, on this stable data, we find that stitching performance drops off only mildly as $p$ is increased for values of $p$ that are not too large. We therefore suggest picking a value of $p$ that is large enough to contain a reasonable number of electrodes that are unstable but not so large that the identified set of stable electrodes is too small to allow for robust stitching. Below we systematically vary $p$ and find that for an array with 91 active electrodes a value of $p \approx 30$ works well.

5.2.6 Supervised Recalibrating of the Two-Stage Decoder

While the aim of this work is to develop a self-recalibrating decoder, we also seek an estimate of “best case” decode performance. To approximate this, we will retrain the two-stage decoder described above in a supervised manner. We do this by breaking up each day’s data into blocks of 10 trials. For a day with 80 observation trials, this results in 8 blocks. For each block of 10 trials that we decode, we train the decoder using the other 7 blocks of data. Notice that in this way the decoder is retrained in an acausal fashion, as trials that occur later in the day are used for retraining the decoder of trials that occur earlier. While this is impossible in practice, by maximizing the amount of training data available for retraining in each block, we hope to better approximate best case performance. We will refer to the decoder trained in this way as the “supervised-recalibrated” decoder.

When recalibrating the decoder in a supervised manner, just as with the the self-recalibrating procedure, we use neural data in bins between 405 and 900 milliseconds after the start of each trial. Unlike the self-recalibrating
procedure, we also allow ourselves knowledge of the intended target. This allows us to take the decoded velocities in each of these bins and rotate them to point straight at the target. This is motivated by the assumption that at each point in time, a subject would desire to move the cursor straight toward the target. This general idea was proposed by Gilja et al. \[36\]. We note that even though we analyze observation trials, where the cursor is moved automatically from the center to peripheral target, the decoded velocities at each point will not point straight to the target. We use the rotation procedure to preserve the length of the decoded velocity vector but correct for errors in decoded direction.

After rotating velocity vectors in the selected bins they, along with the associated neural data, are used to retrain the decoder. To retrain the decoder, a new FA model is fit and low-dimensional states are inferred as described in appendix C. After this, the observation model of the Kalman filter relating desired velocity to low-dimensional state is fit in a supervised manner, using the rotated velocities as the intended velocities. We do not refit the parameters for the state transition model, as we do not expect these to change from day-to-day.

5.2.7 Simulated Data

In this work, we present two results. First, we run the non-recalibrated decoder used in the online experiments and our self-recalibrating decoder on the prerecorded data described above. This analysis indicates that in this particular 12 days of data, the neural signals recorded on all 12 days of data analyzed in this work appear to be fairly stable from day to day. While we can test our self-recalibrating decoder on this data, we seek a better test set of data where neural signals necessitate the use of a self-recalibrating decoder to maintain stable across-day performance. We turn to simulations to achieve this.

We perform the simulations in two parts. In the first part, we seek to simulate data with the same marginal statistics as those observed in the real data. We will do this by fitting parametric models to the data of a particular day. In the second part, we seek to simulate common array failure scenarios by changing the parameters of the models we use to generate the simulated data.

![Figure 5.2: A conceptual diagram of how we simulate three failure scenarios. Each curve is a tuning curve relating the mean rate of threshold crossings on an electrode to angle of desired cursor movement. The solid, green curve illustrates the baseline tuning curve which is then perturbed. Silent channels are simulated by setting the mean rate (and standard deviation) of a channel to 0. Baseline shifts are simulated by applying a random offset to the entire tuning curve for an electrode. Tuning changes are simulated by switching the tuning curve of an electrode for that of another electrode. See text for more details.](image)

**Fitting Models to the Observed Data** We seek a method of simulating data that does not a priori assume latent structure in the neural signals. Given one day’s real data, we achieve this by fitting univariate Gaussians for each electrode at each decoded bin in a trial to each particular target. That is given electrode $e$, for bin $t$ on a trial to target $j$, we calculate the mean $\mu_{e,j,t}$ and standard deviation, $\sigma_{e,j,t}$ of all the observed spike counts for that electrode bin and target combination observed in the real data. With 80 observation trials per day, this gives 10 data points with which to fit each Gaussian model.
Electrode Failure Scenarios  There are many possible mechanisms by which the recorded signals on an electrode of an array could change from day-to-day. We do not seek to exhaustively simulate all possibilities. Instead we highlight three common mechanism of failure, illustrated conceptually in Fig. 5.2.

The first failure mechanism that we simulate is that an electrode fails to record any threshold crossings at all. This scenario is simulated by setting the mean and standard deviation to 0 for that electrode across all bins and targets. The second scenario we simulate is a change in baseline of an electrode, presumably due to changes in electrode impedance or micromovements of the array. This scenario is simulated by adding a constant value to the means for that electrode across all bins and targets. The final scenario we simulate is that the tuning characteristics of an electrode change due to detecting threshold crossings from the action potentials of different combinations of neurons in its vicinity from day to day. This would again presumably be attributable to micromovements of the array or changes in electrode impedance. To simulate this scenario, we chose to simulate decoding scenarios with less electrodes than were present in the real data. This allows us to completely replace the model parameters for an electrode with those of an electrode not initially selected for data simulation, an extreme form of tuning change. This may tend to over estimate changes in tuning curves but we note this will only serve to make it more difficult for the self-recalibrating decoder to retrain itself and so is conservative for our purposes.

Simulating Failure Scenario Data  We now describe how we simulate decoding experiments. In this work, we select one day’s data (day 1) to fit models for data simulation to as described above.

For each simulated dataset, we do the following. First, we randomly select 60 electrodes out of the original 91 to include in the decoder. After selecting these 60 electrodes, we marginalize the unused electrodes out of the FA model of the two-stage decoder that was used in the actual experiments. This then forms the base decoder for each day.

When simulating a failure scenario, we randomly select one electrode to become silent, 10 electrodes to undergo baseline shifts and 5 electrodes for tuning parameter changes. Electrodes are randomly selected so that a single electrode can be subject to one, two or three of these failure mechanisms. Baseline shifts for electrodes were randomly selected from a Normal distribution with a standard deviation of 20 Hz.

To simulate data for a trial to target \( j \), a spike count for bin \( t \) and electrode \( e \) is drawn according to a \( \mathcal{N} (\mu_{e,j,t}, \sigma_{e,j,t}) \) distribution, where \( \mu_{e,j,t} \) and \( \sigma_{e,j,t} \) will be modified from their values fit to the original data if electrode \( e \) has undergone a simulated failure. Randomly generated Gaussian values will not be non-negative integers, so generated values are rounded to the nearest whole number and floored at 0 to generate the simulated spike count.

For each simulated dataset we simulate 80 observation trials (10 trials to each target), and then decode the simulated data with the non-recalibrated, self-recalibrating and supervised-recalibrating decoders, each starting with FA models marginalized to the 60 electrodes originally selected for the decode scenario. For the results we present below, we simulate 100 stable datasets and 100 failure datasets randomly generated and decoded in this way.

5.3 Results

We begin our results by presenting the performance of the two-stage decoder when it is not recalibrated, self-recalibrated and recalibrated in a supervised manner as described above on all 12 sessions of prerecorded data. As illustrated in Fig. 5.3A, at each point in a trial, performance of the decoder was measured with angular error, which is the absolute value of the angle between a vector pointing straight from the cursor to the target and a decoded velocity vector. In this analysis, initial parameters of the decoder were learned in a supervised manner during session 0, prior to those sessions analyzed here. For the non-recalibrated decoder, we have kept these parameter values fixed across all 12 sessions of data. Fig. 5.3B presents average decode performance for the first 900 milliseconds of a trial for all 80 observation trials for each of the 12 sessions analyzed in this work. As can be seen in this figure, for the 12 days of data analyzed here, decode performance of the non-recalibrated decoder was fairly consistent from day-to-day. The high initial error at the start of each trial is attributable to reaction and visual delays. On multi-electrode arrays, particularly outside the period following immediate array implantation, it is not uncommon for neural signals to be relatively stable on the array over periods of weeks to months. This likely accounts for the stable performance of the non-recalibrated decoder on this dataset. However, this will not always be the case, and self-recalibrating algorithms
will be important to maintain stability over longer periods of time and for arrays at different periods in their lifetime when neural signals are less stable from day to day.

Figure 5.3: (A) Performance was measured as angular error. For each decoded bin of data, angular error was calculated as the unsigned angle between the direction of the decoded velocity and the direction pointing straight to the presented target. As we analyze only observation trials, irrespective of the decoded velocity, the cursor always moved along a preprogrammed trajectory straight from the center to the target. (B) Decode performance of the non-recalibrated decoder was relatively stable from day-to-day. Average angular error for all trials decoded in the first 900 milliseconds of a trial on each day are shown. Each line represents data for one day. Shading represents 95% confidence intervals. (C) Supervised retaining only modestly improves performance. Average error on each of the 12 days of analyzed data for bins decoded in the period between 405 and 900 milliseconds after trial start. Error bars represent 95% confidence intervals. Performance of non-recalibrated, the self-recalibrated and the supervised recalibrated decoders are shown.

In Fig. 5.3 we summarize the average angular error in bins in the window of 405 to 900 milliseconds after the start of a trial for all trials on each day for the non-recalibrated two-stage decoder, as well as the two-stage decoder self-recalibrated and recalibrated in a supervised manner, as described above. On the 12 days of data we analyze there are $M = 91$ active electrodes on the array. For the self-recalibrated results shown here, we have chosen $p$, the number of electrodes identified as unstable across days to be 31, so that we identify $91 - 31 = 60$ stable electrodes
to stitch with. This value was chosen based on an analysis of the performance of the self-recalibrating decoder to differing values of \( p \), described next. As can be seen, on most days the self-recalibrating decoder performs slightly better than the non-recalibrated decoder. We also compare against the two-stage decoder when it is retrained in a supervised manner as described in section 5.2.6. With supervised retraining the relative improvement in decode performance is modest, supporting the notion that neural signals were relatively stable from day to day. This modest improvement suggests a probable bound on the performance improvement we might expect to achieve with the self-recalibrating decoder.

We next evaluate the sensitivity of our self-recalibrating decoder when the method of identifying unstable electrodes described in section 5.2.5 is used with differing values of \( p \). For each day, we sweep values of \( p \) between 81, corresponding to identifying only 10 stable channels across days and 0, corresponding to assuming all channels are stable across days. We then evaluate angular error in each 45 millisecond bin in the time range of 405 to 900 milliseconds from the start of each observation trial on each day. For each day and value of \( p \), we average the values for all bins and trials to calculate the average angular error achieved. The results, showing the mean across all days for each value of \( p \), are shown below in Fig. 5.4. As can be seen in the figure, performance initially improves sharply as more electrodes are identified as stable. After a certain point, performance continues to improve but in a more gradual manner. This gradual decline is consistent with stable neural signals on the 12 days of data analyzed here. In general, we will not know a priori if an array will be as stable from day-to-day as the array in this particular experiment. However, Fig. 5.4 shows evidence that, at least for this data, after a certain number of electrodes are identified as stable from day-to-day (\( \approx 30 \) in the figure), using more electrodes to stitch produces diminishing returns in performance. Armed with this observation, we suggest selecting \( p \) so that there are an ample number of electrodes to stitch with from day-to-day, but there is also a reasonable margin allowing for unstable electrodes to eventually appear.

![Figure 5.4](image)

Figure 5.4: Average angular error across all 12 days of data of decoded as the number of units identified as common across days is swept from 10 to 91 for an array with 91 active electrodes. Angular error for a day was calculated for as the mean angular error across all trials for bins in the period between 405 and 900 milliseconds from the start of a trial. Error bars represent 95% confidence intervals.

Fig. 5.5 presents the results of the self-recalibrating decoder on simulated data. For these scenarios with arrays with 60 simulated electrodes, we chose a value of \( p \) to identify 40 stable electrodes across days. The value of 40 was chosen using the rule of thumb we suggest above: large enough so that FA models can be aligned between days reliably but small enough so that rows of the loading matrices for electrodes which are unstable are not used for alignment. Fig. 5.5A shows performance of the self-recalibrating, supervised-recalibrating and non-recalibrated
decoders on data simulated as described in section 5.2.7 when we simulate no unstable electrodes. Similar to results on the real data, we see that in a scenario with stable electrodes from day to day, the self-recalibrating decoder mildly outperforms the non-recalibrated decoder. This is because the non-recalibrated decoder’s parameters are fixed to those trained on day 0, while the simulated data is based on models fit to neural data from day 1. Therefore the models used to generate this data reflect drift in the neural signals that occurred between the two days, which is reflected in the simulated data. Fig. 5.5B shows performance of the three decoders when unstable electrodes are simulated as described in section 5.2.7. Performance of the non-recalibrating decoder is now degraded in comparison to its performance on the stable data, while the self-recalibrating decoder is able to nearly match the performance it achieved under on the stable data.

**Figure 5.5:** Average performance of the self-recalibrating, supervised-recalibrating and non-recalibrated decoders on simulated datasets without (A) simulated electrode failures and with (B). Solid lines represent the mean over 100 simulations, while shaded regions represent standard error.
Chapter 6

Stitching for Scientific Applications

We now turn from the use of stitching for self-recalibrating BCI and propose two ways in which stitching can be used for basic science. In the first half of this chapter we focus on the question of studying changes in neural activity patterns with learning. For long term learning experiments, we would like to study such changes across days, but this is made difficult if we cannot stably record from ensembles of neurons over many days. We propose to use stitching to address this problem. In the second half of the chapter, we consider the problem of studying interactions between neural populations in two different brain areas. Here the difficulty lies in recording large numbers of neurons in two areas simultaneously. We propose that stitching can be used to identify subspaces in which neural population activity in two areas covary, even if we cannot record simultaneously from all neural units in both populations of interest.

6.1 Stitching to Study the Neural Basis of Learning

In this section we propose stitching as a means of combining neural recordings across days to studying learning on long time scales. We will show that with stitching, even if it is impossible to record from every member of a population of neurons over multiple days, changes in the underlying low-dimensional state of the neural activity of the population can be tracked.

Multiple studies have considered the problem of studying neural population correlates of learning. Using single electrode recordings Paz et al. [107] track changes to the peristimulus time histograms (PSTH) of individual neurons in early and late learning in a motor adaptation task in primary motor cortex (M1) and supplementary motor area (SMA). They cluster the PSTHs of neurons, under the assumption each cluster reflects neurons with similar functional properties. They find an increase in the number of clusters in early adaptation in SMA and late adaptation in M1, which they interpret as signatures of dynamic reorganization of the neural populations. Durstewitz et al. [108] record from populations of neurons in prefrontal cortex during a within-day rule learning task. They visualized the progression of a low-dimensional representation of the neural state and fit hidden markov models (HMM) to their recorded data, finding evidence of abrupt transitions in neural activity that correlate with task success. By applying within-day perturbations to a BCI mapping, Sadtler et al. [12] showed that the low-dimensional structure present within neural population activity could be used as a basis for predicting the learnability of a BCI mapping. Finally, in a multiday learning experiment, Ganguly and Carmena [71] recorded from ensembles of 10 and 15 neurons in two monkeys performing a BCI task over 9 and 19 days and observe the emergence of stable maps between neural activity and the animal’s behavior.

We seek to provide a computational method to enable multi-day learning studies as in Ganguly and Carmena. The ability to hold every member of the chosen ensembles over multiple days was critical to the success of this study. This is generally acknowledged to be difficult with modern electrode arrays. Ganguly and Carmena were aided by studying a task in which neural correlates of learning became manifest relatively quickly (days to weeks) and the use of relatively mature arrays for which they could identify relatively small sets of stable units. In this work, we propose that stitching can be used to study learning over longer periods, with large numbers of neural units in the face of instabilities in neural recordings. While the methods we present would be useful for addressing difficulties
encountered with modern electrode arrays, they can be applied to a broad array of recording technologies where it may not be possible to record from all neurons of interest from day to day.

In the rest of this section, we describe how we can directly use the algorithm presented in chapter 4 to study learning over multiple days when the set of neurons we can record on any given day changes. Using data from the BCI learning task reported in [12], we then simulate a stitching scenario and demonstrate that we can track changes in neural state across a recording session. Finally, we conclude with additional simulations in which we quantify reconstruction error on estimated low-dimensional state as the rate of neuron turnover between recordings changes.

6.1.1 Methods

Stitching to Study Learning

The ideas presented in chapter 4 can be directly applied to study learning across days. The key idea is that changes in neural population activity in learning will be captured by changes in its low-dimensional state representation. Using stitching we can fit FA models and estimate the low-dimensional state from day to day, even if the makeup of the population of neurons we record from changes.

To do this, we apply the algorithm from chapter 4 directly. Continuing with the notation in that chapter, given neural population recordings from $K$ days, $\rho_1, \ldots, \rho_K$ index the set of neural units recorded on each day. A single FA model is then fit to this data as described in section 4.4. After this single FA model is fit to the data, the underlying low-dimensional state can be estimated on any given day using eq. 4.6.

Thus, stitching for learning is a straightforward application of the algorithm presented in chapter 4. In this work, we assume that the overlapping neurons between days have been pre-identified. Techniques to do this are the subject of open research. In general, if sorted units are used, waveforms, interspike interval histograms, cross-correlograms, autocorrelograms and mean firing rate can all be employed to identify units across days [109, 110]. If neural activity is measured using threshold crossings on the electrodes of an array, the technique presented in section 5.2.5 can also be used.

Neural Recordings

We analyze data from experiments previously reported in [12]. Briefly, a rhesus macaque was trained to control a BCI for a center out task to 8 peripheral targets, similar to the task described in section 5.2.2. We analyze one experimental session of data (03-19-2012). In this session, after performing 406 trials with a decoder which was fit to the subject’s neural activity (intuitive period), the parameters of the decoder were shuffled and the animal performed 874 trials with this new decoder (perturbation period). While we ultimately aim to apply stitching to across-day experiments, we start with an analysis of a within-day experiment as we assume signals on each electrode are stable across the duration of this experiment. From this base, we can then simulate stitching experiments where we assume we can only record from certain electrodes in blocks.

In the online experiment reported in [12], spikes were binned in 45 milliseconds non-overlapping bins. In the offline analysis we report here, we count threshold crossings on 86 electrodes during a 315 millisecond (7 bins) window starting 135 milliseconds (3 bins) after the bin in which the cursor was released from a freeze state in the online experiment. We include both successful and failed (trials in which the monkey failed to reach the target in an allotted time) trials in our analysis, as failed trials may still contain important neural correlates of learning, particularly before the animal has become proficient with the new mapping. There were a small number of trials which were completed before the end of the 315 millisecond window, and these were discarded from our analysis. This left a total of 387 trials in the intuitive period and 872 trials in the perturbation session for a total 1259 trials.

Evaluation with Simulated Stitching Scenarios

In the results we present below, we first present results on the prerecorded data meant to built intuition. The methods for that analysis can be stated in short form and are presented in line with the results below.

Here, we present the methods for the set of simulations we perform to quantify error in reconstructing low-dimensional state in different stitching scenarios. We seek to simulate data in a manner which reflects the statistics
in the experimental data described above. We also chose to perform these simulations in such a way that we will have access to ground truth low-dimensional state. This will allow us to rigorously measure error of estimates for these states found in a stitching scenario.

**Data Simulation**  Our simulations are accomplished in three steps:

1. In the first step, we fit a single statistical model, Gaussian Process Factor Analysis (GPFA) \[^9\], to the set of spike counts collected across the $T = 1259$ analyzed trials in the prerecorded data described above. To fit the model, we break up the trials by target and period. This produces 16 time series consisting of a single spike count vector per trial for all trials to a given target within the intuitive or perturbation periods. We chose to employ GPFA as we expect that for reaches to a single target low-dimensional state should change smoothly through time with learning, and GPFA allows for the learning of the appropriate time constants governing the smoothness of neural dynamics. In the work we present below, we chose to fit GPFA with a low-dimensional state of 10 dimensions. After fitting this model, we infer the maximum a posteriori estimate for the underlying latent state for each trial. While this will be subject to estimation error and bias, we treat this as a reasonable approximation of how low-dimensional state progresses through time. We refer to the low-dimensional state for trial $t$ estimated in this way as $l_t \in \mathbb{R}^k$, where $k$ is the dimensionality of the GPFA model that we fit. We let the matrix $L \in \mathbb{R}^{T \times k}$ contain this set of latents in its rows.

2. In the second step of each simulation, we use the low-dimensional state estimated in step (1) to generate new, simulated spike counts for each trial. We do this by generating spike counts according to the parameters of the fit GPFA model. That is we generate a vector of neural activity, $y_t$ for trial $t$ as

$$y_t|l_t \sim \mathcal{N}(C_Gl_t + \mu_G, \Psi_G),$$

where $C_G$, $\mu_G$ and $\Psi_G$ are the loading matrix, mean vector and matrix of private noises for the GPFA model fit in step (1). Notice that in this way, we have new spike counts generated from a model where we do know the ground truth latent state that generated any given spike count.

3. In the final step of each simulation, we generate stitching data by selecting only a given set of neurons to simulate recording from in each trial. We then fit an FA model to this data using the algorithm in chapter \[^4\] and calculate the maximum a posteriori estimate for latent state, $l'_t \in \mathbb{R}^r$, for each trial, where $r \leq k$ is the dimensionality of the FA model we fit. Note that we allow $r$ to differ from the latent dimensionality that was used to generate the data. Let the matrix $L' \in \mathbb{R}^{T \times r}$ contain this set of latent state estimates in its rows.

**Quantifying Error**  Given a matrix of estimated latent states from a simulation, $L'$, we describe how we measure its error with respect to the set of true latent states that were used to generate the simulated data contained in $L$. As $r$ may be less $k$, we seek to transform the latents in $L$ into a basis such that dimensions are ordered by amount of variance they explain in the neural data. This will allow us to compare the $r$ dimensional latents in $L'$ to the top $r$ dimension in the transformed version of $L$. Denote the singular value decomposition of $C_G$ as $C_G = U_G\Sigma_GV_G^T$. We transform the latents as $L_O = LV_G\Sigma_G$. $L_O$ now contains the ground truth latents expressed with respect to a basis which orders the latent dimensions by the amount of variance of the neural data they explain under the GPFA model. We refer to transforming the latents in this way as orthonormalization \[^9\].

We then measure the error of the latents in $L'$ with respect to the ground truth latents in $L_O$. We note that the latents in $L'$ will not in general be expressed with respect to the same basis as those in $L_O$. Therefore, we measure error after searching for a transformation of the basis for the latents in $L'$ that produces the best error by solving

$$\mathcal{E} = \min_{A \in \mathbb{R}^{r \times r}} \frac{1}{\sqrt{T}} \|AL' - L_O(:, 1 : r)\|_F,$$  \hspace{1cm} (6.1)

where $L_O(:, 1 : r)$ are the top $r$ ordered dimensions in $L_O$. In words, eq. \[^6\] measures the root mean squared error between the latent states in $L'$ and the top $r$ dimensions of the latent states in $L_O$ subject to finding the best coordinate transformation to align them. Note that eq. \[^6\] explicitly searches over the set of all affine transformations.
This is important as the coordinate systems for the latent variables for FA models for different sets of neurons will not in general be relatable by an orthogonal transformation.

6.1.2 Results

We now present our results. Fig. 6.1A presents the monkey’s performance over the course of the experiment. This plot was produced by convolving task success for each trial (0% for failure, 100% for success) with a Gaussian kernel with a standard deviation of 20 trials. Trials were smoothed separately during the intuitive and perturbation periods. As can be seen, the monkey was able to achieve near perfect success during the intuitive period. Performance was initially low at the start of the perturbation period, but increased rapidly in the first tens of trials of the perturbation period and then continued to increase gradually for the remainder of the perturbation session.

The performance trace in Fig. 6.1A is color coded to indicate 5 blocks of trials (2 in the intuitive period, 3 in the perturbation period). To build intuition, we estimate latent state for each trial during this experiment in two ways. In the first way, which we refer to as the simultaneous recording scenario, we use spike counts from a constant set of 80 of the 86 recorded electrodes on all trials to fit an FA model and infer low-dimensional state on each trial. In the second scenario, we again fit an FA model to spike counts from the same 80 electrodes, but we only reveal spike counts for 40 of the 80 electrodes on each trial. We do this in overlapping blocks, with overlap between blocks of 30 electrodes to mimic a stitching scenario. Panels B and D of Fig. 6.1 schematically depict which electrodes we allow ourselves access to spike counts from on each trial in both scenarios.

In panel D of Fig. 6.1 we present a two-dimensional projection of the orthonormalized low-dimensional neural state in both periods as recovered by fitting an FA model with a 5 dimensional latent state to the simultaneous scenario. The dimensions shown are the two which capture the most shared variance in the neural activity under the fit FA model. The inset of panel D shows a depiction of the 8 targets used in the task. For clarity, we do not show estimates of the low-dimensional state for individual trials in both periods. Instead, for the intuitive period, for trials to each target, we fit Gaussian distributions to the spread of estimated latents for each target and indicate regions containing 95% of the density of these distributions, color coded by target. For the perturbation period, we plot the trial-to-trial estimates of low-dimensional state for individual trials, again color coded by target. As can be seen, a low-dimensional state representation captures changes in neural activity patterns between the intuitive and perturbation sessions.

Panel E of Fig. 6.1 contains the estimates of latent state under the stitching scenario. To produce these results, we use the algorithm in chapter 4 to fit an FA model with a 5 dimensional latent state to the stitching scenario data and infer latents on each trial. Panel E is plotted in the same manner as panel D. The coordinate system of the 5 dimensional latents returned by the model have been transformed by using eq. 6.1 to learn a transformation that best aligns them to the 5 dimensional latents estimated under the simultaneous scenario to provide the best comparison. Comparison of panels D and E indicate that stitching recovers results which are qualitatively similar to those obtained in the simultaneous scenario. This is noteworthy for two reasons. First, the sets of electrodes used in the first and last blocks of the stitching scenario have no electrodes in common. Without stitching, it is not clear how a joint latent variable model could be fit to these groups of electrodes. Second, when inferring the underlying latent state for any given trial under the stitching scenario, spike counts for only 40 electrodes are available, as compared to 80 in the simultaneous scenario. Thus, for any trial, there is more information in the simultaneous scenario with which to estimate the latents. Despite this, at least in this two-dimensional projection, the estimated latents in the two scenarios appear remarkably similar. This is perhaps not surprising. For a latent state of a fixed dimensionality, as more electrodes are used for inference, we expect error to decrease asymptotically.
Figure 6.1: (A) Smoothed task success over time during the BCI session analyzed here. Task segments are color coded by simulated recording block. (B) and (C) Schematic depiction of electrodes which are recorded from on each trial for the simultaneous (B) and stitching (C) scenarios. Shading indicates an electrode is active for a given trial. Colors again correspond to blocks of the simulated experiments. (D) and (E). Estimated latents under the simultaneous (D) and stitching (E) scenarios. Individual points indicate latents for each trial during the perturbation period, color coded according to the target for a trial (targets shown in insets). Regions containing 95% of the probability density for inferred latents during the intuitive session are shown with ellipses. The coordinate system for latents in (E) has been transformed to allow for the best comparison with panel (D).
We now present a set of simulations to quantify the performance of stitching. We imagine a scenario in which we are able to record from a nominal number of neural units each day, but due to instability, the membership of this set changes from day-to-day. If we desire to fit an FA model to this data and infer underlying low-dimensional state for trials on each day we have two options. First, if neural units come and go slowly, there may be a sufficiently large set which are present across all recordings. In this case, we can discard any unit which was not present on all days, and fit an FA model using only those units that were common across all days. Of course, if we record for long enough or if neural units turn over at a fast enough rate, there will be no common units. The second option is to use stitching to fit a joint FA model to every unit that we record from across all days. Using simulated data, we now compare these two approaches.

![Diagram](https://via.placeholder.com/150)

Figure 6.2: Error of estimated latents under common and stitching scenarios. (A) Scenarios were parameterized by the base number of electrodes recorded from on any trial and the turnover rate of electrodes between blocks, resulting in a given number of common electrodes between all blocks. Note for large turnover rates, there were no electrodes common between all blocks. (B) Normalized error for differing base values with increasing turnover rates. Dashed lines are for scenarios using common electrodes; solid lines for stitching scenarios. Thick lines represent means, with thin lines representing standard error for the mean for 100 random simulations of each scenario.

We generate data for our simulations according to a statistical model fit to the data described in section 6.1.1. This is a single-day learning experiment, and therefore we simulate electrodes as coming and going in blocks of trials in single simulated days. We break up each simulation into five blocks (two in the intuitive period and three in the perturbation period), and simulate multiple stitching scenarios as described in section 6.1.1. Fig. 6.2A provides an illustration of how we simulate the data. We simulate scenarios where the number of electrodes that we can record from on any trial changes. We refer to this as the base number of electrodes and vary it between 20, 30 and 40. For each value of base electrodes we simulate experiments where there is no electrode turn over between blocks.
This represents an ideal scenario where channels were completely stable. In reality, experimentalists will have to contend with unstable recordings. Therefore, we also simulate scenarios where electrodes come and go at different rates. We simulate a turn-over rate of 1, 2, 3, 4, 5 and 10 electrodes per block for each base value. For each base value and turn-over rate, we perform 100 random simulations as described in section 6.1.1. For each simulation, we fit FA models using stitching and infer the underlying latents. When the number of common electrodes is greater than the dimensionality of the FA model we seek to fit, we also fit FA models and infer latents with the common units. After inferring latents for a simulation, we measure error of the estimated latents as described above.

The simulated results are presented in Fig. 6.2B. Error reported in the figure has been normalized by dividing error values for all scenarios by the mean error achieved by the simulated stitching experiments for a base value of 20 electrodes with no turn over. Plots for the common scenarios are shorter than those for the stitching scenarios because there were no common units for a turn-over rate of 10 electrodes per block. Three trends are apparent in the figure. First, in ideal scenarios when there is no turn over, recording from more electrodes at a time improves estimation of low-dimensional state. This is expected. Second, estimation error in the common scenarios increases with turn-over rate. This highlights the limitation of using only those electrodes which are common across all recordings: by reducing the number of electrodes available to infer latent state on any trial, estimation error increases. Third, by using stitching, we are able to estimate latents with accuracy near that of the ideal scenarios where there is no electrode turnover. This is true, even for scenarios where turn-over is fast enough that there are no common electrodes across blocks. The slight upward trend in error with turnover rate for the stitching scenario is likely due to the increase in the number of parameters in the FA model as more electrodes are observed.
6.2 Stitching to Study Multi-Area Communication

Studies relating neural activity among different brain areas have been carried out with techniques such as MEG and fMRI (e.g., [111–113]), EEG (e.g., [114, 115]) and traditional electrophysiological techniques ([116–119]). In this section, we focus on studying interactions of neurons in two areas at the population level. We seek to model interactions between not individual neurons but patterns of activity between two neural populations.

Recently Semedo et al. [96] proposed extensions to canonical correlation analysis (CCA) to model interactions between latent brain state, as opposed to individual neurons, in two brain areas. This reduces the number of parameters required to model interactions among areas, enhancing interpretability and reducing the proneness of models to overfitting. In addition to this technical advance, work by Kaufman et al. has found that in motor cortex neural activity during movement occupies a subspace that is largely orthogonal to the subspace for planning neural activity [10]. This suggests that at least in some brain areas, communication may take place in particular neural subspaces.

In this section, we present two methods for identifying subspaces in which neural data in one population covaries with or is predictive of neural activity in a second subspace. While these methods could be applied to any two neural populations, we are particularly interested in identifying subspaces in two different brain areas. We propose that the identification of these subspaces could enable exciting new experiments. For example, using optogenetics in online experiments, behavioral effects may manifest themselves if neural activity could be disrupted when it is detected to lie within such subspaces.

Important for our proposed use of stitching, in such online experiments, after the subspaces are identified, it may be sufficient to monitor the activity of neural population of only one area. For example, if we wish to disrupt the transfer of information from primary visual cortex (V1) to secondary visual cortex (V2), identifying when V1 activity has entered the subspace for communication with V2, would still allow us to potentially selectively disrupt information flow between these two areas.

Critical to the success of such experiments is the identification of subspaces themselves. This would seem to require the ability to simultaneously record from many neurons in both areas, since we seek subspaces which carry information between areas at the neural population level. In the work that follows, we will explain how stitching experiments could be carried out to allow for the identification of these subspaces when neural activity from the entirety of both populations of interest cannot be recorded simultaneously. We will then present simulated stitching experiments, based on data that was simultaneously recorded from populations of neurons in V1 and V2, to examine the effectiveness of such an approach.

6.2.1 Methods

Notation

We will refer to a vector of spike counts recorded in area 1 with the notation \( x_1^t \in \mathbb{N}^{M_1} \), where \( M_1 \) is the number of units in area 1. Similarly, \( x_2^t \in \mathbb{N}^{M_2} \) will be a spike count vector for \( M_2 \) units in area 2. We assume \( x_1^t \) and \( x_2^t \) are recorded simultaneously when they are indexed by the same value of \( t \). We will use the matrices \( X_1 \in \mathbb{N}^{T \times M_1} \) and \( X_2 \in \mathbb{N}^{T \times M_2} \) to collect a set of \( T \) observation vectors from both areas. We will let \( \Sigma_{11} \in \mathbb{R}^{M_1 \times M_1} \) be the covariance matrix for the counts in \( X_1 \), and \( \Sigma_{22} \in \mathbb{R}^{M_2 \times M_2} \) be the covariance matrix for the counts in \( X_2 \). Similarly, \( \Sigma_{12} \in \mathbb{R}^{M_1 \times M_2} \) will capture the covariance between counts in \( X_1 \) and \( X_2 \). In all the work below, we will assume \( X_1 \) and \( X_2 \) have been mean centered.

Methods for Identifying Covarying Subspaces

We now present two methods for identifying subspaces in which neural activity in one neural population covaries with or is predictive of neural activity in a second. We will introduce each in the context of analyzing recordings of simultaneous neurons. We will explain what each is optimized to find and how this may be useful for analyzing neural recordings. After presenting the basics of each method, we will describe how each can be used in a stitching scenario.
In all of the stitching scenarios we consider, we assume that we record simultaneously from a population of neurons in one area while recording from a neural population in a second area in blocks. Using the scenario we simulate below as an example, a multielectrode array could be used to constantly record from a set of units in V1, while linear probes are moved from time to time to record from different populations of neurons in V2. In this way, every set of V2 neurons recorded would be simultaneously recorded with the same set of V1 neurons, but the blocks of V2 neurons themselves may or may not have units in common between them.

**Reduced Rank Regression** Reduced Rank Regression (RRR) \[120\] seeks to find a $J$ dimensional subspace in area 1 which best predicts neural activity in area 2. Equivalently, RRR can be thought of as finding a subspace of neural activity in area 2 of dimensionality $J$ which can be best predicted by neural activity in area 1. Under RRR, we seek a matrix $A$ such that

$$||X_2 - X_1 A||^2_F$$

is minimized subject to the constraint that $\text{rank} \{A\} \leq J$. In our work, we derive projection vectors $d^1_1, \ldots, d^1_J$ in the space spanned by neural activity for area 1, and corresponding vectors $d^2_1, \ldots, d^2_J$ in the space spanned by the neural activity for area 2 such that $d^1_1, \ldots, d^1_J$ and $d^2_1, \ldots, d^2_J$ are the first left and right singular vectors of $A$. The projection vectors $d^1_1, \ldots, d^1_J$ then form an orthonormal basis for the subspace of neural activity in area 1 that is used to predict neural activity in area 2. Similarly, $d^2_1, \ldots, d^2_J$ form an orthonormal basis for the predictions of area 2 neural activity.

RRR may be useful for studying communication if we think a signature of communication between two brain areas is the ability to predict spike counts in one area based on spike counts in another. RRR discounts subspaces which may yield highly correlated neural activity in two areas if activity in the second subspace is poorly predicted from activity in the first. This may be important, for example, when looking for attentional affects, where the attentional drive from one area may only weakly bias the firing rate of any particular neuron in a second. Under this scenario, there may not be a pair of subspaces capturing highly correlated activity between the two areas, but by looking for subspaces which are good for prediction, RRR may still identify subspaces which capture the attentional effect between the two areas.

The matrix $A$ in RRR can be calculated in a two-step manner \[120\]. In the first step, $A_{\text{Full}}$ is calculated using the standard least squares equations as $A_{\text{Full}} = \Sigma_{11}^{-1}\Sigma_{12}$. In the second step, the eigendecomposition of a matrix $H = \Sigma_{12}^T\Sigma_{11}^{-1}\Sigma_{12}$ is found. If $E$ contains the top $J$ eigenvectors of $H$, $A$ is then calculated as

$$A = EE^TA_{\text{Full}}.$$  

(6.3)

In the stitching scenarios that we consider, $\Sigma_{11}$ and $\Sigma_{12}$ can be estimated entry-wise. This is possible because all neurons in area 1 are recorded simultaneously in each recording block, providing a set of data with which to estimate $\Sigma_{11}$. Similarly, each block records from some neurons in area 2 while recording from all neurons in area 1. This provides data to estimate the appropriate entries in $\Sigma_{12}$. Therefore, the more sophisticated algorithm presented in chapter \[4\] to combine recordings is not required. Nonetheless, we include this scenario under the larger umbrella of “stitching” as we still seek to perform analyses that would be not be possible without combining recordings from overlapping neural populations.

**Canonical Correlation Analysis** Canonical correlation analysis (CCA) seeks to find a set of projection vectors $d^1_1, \ldots, d^1_J$ in the space spanned by neural activity for area 1, and corresponding projection vectors $d^2_1, \ldots, d^2_J$ in the space spanned by the neural activity for area 2, such that

$$\text{corr} (X_1 d^1_j, X_2 d^2_j)$$
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is maximized subject to \((X_1d_1^i)^T X_2d_2^i = (X_1d_1^j)^T X_1d_1^j = (X_2d_2^j)^T X_2d_2^j = 0\) for all \(i \neq j\) [21]. That is CCA seeks to find a set of pairs of projection vectors such (1) the projected neural activity of each pair is maximally correlated within pairs and uncorrelated across pairs and (2) the projected data within a single area is uncorrelated. By convention we will order the pairs of directions so that \(\text{corr} (X_1d_1^1, X_2d_2^1) \geq \ldots \geq \text{corr} (X_1d_1^d, X_2d_2^d)\).

In contrast to RRR, CCA discounts the amount of variance in total neural activity contained in the two subspaces. This would be important if we believe a tight correlation is a signature of neural activity even if the subspaces with highly correlated neural activity contain little of the overall neural variability. A scenario in which CCA may be preferable over RRR would arise, for example, if communication between brain areas took place between a select number of highly correlated neurons in each population.

Let \(F = \Sigma_{11}^{-1/2} \Sigma_{12} \Sigma_{22}^{-1/2}\). The projection vectors \(d_1^1, \ldots, d_1^d\) and \(d_2^1, \ldots, d_2^d\) can be computed in a two step manner. In the first step, if \(UAV^T\) is the singular value decomposition of \(F\), the left and right singular vectors contained in the columns of \(U\) and \(V\) are found. We assume that the columns of \(U\) and \(V\) are ordered from left to right to contain the singular vectors corresponding to the largest to smallest singular values. In the second step, projection vectors are calculated as

\[
d_j^1 = \Sigma_{11}^{-1/2} U(:,j) \\
d_j^2 = \Sigma_{22}^{-1/2} V(:,j).
\]

Unlike RRR, the calculations to find projection vectors for CCA requires the full covariance between all pairwise units recorded in both areas. Thus, there will be no stitching scenarios where we are fortunate enough to be able to simply compute the entries of the portion of the covariance matrix that we need in a trivial way. For the stitching scenarios we consider here, we will be able to compute \(\Sigma_{11}\) and \(\Sigma_{12}\) entry-wise from the recorded data, as with RRR, but we will not be able to estimate \(\Sigma_{22}\) in this way. However, if there is overlap between the blocks of units recorded in area 2 we can use the algorithm in chapter 4 to fit an FA model to V2 data in this way. We can then estimate \(\hat{\Sigma}_{22} = \hat{C} \hat{C}^T + \hat{\Psi}\). We can use \(\hat{\Sigma}_{22}\) calculated in this way, as well as the estimates for \(\Sigma_{11}\) and \(\Sigma_{12}\) calculated entry-wise in the equations above to find the projection directions for CCA.

**Neural Recordings**

In this work, we will analyze neural activity simultaneously recorded from 165 single and multi-units in V1 and 34 single and multi-units in V2. Although recordings were made simultaneously, we will generate simulated stitching scenarios by assuming we can only record from a small number of neurons in V2 at once. We analyze recordings performed by Adam Kohn’s lab at the Albert Einstein College of Medicine from an experiment in which an anesthetized rhesus macaque was shown gratings in one of eight orientations. Each grating was displayed for 1280 milliseconds, followed by an intertrial interval of 1500 milliseconds. Each grating was shown 400 times, for a total of 3200 trials. Details of the recordings can be found in [22]. The 165 and 34 units in V1 and V2 constitute all recorded units that were not marked as noise or junk in the original recordings.

In all of the work that follows, we analyze only neural data during the stimulus presentation, discarding neural activity in the intertrial intervals. For each trial, we form spike count vectors by counting spikes in non-overlapping bins during the entire duration of stimulus presentation. In the results below, we specify the bin sizes used. Before performing any of the analyses below, we subtract average responses to each grating from the spike count vectors to produce vectors of residual spikes counts, as we seek to identify covariability between V1 and V2 that is non-stimulus driven. This is somewhat unrealistic for the stitching scenarios we simulate, as this allows us to calculate average stimulus responses for all units using using all trials of an experiment. In practice, for a stitching experiment, the average response for a neural unit will have to be estimated using only the trials it was recorded on, which when stitching will be less than the total number of trials in a the full experiment. However for analyses with a large number of trials, the average responses that are calculated in stitching scenario should differ little from those we calculate with this procedure, and this simplifies the presentation of the methods and results below.
Evaluation with Simulated Stitching Scenarios

Simulations We simulate stitching scenarios using the real data described above. Specifically, although all recorded units were in reality recorded simultaneously, we use the recorded spike counts on each trial and simulate scenarios where we assume we have the ability to record simultaneously from all V1 units in the original recordings but only B units at once in V2. We assume that in each block of an experiment, we can move electrodes in V2 so that we continue to record from some neural units from the previous block but also record from some units we haven’t sampled before. See Fig. 6.2A and Fig. 6.3B for illustrations of this general sampling scheme. Each scenario is then characterized by T, the total number of trials in a simulated experiment, B the number units that we record at once in V2, M’ the total number of units sampled in V2 over the course of the experiment, and O the number of common V2 units that we record from in two sequential blocks. The prime on M’ indicates that a simulated experiment may sample less than the full 34 V2 units in the original recording. Given these parameters, we randomly generate a stitching scenario from the prerecorded data in the following manner.

1. The original 3200 trials of data are down sampled to T trials. Trials are down sampled in a deterministic fashion respecting the balance of grating orientations and original ordering of trials. Trial ordering is respected to preserve slow non-stationarities which may be present in the data.
2. Given M’, O and B, the number of blocks we simulate recording from sets of V2 neurons in, K, is calculated as $K = (M’ - O)/(B - O)$. We always select $M’$, O and B so that K evaluates to a whole number.
3. Given the down sampled trials from step (1) and K, trials are assigned to each block, again respecting the original ordering of trials. If T is not divisible by K, one extra trial is assigned as needed to recording blocks occurring earlier in the simulated experiment.
4. Sets of units from V2 to record from in blocks are randomly generated as parameterized by $M’$, O B and K.
5. Finally, simulated stitching data is generated by retaining only spike counts from the units simulated as being recorded from in each block of the down-selected trials.

Evaluation We now describe how we evaluate the performance of CCA and RRR in our simulated stitching scenarios. For each simulated stitching dataset, the set of simulated trials is broken up into 10 folds. Folds are generated so that trials from each simulated recording block are represented as evenly as possible in each fold. The parameters for CCA or RRR are then learned from data on 9 of the 10 folds. Finally, subspaces identified by CCA and RRR are evaluated on the held out fold of data as described below. For each simulated dataset, we do this 10 times, using each separate fold of data as the test set.

Each time CCA or RRR is fit, they return subspaces for both V1 and V2. The evaluation metrics we use focus on the subspace for V1. There are two reasons for this. First, in all of the simulated experiments we perform, we record from all V1 neurons. Thus, subspaces for V1 neurons across stitching scenarios can be meaningfully compared. In contrast, it is not clear how to meaningfully compare subspaces for V2 across different stitching scenarios which may record from different numbers of V2 neurons. Second, in keeping with the motivation presented in the introduction, we envision experiments where after the subspaces are identified with stitching, it is sufficient to monitor the activity in only one area. In these settings, the quality of the V1 subspace can be judged in a functional manner: two subspaces in V1 are equally good if they capture the same amount of correlation with V2 (CCA) or predict activity in V2 with the same accuracy (RRR).

Let $X_{test, 1}$ be spike counts from all units in V1 in a held out fold of data. Let $X_{test, 2}$ be spike counts from all 34 units that were recorded in V2 for the same fold of data. Note that no matter how many units in V2 a simulated stitching scenario recorded from, $X_{test, 2}$, always contains counts from all V2 units in the prerecorded data.

Let $P_{fit} \in \mathbb{R}^{M_1 \times M_1}$ be a projection matrix which projects activity in V1 into the subspace identified by RRR. We then evaluate the quality of the subspace parameterized by $P_{fit}$ for RRR by solving the following optimization problem:

$$E_{min} = \min_{A \in \mathbb{R}^{M_1 \times M_2}} \| X_{test, 2} - X_{test, 1}P_{fit}A \|^2_F,$$

(6.4)
subject to the constraint that \( \text{rank}(A) \leq J \), where \( J \) is the dimensionality of the subspace spanned the columns of \( P_{\text{fit}} \). In words, \( E_{\text{min}} \) gives the best prediction error that we can achieve on the test data in V2 if we project our test data in V1 to the subspace identified by RRR fit on the training data. In this way we are asking how good the subspace for V1 returned by RRR is at predicting the activity of all units in V2. In the results we present below, we normalize \( E_{\text{min}} \) by \( ||X_{\text{test}, 2}||^2_F \) and subtract the result from 1 to arrive at percent variance explained.

To evaluate a CCA model that returns \( J \) pairs of univariate subspaces, we let \( P_{\text{fit}} \) be a projection matrix to the subspace spanned by \( d_1^2, \ldots, d_J^2 \) on the training data. We take the average across all folds and use this to quantify the average percent variance explained by a RRR model of each dimension. We evaluate the fit of these models as described in section 6.2.1. For each simulated dataset, this returns the amount of variance explained in each of the 10 folds of test data for RRR models of each dimension. We take the average across all folds and use this to quantify the average percent variance explained by a RRR model of each dimension on a given repetition of data. Fig. 6.3B then plots the mean of these averages over all 100 simulated repetitions for the three scenarios.

6.2.2 Results

We simulate stitching scenarios from the prerecorded data. In each scenario we simulate, we imagine that we can record simultaneously from all 165 V1 units in the original recordings but can only record from a limited number of V2 units simultaneously. Continuing with the motivation presented in the introduction, we would like to identify a subspace in V1 neural activity which is potentially important for communication with V2. To do so, we must record from at least some neural units in both areas simultaneously. Faced with the ability to record only a limited number of V2 units simultaneously, we must decide if we record from the same limited number of V2 units over the entire duration of an experiment or if we move our recording devices and use stitching to sample more V2 units throughout the experiment. As we sample more units, a more holistic picture of how populations of neural units in V2 covary with neural units in V1 should emerge. However, at the same time, we also increases the number of parameters in the model without increasing the amount of data available for model fitting.

Fig. 6.3 presents results for RRR where we simulate recording from \( B = 5 \) neural units at once in V2 in non-overlapping blocks \( (O = 0) \). For this analysis, we bin neural activity in each trial in 20 millisecond bins. Fig. 6.3A illustrates the three sampling scenarios we consider. In the base scenario, we simulate recording from the same \( M_2' = 5 \) units for all 3200 trials (left illustration of Fig. 6.3A). We also simulate recording from \( M_2' = 15 \) (3 blocks of 5 units each, middle illustration of Fig. 6.3A) and \( M_2' = 30 \) (6 blocks of 5 units each, right illustration of Fig. 6.3A) units in V2. We simulated 100 repetitions of each of these scenarios as described in section 6.2.1. For each repetition, we fit and evaluate RRR models with dimensions ranging from 1 to the number of V2 neurons sampled. We evaluate the fit of these models as described in section 6.2.1. For each simulated dataset, this returns the amount of variance explained in each of the 10 folds of test data for RRR models of each dimension. We take the average across all folds and use this to quantify the average percent variance explained by a RRR model of each dimension on a given repetition of data. Fig. 6.3B then plots the mean of these averages over all 100 simulated repetitions for the three scenarios.
As can be seen in Fig. 6.3B, RRR fits obtained with stitching which sample more units return estimates of subspaces in V1 that allow for better prediction of activity in the full V2 population, showing the utility of stitching. This did not have to be the case. It is possible that as a recording device is moved more frequently during an experiment to sample more neurons, the number of parameters in the model would grow such that overfitting would become a problem. To illustrate this general concept, we run an additional simulation below with a reduced number of simulated trials in each scenario.

Figure 6.3: (A) The three stitching scenarios simulated in simulations. In each scenario we simulate a trial budget of 3200 trials. All V1 units in the prerecorded data were simulated as being recorded from in each trial. Randomly selected sets of 5 V2 units were simulated as being recorded in blocks. The number of blocks, and therefore total number of V2 units sampled, varied by scenario. (B) Average percent variance explained of V2 neural activity obtained from RRR models fit to test data when neural activity in V1 was constrained to lie in the V1 subspace returned by RRR models fit to training data. See text for details. Results are plotted for RRR models of varying dimension for each scenario. Solid lines are mean performance across all simulated repetitions. Shading represents 95% confidence intervals.

We also add a note for interpretive caution. The monotonic increase in percent variance explained for each scenario is a direct consequence of searching in larger subspaces in the test set of V1 neural data to explain the test set of V2 neural activity. It is likely, therefore, that increases in percent variance explained to the right of each plot are statistically insignificant. The statistical significance of these increases could be assessed via permutation...
testing, where the pairing of neural recordings in V1 and V2 is randomized. This would allow us to truncate the plots in panel B for dimensions which do not explain statistically significant increases in percent variance explained. However, for computational reasons we do not present those results here.

Fig. 6.3 illustrates that for RRR models of fixed dimension, given a sufficiently large trial budget, increasing the number of neurons sampled through stitching allows RRR to find V1 subspaces better suited to predicting V2 neural activity. However, for any fixed trial budget, sampling too many neurons will increase the number of parameters in a model such that overfitting becomes a problem. To illustrate the tradeoff between the number of neurons sampled and the parameters that must be fit, we rerun the same analysis but down sample to a total of 208 trials, which is 26 per grating orientation (Fig. 6.4). As we move from sampling 5 to 15 V2 units, RRR returns V1 subspaces containing neural activity that is better able to predict V2 activity. This is a result of sampling more V2 units. However, as the number of units sampled is increased to 30, there is no longer sufficient training data to prevent overfitting for these models with more parameters and the quality of the fit decreases. Given a set of stitching data, overfitting can be combatted by reducing the number of dimensions the RRR model returns. In a real stitching scenario, we propose that leave one out neuron prediction error \[9\] can be used to assess the proper dimensionality of a RRR model given set of stitching data.

Figure 6.4: Evaluation of RRR under the same stitching scenarios as presented in Fig. 6.3 when scenarios are simulated with a trial budget of 208 trials. Results are plotted in the same manner as those in Fig. 6.3B.

We now present results for CCA. To increase the magnitude of correlations between neurons, we count spikes in 500 millisecond bins in each trial. Just as we did for RRR, we simulate three stitching scenarios as described in section 6.2.1. In these scenarios we simulate recording from \(B = 5\) units in V2 simultaneously, but now allow for overlap of \(O = 4\) units between blocks. This overlap allows us to apply the method described in section 6.2.1 to estimate the covariance matrix for the sampled neurons in V2 before calculating pairs of CCA projection vectors. As shown in Fig. 6.5A, we then simulate recording from \(M_0' = 5\) (1 block) units consistently throughout an experiment and moving our recording device to record from \(M_0' = 10\) (6 blocks) and \(M_0' = 15\) (11 blocks) units in V2 in total in this way. With the exception of differences in these parameters, simulations were performed just as they were above for RRR. For computational reasons, for each scenario, we only perform 32 random repetitions.

For each simulated repetition, we fit and evaluate CCA models to the simulated data. For the baseline scenario when we simulate recording from the same 5 neural units for the entire experiment, we can fit CCA models without the need for our stitching algorithm (as there is no missing data). For the scenarios when we sample 15 and 30 units in V2, we use stitching with FA models with 3 latents to estimate the covariance matrix for the V2 neurons and then apply CCA as described in section 6.2.1. Evaluation is performed as described in section 6.2.1. For each simulated dataset, this returns \(\text{corr}_{\text{max,J}}\) values for each of the 10 folds of data for CCA models of each dimension. As we did
with RRR, we take the average across all folds and use this to quantify the average $\text{corr}_{\text{max},J}$ value for a CCA model of each dimension on a given repetition of data. Fig. 6.5 then plots the mean of these averages over all 32 simulated repetitions for the three scenarios.

Figure 6.5: (A) The three stitching scenarios simulated in simulations, plotted as in panel A of Fig. 6.3. A trial budget of 3200 trials was again used. All V1 units were recorded on each trial. V2 units were recorded in overlapping blocks of 5 units. (B) Average value of $\text{corr}_{\text{max},J}$ for subspaces returned by CCA models of varying dimension for each scenario. Solid lines are mean performance across 32 simulated repetitions. Shading represents 95% confidence intervals. (C) Average value of $\text{corr}_{\text{max},J}$ for subspaces returned by CCA models of varying dimension for each scenario when the covariance matrix for V2 neurons is assumed to be diagonal. Results are reported for 100 random repetitions of each scenario.

Fig. 6.5 presents the results of this analysis and indicates that CCA models fit under the baseline scenario and stitching scenarios with 10 sampled units in V2 perform very similarly. However, CCA models fit under stitching scenarios with 15 sampled units, particularly when CCA is used to return a one dimensional subspace, perform less satisfactorily. There are three probable reasons for this. First, a CCA model for 15 V2 units has more parameters than CCA models for 5 or 10 V2 units and overfitting could affect the results. Second, the stitching algorithm to learn the parameters of the FA model must align estimates of the loading matrices for each block. This process can become fragile as the number of blocks used to stitch increases. Third, in this particular dataset the covariance among neurons in V2 seems to minimally affect the results of CCA.

We find evidence that the covariance structure among the recorded V2 neurons is weak enough to minimally affect CCA results in two ways. First, we rerun the same simulations but instead of running our stitching algorithm,
we assume $\Sigma_{22}$, the covariance matrix for V2, is diagonal. This allows us to estimate the variance of each neural unit entry-wise in the stitching scenarios. Because we no longer need have the computational burden of fitting FA models, we increase the number of random repetitions for each scenario to 100. We quantify the fit of the CCA models exactly as in the previous analysis and plot the results in Fig. 6.5C. Using $\Sigma_{22}$ estimated in this way, we find that performance of CCA when sampling 15 units in V2 is recovered. This is consistent with the hypothesis that there is little covariance structure among V2 neurons and the stitching algorithm in simulations sampling 15 V2 neurons becomes fragile.

Second, to further assess the importance of the covariance structure between V2 neurons we run a final set of simulations. In each simulation, we sample all neurons of the V1 and V2 units in the original recordings in each trial. As with previous results, we perform 100 random repetitions, where because we sample all neurons in each repetition the only difference in repetitions is which trials are assigned to which folds for the purposes of cross-validation. We then fit CCA models in these simulations in two ways. In the first way, we fit CCA models using the full sample covariance matrix among V2 neurons. In the second, we assume the covariance matrix among V2 neurons is diagonal. Performance is again quantified in the same way as the previous two analyses. As shown in Fig. 6.6 the results when CCA is fit in both ways are nearly identical.

Figure 6.6: Average value of $\text{corr}_{\text{max},J}$ for subspaces returned by CCA models of varying dimension under the assumption that the covariance matrix for V2 was full and diagonal for scenarios simulating recording from all V1 and V2 units in the original recordings simultaneously. Results are reported for 100 random repetitions of each scenario. Solid lines are average performance across 100 simulated repetitions. Shading represents 95% confidence intervals.
Chapter 7

Deterministic Symmetric Positive Semidefinite Matrix Completion via Nuclear Norm Minimization

For the last chapter of this thesis, we turn once again to theory. In chapter 3, we established that a symmetric positive semidefinite (SPSD) matrix can be recovered when a set of its principal submatrices meeting certain sufficient conditions is observed. In contrast to much of the previous matrix completion literature, these sufficient conditions do not require the underlying matrix to be incoherent. Intuitively, incoherence rules out matrices which can hide most of their mass in a small subset of unobserved entries.

Intrigued by this observation, we ask if we can prove that a common technique for matrix completion, nuclear norm minimization, will also recover SPSD matrices under the sufficient conditions presented in chapter 3. In this chapter we will show that this is in fact the case. This is important for two reasons. First, it establishes that nuclear norm minimization can be applied to the completion of an important class of coherent matrices with structured missingness. Second, we provide empirical evidence that nuclear norm minimization may provide a more robust method of completing SPSD matrices in the presence of noise. Both of these findings have important practical implications.

7.1 Background

The problem of recovering a low-rank matrix through solving a nuclear norm penalized objection has been extensively studied (e.g., [26, 28–30, 86, 87]). In the noiseless setting, the problem is formulated as finding the matrix of minimum nuclear norm which agrees with all of the observed entries of the matrix we desire to recover [28]. In the noisy setting, the problem has been referred to as the matrix lasso [29, 30] and is formulated as optimizing an objective which trades off reconstruction error for the observed entries of a matrix and the nuclear norm of the returned matrix.

Incoherence is a common assumption which appears in much of the existing nuclear norm matrix completion literature (e.g., [26, 28–30]). Incoherence is a measure of how close any singular vector of a matrix is to a standard basis vector. As a motivating example, consider the problem of recovering a matrix whose entries, except for one, are all zero. As pointed out by Candes and Recht [28], it would be difficult to reconstruct this matrix without sampling almost every one of its entries.

There is a body of work which has looked at relaxing the incoherence requirements. Krishnamurthy and Singh [86] use an adaptive sampling scheme to remove the requirement for incoherence on the row-space of a matrix. Chen et al. [87] show that if entries of a matrix are sampled with respect to the local coherence properties of a matrix, arbitrary coherent matrices can be recovered and they propose a two-stage sampling scheme which does not require a priori knowledge of the coherence structure of a matrix. In a separate line of work, others [88, 123] measure the complexity of a matrix without the need for incoherence assumptions and are able to bound recovery error with
In this work, we show that the conditions we present in chapter 3 are sufficient to guarantee that a coherent SPSD matrix can be recovered exactly via nuclear norm minimization. After establishing this result, we demonstrate empirically that the matrix lasso has superior noise properties to the algorithm presented in chapter 3 in two sets of simulated matrix recovery scenarios.

7.2 Preliminaries and Notation

We continue with the notation introduced in chapter 3. We again consider the problem of recovering a rank \( r > 0 \) matrix \( A \in S_n^+ \), where \( S_n^+ \) indicates the cone of \( n \times n \) symmetric, positive semidefinite (SPSD) matrices. We again let \( \tilde{A} \) be a noise corrupted version of \( A \). Let \( \Omega \subseteq [n] \times [n] \) be a set of ordered pairs containing the row and column indices of observed entries of \( A \) or \( \tilde{A} \). Throughout this work \( |\cdot| \) will indicate the cardinality of a set, so \( |\Omega| \) indicates the number of observed entries of \( A \). Define the linear operator \( \mathcal{A}_\Omega : [n] \times [n] \rightarrow \mathbb{R}^{|\Omega|} \) so that \( b = \mathcal{A}_\Omega (A) \) is a vector containing all of the entries of \( A \) indexed by pairs in \( \Omega \). We will let \( \| \cdot \|_* \) indicate the nuclear norm of a matrix, which is equal to sum of the eigenvalues of any SPSD matrix, or equivalently, the trace of a SPSD matrix.

Problem 1  In the noiseless setting, we propose to estimate \( \hat{A} \) by solving

\[
\hat{A} = \arg\min_{M \in S_n^+} \|M\|_*, \quad \text{subject to: } \mathcal{A}_\Omega (M) = \mathcal{A}_\Omega (A).
\]

That is we seek to recover a matrix of minimum nuclear norm which is consistent with all of the observed entries of \( A \). Problem 1 is the standard approach to nuclear norm minimization [28], where we have simply constrained the search space to the cone of SPSD matrices. The cone of SPSD matrices is a convex set and therefore the convexity of Problem 1 is preserved under this modification.

Problem 2  In the noisy setting we do not expect there to be a low rank matrix which agrees with the observed entries of \( \tilde{A} \). We estimate \( \hat{A} \) as

\[
\hat{A} = \arg\min_{M \in S_n^+} \|M\|_* + \frac{1}{2} \left\| \mathcal{A}_\Omega (\hat{A}) - \mathcal{A}_\Omega (M) \right\|_F^2.
\]

As with the noiseless setting, this is the standard matrix Lasso [29] constrained to search over the cone of SPSD matrices.

7.3 Exact Recovery of SPSD Matrices Via the Nuclear Norm

We now state the main result of this chapter.

Theorem 12. Let \( A \) be a rank \( r \) matrix with sampled entries indexed by \( \Omega \) which meets conditions A1 through A4 in chapter 3. Let \( \hat{A} \) be the solution to Problem 1. Then \( \hat{A} = A \).

In the remainder of this section, we present the proof. The proof is accomplished by establishing a set of equivalency statements which will establish that Problem 1 is equivalent to the problem solved by Algorithm 1 in chapter 3. With the exception of the proof of one intermediate result, which we leave to appendix E, the entirety of the proof is relatively short and provides intuition, so we present it here. We began by introducing a third matrix completion problem. Consider estimating a matrix \( \tilde{A} \) as
Problem 3

\[ \hat{A} = M \]

subject to: \[ M \in S^n_+ \]
\[ A_\Omega (M) = A_\Omega (A) . \]

That is we seek to find a matrix \( \hat{A} \) of any rank with entries which are equal to those we observe from \( A \). Our first intermediate result establishes that under our sufficient conditions, Problems 2 and 3 are equivalent.

**Lemma 13.** Let \( \Omega \) index a set of observed entries of \( A \) such that condition A1 and A2 in chapter 3 hold. Then Problems 2 and 3 are equivalent.

We present the proof here.

**Proof.** Under the constraints of Problem 3, it must be that \( A_\Omega (\hat{A}) = A_\Omega (A) \). By assumptions A1 and A2 in chapter 3 all the diagonal elements of \( A \) are indexed in \( \Omega \), so we have

\[ \text{diag}\{ \hat{A} \} = \text{diag}\{ A \} , \tag{7.1} \]

where \( \text{diag} : S^n_+ \rightarrow \mathbb{R}^n \) is an operator which maps the diagonal of a matrix to a vector. For any \( M \in S^n_+ \), \( \| M \|_* = \text{tr}\{ M \} \). From this and (7.1), we conclude that

\[ \| \hat{A} \|_* = \| A \|_* . \]

This must hold for any arbitrary \( A \) which is a solution to Problem 1, so we can rewrite Problem 1 as

\[ \hat{A} = M \]

subject to \[ M \in S^n_+ \]
\[ \| M \|_* = \| A \|_* \]
\[ A_\Omega (M) = A_\Omega (A) . \]

By the above arguments, \( A_\Omega (M) = A_\Omega (A) \) implies \( \| M \|_* = \| A \|_* \) and the equivalence with Problem 3 then immediately follows.

\[ \square \]

Having shown that Problems 2 and 3 are equivalent under our sufficient conditions, we now analyze problem 3. We show that under our sufficient conditions, Problem 3 exactly recovers \( A \). This may seem surprising as Problem 3 has completely removed any penalty on the rank of the returned matrix. Instead, in solving problem 3, we are simply solving a feasibility problem - we seek any matrix \( \hat{A} \) which agrees with the observed entries of \( A \).

Our challenge will then be to show that under our sufficient conditions there is only a single matrix in the SPSD cone with entries which match the observed entries of \( A \). We achieve this in two steps. In the first step, we will show that under our sufficient conditions, any matrix which is a solution to Problem 3 must be rank \( r \). This will establish that Problem 3 is equivalent to solving the same problem but constraining the search space to the set of rank \( r \) matrices. With this final equivalency established, we call upon the results of chapter 3 to show that the solution to this last problem must be \( A \).

The first step is achieved by the following lemma. The proof is left to the appendix.

**Lemma 14.** Let \( \Omega \) index the observed entries of \( A \) such that conditions A1 - A4 of chapter 3 hold. Then any \( \hat{A} \) which is a solution to Problem 3 must be rank \( r \).

With this intermediate result, we now present the proof of Theorem 12.
Proof of Theorem 12

Proof. By Lemma 14 under conditions A1 - A4 of chapter 3, Problem 3 is equivalent to the following problem, which we refer to as Problem 4:

\[ \hat{A} = M \]
subject to \( M \in S^n_+ \)
\( \text{rank}\{M\} = r \)
\( A_{\Omega}(M) = A_{\Omega}(A) \).

Problem 4 is a formal statement of the problem considered in chapter 3 - that of recovering a SPSD matrix \( \hat{A} \) of known rank subject to agreement between the observed entries of a SPSD matrix \( A \) and \( \hat{A} \). Theorem 2 of chapter 3 shows there exists an algorithm to find \( \hat{A} \) and that \( \hat{A} = A \) under conditions A1 - A4. Therefore, \( \hat{A} \) recovered by solving Problem 4 must equal \( A \). Finally, by the series of equivalencies we have established between Problems 1, 3 and 4, we conclude that the under conditions A1 - A4 of chapter 3, it must be that \( \hat{A} \) recovered by solving Problem 1 is equal to \( A \). \( \square \)

7.4 Empirical Results for Noisy Matrix Recovery

Algorithm 1 of chapter 3 is an efficient method for completing SPSD matrices in noiseless settings, but it has notable shortcomings for the noisy scenario. In particular, Algorithm 1 estimates a row of the matrix \( C \) from a single principal submatrix. However, in practice, there may be multiple principal submatrices which can be used for estimating any single row of \( C \). In the noiseless setting this presents no problem, but in a noisy setting, this results in suboptimal estimation of \( \hat{C} \) and therefore \( \hat{A} \). Second, Algorithm 1 is a single pass algorithm. Given an ordering of principal submatrices, appropriate parts of the full \( \hat{C} \) matrix are learned and each is in turn incorporated into the growing estimate of \( \hat{C} \) until all rows are learned. However, in practice there may be multiple possible orderings of principal submatrices which meet conditions A1-A4, and an algorithm which completes the matrix in a more global fashion may outperform Algorithm 1.

Motivated by these observations, we perform matrix recovery via the nuclear norm and compare performance to the method we present in chapter 3. We refer to the algorithm in chapter 3 as the Procrustes method of matrix completion, as it relies on Procrustes analysis to align the \( \hat{C}_l \) matrices in each iteration.

We compare the performance of these two methods on reconstructing 30 by 30 matrices when we observe 10 by 10 principal submatrices running along the diagonal of each matrix with overlapping 5 by 5 blocks between principal submatrices as shown in Fig. 7.1A. We run simulations when the matrices we seek to recover are incoherent and when they are coherent. We first describe the simulations for recovering incoherent matrices. We randomly generate rank 1 to 5 incoherent matrices by generating a matrix \( H \in \mathbb{R}^{n \times r} \), where each entry of \( H \) is independently randomly generated from a \( \mathcal{N}(0, 1) \) distribution. We then form a SPSD matrix, \( A = HH^T \). Fig. 7.1B shows an example of a random matrix generated in this way. To simulate noise we randomly generate a matrix \( G \in \mathbb{R}^{n \times n} \), where each entry of \( G \) is independently randomly generated from a \( \mathcal{N}(0, \sigma_{\text{Noise}}) \) distribution. We vary the level of \( \sigma_{\text{Noise}} \) between 0 and 1 to generate different amounts of noise. Given \( G \), we form a matrix of SPSD noise as \( N = GG^T \) and then form \( \tilde{A} = A + N \). Given the observed entries of \( \tilde{A} \) in the 10 by 10 principal submatrices sampled, we attempt to recover \( A \) via nuclear norm minimization and the Procrustes method. For values of \( \sigma_{\text{Noise}} = 0 \) (no noise), we attempt recovery via the nuclear norm approach by solving Problem 1 above. When \( \sigma_{\text{Noise}} > 0 \), we attempt recovery by solving Problem 2 and vary \( \mu \) between .001 and 1000 in 16 points equally spaced logarithmically. For each simulated matrix recovery problem, we select the value of \( \mu \) that minimizes error. In practice \( \mu \) would need to be selected via a heuristic or with cross-validation, but as we seek an estimate of theoretical best performance, we chose to simply sweep the values of \( \mu \) and report lowest error achieved in this way. Given a simulated matrix \( A \) and an estimated matrix \( \hat{A} \), we quantify error as \( \|A - \hat{A}\|_F / \|A\|_F \). For each rank and value of \( \sigma_{\text{Noise}} \), we perform a 100 simulations.
Figure 7.1: Results of matrix recovery simulations. (A) Matrices of size 30 by 30 and varying rank were recovered from entries observed in 10 by 10 submatrices running down the diagonal of the generated matrices. (B) Example of a randomly generated rank 5 incoherent matrix. (C) Example of rank 5 randomly generated coherent matrix. (D) Reconstruction accuracy of incoherent matrices of varying rank for different noise levels. Each point is the average of 100 random simulations. (E) Reconstruction accuracy for coherent matrices. Each point is again the average of 100 random simulations.

Fig. 7.1D presents the results for the recovery of incoherent matrices. As can be seen, the nuclear norm approach uniformly outperforms the Procrustes based method in this simulation. Further, as the rank of the underlying matrix grows, the discrepancy between the two methods widens. This likely reflects the fragility of the Procrustes based method, which is dependent on accurately decomposing each principal submatrix to recover the individual matrices. Importantly, as predicted by theory, both methods are able to exactly recover the underlying matrices in the no noise case.

We also investigated the performance of the two methods when recovering coherent matrices. For each simulation, we generated a coherent matrix by first randomly generating $H \in \mathbb{R}^{n \times r}$ as before. We then randomly selected a single element in each column of $H$ and set it to 100. We did this in a manner so that no two elements in a row of $H$ were set to 100. Fig. 7.1C shows an example of a random matrix generated in this way. We then performed simulations exactly as before. Fig. 7.1E plots average results over 100 random simulations for each rank and value of $\sigma_{\text{Noise}}$. As can be seen, the nuclear norm based approach continues to outperform the Procrustes based method, and in the no noise simulations, both methods exactly recover the underlying coherent matrices.
Chapter 8

Conclusion and Future Work

Modern techniques for recording neural population activity have made many scientific and clinical advances possible but still face limitations in the number of neurons they can record, the locations of the brain they can be deployed in and in their ability to stably record from a given set of neurons. These limitations have important implications for the practical utility of current BCI systems and constrain the types of scientific questions we can ask. In this thesis, we have presented theory and computational approaches to extend the utility of current recording techniques in the face of these limitations by combining neural population recordings across time and space.

A key component of the work presented in this thesis is the leveraging of structure in neural data. We first leveraged clustering of neural activity in a BCI classification scenario to develop robust classifiers capable of performing self-recalibration to maintain stable performance for up to 31 days. We then turned our attention to low-dimensional structure, which has been found in neural recordings in a wide variety of settings. We presented novel matrix completion theory, applicable to completing a covariance matrix for a population of neurons with low-dimensional neural activity when we can only record from the population in small, overlapping blocks of neurons. To extend our capabilities beyond that of simply completing a covariance matrix, we showed how FA models for a joint population of neurons can be fit to such a set of recordings. The fitted models can then be used to infer the low-dimensional state of the entire population of neurons at any point in time from the subset of the recorded neurons in each block. We developed necessary conditions for fitting FA models in these scenarios and then validated our methods in a BCI regression scenario and when studying the neural basis of learning and communication between brain areas.

A more detailed summary of the contributions of this thesis follows. We conclude by considering future research directions.

8.1 Summary

In chapter 1 we described how we measure neural activity using spike counts and introduced the two types of structure we leverage in this work: clustering and low-dimensional structure. We reviewed limitations in current recording technology which motivate the methods presented in this thesis and discussed how our work on combining neural population recordings differs that from the recent work of others, such as that of Turaga et al. [22], who first used the term stitching to describe the general idea of combining neural population recordings.

In chapter 2 clustered structure in patterns of neural activity in a BCI classification scenario were used as the basis for designing self-recalibrating classifiers. A detailed analysis of how tuning parameters change from day-to-day revealed that tuning parameters on the same electrode tended to move between days in concert, informing decoder design. We presented a fully probabilistic self-recalibrating classifier as well as a simplified version of this decoder which tracked point estimates of tuning parameters. Both classifiers were capable of maintaining stable performance over periods of 26 and 31 days without any supervised retraining.

In chapter 3 we considered the problem of completing a SPSD matrix from a set of its observed principal submatrices. We presented an algorithm and set of sufficient conditions under which exact matrix recovery could be guaranteed. We additionally showed that our sufficient conditions were often necessary, derived an error bound for
the problem of recovering partially observed SPSD matrices corrupted by noise and verified our theoretical results through simulations.

In chapter 4, we described how neural recordings could be combined by fitting a single FA model to separate recordings of overlapping populations of neurons. Having fit such an FA model, the low-dimensional state of the population can be inferred in a meaningful way from the neural activity of the neurons in each recording. We use the term “stitching” in this work to specifically refer to combining neural population recordings in this way. We used the theory of chapter 3 to derive necessary conditions for fitting FA models in this scenario and leveraged the algorithm for SPSD matrix completion to combat the problems of local optima that arose from random initializations of EM in the stitching setting.

With chapter 4 providing the foundation, we then applied stitching in three settings. In chapter 5 we returned to the BCI setting, but instead of classification, we considered the problem of designing a self-recalibrating regression algorithm. We used the two-stage algorithm of Sadtler et al. [12] and rendered it self-recalibrating by using stitching to adapt the FA stage of the decoder during normal BCI use. We also presented a method for identifying stable electrodes across days in an unsupervised manner. The resulting adaptive decoder was able to maintain stable BCI performance when simulated electrode failures substantially degraded the performance of a non-recalibrated decoder.

In chapter 6 we examined the utility of stitching for basic science. Using prerecorded data from a single day-learning experiment, we found that the visualized progression of neural state in a simulated neural stitching scenario was qualitatively similar to the visualized progression in a setting where all neurons could be recorded simultaneously. We then performed a series of simulations seeking to quantify this general observation. We simulated scenarios where it was impossible to record from the same set of electrodes for a duration of an experiment. We then estimated low-dimensional state by using only those electrodes common to all recording points and using stitching to combine recordings from all electrodes. We found that when using only the common electrodes, the accuracy of the estimated low-dimensional state degraded with higher rates of electrode turnover. In contrast, low-dimensional state estimated with stitching degraded only slightly as the rate of electrode turnover increased.

In the second half of chapter 6 we presented two methods, reduced rank regression (RRR) and canonical correlation analysis (CCA) for detecting patterns of covariability between two populations of neurons. We explained how each could be potentially useful for detecting subspaces containing neural activity patterns arising from communication between two populations of neurons and could be used in a stitching setting. Using data from populations of neurons simultaneously recorded in V1 and V2, we examined the benefits of stitching when applying RRR and CCA. In our simulations we assumed it was possible to simultaneously record from all V1 neurons but only a limited number of V2 neurons. We then compared the quality of the V1 subspaces found in RRR and CCA when these models were fit in scenarios where we simulated recording from a fixed set of V2 neurons and when we increased the number of V2 neurons sampled during an experiment through stitching. We found that RRR with stitching returned subspaces of V1 neural activity that were better able to predict V2 neural activity that those subspaces returned by RRR fit in the non-stitching simulations. For CCA, we failed to see a benefit to stitching in the simulated scenarios based on the particular dataset we used in our work. We provide evidence that this may be due to small correlations among V2 neurons and fragility of our current stitching algorithm in this particular setting.

Finally, in chapter 7 we returned to the basic question of matrix completion. We proved that the sufficient conditions presented in chapter 3 were also sufficient for the recovery of SPSD matrices via the nuclear norm. This is noteworthy because incoherence, a common assumption in much of the nuclear norm matrix completion literature, was not among the set of sufficient conditions. Additionally, we examined the accuracy of matrices recovered in the presence of noise with the algorithm presented in chapter 3 and with the nuclear norm. We find that in our set of simulations matrices were more accurately recovered with the nuclear norm, suggesting a means of completing SPSD matrices and, more generally, stitching neural recordings together more robustly.

### 8.2 Future Work

We conclude by briefly commenting on some possible future directions from the work we have presented in this thesis. There are a variety of ways the work can be extended by both developing further theory and application.
As was true with the development of the work to this point, advances in theory and application will benefit from simultaneous exploration, allowing findings in one to inform research directions in the other.

In the area of application, it would be very exciting to test the self-recalibrating classifiers and regression algorithm in an online setting. While the offline results we present are very encouraging, a closed loop setting where a subject can adapt their neural signals to account for instabilities in day-to-day recordings raises an important question. Could adapting the decoder essentially produce a “moving target” for a subject which hinders BCI performance or would learning be improved as the decoder essentially meets the subject “in the middle” reducing the amount of learning a subject must do from day-to-day? Both possibilities are intriguing and online experiments will be required to differentiate the two. In fact, we plan to test the adaptive regression algorithm in an online setting in the immediate future.

It would also be exciting to study learning across multiple days with stitching. For reasons mentioned in chapter, this has been difficult to do with modern electrophysiological techniques up to this point in time. This is a good example of where application and theory can develop together. Requiring a dataset where we could assume recordings were stable for validation purposes, we have presented simulated results for a single-day learning experiment in this thesis. The success of stitching on this dataset is important, but across day learning may differ from within day learning in important ways. For example, there is increasing evidence that sleep plays an important role in learning motor skills (e.g., \[124,125\]). Could this cause neural dynamics to evolve across days in a manner which is fundamentally different than it evolves within a day? It is also likely that learning will change the underlying low-dimensional state distribution (i.e., the distribution on \(l_1\) in an FA model) between days. It could also change the mapping between low-dimensional state and firing rate patterns (i.e., the \(C\) matrix of an FA model). Our stitching algorithms implicitly assume these are stationary. It is encouraging that in our single day experiments, where these non-stationarities are likely to be at least mildly present, we are able to still successfully infer changes in neural state with learning, but perhaps our algorithms could be generalized to more robustly handle these types of non-stationarities.

Regarding the last proposed application area, there are at least two ways the methods we present to study communication between brain areas can be extended. First, in chapter we propose that RRR and CCA may return subspaces containing neural activity patterns arising from communication between populations of neurons. However, this is a claim that is best validated through experiments which allow for the quantification of behavioral correlates along with changes in neural activity patterns. For example, an experiment which found changes in reaction time or task success when neural activity lied within or outside of a putative “communication” subspace between two areas would provide increased motivation for the identification of such subspaces. Depending on the areas involved, this type of validation can be done without stitching. In a second line of work, the use of stitching with CCA should continue to be evaluated. For the dataset we analyze, it seemed that accounting for the covariance structure between paris of V2 neurons minimally affected the quality of the returned V1 subspace. It seems this finding may be specific to the dataset we analyze. For example, if more V2 neurons were sampled or sampled more densely, this could change. Thus, the use of CCA with stitching and different validation datasets should be investigated.

Finally, the finding that the nuclear norm can recover SPSD matrices in the noiseless setting under our set of sufficient conditions suggests fruitful directions for future work. First, we show empirically that matrices recovered via the nuclear norm are recovered more accurately than those with the algorithm presented in chapter. While theory pertaining to matrix recovery in the noisy setting typically involves sophisticated proofs, establishing an error bound in the noisy setting would add rigor to our empirical findings. We note that the reconstruction of SPSD matrices arises in multiple areas in machine learning and science and developing robust methods of recovering such matrices is of general interest. In addition to this theoretical work, the algorithm of chapter could be replaced with a method based on the nuclear norm to initialize EM for fitting FA models. This could be done in two ways. In the first, just as individual portions of the low-rank covariance structure are currently estimated (that is the \(C_l\) matrices of Algorithm 1 in chapter) and then stitched together, these could be stitched together be forming blocks of \(C_lC_l^T\) submatrices and completing the full \(\hat{C}\hat{C}^T\) matrix via the nuclear norm. Alternatively, and perhaps more elegant, the low-rank covariance structure for an FA model could be estimated by solving a nuclear norm problem which measures error on all entries of the covariance matrix which can be computed entry-wise with the exception of the diagonal entries, as the diagonal entries will be corrupted by the private noise of individual neurons. Both of these
methods could be investigated theoretically and their use to improve the robustness of stitching investigated.
Appendix A

Appendix for A Self-Recalibrating Classifier for Brain Computer Interface

A.1 Additional Methods

A.1.1 The EM Algorithm

This section presents the expectation maximization (EM) algorithm used to learn the parameters of the SR classifier.

The E-Step

The E-Step computes the distribution of the unobserved (or latent) variables of the model given all of the observed data in \( D_{\text{Train}} \) and the parameter estimates from the previous M-Step. For the SR classifier, the latent variables are the base values, \( b_d \), for each day in \( D_{\text{Train}} \), and the observed data are the neural activity, \( x_{d,t} \), and reach directions, \( y_{d,t} \), for each trial during each day in \( D_{\text{Train}} \). Mathematically, we write the probabilities of the latent variables given the observed variables as

\[
P(\{b_d\}_{d \in D_{\text{Train}}}|\{X_d, Y_d\}_{d \in D_{\text{Train}}})
\]

(A.1)

We further decompose the right hand side of eq. (A.1) by recognizing that base values conditioned on spike counts and reach direction are independent from one another and write

\[
P(\{b_d\}_{d \in D_{\text{Train}}}|\{X_d, Y_d\}_{d \in D_{\text{Train}}}) = \prod_{d \in D_{\text{Train}}} P(b_d|X_d, Y_d).
\]

(A.1)

We further decompose the right hand side of eq. (A.1) by recognizing that base values conditioned on spike counts and reach direction are independent from one another and write

\[
P(b_d|X_d, Y_d) = \prod_{e=1}^{E} P(b_d,e|x_{d,e,t\mid t=1}^{T_d}, Y_d),
\]

(A.2)

where the notation \( \{x_{d,e,t\mid t=1}^{T_d}\} \) indicates the set of spike counts for electrode \( e \) for all trials on day \( d \).

To compute \( P(b_d,e|x_{d,e,t\mid t=1}^{T_d}, Y_d) \), we note that by Bayes’ rule we have:

\[
P(b_d,e|x_{d,e,t\mid t=1}^{T_d}, Y_d) \propto P(\{x_{d,e,t\mid t=1}^{T_d}\}|b_d,e, Y_d)P(b_d,e|Y_d)
\]

\[
= P(\{x_{d,e,t\mid t=1}^{T_d}\}|b_d,e, Y_d)P(b_d,e),
\]

(A.3)
where we have used the independence of base value and reach directions in moving to the second line above. We then use the independence of neural activity conditioned on base value to decompose $P(\{x_{d,e,t}\}_{t=1}^{T_d} | b_{d,e}, Y_d)$ from the right hand side of eq. A.3 as

$$P(\{x_{d,e,t}\}_{t=1}^{T_d} | b_{d,e}, Y_d) = \prod_{t=1}^{T_d} P(x_{d,e,t} | y_{d,t}, b_{d,e}).$$

(A.4)

We are now in a position to derive the distribution $P(b_{d,e} | \{x_{d,e,t}\}_{t=1}^{T_d}, Y_d)$ for each day in a straightforward manner. eqs. A.1 and A.2 can then be used to arrive at the final distribution specifying $P(\{b_d\}_{d \in D_{\text{train}}} | \{X_d, Y_d\}_{d \in D_{\text{train}}})$. We first recognize that $P(b_{d,e} | \{x_{d,e,t}\}_{t=1}^{T_d}, Y_d)$ must be a Gaussian distribution, for as shown by eq. A.3, it is proportional to the product of two Gaussian distributions. The first of these distributions is $P(b_{d,e} | \{x_{d,e,t}\}_{t=1}^{T_d})$, which is defined as a Gaussian by eq. 2.3 in the main text with mean $m_e$ and variance $s_e$, and the second is $P(\{x_{d,e,t}\}_{t=1}^{T_d} | Y_d, b_{d,e})$, which can be viewed as a Gaussian distribution over $b_{d,e}$. To see this note that viewed as function of the base value, $b_{d,e}$, for a fixed spike count, $x_{d,e,t}$, and reach directions, $y_{d,t}$, each term on the right hand side of eq. A.4 $P(x_{d,e,t} | y_{d,t}, b_{d,e})$, is a Gaussian distribution with mean $x_{d,e,t} - o_{e,y_d,t}$ and variance $v_{e,y_d,t}$, where the trial label $y_{d,t}$ appears as a subscript to indicate these are the offsets and variances for electrode $e$ and reach direction $j$ when $j = y_{d,t}$. Thus, the right hand side of eq. A.4 is a product of univariate Gaussians, and the left hand side of this equation must also be a Gaussian.

Having identified $P(b_{d,e} | \{x_{d,e,t}\}_{t=1}^{T_d}, Y_d)$ as Gaussian it remains to specify its mean and variance. We refer to the mean of $P(b_{d,e} | \{x_{d,e,t}\}_{t=1}^{T_d}, Y_d)$ as $\langle b_{d,e} \rangle$ and variance as $\text{Var}(b_{d,e})$. The standard formula for the product of Gaussians can be used to find $\langle b_{d,e} \rangle$ and $\text{Var}(b_{d,e})$. We first state the equation for the variance, which is

$$\text{Var}(b_{d,e}) = \left( \sum_{t=1}^{T_d} \frac{1}{v_{e,y_d,t}} + \frac{1}{s_e} \right)^{-1}.$$  

(A.5)

The mean, $\langle b_{d,e} \rangle$, can then be shown to be

$$\langle b_{d,e} \rangle = \text{Var}(b_{d,e}) \left( \sum_{t=1}^{T_d} \frac{x_{d,e,t} - o_{e,y_d,t}}{v_{e,y_d,t}} + \frac{m_e}{s_e} \right).$$

(A.6)

The M-Step

In the M-step, we desire to maximize

$$\mathcal{E}(\Omega) = \mathbb{E} \left[ \log P(\{X_d\}_{d \in D_{\text{train}}}, \{Y_d\}_{d \in D_{\text{train}}} | \Omega) \right],$$

(A.7)

with respect to $\Omega$, which is made up of the $m_e$, $s_e$, $o_{e,j}$ and $v_{e,j}$ parameters. The expectation is taken with respect to the distribution $P(\{b_d\}_{d \in D_{\text{train}}} | \{X_d, Y_d\}_{d \in D_{\text{train}}})$ found in the E-step given in eq. A.1. Maximizing $\mathcal{E}(\Omega)$ with respect to the $m_e$ and $s_e$ parameters yields

$$m_e = \frac{\sum_{d \in D_{\text{train}}} \langle b_{d,e} \rangle}{|D_{\text{Train}}|},$$

(A.8)

$$s_e = \frac{\sum_{d \in D_{\text{train}}} \text{Var}(b_{d,e}) + (\langle b_{d,e} \rangle - m_e)^2}{|D_{\text{Train}}|},$$

(A.9)

where $|D_{\text{Train}}|$ is the number of training days. The updates for the $o_{e,j}$ parameters are calculated as
\begin{align}
    o_{e,j} &= \frac{\sum_{d \in \mathcal{D}_{\text{train}}} \sum_{y_{d,t} = j} (x_{d,e,t} - \langle b_{d,e} \rangle)}{\sum_{d \in \mathcal{D}_{\text{train}}} n_{d,j}}, \\
\end{align}

where \( n_{d,j} \) is the number of trials on day \( d \) with reaches in direction \( j \), and the notation \( t : y_{d,t} = j \) indexes the trials on day \( d \) in which the subject reached in direction \( j \). Finally, values for the \( v_{e,j} \) parameters are calculated as

\begin{align}
    v_{e,j} &= \frac{\sum_{d \in \mathcal{D}_{\text{train}}} \sum_{y_{d,t} = j} \left( \text{Var}(b_{d,e}) + \left( \langle b_{d,e} \rangle + o_{e,j} - x_{d,e,t} \right)^2 \right)}{\sum_{d \in \mathcal{D}_{\text{train}}} n_{d,j}}. \\
\end{align}

Note that in practice we do not iterate estimates for \( m_e \). This is because there is a degeneracy in the parameters such that multiple settings of the \( m_e \) and \( o_{e,j} \) parameters result in the same data likelihood. Specifically, it can be shown that the set of offset parameters, \( o_{e,j} \), can be chosen with respect to any given set of \( m_e \) parameters such that the value of \( \mathcal{E}(\Omega) \) is unchanged. While we omit a formal proof, the intuition that underlies this is quite simple and found in eq. 2.5 in the main text. Critically, what determines the likelihood of data, \( P(\{X_d\}_{d \in \mathcal{D}_{\text{train}}}, \{Y_d\}_{d \in \mathcal{D}_{\text{train}}}, \Omega) \), in eq. A.7 is the set of electrode-class means, \( \mu_{d,e,j} \), for all classes, electrodes and days. For a given electrode, eq. 2.5 shows that the class mean for electrode \( e \) and class \( j \) on day \( d \) is formed from a linear combination of the base value for the electrode and day, \( b_{d,e} \), and the offset for the electrode and class, \( o_{e,j} \). Importantly, we can subtract a given quantity from the base value, \( b_{d,e} \), and add that same quantity to all offsets, \( o_{e,j} \), for that electrode and leave class means, \( \mu_{d,e,j} \), unchanged. This allows flexibility in choosing values for the \( m_e \) parameters, and we chose to set their values equal to the values for the \( b_{d,e,0} \) parameters we learn for the \( SR_S \) classifiers given by eq. 2.21 in the main text.

**Initializing the EM algorithm**

For the first E-step, there will be no parameter estimates from a previous M-step with which to calculate the quantities above with. Therefore, initial values must be provided, and we leverage the training algorithm for the \( SR_S \) classifier. We estimate values for the \( m_e \) parameters using eq. 2.21 in the main text. Initial values for the \( o_{e,j} \) parameters are estimated with eq. 2.22 and initial values for the \( v_{e,j} \) parameters are calculated with eq. 2.23 from the main text. The \( SR_S \) classifier has no \( s_e \) parameters, and we form an initial estimate of these as

\begin{align}
    \hat{s}_e &= \frac{\sum_{d \in \mathcal{D}_{\text{train}}} (\hat{\mu}_{d,e} - \bar{m}_e)^2}{|\mathcal{D}_{\text{train}}| - 1}, \\
\end{align}

where \( \hat{\mu}_{d,e} \) is calculated from eq. 2.19 from the main text.

**Calculating the Log Likelihood of the Observed Data: A Stopping Criterion for EM**

During each E-step of the EM algorithm, the likelihood of the observed data, \( l(\Omega) = P(\{X_d\}_{d \in \mathcal{D}_{\text{train}}}, \{Y_d\}_{d \in \mathcal{D}_{\text{train}}}, \Omega) \) can be calculated. For numerical reasons it is not \( P(\{X_d\}_{d \in \mathcal{D}_{\text{train}}}, \{Y_d\}_{d \in \mathcal{D}_{\text{train}}}, \Omega) \) but \( l'(\Omega) = \log l(\Omega) \) that is normally calculated. It is a property of the EM algorithm that \( l(\Omega) \) will converge, and therefore, \( l'(\Omega) \) must also converge, and monitoring \( l'(\Omega) \) provides a convenient stopping criteria. In this work, we iterate the EM algorithm until the difference in \( l'(\Omega) \) between two successive iterations fails to increase by a value of less than \( 10^{-10} \) or the EM algorithm runs for 10,000 iterations.
A.1.2 Calculating $P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1})$ for Flagging Erratically Behaving Electrodes

In this section we show how to compute $P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1})$, which is useful for flagging erratically behaving electrodes. We calculate $P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1})$ as

$$P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}) = \sum_{j=1}^{J} P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) P(y_{d,t} = j|\{x_{d,s}\}_{s=1}^{t-1})$$

$$= \sum_{j=1}^{J} P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) P(y_{d,t} = j), \quad (A.13)$$

where we have used the fact that reach direction is independent of neural activity to move to the second line above. We specify $P(y_{d,t} = j)$ to be $1/J$ in section 2.4 of the main text, and we calculate $P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j)$ as

$$P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) = \int P(x_{d,e,t}|b_{d,e}, \{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) P(b_{d,e}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j) db_{d,e}$$

$$= \int P(x_{d,e,t}|b_{d,e}, y_{d,t} = j) P(b_{d,e}|\{x_{d,s}\}_{s=1}^{t-1}) db_{d,e} \quad (A.14)$$

where we have leveraged the independence of $x_{d,e,t}$ from previous neural activity given $b_{d,e}$ to simplify the first term of the integrand and the independence of $b_{d,e}$ from $y_{d,t}$ conditioned on $\{x_{d,s}\}_{s=1}^{t-1}$ to simplify the second term. $P(x_{d,e,t}|b_{d,e}, y_{d,t} = j)$, is obtained from eq. 2.6 from the main text and is a Gaussian with mean $a_{e,j} + b_{d,e}$ and variance $\nu_{e,j}$. The second term can be obtained from a marginalization of the distribution for $P(b_{d}|\{x_{d,s}\}_{s=1}^{t-1})$ given by eq. 2.13 in the main text. This marginalization is easily performed since $P(b_{d}|\{x_{d,s}\}_{s=1}^{t-1})$ is a multivariate Gaussian and we refer to the mean and variance of $P(b_{d}|\{x_{d,s}\}_{s=1}^{t-1})$ as $m_{e,t-1}$ and $\sigma_{e,t-1}^2$, respectively. The right hand side of eq. A.14 is composed of two terms and is a convolution of two Gaussians, so it must be that

$$x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1}, y_{d,t} = j \sim \mathcal{N}(a_{e,j} + m_{e,t-1}, \nu_{e,j} + \sigma_{e,t-1}^2). \quad (A.15)$$

Therefore, $P(x_{d,e,t}|\{x_{d,s}\}_{s=1}^{t-1})$, calculated in eq. A.13 is a mixture of Gaussians with means and variance given by eq. A.15.

A.1.3 Proof for the Consistency of Base Value Estimates Produced by the $SR_S$ Classifier

In this section we show that as the number of trials on a decoding day increases, the estimate for the base value of an electrode, $\hat{b}_{d,e,t}$, produced by the $SR_S$ classifier will approach the true mean of the distribution of spike counts for that electrode and day.

We start by noting that $n_{d,t}$ in eq. 2.17 in the main text can be written as

$$n_{d,t} = n_{d,0} + t, \quad (A.16)$$

and that $n_{d,t-1}\hat{b}_{d,e,t-1}$ from eq. 2.18 can be written as

$$n_{d,t-1}\hat{b}_{d,e,t-1} = n_{d,0}b_{d,e,0} + \sum_{s=1}^{t-1} x_{d,e,s}. \quad (A.17)$$

Taken together, this allows us to rewrite eq. 2.18 in a non-recursive form as
\[ \hat{b}_{d,e,t} = \frac{n_{d,0}b_{d,e,0} + \sum_{s=1}^{t} x_{d,e,s}}{n_{d,0} + t} = \frac{n_{d,0}b_{d,e,0}}{n_{d,0} + t} + \frac{\sum_{s=1}^{t} x_{d,e,s}}{n_{d,0} + t}. \]  
(\text{A.18})

If \( n_{d,0} \) is finite, as \( t \) goes to infinity, the first term in eq. \( \text{A.18} \) goes to 0, and the second term will approach \( \frac{\sum_{s=1}^{t} x_{d,e,s}}{t} \), which is an expression for the empirical mean for the day. It then follows by the law of large numbers that \( \frac{\sum_{s=1}^{t} x_{d,e,s}}{t} \) will approach the true mean of the distribution of spike counts for electrode \( e \) on day \( d \).

### A.1.4 A Comparison of the SR and SR\( S \) Classifiers

The decoding algorithm presented for the SR classifier seeks to classify trial \( t \) using the posterior \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) \) found with iterative application of eqs. 2.8, 2.9, 2.12, and 2.13 from the main text. These equations admit an efficient recursive decoding procedure but obscure the meaning of \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) \). To aid understanding, we decompose \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) \) as

\[ P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) = \int P(y_{d,t}|x_{d,t}, b_d)P(b_d|\{x_{d,s}\}_{s=1}^{t})db_d, \]  
\text{(A.19)}

where we have used the independence of reach direction from previous neural activity given \( b_d \) to write \( P(y_{d,t}|x_{d,t}, \{x_{d,s}\}_{s=1}^{t-1}, b_d) \) as \( P(y_{d,t}|x_{d,t}, b_d) \).

Eq. \( \text{A.19} \) indicates that we can intuitively conceptualize forming \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) \) through a two-step process. First, a posterior distribution of daily base values using all of the feature vectors collected for the day, \( P(b_d|\{x_{d,s}\}_{s=1}^{t}) \), is formed. Second \( P(y_{d,t}|\{x_{d,s}\}_{s=1}^{t}) \) is calculated as a continuously weighted average of an infinite number of \( P(y_{d,t}|x_{d,t}, b_d) \) terms, where each term is associated with a unique value of \( b_d \). We can understand this averaging as accounting for the fact that we don’t know \( b_d \) with certainty, and instead we allow values of \( b_d \) with higher probability to influence our final class decision more and those with less probability to influence our final decision less.

In principle, this is a fully probabilistic means of classification. However, the approximation repeated for each iteration of the decoding algorithm presented with eq. 2.13 in the main text means that \( P(b_d|\{x_{d,s}\}_{s=1}^{t}) \) in eq. \( \text{A.19} \) is also approximate. This approximation produces an algorithm for efficiently classifying reach direction while also modeling uncertainty in \( b_d \), but alternative tradeoffs can be made.

In particular, we can forego modeling uncertainty in \( b_d \) and instead decode with a single point estimate for \( b_d \) formed for each trial. The SR\( S \) classifier forms this point estimate, \( b_{d,t} \), for each trial with eqs. 2.17 and 2.18 in the main text and then calculates posterior probabilities for reach direction as \( P(y_{d,t}|x_{d,t}, b_d = \hat{b}_{d,t}) \). This is equivalent to replacing the distribution \( P(b_d|\{x_{d,s}\}_{s=1}^{t}) \) in eq. \( \text{A.19} \) with a distribution which has infinite density at the point \( b_d = \hat{b}_{d,t} \) and is zero everywhere else.

### A.2 Additional Results

#### A.2.1 Tuning Parameter Drift: Results Obtained with Alternative Kernel Widths

In section 2.3.1, we present a characterization of neural signal drift by first convolving spikes with a Gaussian kernel with a width of 100 trials to estimate trial-to-trial tuning parameter values and then examining statistics calculated on these estimated values. We show that between-day drift is more substantial than within-day drift, that tuning parameters on the same electrode drift in a correlated fashion across days and that tuning parameters drift in a constrained manner from day to day. Here we reproduce the essential panels of Figs. 2.5 and 2.6 from the main text using different kernel widths to provide evidence that these findings are not sensitive to the width of kernel used.
Figs. A.1 and A.2 present these general results. From top to bottom, each row of each figure shows results obtained with kernel widths of 25, 50, 100 and 200 trials. Panels in the left column of each figure show the distribution of the standard deviation of tuning parameter values within and between days. The distributions of correlation coefficients for the day-to-day drift in tuning parameters on the same and different electrodes are shown in the middle columns of each figure. Finally, panels in the right column of each figure show the average values of unsigned percent change of mean tuning parameter values from their value on day 1. At first glance, the displayed results may appear identical for all kernel widths; however, this is not a plotting error and careful inspection will reveal subtle differences.
Monkey L

$w = 25$

$w = 50$

$w = 100$

$w = 200$

Figure A.1: This figure reproduces the analysis on data from Monkey L to produce panels B (left column), D (middle column) and E (right column) from Fig. 2.5 from the main text when kernels with widths of 25, 50, 100 and 200 trials were used when convolving spikes with a Gaussian kernel to estimate trial-to-trial tuning parameters. A small number (.08\% for $w = 25$, 50, 100 and .04\% for $w = 200$) of within-day correlation coefficients are outside the range of the plots in the middle column. Three electrodes were withheld when calculating average unsigned percent change in tuning parameters from their value on day 1 to produce the right most panel in each column because the value of one or more of the tuning parameters for these electrodes on day 1 was very small. See text of section 2.2.2 for details.
Figure A.2: This figure reproduces the analysis on data from monkey I to produce panels A (left column), B (middle column) and C (right column) from Fig. 2.6 from the main text when kernels with widths of 25, 50, 100 and 200 trials were used when convolving spikes with a Gaussian kernel to estimate trial-to-trial tuning parameters. For monkey I, no electrodes were withheld in the analysis to produce the panels in the right column.

A.2.2 Drift in Modulation Depth

We have performed a preliminary characterization in the modulation depth of electrodes over time. Given an electrode with \( J \) tuning parameters (the \( \mu_{d,e,j,t} \) parameters in section 2.3.1), we calculate the modulation depth by subtracting the value of the smallest tuning parameter from that of the largest. We calculate the modulation depth for an electrode on a trial-by-trial basis across all days from the tuning parameter estimates obtained in section 2.3.1. After obtaining estimates of modulation depth across time in this manner, we then measure the standard deviation of the modulation depth for an electrode on each day in the dataset. This set of values quantifies the within-day variance in modulation depth for that electrode. We also take the average modulation depth on each day and measure the
standard deviation in these average daily values to quantify the between-day variation. We do this for all electrodes and present the results in Fig. A.3 below. There is evidence for changes of both within and between-day changes in modulation depth. As with the main findings on tuning parameter drift, results are presented when kernel widths of 25, 50, 100 and 200 trials were used to estimate the underlying tuning parameters. For monkey L, the between-day changes appear larger than within-day changes for all kernel widths that were used to estimate the original parameter values. For monkey I, between-day changes appear substantially larger than within-day changes only for larger kernel widths.
Figure A.3: Histograms of the standard deviation of within and between day modulation depth values across all electrodes for both monkeys. For completeness, results derived from tuning parameters estimated with Gaussian smoothing with kernel widths of 25, 50, 100 and 200 trials are shown.
B.1 Proofs of the Main Results

B.1.1 Proof of Theorem 1

Proof. The theorem is a restatement of lemma 20, which we state and prove in the technical results section below. For clarity, here we formally establish the correspondence between the theorem and lemma 20.

First, note that by assumption \( \text{rank} \{A\} > 0 \). Let \( \Omega_1 = \rho_1 \times \rho_1 \) and \( \Omega_2 = \rho_2 \times \rho_2 \) be the two index sets in the theorem. By assumption we have \( \rho_1 \times \rho_1 \cup \rho_2 \times \rho_2 = \Omega \) and \( \Omega \neq [n] \times [n] \). If A1 is not met, then \( \rho_1 \cup \rho_2 \neq [n] \), and from lemma 20 we can conclude recovery of \( A \) is impossible.

If \( \rho_1 \times \rho_1 = [n] \), but A2 is not met then \( \overline{\rho_1} = |\rho_1 \times \rho_2| < r \) so it must be that \( \text{rank} \{A(\overline{\rho_1}, \overline{\rho_2})\} < r \). Further, by assumption \( \text{rank} \{A(\rho_1, \rho_1)\} = \text{rank} \{A(\rho_2 \setminus \overline{\rho_2}, \rho_2 \setminus \overline{\rho_2})\} = r \). By lemma 20, we can again conclude that matrix recovery is impossible. Finally, if A3 is not met, then again \( \text{rank} \{A(\overline{\rho_1}, \overline{\rho_2})\} < r \) and we can conclude matrix recovery is impossible.

\[ \square \]

B.1.2 Proof of Theorem 2

Proof. Our proof technique will be to show that at the end of step 2 of the algorithm, the algorithm has learned a \( \hat{C} \) such that \( \hat{A} = \hat{C}\hat{C}^T = A \) in step 3 of the algorithm.

We establish the result by induction, using \( k = 1 \) as the base case. If \( k = 1 \), algorithm 1 consists of running step 1 followed immediately by step 3. The matrix \( A(\rho_{\gamma_1}, \rho_{\gamma_1}) \) is a principal submatrix of \( A \) by assumption A2 and must therefore be SPSD. Therefore, we can decompose it with a real eigendecomposition, and \( \hat{C}(\rho_{\gamma_1}, :) = E_{\gamma_1} \Lambda_{\gamma_1}^{1/2} \) in step 1 of the algorithm, so it must be that \( \hat{C}(\rho_{\gamma_1}, :) \in \mathbb{R}^{|\rho_{\gamma_1}| \times r} \) and

\[ \hat{A}(\rho_{\gamma_1}, \rho_{\gamma_1}) = \hat{C}(\rho_{\gamma_1}, :) \hat{C}(\rho_{\gamma_1}, :)^T = E_{\gamma_1} \Lambda_{\gamma_1} E_{\gamma_1}^T = A(\rho_{\gamma_1}, \rho_{\gamma_1}). \]

If \( k > 1 \), there are \( k - 1 \) iterations of step 2 between step 1 and step 3 of the algorithm. Let \( l \in \{2, \ldots, k\} \) indicate what iteration the algorithm is on in step 2. Define \( I_l = \cup_{i=1}^{l} \rho_{\gamma_i} \). Assume at the start of the iteration of step 2 for a given \( l \), the algorithm has previously assigned values to \( \hat{C}(I_{l-1}, :) \in \mathbb{R}^{|I_{l-1}| \times r} \) so that

\[ \hat{C}(I_{l-1}, :) \hat{C}(I_{l-1}, :)^T = \hat{A}(I_{l-1}, I_{l-1}) = A(I_{l-1}, I_{l-1}). \]

1By this indexing notation, we count iterations of step 2 starting with the number 2. For example, if step two runs twice, then for the first iteration of step 2, \( l = 2 \), and for the second \( l = 3 \).
Above we have shown this is true for \( l = 2 \). For part 2a of each iteration, there is again by assumption no noise, so \( \hat{A}(\rho_{\tau_1}, \rho_{\tau_2}) = A(\rho_{\tau_1}, \rho_{\tau_2}) \). \( A(\rho_{\tau_1}, \rho_{\tau_2}) \) again indexes a principal submatrix of \( A \) by assumption A2, so its eigendecomposition with real eigenvalues exists and we again have \( \hat{C}_l = E_{\tau_1} \Lambda_{\tau_1}^{1/2}, \hat{C}_l \in \mathbb{R}^{|\rho_{\tau_1}| \times r} \) for \( \hat{C}_l \) in step 2a, so

\[
\hat{C}_l \hat{C}_l^T = E_{\tau_1} \Lambda_{\tau_1} E_{\tau_1}^T = A(\rho_{\tau_1}, \rho_{\tau_1}).
\]

We now use lemma \[9\] to establish that after steps 2b and c, we will have a \( \hat{C}(I_{l,:}) \in \mathbb{R}^{|I_l| \times r} \) such that \( \hat{C}(I_{l,:})^T = A(I_{l,:}, I_{l,:}) \).

To establish that this lemma applies, we need to first establish the correspondence between the variables of algorithm 1 and those used in the statement of the lemma. Specifically, \( A(I_{l,:}, I_{l,:}) \) is the matrix to be reconstructed from two of it's principal submatrices \( A(I_{l-1,:}, I_{l-1,:}) \) and \( A(\rho_{\tau_1}, \rho_{\tau_1}) \). We can verify that as required by the lemma \( A(\rho_{\tau_1} \cup I_{l-1,:}, \rho_{\tau_1} \cup I_{l-1,:}) = A(I_{l,:}, I_{l,:}) \). For these two index sets, we have also already established that the algorithm’s variables \( \hat{C}(I_{l-1,:}) \) and \( \hat{C} \) are such that \( \hat{C}(I_{l-1,:}) \in \mathbb{R}^{|I_{l-1}| \times r}, \hat{C}_l \in \mathbb{R}^{|\rho_{\tau_1}| \times r}, \hat{C}(I_{l-1,:}) \hat{C}(I_{l-1,:})^T = A(I_{l-1,:}, I_{l-1,:}) \) and \( \hat{C}_l \hat{C}_l^T = A(\rho_{\tau_1}, \rho_{\tau_1}) \).

Continuing to establish the correspondence between variables in the algorithm and the lemma, we note that the algorithm’s variable \( \tau_l = \rho_{\tau_1} \cap (\bigcup_{j=1,...,l-1} \rho_{\tau_j}) = \rho_{\tau_1} \cap \overline{I}_{l-1} \). Further, it can be verified that the variables in the algorithm \( \tau_l \) and \( \phi_l \) index the rows of \( \hat{C} \) and \( \hat{C}_l \) such that \( \hat{C}(\tau_{l,:}) \hat{C}(\tau_{l,:})^T = A(\tau_{l,:}, \tau_{l,:}) = \hat{C}_l(\phi_{l,:}) \hat{C}_l(\phi_{l,:})^T \), and it can also be verified that algorithm’s variable \( \eta_l \) is defined so that \( A(\tau_{l,:} \setminus \tau_{l,:}, \rho_{\tau_1} \setminus \tau_{l,:}) = \hat{C}_l(\eta_{l,:}) \hat{C}_l(\eta_{l,:})^T \).

By assumptions A3 and A4, \( \text{rank}\{A(\tau_{l,:}, \tau_{l,:})\} = r \). This establishes that \( \text{rank}\{A(I_{l,:}, I_{l,:})\} = r > 0 \) as required by the lemma. All the lemmas conditions are then met, and it then follows from the lemma that there must be a unique orthogonal \( W \) such that \( \hat{C}(\tau_{l,:}) = \hat{C}_l(\phi_{l,:}) \hat{C}_l(\eta_{l,:}) \). However, if \( W \) is unique and establishes the equality, this must be the \( W_l \) learned in part b of step 2 of the algorithm. Further, we just established the correspondence between the variables in the algorithm and that of the lemma, so in part c of the step 2, we can conclude the algorithm produces a \( \hat{C}(I_{l,:}) \) such that \( A(I_{l,:}, I_{l,:}) = \hat{C}(I_{l,:}) \hat{C}(I_{l,:})^T \), which completes the inductive part of the proof.

All that remains of the proof is to show after processing all of the principal submatrices indexed by \( \Omega_1, \ldots, \Omega_k \), in steps 1 and 2 of the algorithm, step 3 will exactly recover \( A \). If \( k = 1 \), the algorithm consists of step 1 followed immediately by step 3. In step 1 we have shown that it will assign values to the rows of \( \hat{C}(I_{l,:}) \) such that \( \hat{C}(I_{l,:}) \hat{C}(I_{l,:})^T = A(I_{l,:}, I_{l,:}) \). For \( k > 2 \), the algorithm will perform \( k - 1 \) iterations of step 2 before step 3. By the inductive part of the proof just finished, we can conclude after these \( k - 1 \) iterations, the algorithm will have assigned values to the rows of \( \hat{C}(I_{k,:}) \) such that \( \hat{C}(I_{k,:}) \hat{C}(I_{k,:})^T = A(I_{k,:}, I_{k,:}) \). However, by assumptions A1 and A2, \( \hat{C}_k = \bigcup_{l=1}^k \rho_{\tau_l} = [n] \), showing that all the rows of \( \hat{C} \) have been learned and therefore in step 3 of the algorithm \( \hat{A} = \hat{C} \hat{C}^T = A \).

\[ \square \]

**B.1.3 Proof of Theorem**

**Proof.** The proof is by construction. First, consider the case when \( A \) is full rank and \( r = n \). In this case, we simply sample the full matrix and A1–A3 trivially hold. Further, \( |\Omega| = n^2 = nr < n(2r + 1) \).

Now, consider the case when \( r < n \). Let \( \Omega \) index the set of \( k = n - r \) principal submatrices running down the diagonal of \( A \), such that for \( l \in \{1, \ldots, k\} \), \( \rho_l = \{1, \ldots, r + 1\} + \{l - 1\} \). We can verify that

\[
\rho_{\Omega} = \rho_{\bigcup_{l=1}^k \Omega_l} = \bigcup_{l=1}^k \rho_l = [n],
\]

meeting A1. Further, by construction each \( \Omega_l \) satisfies A2, and if we let \( \tau_1, \ldots, \tau_k = 1, \ldots, k \), we have that for \( i \geq 2 \)

\[
|\rho_{\tau_i} \cap (\bigcup_{j=1,...,i-1} \rho_{\tau_j})| = |\rho_{\tau_i} \cap \rho_{\tau_{i-1}}| = r,
\]

\[^2\text{We will use the notation } \{ \cdot \} + \{ \cdot \} \text{ indicates set addition.} \]
establishing that $A3$ holds as well. Having established that $A1 - A3$ hold for the proposed $\Omega$, we count the number of indexed entries. The set $\Omega_1$ indexes $(r + 1)^2$ entries, and each further $\Omega_k$ for $k \geq 2$ indexes an additional $2r + 1$ entries not index by earlier $\Omega_k$. We can formally count these entries as

$$|\Omega| = |\Omega_1| + \sum_{j=2}^{n-r} \left| \Omega_j \backslash \left( \Omega_j \cap \left[ \cup_{l=1}^{j-1} \Omega_l \right] \right) \right|$$

$$= (r + 1)^2 + \sum_{j=2}^{n-r} (2r + 1)$$

$$= (r + 1)^2 + (n - r - 1)(2r + 1)$$

$$= 2nr + n - r^2 - r$$

$$\leq n(2r + 1).$$

\[ \square \]

### B.1.4 Proof of Theorem 4

**Proof.** For the rank $r$ matrix $A \in S^+_n$, fix $C \in \mathbb{R}^{n \times r}$ such that $A = CC^T$. By lemma 15 such a $C$ must exist. Now, define $C_l = C(\rho_l,:)$. By assumption A2, each $A_l \in S^+_n$, so $A_l = C_lC_l^T$ and by assumption A4, $\text{rank}\{A_l\} = r > 0$ for all $l$, as $\text{rank}\{A(\tau_l, \tau_l)\} = r$ for all $l \geq 2$.

Additionally, by assumption A6, $\tilde{A}_l \in S^+_n$, by assumption A5, $\text{rank}\{\tilde{A}_l\} \geq r$, and $\|A_l - \tilde{A}_l\|_F \leq \varepsilon < 1$ for all $l$. Further, we have $\min\{\min_{i \in [r-1]} |\lambda_{i,l} - \lambda_{i+1,l}|, |\lambda_{r,l}| \geq \delta$ for $l \in \{1, \ldots, k\}$, and we also have $\varepsilon < \delta/2$. Then by lemma 29 if each $\hat{C}_l$ is formed according to steps 1 and 2a of algorithm 1,

$$\min_{W:WW^T=I} \|C_l - \hat{C}_l W\|_F \leq L\sqrt{\tau \varepsilon},$$

for $L = \sqrt{1 + \frac{16\zeta^2}{\delta^2} + \frac{8\sqrt{2}\zeta\delta/2}{\delta^2}}$, where we have used the assumption $\zeta \geq \lambda_{1,1}$ for all $l$.

Forming $\hat{C}$ from the $\hat{C}_l$ matrices in steps 1 and 2 of algorithm 1 is equivalent to forming $\hat{C}$ from the same $\hat{C}_l$ matrices with algorithm 33 in corollary 33 according to the ordering given by $\tau_1, \ldots, \tau_k$. Thus, we can use 33 to bound the error on $\min_{W:WW^T=I} \|C - CW\|_F$ at the end of step 2 of algorithm 1.

Corollary 33 requires that $|C(\rho_l,:)| \leq b$ for some $b \geq 0$ and $\min_{W:WW^T=I} \|C_l - \hat{C}_l W\|_F \leq \varepsilon/b \leq 1$ for some $0 \leq \varepsilon \leq b$ for all $l$.

By assumption $b \geq \max_{l \in [k]} \|C_l^T\|_F$ for some $C_l^*$ such that $A_l = C_l^T C_l^T$. However, we can show that there exists an orthogonal $O$ such that $C_l = C_l^T O$ for any $C_l$ and $C_l^*$ such that $C_l^T C_l^T = A_l = C_l C_l^T$. The Frobenius norm is a unitarily invariant norm, so if $b \geq \max_{l \in [k]} \|C_l^*\|_F$, then $b \geq \max_{l \in [k]} \|C_l\|_F$, as defined above, and it must be that $|C(\rho_l,:)|_F \leq b$ for all $l$. Defining $\varepsilon = L\sqrt{\tau \varepsilon}$, and noting that our theorem requires $\sqrt{\tau \varepsilon} < b$, we can verify

$$\frac{\varepsilon}{b} = \frac{L\sqrt{\tau \varepsilon}}{b} \leq \frac{\varepsilon}{b} < 1,$$

satisfying the requirements of the lemma.

Corollary 33 also requires that $C(\tau_l,:)$ and $\hat{C}_l(\phi_l,:)^T \hat{C}(\tau_l,:)$ each are of rank $r$ for $l \in 2, \ldots, k$. However, this assumption is also met. To see this, note that by assumptions A3 and A4 $A(\tau_1, \tau_l) = C(\tau_1,:)C(\tau_l,:)^T$ is of rank $r$ for all $l \geq 2$ so $C(\tau_l,:)$ must be of rank $r$ for all $l \geq 2$. The requirement that $\hat{C}_l(\phi_l,:)^T \hat{C}(\tau_l,:)$ is of rank $r$ for all $l \geq 2$

\[ 3 \] Algorithm 1 never explicitly forms $\hat{C}_1$, but for clarity and brevity, we will define $\hat{C}(\rho_l,:) = \hat{C}_l$. 
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is satisfied by the assumptions of the theorem. Finally, corollary \[33\] also requires that \( \cup_{l=1}^{k} \rho_l = [n] \), which is met by assumption \( A1 \).

Therefore, we can use corollary \[\Box\] to bound \( \min_{W:WW^T = I} \| C - \hat{C}W \|_F \) as

\[
\min_{W:WW^T = I} \| C - \hat{C}W \|_F \leq \left[ 4 + 12/v \right]^{k-1} \sqrt{r \epsilon} = \left[ 4 + 12/v \right]^{k-1} L \sqrt{r \epsilon}
\]

when \( v \leq \sigma^2 \succ (C(u_1,:))/b^2 \) for all \( l \). Note that \( \lambda_r(A(u_1,u_1)) = \sigma^2 \succ (C(u_1,:)) \), so this condition on \( v \) is equivalent to \( v \leq \lambda_r(A(u_1,u_1))/b^2 \) for all \( l \).

To obtain a bound on \( \| A - \hat{A} \|_F \), we apply lemma \[25\], to find

\[
\| A - \hat{A} \|_F = \| C \|_F - \| \hat{C} \|_F \leq 2 \| C \|_F \left( \left[ 4 + 12/v \right]^{k-1} L \sqrt{r \epsilon} \right) + \left[ 4 + 12/v \right]^{k-1} \sqrt{r \epsilon} \]

\[
\leq 2 \| C \|_F \left( \left[ 4 + 12/v \right]^{k-1} L \sqrt{r \epsilon} \right) + [4 + 12/v]^{2k-2} L^2 r \epsilon,
\]

defining \( G = 4 + 12/v \), we have

\[
\| A - \hat{A} \|_F \leq 2G^{k-1} L \| C \|_F \sqrt{r \epsilon} + C^{2k-2} L^2 r \epsilon. \tag{B.1}
\]

Note that the statement of the main theorem in the body of the thesis allows \( C \) to be any arbitrary \( n \) by \( r \) matrix such that \( A = CC^T \). We note that indeed any such \( C \) will do as if \( A = CC^T = C'C'^T \) for some \( C' \in \mathbb{R}^{n \times r} \), there is an orthogonal transformation relating \( C \) and \( C' \). The Frobenius norm is a unitarily invariant norm, so \( \| C \|_F = \| C' \|_F \), which completes the proof.

\[\Box\]

### B.2 Technical Results

**Lemma 15.** For any \( A \in \mathcal{S}_+^n \) such that \( \text{rank}\{A\} \leq r \), there exists a matrix \( C \in \mathbb{R}^{n \times r} \) such that \( A = CC^T \).

**Proof.** First, assume \( \text{rank}\{A\} = 0 \). Then if \( C \) is a appropriately sized zero vector, the lemma is satisfied. Now, assume \( \text{rank}\{A\} > 0 \). By the spectral theorem for real symmetric matrices, any rank \( p > 0 \) symmetric, real matrix can be decomposed as

\[
A = E \Lambda E^T,
\]

for some diagonal \( \Lambda \in \mathbb{R}^{p \times p} \) containing the \( p \) non-zero eigenvalues of \( A \) and \( E \in \mathbb{R}^{n \times p} \), containing the corresponding eigenvectors. Further, the \( p \) non-zero eigenvalues of \( A \) must all be greater than 0 as \( A \) is PSD. Define \( C = E \Sigma^{1/2} \). By construction \( C \in \mathbb{R}^{n \times p} \) and we have \( CC^T = E \Sigma^{1/2}(E \Sigma^{1/2})^T = E \Sigma E^T = A \). If \( p = r \), this establishes the existence of a \( C \in \mathbb{R}^{n \times r} \) such that \( A = CC^T \). If \( p < r \), a \( C \in \mathbb{R}^{n \times r} \) such that \( A = CC^T \) can be constructed by adding \( r - p \) columns of zeros to the matrix \( E \Sigma^{1/2} \). \[\Box\]

**Lemma 16.** Let \( C \in \mathbb{R}^{n \times p} \) be a rank \( r > 0 \) matrix. For the orthogonal matrix \( W \in \mathbb{R}^{p \times p} \), consider the equality \( C = CW \). If \( r < p \), then \( W \) is non-unique. Further, \( W = I \) uniquely if and only if \( r = p \).
Proof. We begin with the if and only if statement. Assume \( r = p \). If \( r = p \), it must be that \( n \geq p \). We write the singular value decomposition of \( C \) as \( C = U \Sigma V^T \) for some \( U \in \mathbb{R}^{n \times p} \) with orthonormal columns, orthogonal \( V \in \mathbb{R}^{p \times p} \) and diagonal \( \Sigma \in \mathbb{R}^{p \times p} \) with the \( p \) non-zero singular values of \( C \) along its diagonal. We now solve for \( W \) in the equation \( C = CW \) to show that uniquely \( W = I \). Specifically, we have

\[
CW = C
\]

\[
U \Sigma V^T W = U \Sigma V^T
\]

\[
(V \Sigma^{-1} U^T) U \Sigma V^T W = (V \Sigma^{-1} U^T) U \Sigma V^T
\]

\[
W = I.
\]

We now consider \( r < p \). Denote the singular value decomposition of \( C \) as \( C = U \Sigma V^T \). We now need to consider the possibility that \( n < p \), so define \( U \in \mathbb{R}^{n \times n} \) and \( V \in \mathbb{R}^{p \times p} \) to be orthogonal matrices and let \( \Sigma \in \mathbb{R}^{n \times p} \) be a matrix with the singular values of \( C \) in the appropriate locations. Specifically, the diagonal of \( \Sigma \) will contain the \( r \) singular values of \( C \) and \( p - r \) zero values along its diagonal. We again consider solutions to the equation \( U \Sigma V^T W = U \Sigma V^T \). We can left multiply by \( U^T \) to obtain \( \Sigma V^T W = \Sigma V^T \). Let \( W = VO \) for some orthogonal \( O \in \mathbb{R}^{p \times p} \). Let \( O(i,i) = V(i,i)^T \) if \( \Sigma(i,i) \neq 0 \). Then it can be verified that \( \Sigma V^T = \Sigma V^T W \), regardless of the values of the remaining rows of \( O \). Further, the remaining rows of \( O \) can be chosen arbitrarily as long as \( O \) remains orthogonal. In the case of a single missing row, the missing row is only determined up to multiplication by \( 1 \) or \( -1 \). In the case of more than one missing row, there is greater flexibility. When \( O \) is non-unique, the product \( W = VO \) will be non-unique, completing the proof.

Corollary 17. Let \( C_1, C_2 \in \mathbb{R}^{n \times p} \) be matrices such that \( C_1 = C_2 W \) for some orthogonal \( W \in \mathbb{R}^{p \times r} \). If the rank of \( C_1 \) is \( r > 0 \), then \( W \) is unique.

Proof. The proof is by contradiction. First, assume there are two distinct orthogonal matrices \( W_1 \) and \( W_2 \), such that \( C_1 = C_2 W_1 \) and \( C_1 = C_2 W_2 \). Then it must be that

\[
C_2 = C_2 W_1 W_2^T.
\]  

(B.2)

Next, note that if \( W_1 \) and \( W_2 \) are two distinct orthonormal matrices, \( W_1 W_2^T \neq I \). However, by assumption \( C_2 \) is of rank \( r > 0 \) and by lemma 16 (B.2) holds if and only if \( W_1 W_2^T = I \), and we have achieved a contradiction.

Lemma 18. For the rank \( r > 0 \) matrix \( A \in S^n_+ \) define \( C_1, C_2 \in \mathbb{R}^{n \times r} \) such that \( A = C_1 C_1^T \) and \( A = C_2 C_2^T \). Then there exists a unique orthogonal \( W \in \mathbb{R}^{r \times r} \) such that \( C_1 = C_2 W \).

Proof. First note that by assumption \( \text{rank}(A) = r \), so \( C_1 \) and \( C_2 \) must also be of rank \( r \). Further, it must be that \( \text{rank}(A) \leq n \), so \( r \leq n \). Denote the singular value decomposition of \( C_1 \) as \( C_1 = U_1 \Sigma_1 V_1^T \), for \( U_1 \in \mathbb{R}^{n \times r} \) with orthonormal columns, diagonal \( r \times r \) matrix \( \Sigma_1 \), with the non-zero singular values of \( C_1 \) along its diagonal, and orthogonal \( V_1 \in \mathbb{R}^{r \times r} \). Use a similar notation for the SVD of \( C_2 \). With these preliminaries out of the way, we will first establish that \( W \) exists and is orthogonal and then call on corollary 17 to establish its uniqueness.

First, we establish that \( W \) exists by noting that we can solve for it. All of the singular values of \( C_1 \) and \( C_2 \) must be strictly greater than 0, as \( C_1 \) and \( C_2 \) are of rank \( r > 0 \). Therefore, \( \Sigma_1^{-1} \) and \( \Sigma_2^{-1} \) are well defined. Thus, we can solve for \( W \) as \( W = V_2 \Sigma_2^{-1} U_1^T U_1 \Sigma_1 V_1^T \).

To establish that \( W \) must be orthogonal let \( W \) be a matrix such that \( C_1 = C_2 W \) and note that we have

\[
A = C_1 C_1^T = C_2 WW^T C_2^T = C_2 C_2^T = A,
\]

so clearly \( C_2 C_2^T = C_2 WW^T C_2^T \).
Using our notation for the SVD of $C^2$, we can then write

$$U_2 \Sigma_2 V_2^T I V_2 \Sigma_2 U_2^T = U_2 \Sigma_2 V_2^T W W^T V_2 \Sigma_2 U_2^T. \tag{B.3}$$

Noting again that $\Sigma_2^{-1}$ is well defined, we can then left multiple both sides of (B.3) by $V_2 \Sigma_2^{-1} U_2^T$ and right multiply by $U_2 \Sigma_2^{-1} V_2^T$ to find,

$$I = WW^T,$$

establishing that $W$ must be orthogonal. Having established that there exists an orthogonal $W$ such that $C_1 = C_2 W$, that $C_1$ and $C_2$ are of rank $r > 0$, the uniqueness of $W$ follows directly from corollary 17.

**Lemma 19.** Consider the rank $r > 0$ matrix $A \in S^n_+$. Define the index sets $\mathcal{I}_1$ and $\mathcal{I}_2$ such that $A(\mathcal{I}_1, \mathcal{I}_1)$ and $A(\mathcal{I}_2, \mathcal{I}_2)$ are submatrices of $A$ and $A(\mathcal{I}_1 \cup \mathcal{I}_2, \mathcal{I}_1 \cup \mathcal{I}_2) = A$. Let $1 = \mathcal{I}_1 \cap \mathcal{I}_2$. Let $n_1 = |\mathcal{I}_1|$, and $n_2 = |\mathcal{I}_2|$.

Define $C_1 \in \mathbb{R}^{n_1 \times r}$ and $C_2 \in \mathbb{R}^{n_2 \times r}$ such that $A(\mathcal{I}_1, \mathcal{I}_1) = C_1 C_1^T$ and $A(\mathcal{I}_2, \mathcal{I}_2) = C_2 C_2^T$.

Further, let $\phi_1$ and $\phi_2$ index the rows of $C_1$ and $C_2$, respectively, such that $C_1(\phi_1,:) C_1(\phi_1,:)^T = A(\iota, \iota) = C_2(\phi_2,:) C_2(\phi_2,:)^T$. Finally, let $\eta_2$ index the rows of $C_2$ such that $A(\mathcal{I}_2 \setminus \iota, \mathcal{I}_2 \setminus \iota) = C_2(\eta_2,:) C_2(\eta_2,:)^T$. Then if the rank of $A(\iota, \iota)$ is equal to $r$, there exists a unique orthogonal

$$W : C_1(\phi_1,:) = C_2(\phi_2,:) W \tag{B.4}$$

such that $A = C'C'^T$ when $C' \in \mathbb{R}^{n \times r}$ is formed as

$$C'(\mathcal{I}_1,:) = C_1$$

$$C'(\mathcal{I}_2 \setminus \iota,:) = C_2(\eta_2,:) W.$$

**Proof.** Note that

$$C_1(\phi_1,:) C_1(\phi_1,:)^T = C_2(\phi_2,:) C_2(\phi_2,:)^T = A(\iota, \iota).$$

Further, by assumption $A(\iota, \iota)$ is of rank $r > 0$, so $C_1(\phi_1,:)$ and $C_2(\phi_2,:)$ must be as well. Then the existence, orthogonality and uniqueness of $W$ follow from lemma 18.

Next, we establish that $C'C'^T = A$. First note that

$$C'(\mathcal{I}_1,:) C'(\mathcal{I}_1,:)^T = C_1 C_1^T = A(\mathcal{I}_1, \mathcal{I}_1),$$

and

$$C'(\mathcal{I}_2 \setminus \iota,:) C'(\mathcal{I}_2 \setminus \iota,:)^T = C_2(\eta_2 :) W W^T C_2(\eta_2 :-)^T$$

$$= C_2(\eta_2,:) C_2(\eta_2,:)^T$$

$$= A(\mathcal{I}_2 \setminus \iota, \mathcal{I}_2 \setminus \iota).$$

All that remains is to show that $C'(\mathcal{I}_2 \setminus \iota,:) C'(\mathcal{I}_1,:)^T = A(\mathcal{I}_2 \setminus \iota, \mathcal{I}_1)$. We do this by reference to an arbitrary matrix $D \in \mathbb{R}^{n \times r}$ such that $A = DD^T$. It must be that $A(\mathcal{I}_1, \mathcal{I}_1) = D(\mathcal{I}_1,:) D(\mathcal{I}_1,:)^T$ and $A(\mathcal{I}_2, \mathcal{I}_2) = D(\mathcal{I}_2,:) D(\mathcal{I}_2,:)^T$. Additionally, we also know that $A(\mathcal{I}_1, \mathcal{I}_1) = C_1 C_1^T$ and $A(\mathcal{I}_2, \mathcal{I}_2) = C_2 C_2^T$.  
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Further, the rank $r$ matrix $A(\tau, \tau)$ is a submatrix of $A(I_1, I_1)$ and $A(I_2, I_2)$ so $A(I_1, I_1)$ and $A(I_2, I_2)$ must also be of rank $r$, from which it follows that $D(I_1, :), D(I_2, :), C_1$ and $C_2$ are also of rank $r$.

From lemma [18] it then follows that there exist unique orthogonal $O_1$ and $O_2$ such that $D(I_1, :) = C_1 O_1$ and $D(I_2, :) = C_2 O_2$. Further, we have

$$C_1(\phi_1, :) C_1(\phi_1, :)^T = C_2(\phi_2, :) W C_1(\phi_1, :)^T = D(\tau, :) O_2^T W O_1 D(\tau, :)^T = A(\tau, \tau),$$

which establishes that $D(\tau, :) O_2^T W O_1 D(\tau, :)^T = A(\tau, \tau)$. Further, $D(\tau, :)$ is a rank $r > 0$ matrix of size $|\tau|$ by $r$. Therefore, for the matrix $M$ it must be that $D(\tau, :) M D(\tau, :)^T = A(\tau, \tau) = D(\tau, :) D(\tau, :)^T$ if and only if $M = I$. Therefore, $D(\tau, :) O_2^T W O_1 D(\tau, :)^T = A(\tau, \tau)$ if and only if $O_2 W O_1^T = I$.

Now, consider $C'(I_2 \setminus \tau, :) C'(I_1, :)^T$. We can write

$$C'(I_2 \setminus \tau, :) C'(I_1, :)^T = C_2(\eta_2, :) W C_1^T = D(I_2 \setminus \tau, :) O_2^T W O_1 D(I_1, :)^T = D(I_2 \setminus \tau, :) ID(I_1, :)^T = A(I_2 \setminus \tau, I_1).$$

Having shown that $A(I_1, I_1) = C'(I_1, :) C'(I_1, :)^T$, $A(I_2 \setminus \tau, I_2 \setminus \tau) = C'(I_2 \setminus \tau, :) C'(I_2 \setminus \tau, :)^T$ and $A(I_2 \setminus \tau, I_1) = C'(I_2 \setminus \tau, :) C'(I_1, :)^T$, we can conclude that $A(I_1 \cup I_2, I_1 \cup I_2) = C'C'^T$. Further, $A(I_1 \cup I_2, I_1 \cup I_2)$ must be the entirety of $A$ as by assumption $A(I_1 \cup I_2, I_1 \cup I_2) = A$, which completes the proof.

\[\square\]

**Lemma 20.** Let $A \in S^n_+$ be a rank $r > 0$ matrix. Define the index sets $I_1 \subset [n]$ and $I_2 \subset [n]$ and let $\tau = I_1 \cap I_2$. Let $\Omega$ denote the set of observed entries of $A$ and assume $\Omega = I_1 \times I_1 \cup I_2 \times I_2$ and $\Omega \neq [n] \times [n]$. Assume rank$\{A(I_1, I_1)\} = \text{rank} \{A(I_2 \setminus \tau, I_2 \setminus \tau)\} = r$. Then it is necessary that $I_1 \cup I_2 = [n]$ and rank$\{A(\tau, \tau)\} = r$, where it is understood that rank$\{A(\tau, \tau)\} = 0$ if $\tau = \emptyset$, for there to be a unique rank $r$ completion of $A$.

**Proof.** First, if $I_1 \cup I_2 \neq [n]$, the set $\Omega$ fails to index a complete row and column of $A$, which we compactly express as $\{(i, j), (j, i) : j \in [n]\} \cap \Omega = \emptyset$ for some $i \in [n]$. The matrix $A$ is SPDS, and by lemma [15] we can decompose $A$ as $A = C C^T$ for some $C \in \mathbb{R}^{n \times r}$. For any such $C$, we can write the individual entries of $A$ as $A(i, j) = C(i, :) C(j, :)^T$ for all $i, j \in [n]$. For row $i$ of any such $C$, the set of entries $\{A_{ij} : j \in [n]\}$ then provide the only set of equality constraints for $C(i, :)$. Now if $\{(i, j), (j, i) : j \in [n]\} \cap \Omega = \emptyset$ for some $i \in [n]$, this implies there are no equality constraints to learn $C(i, :)$. Therefore, there are an infinite number of $C$ matrices such that $A_{ij} = (C C^T)_{ij}, \forall (i, j) \in \Omega$ but $A \neq C C^T$. We now show that rank$\{\hat{A}\} = r$. First, $C \in \mathbb{R}^{n \times r}$, so it must be rank$\{C C^T\} \leq r$. Additionally, $I_1 \times I_1 \subseteq \Omega$, so it must be that $\hat{A}(I_1, I_1) = A(I_1, I_1)$. By assumption rank$\{A(I_1, I_1)\} = r$, and therefore, rank$\{\hat{A}\} \geq r$. We then have $r \leq \text{rank} \{\hat{A}\} \leq r$ and conclude rank$\{\hat{A}\} = r$.

The rest of this proof now considers the case when $I_1 \cup I_2 = [n]$ but rank$\{A(\tau, \tau)\} < r$. The matrix $A$ is of rank $r$, and $A(\tau, \tau)$ is a submatrix of $A$. Therefore, it must be that rank$\{A(\tau, \tau)\} \leq r$. We will show that under the assumptions of the lemma when rank$\{A(\tau, \tau)\} < r$ we can find two or more rank $r$ completions for $A$ which match the entries of $A$ in $\Omega$ but differ on their entries outside of $\Omega$, establishing that there is no unique rank $r$ completion for $A$ from the set of observed entries in $\Omega$.

The matrix $A$ is PSD, and we by lemma [15] we can decompose $A$ as $A = C C^T$ for some $C \in \mathbb{R}^{n \times r}$.

We construct a matrix, $\hat{C} \in \mathbb{R}^{n \times r}$, as
\[ \hat{C}(I_1, :) = C(I_1, :)\]
\[ \hat{C}(I_2 \setminus \iota, :) = C(I_2 \setminus \iota, :)W, \]
for some orthogonal \( W \in \mathbb{R}^{r \times r} \) such that
\[ \hat{C}(\iota, :) = C(\iota, :)W. \quad (B.5) \]

If \( \iota = \emptyset \), then any orthogonal matrix will satisfy this constraint. If \( \iota \neq \emptyset \) and rank \( \text{rank}\{A(\iota, \iota)\} < r \), then such an orthogonal \( W \) still exists and is non-unique. To see this note that if the rank of \( A(\iota, \iota) \) is less than \( r \), the rank of \( C(\iota, :) \) must also be less than \( r \) as \( C(\iota, :)C(\iota,:)^T = A(\iota, \iota) \). By lemma \[16\] we can then conclude that there exists a non-unique orthogonal \( W \) such that \( C(\iota, :) = C(\iota, :)W. \)

Let \( \hat{A} = \hat{C}\hat{C}^T \). The matrix \( \hat{A} \) must agree with \( A \) on all entries indexed by \( \Omega \). To see this note
\[ \hat{A}(I_1, I_1) = \hat{C}(I_1, :)\hat{C}(I_1, :)^T \]
\[ = C(I_1, :)C(I_1, :)^T \]
\[ = A(I_1, I_1), \]
and
\[ \hat{A}(I_2, I_2) = \hat{C}(I_2, :)\hat{C}(I_2, :)^T \]
\[ = C(I_2, :)W^T C(I_2, :)^T \]
\[ = C(I_2, :)C(I_2, :)^T \]
\[ = A(I_2, I_2), \]
where we have used the relations \( \hat{C}(I_2 \cap \iota, :) = C(\iota, :) = C(\iota, :)W \) and \( \hat{C}(I_2 \setminus \iota, :) = C(I_2 \setminus \iota, :)W \) to conclude \( \hat{C}(I_2, :) = C(I_2, :)W. \) Note that \( \Omega = I_1 \times I_1 \cup I_2 \times I_2 \), so the above establishes that any \( \hat{A} \) constructed in this way will be indeed be identical to \( A \) on all entries in \( \Omega \).

Now, we consider the portion of the matrix not indexed by \( \Omega \), that is \( A(I_1, I_2 \setminus \iota) \). Note that as \( \Omega \neq [n] \times [n], A(I_1, I_2 \setminus \iota) \) consists of at least one entry of the matrix. Under the assumptions of the lemma, if \( W \) is non-unique then the product
\[ \hat{A}(I_1, I_2 \setminus \iota) = \hat{C}(I_1, :)\hat{C}(I_2 \setminus \iota, :)^T = C(I_1, :)W^T C(I_2 \setminus \iota, :)^T \]
is non-unique. To establish this first note that \( A(I_1, I_1) \) and \( A(I_2 \setminus \iota, I_2 \setminus \iota) \) are by assumption rank \( r \), so \( C(I_1, :) \) and \( C(I_2 \setminus \iota, :) \) must be rank \( r \) as well. Let \( W_1 \) and \( W_2 \) be two orthogonal matrices which satisfy \( (B.5) \). Then \( C(I_1, :) (W_1 - W_2)^T C(I_2 \setminus \iota, :)^T \) is non-zero. To see this note that if \( W_1 \neq W_2 \), then there exists some \( x \in \mathbb{R}^r \) such that \( (W_1 - W_2)^T x \neq 0 \). However, \( C(I_2 \setminus \iota, :) \) is rank \( r \), so the columns of \( C(I_2 \setminus \iota, :) \) must span \( \mathbb{R}^r \), and therefore it must be that \( (W_1 - W_2)^T C(I_2 \setminus \iota, :)^T \neq 0 \). Finally, \( C(I_1, :) \in \mathbb{R}^{n_1 \times r} \) is rank \( r \) for any \( y \in \mathbb{R}^r \), \( C(I_1, :)y = 0 \) if and only if \( y = 0 \). Therefore, as \( (W_1 - W_2)^T C(I_2 \setminus \iota, :)^T \) is a non-zero matrix, it must be that \( C(I_1, :) (W_1 - W_2)^T C(I_2 \setminus \iota, :)^T \neq 0 \).

Thus, we have shown that when \( \text{rank}\{A(\iota, \iota)\} < r \), we can construct two or more \( \hat{A} \) matrices which are identical to \( A \) for all entries indexed by \( \Omega \) but differ on entries not indexed by \( \Omega \). All that remains to show is that any such \( \hat{A} \) is rank \( r \). This is accomplished by noting that for any \( \hat{A} \) formed from a \( \hat{C} \) as described above, \( \hat{A}(I_1, I_1) = A(I_1, I_1) \), and \( \text{rank}\{A(I_1, I_1)\} = r \), so the rank of \( \hat{A} \) must be at least \( r \). Further, \( \hat{A} = \hat{C}\hat{C}^T \), and \( \hat{C} \in \mathbb{R}^{n \times r} \), so \( \text{rank}\{\hat{C}\} \leq r \) and therefore \( \text{rank}\{\hat{A}\} \leq r \). Thus \( r \leq \text{rank}\{\hat{A}\} \leq r \), and we conclude \( \text{rank}\{\hat{A}\} = r \). \qed
Corollary 21. Let \( \Omega \neq [n] \times [n] \) index the set of observed entries of a rank \( r > 0 \) matrix \( A \in S^n_+ \). Suppose there exists a \( p_1, \ldots, p_k \) for \( k \geq 2 \) such that \( \cup_{i=1}^k p_i \times p_i = \Omega \), \( p_i \subsetneq p_j \) for all pairs \((i, j) \in \{(i, j) \in [k] \times [k] | i \neq j\} \) and \( p_i \cap p_j = \emptyset \) for any pair \((i, j) \in \{(i, j) \in [k] \times [k] | i \neq j\} \).

Define \( \iota_i = p_i \setminus p_i^{-1} \) for \( i \in \{2, \ldots, k\} \). Assume \( \text{rank}\{A(p_1, p_1)\} = r \) and \( \text{rank}\{A(p_i \setminus \iota_i, p_i \setminus \iota_i)\} = r \) for all \( i \in \{2, \ldots, k\} \).

Then it is necessary that \( \cup_{i=1}^k p_i = [n] \) and \( \text{rank}\{A(\iota_i, \iota_i)\} = r \) for all \( i \in \{2, \ldots, k\} \), where it is understood that \( \text{rank}\{A(\iota_i, \iota_i)\} = 0 \) if \( \iota_i = \emptyset \), for there to be a unique rank \( r \) completion of \( A \).

\[\begin{align*}
\text{Proof.} \quad \text{Fix } i^* \geq 2. \quad \text{Define } \rho_{i-1}^* = \cup_{j=1}^{i-1} p_j \text{ and } \rho_i^* = \cup_{j=i}^k p_j \text{ and } \Omega^* = \rho_{i-1}^* \times \rho_i^* \times \rho_i^*.

\text{By construction } \rho_{i-1}^* \subseteq [n] \text{ and } \rho_i^* \subseteq [n]. \text{ Further, we prove that } \Omega^* \neq [n] \times [n] \text{ by contradiction. Assume that } \Omega^* = [n] \times [n]. \text{ Then this would require that either } \rho_{i-1}^* = [n] \text{ or } \rho_i^* = [n], \text{ which would imply } \rho_{i-1}^* \subseteq \rho_i^* \text{ or } \rho_{i-1}^* \supseteq \rho_i^* \text{. However, since we assume } p_i \cap p_j = \emptyset \text{ for any pair } (i, j) \in \{(i, j) \in [k] \times [k] | i \neq j\}, \text{ this would require } \rho_{i-1}^* \subseteq \rho_i^* \text{ or } \rho_{i-1}^* \supseteq \rho_i^* \text{ both of which contradict the assumption that } p_i \not\subseteq p_j \text{ for any pair } (i, j) \in \{(i, j) \in [k] \times [k] | i \neq j\}.

Thus, we have two sets, \( \rho_{i-1}^* \) and \( \rho_i^* \), which index \( A \) as required by lemma 20. Now assume that \( \cup_{i=1}^k p_i \neq [n] \). Then \( \rho_{i-1}^* \cup \rho_i^* \neq [n] \), so by lemma 20 \( A \) cannot be completed from the entries indexed by \( \Omega^* \).

Now, assume that \( \cup_{i=1}^k p_i = [n] \) so \( \rho_{i-1}^* \cup \rho_i^* = [n] \), but there exists an \( i^* \geq 2 \) such that \( \text{rank}\{A(\iota_{i^*}, \iota_{i^*})\} < r \).

Define \( \nu^* = \rho_{i-1}^* \cap \rho_i^* \).

Then

\[\text{rank}\{A(\iota^*, \iota^*)\} = \text{rank}\{A(\rho_{i-1}^* \cap \rho_i^*, \rho_{i-1}^* \cap \rho_i^*)\} \]

\[= \text{rank}\{A(\rho_{i-1}^* \cap \rho_i^*, \rho_i^* \cap \rho_i^*)\} \]

\[= \text{rank}\{A(\iota_{i^*}, \iota_{i^*})\} < r. \]

Further, \( \nu^* \geq 2 \), so \( p_1 \subseteq \rho_{i-1}^* \). By assumption the rank of \( A(p_1, p_1) \), which is a submatrix of \( A(\rho_{i-1}^*, \rho_i^*) \), is \( r \), and so it must be that \( \text{rank}\{A(\rho_{i-1}^*, \rho_i^* \cap \nu^*)\} = r \). Additionally, \( \rho_i^* \subseteq \nu^* \) and \( \nu^* = \iota_i^* \), so \( \rho_i^* \setminus \iota_i^* \subseteq \nu_i^* \setminus \nu_i^* \). This establishes that \( A(p_i^* \setminus \iota_i^*, p_i^* \setminus \iota_i^*) \) is a submatrix of \( A(\nu_i^* \setminus \nu_i^*, \nu_i^* \setminus \nu_i^*) \). By assumption \( \text{rank}\{A(\rho_i^* \setminus \iota_i^*, \rho_i^* \setminus \iota_i^*)\} = r \), so it must be that \( \text{rank}\{A(\rho_i^* \setminus \iota_i^*, \rho_i^* \setminus \iota_i^*)\} = r \). Therefore, by lemma 20 there is again no unique rank \( r \) completion of \( A \) from the entries indexed by \( \Omega^* \).

Finally,

\[\Omega = \cup_{j=1}^k p_j \times p_j \]

\[= \left( \cup_{j=1}^{i-1} p_j \times p_j \right) \cup \left( \cup_{j=i}^k p_j \times p_j \right) \]

\[\subseteq \rho_{i-1}^* \times \rho_i^* \cup \rho_i^* \times \rho_i^* \]

\[= \Omega^*. \]

Therefore, the set \( \Omega^* \) is a superset of \( \Omega \). If no unique rank \( r \) completion can be found from a superset of \( \Omega \), then the entries indexed by \( \Omega \) must themselves contain insufficient information to allow for a unique rank \( r \) completion of \( A \), completing the proof.

\[\square\]

Corollary 22. Let \( \Omega \neq [n] \times [n] \) index the set of observed entries of a rank \( r > 0 \) matrix \( A \in S^n_+ \). Suppose there exists a \( p_1, \ldots, p_k \) for \( k \geq 2 \) such that \( \cup_{i=1}^k p_i \times p_i = \Omega \) and \( p_i \subsetneq p_j \) for all pairs \((i, j) \in \{(i, j) \in [k] \times [k] | i \neq j\} \).

Assume \( p_i \setminus \iota_i \cap (p_i \setminus \iota_i) = \emptyset \) for any pair \((i, j) \in \{(i, j) \in [k] \times [k] | i \neq j \neq 1, j \neq i\} \).

Define \( \iota_i = p_i \setminus p_i^{-1} \) for all \( i \in \{2, \ldots, k\} \). Assume \( \text{rank}\{A(p_1, p_1)\} = r \) and \( \text{rank}\{A(p_i \setminus \iota_i, p_i \setminus \iota_i)\} = r \) for all \( i \in \{2, \ldots, k\} \).

Then it is necessary that \( \cup_{i=1}^k p_i = [n] \) and \( \text{rank}\{A(\iota_i, \iota_i)\} = r \) for all \( i \in \{2, \ldots, k\} \), where it is understood that \( \text{rank}\{A(\iota_i, \iota_i)\} = 0 \) if \( \iota_i = \emptyset \), for there to be a unique rank \( r \) completion of \( A \).
Proof. Fix \( i^* \geq 2 \). Define \( \rho_{i^*} = \cup_{j \neq i^*} \rho_j \) and \( \Omega^* = \rho_{i^*} x \rho_{\setminus i^*} \cup \rho_{i^*} \times \rho_{i^*} \).

By construction \( \rho_{\setminus i^*} \in [n] \) and \( \rho_{i^*} \in [n] \). Further, we prove that \( \Omega^* \neq [n] \times [n] \) by contradiction. Assume that \( \Omega^* = [n] \times [n] \). Then this would require that either \( \rho_{\setminus i^*} = [n] \) or \( \rho_{i^*} = [n] \), which would imply \( \rho_{\setminus i^*} \supseteq \rho_{i^*} \) or \( \rho_{\setminus i^*} \subseteq \rho_{i^*} \). However, since we assume \( (\rho_i \setminus \rho_i) \cap (\rho_j \setminus \rho_j) = \emptyset \) for any pair \( (i, j) \in \{ (i, j) \in [k] \times [k] | i \neq 1, j \neq 1, i \neq j \} \), this would imply that \( \rho_1 \supseteq \rho_{i^*} \) for some \( i \geq 2 \) or \( \rho_1 \subseteq \rho_{i^*} \) for some \( i \geq 2 \), both of which contradict the assumption that \( \rho_i \not\subseteq \rho_j \) for any pair \( (i, j) \in \{ (i, j) \in [k] \times [k] | i \neq j \} \).

Thus, we have two sets, \( \rho_{i^*} \) and \( \rho_{i^*} \), which index \( A \) as required by lemma \([20]\). Now assume that \( \cup_{i=1}^k \rho_i \neq [n] \). Then \( \rho_{i^*} \cup \rho_{\setminus i^*} = [n] \), so by lemma \([20]\) \( A \) cannot be completed from the entries indexed by \( \Omega^* \).

Now, assume that \( \cup_{i=1}^k \rho_i = [n] \) so \( \rho_{\setminus i^*} \cup \rho_{i^*} = [n] \), but there exists an \( i^* \) such that \( \text{rank}\{A(i^*, i^*)\} < r \). Define \( i^* = \rho_{i^*} \cap \rho_{i^*} \).

Then

\[
\text{rank}\{A(i^*, i^*)\} = \text{rank}\{A(\rho_{i^*} \cap \rho_{\setminus i^*}, \rho_{i^*} \cap \rho_{i^*})\} \\
= \text{rank}\{A(\rho_{i^*} \cap \rho_{i^*}, \rho_{\setminus i^*} \cap \rho_{i^*})\} \\
= \text{rank}\{A(\rho_{i^*} \cap \rho_{\setminus i^*}, \rho_{i^*} \cap \rho_{i^*})\} < r.
\]

Further, \( \rho_1 \subseteq \rho_{\setminus i^*} \), so \( A(\rho_1, \rho_1) \), which is rank \( r \) by assumption, is a submatrix of \( A(\rho_{\setminus i^*}, \rho_{i^*}) \), which must then also be rank \( r \). Additionally, \( i^* = i^* \), so \( \rho_{i^*} \cap i^* = \rho_{i^*} \cap i^* \). By assumption \( A(\rho_{i^*} \setminus i^*, \rho_{i^*} \setminus i^*) \) is rank \( r \), so \( A(\rho_{i^*} \setminus i^*, \rho_{i^*} \setminus i^*) \) is also rank \( r \).

Therefore, by lemma \([20]\) there is again no unique rank \( r \) completion of \( A \) from the entries indexed by \( \Omega^* \).

However,

\[
\Omega = \cup_{j=1}^k \rho_j \times \rho_j \\
= (\cup_{j \neq i^*} \rho_j \times \rho_j) \cup (\rho_{i^*} \times \rho_{i^*}) \\
\subseteq \rho_{\setminus i^*} \times \rho_{\setminus i^*} \cup \rho_{i^*} \times \rho_{i^*} \\
= \Omega^*.
\]

The set \( \Omega^* \) is a superset of \( \Omega \). If no unique rank \( r \) completion can be found from a superset of \( \Omega \), then the entries indexed by \( \Omega \) must themselves contain insufficient information to allow for a unique rank \( r \) completion of \( A \), completing the proof.

\[\Box\]

Corollary 23. Let \( \Omega \neq [n] \times [n] \) index the set of observed entries of a rank \( r > 0 \) matrix \( A \in S^+_n \). Assume there exists an \( \mathcal{I} \subseteq [n] \) and \( \rho \subseteq [n] \) such that \( \rho \not\subseteq \mathcal{I}, \mathcal{I} \not\subseteq \rho, \rho \times \rho \subseteq \Omega \) and \( \Omega \subseteq \rho \times \rho \cup \mathcal{I} \times \mathcal{I} \). Define \( \iota = \rho \cap \mathcal{I} \). Assume \( \text{rank}\{A(\rho, \rho)\} = r \) and there exists at least one observed rank \( r \) submatrix in \( A(\mathcal{I} \setminus \iota, \mathcal{I} \setminus \iota) \).

Then it is necessary that \( \rho \cup \mathcal{I} = [n] \) and \( \text{rank}\{A(\iota, \iota)\} = r \), where it is understood that \( \text{rank}\{A(\iota, \iota)\} = 0 \) if \( \iota = \emptyset \), for there to be a unique rank \( r \) completion of \( A \).

Proof. The proof is a straightforward application of lemma \([20]\).

Define \( \Omega^* = \rho \times \rho \cup \mathcal{I} \times \mathcal{I} \). Note that \( \Omega^* \neq [n] \times [n] \), as by assumption \( \mathcal{I} \subseteq [n], \rho \subseteq [n], \rho \not\subseteq \mathcal{I} \) and \( \mathcal{I} \not\subseteq \rho \). Assume \( \rho \cup \mathcal{I} \neq [n] \). Then by lemma \([20]\) \( A \) cannot be recovered from the entries indexed by \( \Omega^* \).

Now assume that \( \rho \cup \mathcal{I} = [n] \), but \( \text{rank}\{A(\iota, \iota)\} < r \). By assumption, \( \text{rank}\{A(\rho, \rho)\} = r \) and there exists at least one observed rank \( r \) submatrix in \( A(\mathcal{I} \setminus \iota, \mathcal{I} \setminus \iota) \), so it must be that \( \text{rank}\{A(\mathcal{I} \setminus \iota, \mathcal{I} \setminus \iota)\} = r \). Then by lemma \([20]\) \( A \) cannot be recovered from the entries indexed by \( \Omega^* \).

However, \( \Omega^* \supseteq \Omega \). If no unique rank \( r \) completion can be found from a superset of \( \Omega \), then the entries indexed by \( \Omega \) must themselves contain insufficient information to allow for a unique rank \( r \) completion of \( A \), completing the proof.

\[\Box\]
Lemma 24. For any matrix pair $C \in \mathbb{R}^{n \times p}$ and $\hat{C} \in \mathbb{R}^{n \times p}$ such that $\min_{W : WW^T = I} \|C - \hat{C}W\|_F \leq \epsilon$, there exists an $P \in \mathbb{R}^{n \times p}$ and orthogonal $U \in \mathbb{R}^{p \times p}$ such that $\hat{C} = CU + P$ and $\|P\|_F \leq \epsilon$.

Proof. Define $U^T = \arg\min_{W : WW^T = I} \|C - \hat{C}W\|_F$. Then by assumption $\|C - \hat{C}U^T\|_F \leq \epsilon$. Further, the set of orthogonal matrices of size 1 or greater is nonempty so such a $U$ must always exist. Now define $\hat{C} = CU + P$. Because we can pick any $P \in \mathbb{R}^{n \times p}$, such a $P$ always exists. Then

$$\|P\|_F = \|CU - CU - P\|_F$$
$$= \|CU - \hat{C}\|_F$$
$$= \|C - \hat{C}U^T\|_F$$
$$\leq \epsilon.$$ 

Lemma 25. For $C$ and $\hat{C}$ in $\mathbb{R}^{n \times p}$, let $\min_{W : WW^T = I} \|C - \hat{C}W\|_F \leq \epsilon$ and $\|C\|_F \leq \delta$. Then

$$\|CC^T - \hat{C}\hat{C}^T\|_F \leq 2\delta\epsilon + \epsilon^2.$$ 

Proof. For any $W : WW^T = I$, we can write

$$\|\hat{C}\|_F = \|\hat{C}W\|_F = \|\hat{C}W - C + C\|_F$$
$$\leq \|\hat{C}W - C\|_F + \|C\|_F$$
$$= \|C - \hat{C}W\|_F + \|C\|_F,$$

where we have made use of triangle inequality for norms and the unitarily invariance of the Frobenius norm. The above holds for any $W$. Selecting $W^* = \arg\min_{W : WW^T = I} \|C - \hat{C}W\|_F$, we have

$$\|\hat{C}\|_F \leq \|C - \hat{C}W^*\|_F + \|C\|_F$$
$$\leq \epsilon + \delta.$$

Again, for any $W : WW^T = I$, we can write

$$\|CC^T - \hat{C}\hat{C}^T\|_F = \|CC^T - \hat{C}WW^T\hat{C}^T\|_F$$
$$= \|CC^T - \hat{C}WC^T + \hat{C}WC^T - \hat{C}WW^T\hat{C}^T\|_F$$
$$= \|C - \hat{C}W\|C^T + \hat{C}W[C^T - W^T\hat{C}^T]\|_F$$
$$\leq \|C - \hat{C}W\|C^T + \|\hat{C}W[C^T - W^T\hat{C}^T]\|_F$$
$$\leq \|C\|F\|C - \hat{C}W\|_F + \|\hat{C}W\|_F\|C - \hat{C}W\|_F$$
$$= \|C\|F\|C - \hat{C}W\|_F + \|\hat{C}\|_F\|C - \hat{C}W\|_F,$$
where in addition to the two properties of the Frobenius norm we used before we have also used the submultiplicative property of this norm. We can again pick $W$ arbitrarily, and we again pick $W^* = \arg\min_{W: WW^T = I} \| C - \hat{C} W\|_F$, so that

$$
\| CC^T - \hat{C} \hat{C}^T \|_F \leq \| C \|_F \| C - \hat{C} W^* \|_F + \| \hat{C} \|_F \| C - \hat{C} W^* \|_F \\
\leq \| C \|_F \epsilon + \| \hat{C} \|_F \epsilon \\
\leq \delta \epsilon + (\epsilon + \delta) \epsilon \\
= 2 \delta \epsilon + \epsilon^2,
$$

where we have used the bound on $\| \hat{C} \|_F$ in moving to the second to last line of the proof.

\[ \square \]

**Lemma 26.** For $C_1, C_2 \in \mathbb{R}^{n \times p}$, such that $\| C_1 \|_F \leq \delta_1$ and $\| C_2 \|_F \leq \delta_2$ define

$$
\hat{C}_1 = C_1 + P_1 \\
\hat{C}_2 = C_2 + P_2,
$$

for some error matrices $P_1, P_2 \in \mathbb{R}^{n \times p}$ such that $\| P_1 \|_F \leq \epsilon_1$ and $\| P_2 \|_F \leq \epsilon_2$. Then

$$
\| C_1^T C_2 - \hat{C}_1^T \hat{C}_2 \|_F \leq \epsilon_1 \delta_2 + \epsilon_1 \epsilon_2 + \delta_1 \epsilon_2.
$$

**Proof.** Throughout this proof we will use the triangle inequality of norms and the submultiplicative property of the Frobenius norm without further comment.

First, note that

$$
\| \hat{C}_1 \|_F = \| \hat{C}_1 - C_1 + C_1 \|_F \\
\leq \| \hat{C}_1 - C_1 \|_F + \| C_1 \|_F \\
= \| P_1 \|_F + \| C_1 \|_F \\
\leq \epsilon_1 + \delta_1.
$$

Next, we have

$$
\| C_1^T C_2 - \hat{C}_1^T \hat{C}_2 \|_F = \| C_1^T C_2 - \hat{C}_1^T C_2 + \hat{C}_1^T \hat{C}_2 - \hat{C}_1^T \hat{C}_2 \|_F \\
= \| \left[ C_1^T - \hat{C}_1^T \right] C_2 + \hat{C}_1^T \left[ C_2 - \hat{C}_2 \right] \|_F \\
= \| -P_1^T C_2 - \hat{C}_1^T P_2 \|_F \\
\leq \| P_1^T C_2 \|_F + \| \hat{C}_1^T P_2 \|_F \\
\leq \| P_1 \|_F \| C_2 \|_F + \| \hat{C}_1 \|_F \| P_2 \|_F \\
\leq \epsilon_1 \delta_2 + |\epsilon_1 + \delta_1| \epsilon_2 \\
= \epsilon_1 \delta_2 + \epsilon_1 \epsilon_2 + \delta_1 \epsilon_2,
$$

where he have used the bound on $\| \hat{C}_1 \|_F$ in moving to the second to last line of the proof. \[ \square \]
Lemma 27. Let \( U \) be an \( n \times n \) orthogonal matrix. For the unit length vector \( v \in \mathbb{R}^n \), define \( \theta_i(v) = \min_{k:|k|=1} \cos^{-1}(kU(:,i)^Tv) \) where \( | \cdot | \) indicates absolute value. Then

\[
\sum_{j \neq i} (U(:,j)^Tv)^2 = \sin^2 \theta_i(v).
\]

**Proof.** The matrix \( U \) is orthogonal, so it must be that

\[
\sum_j (U(:,j)^Tv)^2 = v^TUU^Tv = v^Tv = \| v \|_2^2 = 1,
\]

where \( \| \cdot \|_2 \) indicates the \( \ell_2 \)-norm. Therefore, for \( k \in \{1, -1\} \), we have

\[
\sum_j (U(:,j)^Tv)^2 = (kU(:,i)^Tv)^2 + \sum_{j \neq i} (U(:,j)^Tv)^2 = \cos^2 \theta_i(v) + \sum_{j \neq i} (U(:,j)^Tv)^2 = 1,
\]

which we can use to find

\[
\sum_{j \neq i} (U(:,j)^Tv)^2 = 1 - \cos^2 \theta_i(v) = \sin^2 \theta_i(v).
\]

\( \square \)

Lemma 28. Consider the matrices \( A, \tilde{A} \in S_+^n \) of rank \( r > 0 \) and \( \tilde{r} \geq r \), respectively. Define \( \hat{C} \in \mathbb{R}^{n \times r} \) column-wise such that

\[
\hat{C}(;i) = \tilde{\hat{\lambda}}_i^{1/2} \hat{E}(;i), \quad \forall i \leq r.
\]

For \( i \leq r \), define \( \theta_i = \min_{k:|k|=1} \cos^{-1}(k\tilde{\hat{\lambda}}_i^T E_i) \), where \( | \cdot | \) indicates absolute value. Then for any \( C \in \mathbb{R}^{n \times r} \) such that \( A = CC^T \) and \( \tilde{A} \)

\[
\min_{W:WW^T=I} \| C - \hat{C}W \|_F \leq \sqrt{\sum_{i=1}^r |\lambda_i - \tilde{\hat{\lambda}}_i| + 4\lambda_i \sin^2(\theta_i/2) + 4\lambda_i^{1/2} |\lambda_i - \tilde{\hat{\lambda}}_i|^{1/2} \sin^2(\theta_i/2)}.
\]

**Proof.** Let \( S \) be the set of \( r \times r \) diagonal sign matrices (diagonal matrices with values of 1 or \(-1\) along the diagonal). The Frobenius norm is unitarily invariant, so for any \( C \) and \( \hat{C} \),

\[
\min_{W:WW^T=I} \| C - \hat{C}W \|_F = \min_{W:WW^T=I} \| CW - \hat{C} \|_F = \min_{W:WW^T=I, S \in S} \| CW S - \hat{C}S \|_F.
\]

Further, for orthogonal \( W \), the matrix \( WS^{-1} \) is also orthogonal, so if \( W^* \) minimizes \( \min_{W:WW^T=I, S \in S} \| CW - \hat{C}S \|_F \), then \( W^*S^{-1} \) is an orthogonal matrix that minimizes \( \min_{W:WW^T=I, S \in S} \| CW S - \hat{C}S \|_F \), establishing that

\[
\min_{W:WW^T=I} \| C - \hat{C}W \|_F = \min_{W:WW^T=I, S \in S} \| CW - \hat{C}S \|_F.
\]
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Therefore,

where in moving to the last equality statement we have recognized that the first \(r\) columns of \(\tilde{E}\) are by construction the first \(r\) columns of \(\tilde{E}\).

Using lemma 27, it must be that

\[
\sum_{j \neq i} \left( \lambda_i^{1/2} B(:,j)^T E(:,i) \right)^2 = \lambda_i \sum_{j \neq i} \left( B(:,j)^T E(:,i) \right)^2
\]

\[
= \lambda_i \sin^2 \theta_i,
\]

where \(\theta_i = \min_{|k_i| = 1} \cos^{-1}(k_i B(:,i)^T E(:,i)) = \min_{|k_i| = 1} \cos^{-1}(k_i \tilde{E}( :, i )^T E(:,i))\).

Further, note that
\[
\min_{k_i, \tilde{k}_i \in \{-1, 1\}} \left( \lambda_i^{1/2} \tilde{E}(; i)^T E(; i) - k_i \lambda_i^{1/2} \right)^2 = \min_{k_i, \tilde{k}_i \in \{-1, 1\}} \left( k_i \lambda_i^{1/2} \tilde{E}(; i)^T E(; i) - \lambda_i^{1/2} \right)^2.
\]

Additionally, \( \lambda_i^{1/2} \geq 0 \) and \( \tilde{\lambda}_i^{1/2} \geq 0 \) since both \( A \) and \( \tilde{A} \) are PSD. Therefore, the \( k_i \) that minimizes the above equation must render \( k_i \tilde{E}(; i)^T E(; i) \geq 0 \), from which we can conclude that \( k_i \tilde{E}(; i)^T E(; i) = \cos(\theta_i) \), when \( \theta_i = \min_{k_i, \tilde{k}_i = 1} \cos^{-1}(k_i \tilde{E}(; i)^T E(; i)) \), so

\[
\min_{k_i, \tilde{k}_i \in \{-1, 1\}} \left( k_i \lambda_i^{1/2} \tilde{E}(; i)^T E(; i) - \lambda_i^{1/2} \right)^2 = \left( \lambda_i^{1/2} \cos(\theta_i) - \lambda_i^{1/2} \right)^2.
\]

We can therefore write (B.7) as

\[
\sum_{i = 1}^{r} \min_{k_i, \tilde{k}_i \in \{-1, 1\}} |E(; i) \lambda_i^{1/2} - k_i \tilde{E}(; i) \lambda_i^{1/2}|^2 = \sum_{i = 1}^{r} \left[ \left( \lambda_i^{1/2} \cos(\theta_i) - \lambda_i^{1/2} \right)^2 + \lambda_i \sin^2 \theta_i \right] = \sum_{i = 1}^{r} \left[ \lambda_i + \tilde{\lambda}_i - 2 \cos(\theta_i) \lambda_i^{1/2} \lambda_i^{1/2} \right].
\]

We now bound

\[
\lambda_i + \tilde{\lambda}_i - 2 \cos(\theta_i) \lambda_i^{1/2} \lambda_i^{1/2} = (\lambda_i^{1/2} - \tilde{\lambda}_i^{1/2})^2 + 2 \lambda_i^{1/2} \tilde{\lambda}_i^{1/2} - 2 \cos(\theta_i) \lambda_i^{1/2} \lambda_i^{1/2} = (\lambda_i^{1/2} - \tilde{\lambda}_i^{1/2})^2 + 2 \lambda_i^{1/2} \lambda_i^{1/2} (1 - \cos(\theta_i)).
\]

Note that

\[
(\lambda_i^{1/2} - \tilde{\lambda}_i^{1/2})^2 = \frac{(\lambda_i - \tilde{\lambda}_i)^2}{(\lambda_i^{1/2} + \tilde{\lambda}_i^{1/2})^2} = \frac{|\lambda_i - \tilde{\lambda}_i|}{(\lambda_i + \tilde{\lambda}_i + 2 \lambda_i^{1/2} \lambda_i^{1/2})} \leq \frac{|\lambda_i - \tilde{\lambda}_i|}{\lambda_i + \lambda_i} \leq |\lambda_i - \tilde{\lambda}_i|,
\]

and we can use a half angle formula to write \( \cos(\theta_i) = 1 - 2 \sin^2(\theta_i/2) \), and we have

\[
\lambda_i + \tilde{\lambda}_i - 2 \cos(\theta_i) \lambda_i^{1/2} \lambda_i^{1/2} \leq |\lambda_i - \tilde{\lambda}_i| + 4 \lambda_i^{1/2} \lambda_i^{1/2} \sin^2(\theta_i/2).
\]

Further note that \( \tilde{\lambda}_i^{1/2} = \lambda_i^{1/2} + \lambda_i^{1/2} - \lambda_i^{1/2} \leq \lambda_i^{1/2} + |\lambda_i^{1/2} - \lambda_i^{1/2}| \), so we have

\[
\lambda_i + \tilde{\lambda}_i - 2 \cos(\theta_i) \lambda_i^{1/2} \lambda_i^{1/2} \leq |\lambda_i - \tilde{\lambda}_i| + 4 \lambda_i^{1/2} (\lambda_i^{1/2} + |\lambda_i^{1/2} - \lambda_i^{1/2}|) \sin^2(\theta_i/2) = |\lambda_i - \tilde{\lambda}_i| + 4 \lambda_i \sin^2(\theta_i/2) + 4 \lambda_i^{1/2} |\lambda_i^{1/2} - \lambda_i^{1/2}| \sin^2(\theta_i/2) \leq |\lambda_i - \tilde{\lambda}_i| + 4 \lambda_i \sin^2(\theta_i/2) + 4 \lambda_i^{1/2} |\lambda_i - \tilde{\lambda}_i| \sin^2(\theta_i/2),
\]
where in moving to the last line we have again used the inequality \((\lambda_i^{1/2} - \tilde{\lambda}_i^{1/2})^2 \leq |\lambda_i - \tilde{\lambda}_i|\). We can then complete the proof by writing

\[
\min_{W:WW^T = I} \|C - \tilde{C}W\|_F^2 \leq \sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4\lambda_i \sin^2(\theta_i/2) + 4\lambda_i^{1/2}|\lambda_i - \tilde{\lambda}_i|^{1/2} \sin^2(\theta_i/2),
\]

where the final result is obtained by taking the square root of both sides of the above inequality. 

\[\Box\]

**Lemma 29.** Consider the matrices \(A, \tilde{A} \in S^n_+\) of rank \(r > 0\) and \(\tilde{r} \geq r\), respectively. Define \(S = \tilde{A} - A\). Let \(\delta = \min \{ \min_{i \in [r-1]} |\lambda_i - \lambda_{i+1}|, \lambda_r \}\). Let \(\|S\|_F \leq \epsilon\), for some \(\epsilon < \delta/2 \leq 1\). Define \(\tilde{C} \in \mathbb{R}^{n \times r}\) column-wise as

\[
\tilde{C}(i,:) = \tilde{\lambda}_i^{1/2} \tilde{E}(i,:), \quad \forall i \leq r.
\]

Then for any \(C\) such that \(CC^T = A\),

\[
\min_{W:WW^T = I} \|C - \tilde{C}W\|_F \leq K \sqrt{r} \epsilon,
\]

for \(K = \sqrt{1 + \frac{16\lambda_1}{\delta^2} + \frac{8\sqrt{2}\lambda_1^{1/2}}{\delta^{3/2}}}\).

**Proof.** For \(i \leq r\), define \(\theta_i = \min_{k_i: \|k_i\|_1 = 1} \cos^{-1}(k \tilde{E}_i^T E_i)\). We start by using lemma 28 to write

\[
\min_{W:WW^T = I} \|C - \tilde{C}W\|_F \leq \sqrt{\sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4\lambda_i \sin^2(\theta_i/2) + 4\lambda_i^{1/2}|\lambda_i - \tilde{\lambda}_i|^{1/2} \sin^2(\theta_i/2)}.
\]

We will now proceed to establish our theorem by using results in matrix perturbation theory to bound the different terms in the square root of equation (B.9). Throughout this proof it should be understood that \(\lambda_{r+1}, \ldots, \lambda_n = 0\) and \(\tilde{\lambda}_{\tilde{r}+1}, \ldots, \tilde{\lambda}_n = 0\).

By construction \(S\) is a real, symmetric matrix, and we begin by using Weyl’s theorem, which states that \(\tilde{\lambda}_i \in [\lambda_i + \lambda_1(S), \lambda_i + \lambda_n(S)]\), where \(\lambda_i(S)\) indicates the \(i^{th}\) eigenvalue of \(S\), to bound \(|\lambda_i - \tilde{\lambda}_i| \leq \max_{j \in [1,n]} |\lambda_j(S)| \leq \max_{j \in [1,n]} |\lambda_j|\). We then have

\[
\sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| \leq \sum_{j=1}^{n} \max_{i \in [n]} |\lambda_j(S)| = r \max_{j \in [n]} |\lambda_j(S)| = r \|S\|_2 \leq r \epsilon,
\]

where \(\|\cdot\|_2\) indicates the spectral norm.

We next bound \(\sin^2(\theta_i/2)\) for \(i \leq r\). For \(\tilde{E}(i,:)\), we define

\[
\tilde{r}_i = A\tilde{E}(i,:) - \tilde{\lambda}_i \tilde{E}(i,:),
\]

which is a residual vector that will be 0 if and only if \((\tilde{\lambda}_i, \tilde{E}(i,:))\) are an eigenpair of \(A\).

Now define

\[
\text{sep}(A, \tilde{A}) = \min_{i \in [r]} \min_{j \in [n], j \neq i} |\tilde{\lambda}_i - \lambda_j|.
\]
By the Sin Theta theorem (c.f., theorem 3.4 in \cite{126}), we know that

\[ |\sin(\theta_i)| \leq \frac{\|r_i\|_2}{\min_{j \in [n], j \neq i} |\lambda_j - \tilde{\lambda}_i|}. \]

We also know \( \text{sep}\{A, \tilde{A}\} \leq \min_{j \in [n], j \neq i} |\lambda_j - \tilde{\lambda}_i| \), for all \( i \in [r] \), so we have

\[
\sum_{i=1}^{r} \sin^2(\theta_i) \leq \sum_{i=1}^{r} \left( \frac{\|r_i\|_2}{\text{sep}\{A, \tilde{A}\}} \right)^2 \leq \frac{1}{\text{sep}^2\{A, \tilde{A}\}} \sum_{i=1}^{r} \|r_i\|_2^2. 
\]

We now bound \( \sum_{i=1}^{r} \|r_i\|_2^2 \). To simplify things note that

\[ r_i = A\tilde{E}(; i) - \tilde{\lambda}_i\tilde{E}(; i) = A\tilde{E}(; i) - \tilde{A}\tilde{E}(; i) = A\tilde{E}(; i) - (A + S)\tilde{E}(; i) = -S\tilde{E}(; i), \]

so that \( \|r_i\|_2 = \|S\tilde{E}(; i)\|_2 \). We can now write

\[
\sum_{i=1}^{r} \|r_i\|_2^2 = \sum_{i=1}^{r} \|S\tilde{E}(; i)\|_2^2 \\
= \|S\tilde{E}(; 1 : r)\|_F^2 \\
\leq \|S[\tilde{E}(; 1 : r), \tilde{E}(; 1 : r)_{\perp}]\|_F^2 \\
= \|S\|_F^2 \\
\leq \epsilon^2,
\]

where \( \tilde{E}(; 1 : r)_{\perp} \) is a matrix with orthonormal columns spanning a subspace orthogonal to the subspace spanned by the columns of the matrix \( \tilde{E}(; 1 : r) \), so \( [\tilde{E}(; 1 : r), \tilde{E}(; 1 : r)_{\perp}] \) is an orthogonal matrix.

Therefore, we have

\[
\sum_{i=1}^{r} \sin^2(\theta_i) \leq \frac{\epsilon^2}{\text{sep}^2\{A, \tilde{A}\}}. \tag{B.13}
\]

To complete our bound on \( \sum_{i=1}^{r} \sin^2(\theta_i) \), we have only to lower bound \( \text{sep}\{A, \tilde{A}\} \). Let \( d_{\max} = \max_{i \in [r]} |\lambda_i - \tilde{\lambda}_i| \). We can again use Weyl’s theorem to bound

\[
d_{\max} = \max_{i \in [r]} |\lambda_i - \tilde{\lambda}_i| \leq \|S\|_2 \leq \|S\|_F \leq \epsilon < \delta/2. \tag{B.14}
\]

Therefore, we have

\[
\sum_{i=1}^{r} \sin^2(\theta_i) \leq \frac{\epsilon^2}{\text{sep}^2\{A, \tilde{A}\}}. \tag{B.13}
\]

For \( i \in [r] \) we also derive an inequality that will be immediately useful. We start by stating,

\[
\min_{j \in [n], j \neq i} |\lambda_i - \lambda_j| = \min \{ |\lambda_{i-1} - \lambda_i|, |\lambda_{i+1} - \lambda_i| \},
\]

where is understood the appropriate terms disappear if \( i = 1 \) or \( i = n \). We finish the derivation of the inequality by writing for all \( i \in [r] \),
so we can conclude for all $i \in [r]$,

\[
\min_{j \in [n], j \neq i} |\lambda_i - \lambda_j| \leq \delta.
\]  

(B.15)

For all $i \in [r]$, we can then use (B.14) and (B.15) to bound

\[
\min_{j \in [n], j \neq i} |\lambda_j - \tilde{\lambda}_i| = \min_{j \in [n], j \neq i} |\tilde{\lambda}_i - \lambda_j|
\]

\[
= \min_{j \in [n], j \neq i} |\tilde{\lambda}_i - \lambda_i + \lambda_i - \lambda_j|
\]

\[
\geq \min_{j \in [n], j \neq i} |\lambda_i - \lambda_j| - |\tilde{\lambda}_i - \lambda_i|
\]

\[
\geq \min_{j \in [n], j \neq i} \delta - |\tilde{\lambda}_i - \lambda_i|
\]

\[
\geq \min_{j \in [n], j \neq i} \delta - d_{\max}
\]

\[
> \delta - \delta/2
\]

\[
= \delta/2.
\]

Therefore, it must be that $\text{sep}\{A, \tilde{A}\} > \delta/2$. We can then pick up from (B.13) and complete our bound on $\sum_{i=1}^{r} \sin^2(\theta_i)$ as

\[
\sum_{i=1}^{r} \sin^2(\theta_i) < \frac{4\delta^2}{\delta^2}.
\]  

(B.16)

We now pick back up with (B.9) and write

\[
\min_{W: WW^T = I} \|C - \tilde{C}W\|_F \leq \sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4\lambda_i \sin^2(\theta_i/2) + 4\lambda_i^{1/2}|\lambda_i - \tilde{\lambda}_i|^{1/2} \sin^2(\theta_i/2)
\]

\[
= \sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4 \sum_{i=1}^{r} \lambda_i \sin^2(\theta_i/2) + 4 \sum_{i=1}^{r} \lambda_i^{1/2}|\lambda_i - \tilde{\lambda}_i|^{1/2} \sin^2(\theta_i/2)
\]

\[
\leq \sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4\lambda_1 \sum_{i=1}^{r} \sin^2(\theta_i/2) + 4\lambda_1^{1/2} d_{\max}^{1/2} \sum_{i=1}^{r} \sin^2(\theta_i/2).
\]

Further, note that $\theta_i \in [0, \pi/2]$, and therefore $\sin(\theta_i/2) \leq \sin(\theta_i)$, so we have

\[
\min_{W: WW^T = I} \|C - \tilde{C}W\|_F \leq \sum_{i=1}^{r} |\lambda_i - \tilde{\lambda}_i| + 4\lambda_1 \sum_{i=1}^{r} \sin^2(\theta_i) + 4\lambda_1^{1/2} d_{\max}^{1/2} \sum_{i=1}^{r} \sin^2(\theta_i).
\]

We now use (B.10), (B.14) and (B.16) to find
\[
\min_{W:WW^T=I} \|C - \hat{C}W\|_F \leq \sqrt{r \epsilon + \frac{16\lambda_1 \epsilon^2}{\delta^2} + \frac{8\sqrt{2}\lambda_1^{1/2} \epsilon^2}{\delta^{3/2}}}. 
\]

For \(r \geq 1\) and \(\epsilon \leq 1\), we then have

\[
\min_{W:WW^T=I} \|C - \hat{C}W\|_F \leq K \sqrt{r \epsilon},
\]

for \(K = \sqrt{1 + \frac{16\lambda_1}{\delta^2} + \frac{8\sqrt{2}\lambda_1^{1/2}}{\delta^{3/2}}}.
\]

**Lemma 30.** Let \(M\) be a rank \(r > 0\) matrix in \(\mathbb{R}^{n \times r}\) such that \(\|M\|_F \leq \delta\). Define

\[
M_1 = MW_1 + P_1, \\
M_2 = MW_2 + P_2,
\]

for perturbation matrices \(P_1, P_2 \in \mathbb{R}^{n \times r}\) such that \(\|P_1\|_F \leq \epsilon_1\) and \(\|P_2\|_F \leq \epsilon_2\) and orthonormal matrices \(W_1 \in \mathbb{R}^{r \times r}\) and \(W_2 \in \mathbb{R}^{r \times r}\).

Find

\[
T = \arg\min_{W:WW^T=I} \|MW_1 - MW_2 W\|_F^2, \quad (B.17)
\]

and

\[
\hat{T} = \arg\min_{W:WW^T=I} \|M_1 - M_2 W\|_F^2. \quad (B.18)
\]

Then \(T = W_2^T W_1\) is unique. If \(M_2^T M_1\) is also of rank \(r\), \(\hat{T}\) is also unique. Finally, when \(M_2^T M_1\) is of rank \(r\),

\[
\|T - \hat{T}\|_F \leq \frac{2}{\sigma_F^2(M)} [\delta(\epsilon_1 + \epsilon_2) + \epsilon_1 \epsilon_2].
\]

**Proof.** Define \(S = [MW_2]^T MW_1\), and denote the singular value decomposition of \(S\) as \(S = U \Sigma V^T\), for orthogonal matrices \(U\) and \(V\) and the diagonal matrix \(\Sigma\) containing the singular values of \(S\) down its diagonal. Similarly, define \(\hat{S} = M_2^T M_1\), and denote its singular value decomposition as \(\hat{S} = \hat{U} \hat{\Sigma} \hat{V}^T\).

It has been shown in [95] that the \(T\) and \(\hat{T}\) which minimize (B.17) and (B.18) can be expressed as

\[
T = UV^T, \quad (B.19) \\
\hat{T} = \hat{U} \hat{V}^T. \quad (B.20)
\]

Denote the singular value decomposition of \(M\) as \(M = LR^T\), for the matrix with orthonormal columns \(L \in \mathbb{R}^{n \times r}\), the orthogonal matrix \(R \in \mathbb{R}^{r \times r}\) and the diagonal matrix \(\Psi \in \mathbb{R}^{r \times r}\). Writing

\[
S = [MW_2]^T MW_1 = W_2^T M^T MW_1 = W_2^T R \Psi L^T L \Psi R^T W_1 = W_2^T R \Psi^2 R^T W_1,
\]
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makes it clear that \( U = W_2^T R \) and \( V = W_1^T R \). Therefore

\[
T = UV^T = W_2^T RR^T W_1 = W_2^T W_1.
\]

To establish the uniqueness of \( T \), \[25\] has shown that it is sufficient that the matrix \( S \) have \( r \), non-zero singular values, which must be the case since we assume that the rank of \( M \) is \( r \). Similarly, the uniqueness of \( \hat{T} \) follows from the assumption that \( \hat{S} = M_2^T M_1 \) is of rank \( r \).

All that remains is to establish the bound for \( \| T - \hat{T} \|_F \). We first bound \( \| S - \hat{S} \|_F \), and we write

\[
\| S - \hat{S} \|_F = \| [MW_2]^T MW_1 - M_2^T M_1 \|_F = \| [MW_2]^T MW_1 - [MW_2 + P_2]^T [MW_1 + P_1] \|_F.
\]

Note that \( \| MW_2 \|_F = \| MW_1 \|_F = \| M \|_F \leq \delta \). \[26\] can now be applied to find

\[
\| S - \hat{S} \|_F \leq \epsilon_1 \delta + \epsilon_2 \epsilon_1 + \epsilon_2 \delta = \delta(\epsilon_1 + \epsilon_2) + \epsilon_1 \epsilon_2. \tag{B.21}
\]

Having established a bound on \( \| S - \hat{S} \|_F \), we now bound \( \| T - \hat{T} \|_F \). Finding \( T \) and \( \hat{T} \) in \[B.19\] and \[B.20\] is equivalent to finding the unitary matrix in the polar decomposition of \( S \) and \( \hat{S} \). \[127\] has shown if \( A \) and \( \hat{A} \) are two non-singular \( n \times n \) matrices, then

\[
\| Q - \hat{Q} \|_F \leq \frac{2}{\sigma_n(A) + \sigma_n(\hat{A})} \| A - \hat{A} \|_F,
\]

where \( Q \) and \( \hat{Q} \) are the unitary matrices in the polar decomposition of \( A \) and \( \hat{A} \), \( \sigma_n(\cdot) \) gives the \( n^{th} \) singular value of its argument when singular values are indexed such that \( \sigma_1 \geq \ldots \geq \sigma_n \) and \( \| \cdot \| \) is any unitarily invariant norm. We can apply this theorem to \( S \in \mathbb{R}^{r \times r} \) and \( \hat{S} \in \mathbb{R}^{r \times r} \) as we have shown \( S = [MW_2]^T MW_1 \) is of rank \( r \) and by assumption \( \hat{S} = M_2^T M_1 \) is as well. Applying the theorem for the Frobenius norm, we find

\[
\| T - \hat{T} \|_F \leq \frac{2}{\sigma_r(S) + \sigma_r(\hat{S})} \| S - \hat{S} \|_F \tag{B.22}
\]

\[
\leq \frac{2}{\sigma_r(S)} \| S - \hat{S} \|_F \tag{B.23}
\]

\[
\leq \frac{2}{\sigma_r(S)} [\delta(\epsilon_1 + \epsilon_2) + \epsilon_1 \epsilon_2]. \tag{B.24}
\]

Recognizing that \( \sigma_r(S) = \sigma_r([MW_2]^T MW_1) = \sigma_r(M^T M) = \sigma_r^2(M) \), we can complete the proof by writing

\[
\| T - \hat{T} \|_F \leq \frac{2}{\sigma_r^2(M)} [\delta(\epsilon_1 + \epsilon_2) + \epsilon_1 \epsilon_2]. \tag{B.25}
\]

\[\Box\]

**Lemma 31.** For \( C \in \mathbb{R}^{n \times r} \) define \( \hat{C}_1 \) and \( \hat{C}_2 \) as

\[
\hat{C}_1 = C(\rho_1,:) W_1 + P_1
\]

\[
\hat{C}_2 = C(\rho_2,:) W_2 + P_2,
\]

for some index sets \( \rho_1 \subseteq [n] \) and \( \rho_2 \subseteq [n] \), with cardinality \( |\rho_1| = n_1 \) and \( |\rho_2| = n_2 \), orthogonal matrices \( W_1 \in \mathbb{R}^{r \times n_1} \), \( W_2 \in \mathbb{R}^{r \times n_2} \) and error matrices \( P_1 \in \mathbb{R}^{n_1 \times r} \) and \( P_2 \in \mathbb{R}^{n_2 \times r} \).

Denote the intersection of \( \rho_1 \) and \( \rho_2 \) as \( \iota = \rho_1 \cap \rho_2 \). Let \( \phi_1 \) and \( \phi_2 \) indicate the rows of \( \hat{C}_1 \) and \( \hat{C}_2 \) so that
\[ \hat{C}_1(\phi_1,:) = C(\tau,:)W_1 + P_1 \]
\[ \hat{C}_2(\phi_2,:) = C(\tau,:)W_2 + P_2. \]

Finally, define \( \eta_2 \) such that \( \hat{C}_2(\eta_2,:) = C(\rho_2 \setminus \tau,:)W_2 + P_2. \)

**Algorithm 2** Procrustes Matrix Reconstruction Algorithm \( (\hat{C}_1, \hat{C}_2, \rho_1, \rho_2, \phi_1, \phi_2, \tau, \eta_2) \)

1. \( \hat{T} \leftarrow \arg\min_{W:WW^T = I} \| \hat{C}_1(\phi_1,:) - \hat{C}_2(\phi_2,:)W \|_F \)
2. \( \hat{C}(\rho_1,:) \leftarrow \hat{C}_1 \)
3. \( \hat{C}(\rho_2 \setminus \tau,:) \leftarrow \hat{C}_2(\eta_2,:)\hat{T} \)
4. Return \( \hat{C} \)

Assume \( \rho_1 \cup \rho_2 = [n], |\tau| \geq r, \|C(\rho_2,:)\|_F \leq \delta_2, \|P_1\|_F \leq \epsilon_1 \) and \( \|P_2\|_F \leq \epsilon_2. \) Then if \( C(\tau,:), \) and \( \hat{C}_2(\phi_2,:) \) are of rank \( r \), this algorithm will assign values to all rows of \( \hat{C} \) such that

\[
\min_{W:WW^T = I} \| C - \hat{C}W \|_F \leq \epsilon_1 + \epsilon_2 + K[\delta_2^2(\epsilon_1 + \epsilon_2) + \delta_2\epsilon_1\epsilon_2],
\]

for a constant \( K = \frac{2}{\sigma^2(C(\tau,:))} \).

**Proof.** We first show that all rows of \( \hat{C} \) will be assigned values. To see this note that in step 1, rows indexed by \( \rho_1 \) are assigned values. In step 2, rows indexed by \( \rho_2 \setminus \tau \) are assigned values. Finally, \( \rho_1 \cup (\rho_2 \setminus \tau) = [n] \), showing that all rows of \( \hat{C} \) are assigned values.

To establish the error bound, we begin by using the triangle inequality to write

\[
\min_{W:WW^T = I} \| C - \hat{C}W \|_F \leq \min_{W:WW^T = I} \left\{ \| C(\rho_1,:) - \hat{C}(\rho_1,:)W \|_F + \| C(\rho_2 \setminus \tau,:) - \hat{C}(\rho_2 \setminus \tau,:)W \|_F \right\}.
\]

If we set \( W = W_1^T \), we can write this as

\[
\min_{W:WW^T = I} \| C - \hat{C}W \|_F \leq \left\| C(\rho_1,:) - \hat{C}(\rho_1,:)W_1^T \right\|_F + \left\| C(\rho_2 \setminus \tau,:) - \hat{C}(\rho_2 \setminus \tau,:)W_1^T \right\|_F.
\]

We can bound the first term as

\[
\left\| C(\rho_1,:) - \hat{C}(\rho_1,:)W_1^T \right\|_F = \left\| C(\rho_1,:) - \hat{C}_1W_1^T \right\|_F
\]
\[= \left\| C(\rho_1,:) - [C(\rho_1,:)W_1 + P_1]W_1^T \right\|_F
\]
\[= \left\| P_1W_1^T \right\|_F
\]
\[= \| P_1 \|_F
\]
\[\leq \epsilon_1,
\]

where we have used that fact that the Frobenius norm is unitarily invariant in moving from the third to fourth lines.

In the remainder of this proof we will use this property of the Frobenius norm without further comment.

We again use the triangle inequality to bound the second term as
Applying the lemma, we find

\[ \| C(\rho_2 \setminus \iota, :) - \hat{C}(\rho_2 \setminus \iota, :)W_1^T \|_F = \| C(\rho_2 \setminus \iota, :) - \hat{C}_2(\eta_2, :)\hat{T}W_1^T \|_F \]
\[ = \| C(\rho_2 \setminus \iota, :) - [C(\rho_2 \setminus \iota, :)W_2 + P_2(\eta_2, :)\hat{T}]W_1^T \|_F \]
\[ \leq \| P_2(\eta_2, :)\hat{T}W_1^T \|_F + \| C(\rho_2 \setminus \iota, :) \left[ I - W_2\hat{T}W_1^T \right] \|_F \]

We can bound \( \| P_2(\eta_2, :)\hat{T}W_1^T \|_F \) as

\[ \| P_2(\eta_2, :)\hat{T}W_1^T \|_F = \| P_2(\eta_2, :) \|_F \leq \| P_2 \|_F \leq \epsilon_2, \]

where we have taken advantage of the fact that \( \hat{T}W_1^T \) must be an orthogonal matrix. We now complete the proof by bounding \( \| C(\rho_2 \setminus \iota, :) \left[ I - W_2\hat{T}W_1^T \right] \|_F \). We can use the submultiplicative property of Frobenius norm to write

\[ \| C(\rho_2 \setminus \iota, :) \left[ I - W_2\hat{T}W_1^T \right] \|_F \leq \| C(\rho_2 \setminus \iota, :) \|_F \| I - W_2\hat{T}W_1^T \|_F \]
\[ = \| C(\rho_2 \setminus \iota, :) \|_F \| W_2^TW_1 - \hat{T} \|_F \]
\[ = \| C(\rho_2 \setminus \iota, :) \|_F \| T - \hat{T} \|_F, \]

where we have defined \( T = W_2^TW_1 \). We now apply lemma 30 to bound \( \| T - \hat{T} \|_F \). We set \( M \) in the lemma to \( C(\iota, :), M_1 to \hat{C}_1(\phi_1, :), M_2 to \hat{C}_2(\phi_2, :) \), \( P_1 to P_1(\phi_1, :) \) and \( P_2 to P_2(\phi_2, :) \).

Note that it must be that \( \| C(\iota, :) \|_F \leq \| C(\rho_2, :) \|_F \), any by assumption \( \| C(\rho_2, :) \|_F \leq \delta_2 \) so \( \| C(\iota, :) \|_F \leq \delta_2 \). Additionally, \( \| P_1(\phi_1, :) \|_F \leq \| P_1 \|_F \leq \epsilon_1 \) and \( \| P_2(\phi_2, :) \|_F \leq \| P_2 \|_F \leq \epsilon_2 \). By assumption \( C(\iota, :) \) is of rank \( r \), as is \( \hat{C}_2(\phi_2, :) \hat{T}C_1(\phi_1, :) \). Under these conditions \( T \) is the solution to equation \( B.17 \) in the lemma and \( \hat{T} \) to equation \( B.18 \). Applying the lemma, we find

\[ \| T - \hat{T} \|_F \leq \frac{2}{\sigma_r^2(C(\iota, :))} \left[ \delta_2(\epsilon_1 + \epsilon_2) + \epsilon_1\epsilon_2 \right]. \]

We can also bound \( \| C(\rho_2 \setminus \iota, :) \|_F \leq \delta_2 \), and we have

\[ \| C(\rho_2 \setminus \iota, :) \|_F \| T - \hat{T} \|_F \leq \frac{2}{\sigma_r^2(C(\iota, :))} \left[ \delta_2(\epsilon_1 + \epsilon_2) + \epsilon_1\epsilon_2 \right] \| C(\rho_2 \setminus \iota, :) \|_F \]
\[ \leq \frac{2}{\sigma_r^2(C(\iota, :))} \left[ \delta_2(\epsilon_1 + \epsilon_2) + \epsilon_1\epsilon_2 \right] \delta_2 \]
\[ = \frac{2}{\sigma_r^2(C(\iota, :))} \left[ \delta_2^2(\epsilon_1 + \epsilon_2) + \delta_2\epsilon_1\epsilon_2 \right]. \]

Putting all of the pieces of the proof together we have

\[ \min_{W:WW^T=I} \| C - \hat{C}W \|_F \leq \epsilon_1 + \epsilon_2 + K[\delta_2^2(\epsilon_1 + \epsilon_2) + \delta_2\epsilon_1\epsilon_2], \]

for \( K = \frac{2}{\sigma_r^2(C(\iota, :))} \).
Corollary 32. For $C \in \mathbb{R}^{n \times r}$, assume there exists a $\hat{C}_1 \in \mathbb{R}^{n_1 \times r}$ and $\hat{C}_2 \in \mathbb{R}^{n_2 \times r}$ and index sets $\rho_1$ and $\rho_2$ such that

$$
\min_{W:WW^T = I} \| C(\rho_1, :) - \hat{C}_1 W \|_F \leq \epsilon_1 \\
\min_{W:WW^T = I} \| C(\rho_2, :) - \hat{C}_2 W \|_F \leq \epsilon_2.
$$

Assume $\rho_1 \cup \rho_2 = [n]$. Let $\iota = \rho_1 \cap \rho_2$ and assume $|\iota| \geq r$.

Define $\hat{C}_1 = C(\rho_1, :)$ and let $\phi_1$ be an index set that assigns the rows of the matrix $C(\iota, :)$ to their location in $C_1$, so that $C(\iota, :) = C_1(\phi_1, :)$. Let $\eta_1$ assign the rows of $C(\rho_1 \setminus \iota, :)$ to their location in $C_1$, so that $C(\rho_1 \setminus \iota, :) = C_1(\eta_1, :)$. Assume $C(\iota, :)$ and $C_1(\phi_1, :)^T C_2(\phi_2, :)$ each are of rank $r$. Finally, assume $\| C(\rho_2, :) \|_F \leq \delta_2$.

Learn $\hat{C} \in \mathbb{R}^{n \times r}$ with algorithm 2 in lemma 31. Then algorithm 2 will assign values to all rows of $\hat{C}$ such that

$$
\min_{W:WW^T = I} \| C - \hat{C} W \|_F \leq \epsilon_1 + \epsilon_2 + K [\delta_2^2 (\epsilon_1 + \epsilon_2) + \delta_2 \epsilon_1 \epsilon_2],
$$

for $K = \frac{2}{\sigma^2(C(\iota, :)})$.

**Proof.** For the $r \times r$ orthogonal matrices $T_1$ and $T_2$, define the matrices $E_1, E_2 \in \mathbb{R}^{n \times r}$ such that

$$
\hat{C}_1 = C(\rho_1, :) T_1 + E_1 \tag{B.26}
$$
$$
\hat{C}_2 = C(\rho_2, :) T_2 + E_2. \tag{B.27}
$$

Then for any $\hat{C}_1, \hat{C}_2$ and $C$, there exists orthogonal $T_1$ and $T_2$ such that $\| E_1 \|_F \leq \epsilon_1$ and $\| E_2 \|_F \leq \epsilon_2$. We prove this first for $\hat{C}_1$ and $C(\rho_1, :)$. Let $W' = \arg \min_{W:WW^T = I} \| C(\rho_1, :) - \hat{C}_1 W \|_F$, and let $T_1 = W'^T$. Then

$$
\| E_1 \|_F = \| \hat{C}_1 - C(\rho_1, :) W'^T \|_F = \| C(\rho_1, :) - \hat{C}_1 W' \|_F = \min_{W:WW^T = I} \| C(\rho_1, :) - \hat{C}_1 W \|_F \leq \epsilon_1.
$$

The same argument can be carried out for $\hat{C}_2, C(\rho_2, :)$ and $T_2$. All of the assumptions are then met for lemma 31 to guarantee that algorithm 2 will learn a $\hat{C}$ from $\hat{C}_1$ and $\hat{C}_2$ such that all rows of $\hat{C}$ are assigned and

$$
\min_{W:WW^T = I} \| C - \hat{C} W \|_F \leq \epsilon_1 + \epsilon_2 + K [\delta_2^2 (\epsilon_1 + \epsilon_2) + \delta_2 \epsilon_1 \epsilon_2],
$$

for $K = \frac{2}{\sigma^2(C(\iota, :)})$. 

\[ \square \]

Corollary 33. For $C \in \mathbb{R}^{n \times r}$, assume there exists a set of two or more matrices $\hat{C}_1 \in \mathbb{R}^{n_1 \times r}, \ldots, \hat{C}_k \in \mathbb{R}^{n_k \times r}$, and collection of index sets $\rho_1, \ldots, \rho_k$ such that $\| C(\rho_1, :) \|_F \leq b$ for some $b > 0$ and $\min_{W:WW^T = I} \| C(\rho_l, :) - \hat{C}_l W \|_F \leq \epsilon/b$ some $0 \leq \epsilon \leq b$ for all $l$.

Assume $\cup_{l=1}^k \rho_l = [n]$. For all $l \geq 2$, define $\iota_l = \rho_l \cap (\cup_{j=1}^{l-1} \rho_j)$ and assume $|\iota_l| \geq r$.

Define $C_l = C(\rho_l, :)$ for all $l$, and let $\phi_l$ be an index set that assigns the rows of the matrix $C(\iota, :) \cap C_l$ to their location in $C_l$, so that $C(l, :) = C_l(\phi_l, :)$ and let $\eta_l$ assign the rows of $C(\rho_l \setminus \iota_l, :)$ to their location in $C_l$, so that $C(\rho_l \setminus \iota_l, :) = C_l(\eta_l, :)$. 
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Initialize $\hat{C}$ as a $n \times r$ matrix.

1. $\hat{C}(\rho_1, :) \leftarrow \hat{C}_1$
2. For $l \in \{2, \ldots, k\}$
   (a) $\hat{W}_l \leftarrow \arg\min_{W \in \mathbb{R}^{n \times r}} \left\| \hat{C}(u_l, :) - \hat{C}(\phi_l, :)W \right\|_F^2$
   (b) $\hat{C}(\rho_l \setminus u_l, :) \leftarrow \hat{C}(\eta_l, :)\hat{W}_l$
3. Return $\hat{C}$

Use algorithm 2 to learn a $\hat{C} \in \mathbb{R}^{n \times r}$. Then if $C(u_l, :)$ and $\hat{C}_l(\phi_l, :)^T \hat{C}(u_l, :)$ each are of rank $r$ for $l \in \{2, \ldots, k\}$, algorithm 3 will assign values to all the rows of $\hat{C}$ such that

$$\min_{W : WW^T = I} \left\| C - \hat{C}W \right\| \leq [4 + 12/v]^k \epsilon,$$

for a constant where $v \leq \sigma_r(C(u_l, :))/b^2$ for all $l \geq 2$.

**Proof.** We will first establish a bound assuming $\|C(\rho_l, :)/\|_F \leq 1$ for all $l$ and $\epsilon \leq 1$, and will then generalize this result when $\|C(\rho_l, :)/\|_F \leq b$ for some $b > 0$ for all $l$ and $\epsilon \leq b$.

We establish the result by induction. We prove the base case for $k = 2$. Note for the case $k = 2$, algorithm 2 will consist of step 1, followed by one iteration of step 2, followed by step 3, which is equivalent to running algorithm 2 of lemma 31 with inputs $\hat{C}_1, \hat{C}_2, \rho_1, \rho_2, \phi_1, \phi_2, u_2$ and $\eta_2$, where we have listed inputs in the same order as in the heading for algorithm 2. In this case, $\hat{C}_1$ and $\hat{C}_2$ are such that $\min_{W : WW^T = I} \left\| C(\rho_1, :) - \hat{C}_1W \right\| \leq \epsilon$ and $\min_{W : WW^T = I} \left\| C(\rho_2, :) - \hat{C}_2W \right\| \leq \epsilon$. Further, by assumption $\rho_1 \cup \rho_2 = [n], \|u_2\| \geq r$ and $C(u_2, :)$ is of rank $r$. If $\hat{C}_2(\phi_2, :)^T \hat{C}_1(\phi_1, :)$ is of rank $r$, corollary 32 then guarantees that algorithm 2 will learn a $\hat{C}$ such that

$$\min_{W : WW^T = I} \left\| C - \hat{C}W \right\|_F \leq 2\epsilon + K[2\delta_2^2 \epsilon + \delta_2 \epsilon^2],$$

(B.28)

for $K = \frac{2}{\sigma_r(C(\rho_2, :))}$ where $\delta_2 = \|C(\rho_2, :)/\|_F \leq 1$. Noting that by assumption $\epsilon \leq 1$ and $\sigma_r^2(C(\rho_2, :)) \leq v$, we have

$$\min_{W : WW^T = I} \left\| C - \hat{C}W \right\|_F \leq [2 + 3G] \epsilon \leq [4 + 6G] \epsilon,$$

(B.29)

where $G = 2/v$.

We now prove the induction step. When $k \geq 3$, algorithm 3 will consist of running step 1, followed by $k - 1$ iterations of step 2, followed by running step 3. Let $I_{k-1} = \bigcup_{i=1}^{k-1} I_i$. On the $(j - 1)^{th}$ iteration of step 2, assume that the previous steps of the algorithm have learned the rows of $\hat{C}$ indexed by $I_{j-1}$ (that is $C(I_{j-1}, :)$) such that $\min_{W : WW^T = I} \left\| C(I_{j-1}, :) - \hat{C}(I_{j-1}, :)W \right\| \leq [4 + 6G]^r \epsilon$. For clarity of what is to follow, define $\epsilon_{j-1} = [4 + 6G]^r \epsilon$. Performing the $(j - 1)^{th}$ iteration of step 2 of algorithm 3 with $\hat{C}_j$ and the $\hat{C}(I_{j-1}, :)$ from the previous steps of the algorithm and then performing step 3 is equivalent to running algorithm 2 with the inputs $\hat{C}(I_{j-1}, :), \hat{C}_j, I_{j-1}, \rho_j, \phi_j, \phi_{j-1}, \eta_j, u_j, \eta_j$, where we have again listed inputs in the same order as in the heading for algorithm 3 and $\phi_{j-1} = \phi_j$.

By assumption $\min_{W : WW^T = I} \left\| C(I_{j-1}, :) - \hat{C}_jW \right\|_F \leq \epsilon_{j-1}$ and $\min_{W : WW^T = I} \left\| C(\rho_j, :) - \hat{C}_jW \right\|_F \leq \epsilon$. Further, $\rho_j \cup I_{j-1} = \rho_j \cup \bigcup_{i=1}^{j-1} I_i = [n_j]$, where $n_j$ is the number of rows in $\hat{C}(I_{j}, :)$. Further, $\|u_j\| \geq r$ and $C(u_j, :)$ is of rank $r$. Then if $\hat{C}_j(\phi_j, :)^T \hat{C}(\phi_{j-1}, :) = \hat{C}_j(\phi_j, :)^T \hat{C}(\phi_j, :)$ also is of rank $r$, corollary 32 guarantees that algorithm 2 will learn a full $\hat{C}(I_{j}, :)$ from $\hat{C}_j$ and $\hat{C}_j'$ such that
Further, since and algorithm 3 will learn a full $\hat{C}$.

Recognizing that again $K = \frac{2}{\sigma^2(C(\rho_\nu,:))} \leq \frac{2}{b} = G$, we further have

$$\min_{W:WW^T = I} \|C(I_j,: - \hat{C}(I_j,:W)\|_F \leq \epsilon + \epsilon_{j-1} + G[\epsilon + 2\epsilon_{j-1}].$$

We can bound the right hand side of (B.30) as

$$\min_{W:WW^T = I} \|C(I_j,:) - \hat{C}(I_j,:W)\|_F \leq \epsilon + \epsilon_{j-1} + G[\epsilon + 2\epsilon_{j-1}].$$

Substituting $G = 2/v$, we can conclude

$$\min_{W:WW^T = I} \|C(I_j,:) - \hat{C}(I_j,:W)\|_F \leq [4 + 12/v]^3 - 1 \epsilon$$

when $\|C(\rho_\nu,:)|_F \leq 1$ for all $l$ and $\epsilon \leq 1$. Finally, since $I_k = \cup_{l=1}^k \rho_k = [n]$, after processing all $k$ submatrices, algorithm 3 will learn a full $\hat{C}$ such that

$$\min_{W:WW^T = I} \|C - \hat{C}W\|_F \leq [4 + 12/v]^{k-1} \epsilon.$$

We now generalize this result when $\|C(\rho_\nu,:)|_F \leq b$ for some $b > 0$ for all $l$ and $0 \leq \epsilon \leq b$. Define $C' = C/b$ and $\hat{C}'_l = \hat{C}_l/b$ for all $l$. Then

$$\|C'(\rho_\nu,:)|_F = \|C(\rho_\nu,:)/b\|_F = \frac{1}{b} \|C(\rho_\nu,:)|_F \leq 1.$$

Further, since $\min_{W:WW^T = I} \|C(\rho_\nu,:) - \hat{C}_lW\|_F \leq \epsilon$ and $\epsilon \leq b$, then
\[
\min_{W:WW^{T}=I} \left\| C'(\rho_l,:) - \hat{C}'_lW \right\|_F = \min_{W:WW^{T}=I} \left\| \frac{1}{b} C(\rho_l,:) - \frac{1}{b} \hat{C}_lW \right\|_F \\
= \frac{1}{b} \left[ \min_{W:WW^{T}=I} \left\| C(\rho_l,:) - \hat{C}_lW \right\|_F \right] \\
\leq \frac{\epsilon}{b} \\
\leq 1.
\]

for all \( l \). For clarity of what is to follow define \( \epsilon' = \frac{\epsilon}{b} \).

Finally, if \( v \leq \sigma_k^2(C(t_l,:)) \) for all \( l \geq 2 \), then \( v' = v/b^2 \) will satisfy \( v' \leq \sigma_k^2(C'(t_l,:)) \) for all \( l \geq 2 \), as can be seen by writing

\[
\frac{v}{b^2} \leq \frac{1}{b^2} \sigma_k^2(C(t_l,:)) = \sigma_k^2(C(t_l,:)/b) = \sigma_k^2(C'(t_l,:)).
\]

Having established this basic inequalities, it can be verified that using algorithm 3 to reconstruct \( C \) from \( \hat{C}_1, \ldots, \hat{C}_k \) is equivalent to first using algorithm 3 to reconstruct the rescaled \( C' \) from \( \hat{C}'_1, \ldots, \hat{C}'_k \) and then multiplying the final \( C' \) by \( b \) to estimate \( \hat{C} = b\hat{C}' \). However, we have just shown that \( \left\| C'(\rho_l,:) \right\|_F \leq 1 \) for all \( l \) and \( \epsilon' \leq 1 \), so we can use the result we just established to conclude that

\[
\min_{W:WW^{T}=I} \left\| C' - \hat{C}'W \right\|_F \leq \left[ 4 + 12/v' \right]^{k-1} \epsilon'
\]

for \( v' \leq \sigma_k^2(C'(t_l,:)) \) for all \( l \). Using the relations above, we can conclude

\[
\min_{W:WW^{T}=I} \left\| C' - \hat{C}'W \right\|_F \leq \left[ 4 + 12/v' \right]^{k-1} \frac{\epsilon}{b}
\]

when for \( v' \leq \frac{1}{b^2} \sigma_k^2(C(t_l,:)) \) for all \( l \).

However, if \( \min_{W:WW^{T}=I} \left\| C' - \hat{C}'W \right\|_F \leq \left[ 4 + 12/v' \right]^{k-1} \frac{\epsilon}{b} \), then

\[
\frac{b}{b} \left[ \min_{W:WW^{T}=I} \left\| C' - \hat{C}'W \right\|_F \right] = \min_{W:WW^{T}=I} \left\| bC' - b\hat{C}'W \right\|_F \\
\leq b \left[ 4 + 12/v' \right]^{k-1} \frac{\epsilon}{b} \\
= \left[ 4 + 12/v' \right]^{k-1} \epsilon,
\]

so \( \min_{W:WW^{T}=I} \left\| C - \hat{C}W \right\|_F \leq \left[ 4 + 12/v' \right]^{k-1} \epsilon \) which completes the proof.
Appendix C

Appendix for Factor Analysis Models and Stitching

C.1 Derivation of the EM Algorithm for the Stitching Scenario

C.1.1 The Model

Under the standard factor analysis (FA) model \cite{98} a high-dimensional vector $y_t \in \mathbb{R}^k$ for trial $t$ is generated according to

$$y_t = Cl_t + \mu + \epsilon_t$$  \hspace{1cm} (C.1)

$$l_t \sim \mathcal{N}(0, I)$$  \hspace{1cm} (C.2)

$$\epsilon_t \sim \mathcal{N}(0, \Psi),$$  \hspace{1cm} (C.3)

where $l_t \in \mathbb{R}^m$ is a vector of latent variables distributed according to a standard multivariate Gaussian distribution, $\mu \in \mathbb{R}^k$ is a constant vector and $\epsilon_t \in \mathbb{R}^k$ models uncorrelated Gaussian noise in the observed variables so that $\Psi$ is a diagonal matrix.

In this work, we augment this model to allow for a subset of the individual entries of $y_t$ to be observed each trial. Specifically, we model

$$z_t = S_t y_t,$$  \hspace{1cm} (C.4)

where $z_t \in \mathbb{R}^{n_t}$ contains the subset of $n_t$ observed variables for trial $t$ and $S_t \in \mathbb{R}^{n_t \times k}$ is a selection matrix with zeros and ones along its main diagonal.

C.1.2 A Note on Indexing Notation

At times it will be necessary to index into $y_t$ and $z_t$. In the rest of this work, we will introduce the notation that $y_t(i)$ indexes the variable in position $i$ of $y_t$ and $z_t(i)$ indexes the corresponding variable in $z_t$ so that $z_t(i) = y_t(i)$. When indexing all other variables, indexes should be understood to reference absolute position within the vector or matrix of interest. We note that when necessary, we will also use MATLAB notation when indexing rows or columns of a matrix so $A(i, :)$ indexes the $i^{th}$ row of matrix $A$ and $A(:, i)$ indexes the $i^{th}$ column.

C.1.3 Learning the Model Parameters

We seek to learn the model parameters, that is $\mu, C$ and $\Psi$, from a set of observed data, $z = \{z_1, \ldots, z_T\}$, of observations. We first show that $\mu$ can be learned by a direct maximization of the log-likelihood of $z$. Then we derive an EM algorithm for learning $C$ and $\Psi$. 
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Learning $\mu$

We begin by showing that $\mu$ can be learned by direct maximization of the log-likelihood of $\{z\}$. It can be shown that $z_j \perp z_k$ for all $j \neq k$, which allows us to write

$$\log P(\{z\}) = \log \prod_{t=1}^{T} P(z_t) = \sum_{t=1}^{T} \log P(z_t) \quad (C.5)$$

From eqs. C.1-C.4, we derive

$$P(z_t) \sim \mathcal{N}(S_t\mu, S_t(CC^T + \Psi)S_t^T). \quad (C.6)$$

We can form an objective from eqs. C.5 and C.6. Dropping terms that do not depend on $\mu$ we have

$$g(\mu) = \sum_{t=1}^{T} \frac{1}{2} (z_t - S_t\mu)^T (S_t(CC^T + \Psi)S_t^T)^{-1}(z_t - S_t\mu). \quad (C.7)$$

For ease we will work with the differential (see [128] for a good reference) of eq. C.7. Let $a(\mu, \Delta \mu)$ be the differential of eq. C.7. We have

$$a(\mu, \Delta \mu) = \sum_{t=1}^{T} \Delta \mu^T S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1} z_t - \Delta \mu^T S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1} S_t \mu,$$

from which we can identify

$$\nabla \mu = \sum_{t=1}^{T} S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1} z_t - S_t \mu. \quad (C.8)$$

We now pause to establish an identity that we will need in the rest of the derivation. Assume that $(S_t(CC^T + \Psi)S_t^T)$ is invertible. Then we have

$$I = S_t(CC^T + \Psi)S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1}.$$ 

Now, let $S_t^*$ be a diagonal matrix such that $S_t^*(i, i) = 1/S_t(i, i)$. Then

$$S_t^* = S_t S_t(CC^T + \Psi)S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1} = (CC^T + \Psi)S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1}.$$ 

We now proceed to find the MLE estimate for $\mu$ by setting the left hand side of eq. C.8 to zero.

$$0 = \sum_{t=1}^{T} S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1}(z_t - S_t \mu)$$

$$= \sum_{t=1}^{T} (CC^T + \Psi)S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1}(z_t - S_t \mu)$$

$$= \sum_{t=1}^{T} S_t^* (z_t - S_t \mu)$$
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From here it can be verified that $\nabla \mu = 0$ when

$$
\hat{\mu}(i) = \frac{\sum_{t: I_t(i) = 1} z_t(i)}{\sum_{t=1}^{T} I_t(i)} ,
$$

where $I_t(i) = 1$ if and only if variable $i$ is observed on trial $t$. Further, note that the Hessian of $g$ with respect to $\mu$ is $\sum_{t=1}^{T} -S_t^T (S_t(CC^T + \Psi)S_t^T)^{-1} S_t$, which by construction is a negative semidefinite matrix. This certifies that $g(\mu)$ is concave and therefore eq. $\text{C.9}$ globally maximizes eq. $\text{C.7}$.

**An EM Algorithm for Learning $C$ and $\Psi$**

Equation $\text{C.9}$ can be used to learn an estimate $\hat{\mu}$ for $\mu$. When $y_t$ is fully observed expectation-maximization (EM) is a standard technique for learning $C$ and $\Psi$. Here we derive an EM algorithm for the augmented model.

**The E-Step**

We seek the distribution for $l_t | z_t$. Consider the vector $\begin{bmatrix} l_t \\ z_t \end{bmatrix}$, which will be normally distributed. We calculate the mean of the joint distribution as

$$
\begin{align*}
\mathbb{E}(l_t) &= 0 \\
\mathbb{E}(z_t) &= \mathbb{E}(S_t y_t) = S_t \mathbb{E}(y_t) = S_t \mu .
\end{align*}
$$

The submatrices of the covariance matrix can be calculated as

$$
\begin{align*}
\mathbb{E}(l_t l_t^T) &= I \\
\mathbb{E}((z_t - S_t \mu)(z_t - S_t \mu)^T) &= \mathbb{E}((S_t(C l_t + \epsilon_l))(S_t(C l_t + \epsilon_l))^T) \\
&= \mathbb{E}(S_t C l_t l_t^T C^T S_t^T) + \mathbb{E}(S_t \epsilon_l \epsilon_l^T S_t^T) + \mathbb{E}(S_t \epsilon_l l_t^T C^T S_t^T) + \mathbb{E}(S_t \epsilon_l \epsilon_l^T S_t^T) \\
&= \mathbb{E}(S_t C l_t l_t^T C^T S_t^T) + \mathbb{E}(S_t \epsilon_l \epsilon_l^T S_t^T) \\
&= S_t CC^T S_t^T + S_t \Psi S_t^T \\
&= S_t [CC^T + \Psi] S_t^T .
\end{align*}
$$

In the above derivations, we have used the relations $\mathbb{E}(l_t \epsilon_l^T) = 0$, $\mathbb{E}(l_t l_t^T) = I$ and $\mathbb{E}(\epsilon_l \epsilon_l^T) = \Psi$.

We can now use the above calculations to write

$$
\begin{bmatrix} l_t \\ z_t \end{bmatrix} \sim \mathcal{N}\left( \begin{bmatrix} 0 \\ S_t \mu \end{bmatrix} ; \begin{bmatrix} I & C^T S_t^T \\ S_t C & S_t (CC^T + \Psi) S_t^T \end{bmatrix} \right) \quad \text{(C.10)}
$$
In (C.10) notice that \( S_t \mu \) is simply a vector consisting of the entries of \( \mu \) corresponding to the entries of \( y_t \) that were observed on trial \( t \). Similarly, \( S_tC \) produces a matrix consisting only of the rows of \( C \) corresponding to observed variables for trial \( t \) and \( S_t\Psi S_t^T \) is a diagonal matrix with the variances of the observed variables for trial \( t \) down it's diagonal.

Using standard properties of the multivariate Gaussian (e.g., see the appendix of [81]), we can write

\[
l_t | z_t \sim \mathcal{N} \left( C^T S_t^T B_t^{-1} (z_t - S_t \mu), I - C^T S_t^T B_t^{-1} S_t C \right),
\]

where \( B_t = S_t (C C^T + \Psi) S_t^T \).

The M-Step

In the M-step, we seek to maximize

\[
\mathbb{E} \left( \log P(z, l | \Theta) \right),
\]

with respect to \( \Theta = \{C, \mu, \Psi\} \). Above, we have shown that eq. (C.9) can be used to learn a \( \hat{\mu} \) that globally maximizes the log-likelihood of the data. Further, eq. (C.9) is invariant with respect to \( C \) and \( \Psi \), so in the work that follows we will maximize eq. (C.12) for a fixed \( \hat{\mu} \) that has been learned from eq. (C.9).

In (C.12) we have introduced the notation \( l = \{l_1, \ldots, l_T\} \) to indicate the set of latents produced for all observations. For each M-step, the expectation is taken with respect to the posterior distribution of latents calculated in the previous E-step. For ease of notation, we introduce the notation \( < \cdot > \) to indicate the expectation with respect to this posterior distribution, and will only explicitly write \( \Theta \) where clarity requires.

We decompose (C.12) as

\[
< \log P(z, l) >= < \log P(z|l) > + < \log P(l) > .
\]

The second term is constant with respect to \( \Theta \), and for the first we derive
\[ f(\Theta) = \langle \log P(z|f; \Theta) \rangle \]
\[ = \left\langle \log \prod_{t=1}^{T} P(z_t|l_t) \right\rangle \]
\[ = \sum_{t=1}^{T} \langle \log P(z_t|l_t) \rangle \]
\[ = \sum_{t=1}^{T} \left\langle -\frac{1}{2} \left[ z_t - S_t(Cl_t + \hat{\mu}) \right]^T [S_t \Psi S_t^T]^{-1} \left[ z_t - S_t(Cl_t + \hat{\mu}) \right] - \frac{n}{2} \log(2\pi) - \frac{1}{2} \log \left( \det \{ S_t \Psi S_t^T \} \right) \right\rangle \]
\[ = \sum_{t=1}^{T} \left\langle -\frac{1}{2} z_t^T [S_t \Psi S_t^T]^{-1} z_t + z_t^T [S_t \Psi S_t^T]^{-1} S_t(Cl_t + \hat{\mu}) - \frac{1}{2} (Cl_t + \hat{\mu})^T S_t^T [S_t \Psi S_t^T]^{-1} S_t(Cl_t + \hat{\mu}) \ldots \right. \]
\[ \left. - \frac{n}{2} \log(2\pi) - \frac{1}{2} \log \left( \det \{ S_t \Psi S_t^T \} \right) \right\rangle \]
\[ = \sum_{t=1}^{T} \left\langle -\frac{1}{2} z_t^T [S_t \Psi S_t^T]^{-1} z_t + z_t^T [S_t \Psi S_t^T]^{-1} S_t(C \langle l_t \rangle + \hat{\mu}) - \frac{1}{2} \text{tr} \{ [S_t \Psi S_t^T]^{-1} S_t C \langle l_t l_t^T \rangle C^T S_t^T \} \ldots \right. \]
\[ \left. - \frac{n}{2} \log(2\pi) - \frac{1}{2} \log \left( \det \{ S_t \Psi S_t^T \} \right) \right\rangle \]
\[ = \sum_{t=1}^{T} \left\langle -\frac{1}{2} z_t^T [S_t \Psi S_t^T]^{-1} z_t + z_t^T [S_t \Psi S_t^T]^{-1} S_t C \langle l_t \rangle + \hat{\mu} - \frac{1}{2} \mu^T S_t^T [S_t \Psi S_t^T]^{-1} S_t \hat{\mu} - \frac{n}{2} \log(2\pi) - \frac{1}{2} \log \left( \det \{ S_t \Psi S_t^T \} \right) \right\rangle \]  
(C.13)

We now maximize (C.13) with respect to \( C \) and \( \Psi \).

**Maximization with respect to \( C \).** Dropping terms of (C.13) that do not depend on \( C \), we form an objective to maximize

\[ f(C) = \sum_{t=1}^{T} (z_t - S_t \hat{\mu})^T [S_t \Psi S_t^T]^{-1} S_t C \langle l_t \rangle - \frac{1}{2} \text{tr} \{ [S_t \Psi S_t^T]^{-1} S_t C \langle l_t l_t^T \rangle C^T S_t^T \} \]  
(C.14)

We then calculate

\[ \frac{\partial f}{\partial C(i,:)} = \sum_{t: I_t(i) = 1} \frac{[(z_t(i) - \hat{\mu}(i)) \langle l_t^T \rangle - C(i,:) \langle l_t l_t^T \rangle]}{\Psi(i,i)}. \]  
(C.15)

Setting (C.15) to zero, we find

\[ \hat{C}(i,:) = \sum_{t: I_t(i) = 1} \left( \frac{ \langle l_t(i) \rangle - \hat{\mu}(i) \langle l_t^T \rangle }{ \sum_{t: I_t(i) = 1} \langle l_t l_t^T \rangle } \right)^{-1}. \]  
(C.16)

Let \( H_{ij} \) be the portion of the Hessian of eq. (C.14) for \( C(i,:) \) and \( C(j,:) \). Inspection of eq. (C.15) reveals that \( H_{ii} = \sum_{t: I_t(i) = 1} \frac{\langle l_t l_t^T \rangle}{\Psi(i,i)} \). By construction \( \langle l_t l_t^T \rangle \) is a positive semidefinite matrix, so \( H_{ii} \) is negative semidefinite for all \( i \). Inspection also reveals \( H_{ij} = 0 \) for all \( i \neq j \). This establishes that \( H \), the Hessian of eq. (C.14) is negative semidefinite. Therefore eq. (C.14) is a concave function of \( C \) and \( \hat{C} \) globally maximizes eq. (C.14).
Maximization with Respect to $\Psi$. Note that $\Psi$ does not appear in eq. C.16 for $\hat{C}$. Therefore, for each M-step and fixed $\bar{\mu}$, eq. C.16 provides a global maximizer of eq. C.12 for all $\Psi$. Thus, in the derivations that follow we will fix $\bar{\mu}$ and $\hat{C}$ to be those from eqs. C.9 and C.16.

Dropping terms of (C.13) that do not depend on $\Psi$, we again form an objective to maximize

$$
\begin{align}
\hat{\Psi}(i,i) &= \frac{\sum_{t: I_t(i) = 1} (|z_t(i) - \bar{\mu}(i)| \langle l_t \rangle) \left( \sum_{t: I_t(i) = 1} \langle l_t l_t^T \rangle \right)}{\sum_{i=1}^n I_t(i)}.
\end{align}
$$

Using this relation, we can simplify eq. C.18 as

$$
\begin{align}
\frac{\partial f}{\partial \Psi(i,i)} &= \sum_{t: I_t(i) = 1} \left( \frac{(z_t(i) - \bar{\mu}(i))^2 - (z_t(i) - \bar{\mu}(i))\hat{C}(i,:) \langle l_t \rangle}{2\Psi^2(i,i)} - \frac{1}{2\Psi(i,i)} \right).
\end{align}
$$

Setting the left hand side of eq. C.19 to zero, we find that

$$
\hat{\Psi}(i,i) = \frac{\sum_{t: I_t(i) = 1} (z_t(i) - \bar{\mu}(i))^2 - (z_t(i) - \bar{\mu}(i))\hat{C}(i,:) \langle l_t \rangle}{\sum_{i=1}^n I_t(i)}.
$$

Note that $\hat{\Psi}(i,i)$ is unique. We now show that it is a maximizer of eq. C.17. From eq. C.19 it is immediately apparent that $\frac{\partial^2 f}{\partial \Psi(i,i) \partial \Psi(j,j)} = 0$ if $i \neq j$. For $i = j$, we have

$$
\begin{align}
\frac{\partial^2 f}{\partial \Psi^2(i,i)} &= -\frac{\sum_{t: I_t(i) = 1} (z_t(i) - \bar{\mu}(i))^2 - (z_t(i) - \bar{\mu}(i))\hat{C}(i,:) \langle l_t \rangle}{\Psi^3(i,i)} + \frac{1}{2\Psi^2(i,i)}.
\end{align}
$$

Evaluating eq. C.21 at $\hat{\Psi}(i,i)$ we find

$$
\frac{\partial^2 f}{\partial \Psi^2(i,i)} \bigg|_{\hat{\Psi}(i,i)} = \frac{-2 \left( \sum_{t=1}^T I_t(i) \right)^3 + \left( \sum_{t=1}^T I_t(i) \right)^2}{\left( \sum_{t: I_t(i) = 1} (z_t(i) - \bar{\mu}(i))^2 - (z_t(i) - \bar{\mu}(i))\hat{C}(i,:) \langle l_t \rangle \right)^2},
$$

which is always less than or equal to zero. Thus we can conclude that the Hessian of eq. C.17 with respect to the diagonal entries of $\Psi$ is negative semidefinite. Therefore, eq. C.17 is a concave function of the diagonal entries of $\Psi$ and eq. C.20 is a global maximizer of eq. C.17.
C.2 Proofs of Necessity Results

C.2.1 Proof of Theorem 10

Proof. The proof follows the same strategy of the proof for Theorem 9 in the main text. For a $K$ block stitching scenario and an FA model parameterized by $\Theta = \{\mu, C, \Psi\}$, we can write

$$P(z|\Theta) = \prod_{k=1}^{K} \prod_{t \in \eta_k} P(z_t|\Theta),$$  \hfill (C.22)

where

$$Z_t|\Theta \sim \mathcal{N} \left( \mu(\rho_k), C(\rho_k, :)C(\rho_k, :)^T + \Psi(\rho_k, \rho_k) \right), \quad k : t \in \nu_k.$$  \hfill (C.23)

Define $M = CC^T$. Under the assumption that $C$ has full rank submatrices and the assumptions that $|\rho_1| \geq r$, and $|\rho_i \setminus \iota_i| \geq r$ for all $i \geq 2$, it must be that $\text{rank} \{M\} = r$ and $\text{rank} \{M(\rho_i \setminus \iota_i, \rho_i \setminus \iota_i) = r\}$ for all $i \geq 2$.

We now consider the problem of reconstructing $M$ from the observed submatrices $M(\rho_1, \rho_1), \ldots, M(\rho_K, \rho_K)$. If $\iota_i < r$ for some $i \geq 2$, Corollary 21 allows us to conclude there exists no unique rank $r$ completion for $M$.

However, if there is no unique rank $r$ completion for $M$, this implies there exists a $C$ and $C'$ which are not orthogonal transforms of one another such that $M(\rho_k, \rho_k) = C(\rho_k, :)C(\rho_k, :)^T = C'(\rho_k, :)C'(\rho_k, :)^T$ for all $k \in [K]$. Define $\Theta' = \{\mu, C', \Psi\}$. By eqs. C.24 and C.25 it then follows that $P(z|\Theta) = P(z|\Theta')$. Further, since $C$ and $C'$ are not related through an orthogonal transformation, $\Theta$ and $\Theta'$ are non-equivalent parameter sets and this completes the proof.

\hfill $\square$

C.2.2 Proof of Theorem 11

Proof. The proof follows the same pattern as those for Theorem 9 and Theorem 10. For a $K$ block stitching scenario and an FA model parameterized by $\Theta = \{\mu, C, \Psi\}$, we again write

$$P(z|\Theta) = \prod_{k=1}^{K} \prod_{t \in \eta_k} P(z_t|\Theta),$$  \hfill (C.24)

where

$$Z_t|\Theta \sim \mathcal{N} \left( \mu(\rho_k), C(\rho_k, :)C(\rho_k, :)^T + \Psi(\rho_k, \rho_k) \right), \quad k : t \in \nu_k.$$  \hfill (C.25)

Define $M = CC^T$. Under the assumption that $C$ has full rank submatrices and the assumptions that $|\rho_1| \geq r$, and $|\rho_i \setminus \iota_i| \geq r$ for all $i \geq 2$, it must be that $\text{rank} \{M\} = r$ and $\text{rank} \{M(\rho_i \setminus \iota_i, \rho_i \setminus \iota_i) = r\}$ for all $i \geq 2$.

We consider the problem of reconstructing $M$ from the observed submatrices $M(\rho_1, \rho_1), \ldots, M(\rho_K, \rho_K)$. If $\iota_i < r$ for some $i \geq 2$, Corollary 22 allows us to conclude there exists no unique rank $r$ completion for $M$.

The rest of the proof then follows the same logic as that in the proof of Theorem 10.

\hfill $\square$
Appendix D

Appendix for Stitching for Brain Computer Interface

D.1 Learning The Initial Parameters of the Two Stage Decoder

Before the decoder can be used in a self-recalibration mode, it must be initially trained in a supervised manner. For the decoder we use in this study, this occurred on session 0. Once the decoder was trained, its parameters were held fixed across the subsequent days of data we analyze. We now describe how the decoder is initially trained in a supervised manner.

The parameters of the two components of the decoder are learned independently. First, using spike counts vectors collected during a set of trials collected during a training session, the parameters of the FA model are learned. After these parameters are learned the maximum a posteriori estimates of latent states across all bins of the training data are inferred. These estimates of the latent state are then used with estimates of desired velocity to learn the parameters of the Kalman filter.

In a BCI context, determining desired velocity for the purposes of forming a training set of data is difficult as in a clinical setting a subject will not be able to move their limbs. This provides us with no direct observation of the subject’s true intent. Lacking this, a common procedure is to train the decoder in an iterative fashion. Previous studies have shown that motor cortical neurons are modulated when a subject is not engaged in but merely observes the performance of a task [101–104]. Thus, we begin by showing the user a series of trials where the cursor is automatically driven along ideal trajectories and we record neural data. We then train the Kalman filter using the displayed trajectories in place of the user’s intended trajectories. After this first training step, we allow the user to control the cursor in a shared control mode, where the the cursor’s commanded velocities are a mix between ideal velocities that would point straight towards a goal target at all points in time and the velocity that is decoded by the initially trained BCI. After completing a series of trials like this, we again train our decoder, assuming that all points in time, the user desired to move directly towards the target. Training then continues by performing another round of trials under shared control, giving the user more control over the cursor and then retraining the decoder. This process continues until the user is able to reliably control the cursor under full control.

We note that for clarity the BCI decoder was trained like this on day 0 before being used for BCI control on any of the days of data analyzed in the body of the thesis.
Appendix E

Appendix for Deterministic Symmetric Positive Semidefinite Matrix Completion via Nuclear Norm Minimization

E.1 Proof of Lemma 34

Proof. Under conditions A1 - A4 of chapter 3, \( \Omega = \bigcup_{i=1}^{k} \rho_l \times \rho_l \) for index sets \( \rho_1, \ldots, \rho_k \) such that

1. \( \bigcup_{i=1}^{k} \rho_l = [n] \)
2. \( \text{rank}\{A(\underline{\tau}_l, \underline{\tau}_l)\} = r \) for all \( l \geq 2 \),

where \( \underline{\tau}_l = \rho_l \cap \left( \bigcup_{i=1}^{l-1} \rho_i \right) \) for all \( l \geq 2 \) and some ordering \( \tau_1, \ldots, \tau_k \). Without loss of generality assume \( \tau_1, \ldots, \tau_k = 1, \ldots, k \), allowing us to define \( \tau_i \) more simply as \( \tau_i = \rho_l \cap \left( \bigcup_{i=1}^{l-1} \rho_i \right) \).

We now establish the result by induction. Assume that \( k = 2 \). Then by Lemma 35, we can conclude \( \text{rank}\{A\} = r \). Now assume that \( k > 2 \). Define \( \underline{\tau}_l = \bigcup_{i=1}^{l} \rho_i \) and assume \( \text{rank}\{A(\underline{\tau}_{k-1}, \underline{\tau}_{k-1})\} = r \). By (1) above it must be that \( \rho_k \cup \rho_{k-1} = \bigcup_{l=1}^{k} \rho_l = [n] \). Further, \( \tau_k = \rho_k \cup \rho_{k-1} = \rho_k \cap \left( \bigcup_{i=1}^{k-1} \rho_i \right) \), so from (2), we can conclude that \( \text{rank}\{A(\rho_k \cap \rho_{k-1}, \rho_k \cap \rho_{k-1})\} = \text{rank}\{A(\underline{\tau}_k, \underline{\tau}_k)\} = r \). Finally, since \( \underline{\tau}_k \subseteq \rho_k \) and \( \text{rank}\{A(\underline{\tau}_k, \underline{\tau}_k)\} = r \), it must be that \( \text{rank}\{A(\rho_k, \rho_k)\} = r \). We can then use Lemma 35 to conclude \( \text{rank}\{A\} = r \).

\( \square \)

E.2 Technical Results

We first state a result we will need for certifying the rank of a general matrix when we can only observe the rank of a set of its submatrices, each submatrix consisting of a set of rows of the original matrix. We will need this to prove Lemma 35 below.

Lemma 34. Consider the matrix \( C \in \mathbb{R}^{n \times m} \). Let \( \rho_1, \rho_2 \subseteq [n] \) index the rows of \( C \), and define \( \iota = \rho_1 \cap \rho_2 \). Assume \( \rho_1 \cup \rho_2 = [n] \) and \( \text{rank}\{C(\iota, :)\} = \text{rank}\{C(\rho_1, :)\} = \text{rank}\{C(\rho_2, :)\} = r \). Then \( \text{rank}\{C\} = r \).

Proof. The rank of a matrix, \( C \), is equal to the largest number of linearly independent rows in \( C \). By assumption \( \text{rank}\{C(\iota, :)\} = r \), so \( C(\iota, :) \) must contain at least \( r \) linearly independent rows. \( C(\iota, :) \) is a submatrix of \( C \), so \( C \) must also contain at least \( r \) linearly independent rows.

We now show \( C \) contains no more than \( r \) linearly independent rows. By assumption \( C(\iota, :) \) can contain no more than \( r \) linearly independent rows, as \( \text{rank}\{C(\iota, :)\} = r \). Further, we are unable to find a larger number of linearly independent rows in the entirety of \( C \) by considering the additional rows in \( C(\rho_1 \setminus \iota, :) \) and \( C(\rho_2 \setminus \iota, :) \).

To establish this, we show that every row of \( C(\rho_1 \setminus \iota, :) \) and \( C(\rho_2 \setminus \iota, :) \) can be formed from a linear combination of \( r \) rows in \( C(\iota, :) \). We show this for \( C(\rho_1 \setminus \iota, :) \) by contradiction. An identical argument applies for \( C(\rho_2 \setminus \iota, :) \).
Assume there exists a row in \( C(\rho_1 \setminus \iota, :) \) which cannot be formed from a linear combination of rows in \( C(\iota, :) \). This then implies this row can be added to a set of \( r \) linearly independent rows of \( C(\iota, :) \) and the new set of \( r + 1 \) rows would be linearly independent. However, every row in this new set is a row of the matrix \( C(\rho_1, :) \), which by assumption is rank \( r \), and we have achieved a contradiction.

By assumption \( \rho_1 \cup \rho_2 = [n] \), so we have shown that \( C \) contains at least but no more than \( r \) linearly independent rows, and therefore it must be that \( \text{rank}(C) = r \).

We now use Lemma \ref{thm:rank} to establishing sufficient conditions under which we can determine the the rank of a SPSD matrix when we observe two of its principal submatrices.

\textbf{Lemma 35.} Consider the matrix \( A \in S^n_+ \). Let \( \rho_1, \rho_2 \subseteq [n] \) each index rows and columns of \( A \) and define \( \iota = \rho_1 \cap \rho_2 \). Assume \( \rho_1 \cup \rho_2 = [n] \) and \( \text{rank}(A(\iota, \iota)) = \text{rank}(A(\rho_1, \rho_1)) = \text{rank}(A(\rho_2, \rho_2)) = r \). Then \( \text{rank}(A) = r \).

\textit{Proof.} In addition to Lemma \ref{thm:rank}, we will need two intermediate results, which we prove here.

(1) Any matrix \( A \in S^n_+ \), can be written as \( A = C C^T \) for some \( C \in \mathbb{R}^{n \times k} \), where \( k = \text{rank}(A) \). To see this let \( A = E \Lambda E^T \) be the eigendecomposition of \( A \) where \( E \in \mathbb{R}^{n \times k} \) is an orthonormal matrix containing the eigenvectors of \( A \) and \( \Lambda \in \mathbb{R}^{k \times k} \) is a diagonal matrix with the eigenvalues of \( A \) along its diagonal. The claim is established by letting \( C = E \Lambda^{1/2} \).

(2) For any \( A \in \mathbb{R}^{n \times n} \) and \( C \in \mathbb{R}^{n \times k} \) such that \( A = C C^T \), \( \text{rank}(A) = \text{rank}(C) \). This can be shown by letting \( C = U \Sigma V^T \) be the singular value decomposition of \( C \), where \( U \in \mathbb{R}^{n \times r} \) and \( V \in \mathbb{R}^{k \times r} \) are orthonormal matrices containing the singular vectors of \( C \) and \( \Sigma \in \mathbb{R}^{r \times r} \) is a matrix containing the \( r \) non-zero singular values of \( C \) along its diagonal. Then \( A = C C^T = U \Sigma^2 U^T \) must be rank \( r \) as \( \Sigma^2 \) contains \( r \) non-zero values along its diagonal which are the eigenvalues of \( A \).

We now prove the proposition. Consider some \( C \in \mathbb{R}^{n \times k} \) such that \( A = C C^T \) for the matrix \( A \) in the proposition. We have just shown in (1) above that such a \( C \) must exist. It must be that \( A(\iota, \iota) = C(\iota, :) C(\iota, :)^T \), \( A(\rho_1, \rho_1) = C(\rho_1, :) C(\rho_1, :)^T \), \( A(\rho_2, \rho_2) = C(\rho_2, :) C(\rho_2, :)^T \). By assumption \( \text{rank}(A(\iota, \iota)) = \text{rank}(A(\rho_1, \rho_1)) = \text{rank}(A(\rho_2, \rho_2)) = r \), so by (2) above, we conclude \( \text{rank}(C(\iota, :)) = \text{rank}(C(\rho_1, :)) = \text{rank}(C(\rho_2, :)) = r \). Then by proposition Lemma \ref{thm:rank}, \( \text{rank}(C) = r \). Having shown \( \text{rank}(C) = r \), we again use (2) above to establish \( \text{rank}(A) = r \). □
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