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Abstract
Network data (also referred to as relational data, social network data, real graph

data) has become ubiquitous, and understanding patterns in this data has become an
important research problem. We investigate how interactions in social networks are
formed and how these interactions facilitate diffusion, model these behaviors, and
apply these findings to real-world problems.

We examined graphs of size up to 16 million nodes, across many domains from
academic citation networks, to campaign contributions and actor-movie networks.
We also performed several case studies in online social networks such as blogs and
message board communities.

Our major contributions are the following: (a) We discover several surprising
patterns in network topology and interactions, such as Popularity Decay power law
(in-links to a blog post decay with a power law with−1.5 exponent) and the oscillat-
ing size of connected components; (b) We propose generators such as the Butterfly
generator that reproduce both established and new properties found in real networks;
(c) several case studies, including a proposed method of detecting misstatements in
accounting data, where using network effects gave a significant boost in detection
accuracy.
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Chapter 1

Introduction

1.1 Motivation and Impact

Our main research goal is to understand how social networks form and evolve over time. Network
(a.k.a. relational, graph) data have become ubiquitous and accessible, in domains such as online
social networks, citation networks, and political campaign contributions. Understanding how
these networks form and evolve is a critical data mining problem, with applications in fields such
as sociology, marketing, security, and human-computer interaction. Our interests focus on three
interrelated topics: the global topology of networks, diffusion within a network, and applications
of network data.

We will refer to this kind of data as “network data,” but note potential confusion in terms. We
do not limit our study only to networks of computers, but to many other kinds of networks. We
will use the terms “network,” “social network,” and “real graph” interchangeably.

The first goal is to to observe patterns in the topological structure of these networks. How
do new nodes and links form in a network? Are these patterns common to all networks, or only
those in certain domains? These observations provide intuition about the mechanisms driving
network evolution, allow us to forecast future behavior, and help us spot anomalies.

In addition to knowing how networks form, it is important to understand the dynamics of
diffusion inside a network. How do rumors or viruses spread through a network of people or
computers? Do certain structural conditions allow for different patterns of propagation? One
way to address these questions is to study conversation trees, or cascades, and the typical patterns
they display.

Finally, we plan to use knowledge of networks and their behavior to build useful applications.
For instance, can we use ideas about propagation to spot certain types of communities (such as
blog communities or auction fraudsters) or forecast product adoption? Can we detect fraud in
a cellular phone network by identifying deviations from typical call patterns? In online social
networks, do certain structural patterns allow for a sub-group to thrive or cause it to dissolve?
If we know what typical diffusion patterns are, how can we optimize marketing plans to target
certain users and take advantage of network effects? These are only a few of the many areas that
may be aided by a better understanding of networks.
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1.2 Overview and Thesis Statement
This leads us to the thesis statement.

We investigate surprising patterns in the structure of network formation (topology) and
network interactions (cascades), and create realistic generators to help explain these be-
haviors. We also apply these findings to real-world problems such as anomaly detection.

This work is divided into three parts. The first part, Topology of Networks, will examine
the global topology of networks. This is typically what is thought of as a “social network”: each
node represents an individual person, machine, or other entity. The problems we address are:
• Given a collection of several different types of networks (political campaign contributions,

computer network traffic, links in online social networks), can we identify patterns in the
structure and formation of these networks? (Chapter 3)

• Given a knowledge of several established patterns (heavy-tailed degree distribution, shrink-
ing diameter, densification), as well as newly discovered ones (small non-giant compo-
nents, power laws in edge weights) can we propose intuitive models that will generate this
behavior? (Chapter 4)

We are the first (or among the first) to discover patterns in weighted graphs and in secondary
connected components. We discover several interesting patterns in weighted graphs, such as the
fortification law explaining a power law relationship between the edges and weights in a network
(Section 3.2). We show that the sizes of secondary components appear to oscillate (Section 3.1).
We also contribute two generators: the agent-based Butterfly model, which produces emergent
behavior; and the Recursive Tensor model, an easy-to-analyze generator which exploits self-
similar behavior to produce realistic networks.

In the second part we take our observation to a finer scale, analyzing diffusion between nodes
in networks. We perform case studies on two different types of online social networks. The first
type is blog-like, and includes a collection of traditional blogs, as well as a collection crawled
from Twitter, a micro-blogging domain. The second type of online social network is group-like,
and consists of both Usenet and Yahoo! Groups, where members essentially join a mailing list
or message board. Every member can easily access all posts in the community by going to a
centralized location. The blog domain, on the other hand, is more decentralized, and boundaries
between blogging communities are difficult to establish. Because of this key difference we will
analyze these separately. We study cascades, or graph formed by conversations where each node
is a posted object (rather than a person) and an edge indicates a reply from one to the other. The
problems addressed in that part are:
• Given a set of interactions in an online environment—from blogs, message boards, or

other media—what structural and temporal patterns can we identify in these interactions?
(Chapter 6)

• Given a knowledge of several temporal and cascade patterns in online social networks,
(power law in in-links, cascade shapes and sizes, etc.) can we propose intuitive models
that will generate this behavior? (Chapter 7)

We find several interesting and surprising patterns, such as the Popularity Decay power law
and Stars and Chains power laws (Section 6.1). We also propose generators for both blog behav-
ior (Cascade Generation (Section 7.2.1) and Zero-crossing (Section 7.2.2) and groups behavior
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Observations Models and Tools
Part I:
Network
Topology

Chapter 3: Chapter 4:
Patterns in connected components
and weighted graphs [6, 153]

“Butterfly” model [153], Recursive
Tensor Model [6]

Part II:
Network
Diffusion

Chapter 6: Chapter 7:
Blog studies [140, 152], Online
groups studies [131, 150, 151].

Cascade Generation Model [140] for
blogs, Zero Crossing Model [87] for
blogs, TI-model for online groups
[131]

Part III:
Network
Effects In
Action

Chapter 8: Oddball: Anomaly detection in graphs [8]
Chapter 9: SNARE: belief propagation for clustering and risk detection [154]
Chapter 10: Star Quality: Analyzing online reviews [155]

Table 1.1: Outline of thesis work.

(TI-model) (Section 7.1.2).
Finally, in the third part we will address a few challenges in analyzing network data. The

first is anomaly detection in networks. We propose a framework, Oddball, which uses known
properties common to networks to find anomalous nodes. The second is the application of risk
detection in accounting data, which models accounting data as a network and uses diffusion of
established risk, assuming “guilt by association,” to pinpoint the top candidates for investigation
of fraud. Thirdly, we will address the problem of ranking in a data set of online reviews (a
bipartite network between authors and objects). Thus, the problems in this part include:
• Given a knowledge of patterns in real networks, how can we identify anomalous nodes in

a tractable, accurate, and explainable manner? (Chapter 8)
• Given a network of interactions, and some (noisy) knowledge of the labels of a few of the

nodes, can we label other nodes in the network? Can we apply this to a real problem of
risk detection in accounting data? (Chapter 9)

• Given a set of online reviews aggregated from a variety of sources, how do we provide a
reliable ranking of the rated objects? (Chapter 10)

Our “oddball” method in Chapter 8 finds several interesting structural patterns, and proves
useful for detecting outliers in networks of blogs and campaign contributions. For the problem
of misstatement detection, our method SNARE produces a lift of 6.5 in true positives over the
heuristic baseline.

An outline of the thesis is shown in Table 1.2, along with citations to published work. A list
of publications may also be found in Appendix C.
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Part I

Topology and formation of networks
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What is the structure of networks on a global scale? How do they evolve over time? How do
the different components of a network form? What happens when we take into account multiple
edges and weighted edges? What patterns do the weights obey? Do they follow a Gaussian
distribution, for a given snapshot in time? How, if at all, is an edge weight related to the degree
of its adjacent nodes? Do these patterns persist over time?

There has been extensive work focusing on static static snapshots of graphs, where fascinat-
ing properties have been discovered, the most striking ones being the ‘small-world’ phenomenon
[208] (also known as ‘six degrees of separation’ [157]) and the power-law degree distributions
[17, 70]. Time-evolving graphs have attracted attention only recently, where even more fasci-
nating properties have been discovered, like shrinking diameters, and the so-called densification
power law [136]. Moreover, we find interesting properties in terms of multiple edges between
nodes, or edge weights.

In the next few chapters we will describe some of the most important properties apparent in
networks, with a particular emphasis on dynamic properties, and some of the newer findings with
respect to edge weights. Most previous work has focused on the ‘giant connected component’
(GCC), either explicitly or implicitly, and moreover it ignored multiple links between nodes or
weights on edges. Taking into consideration data collection issues (discussed in 2.3.2), we will
shift our focus to the components that are of moderate size but “disconnected” from the GCC of
the undirected graph. We refer to the largest of these as the “next-largest connected components”
(NLCCs), and in general the group of components that are not included in the GCC are referred
to as “disconnected components” or “non-giant components”. We will also look at edge weights,
particularly at how weighted (or multi) edges are added over time. We will also propose new
graph generators that mimic behavior known to occur in real networks, and prove some of their
properties.

The questions of interest are:
• How do networks behave over time? Does the structure vary as the network grows? In what

fashion do new entities enter a network? Does the network retain certain graph properties
as it grows and evolves? Does the graph undergo a “phase transition” in which its behavior
suddenly changes?

• How do the non-giant connected components behave over time? One might argue that they
grow as new nodes are being added, and their size would probably remain a fixed fraction
of the size of the GCC. Someone else might counter-argue that they shrink, as they are
absorbed into the GCC. What is happening, in real graphs?

• What distributions and patterns do weighted graphs maintain? How does the distribution
of weights change over time? Do we also observe a densification of weights as well as
single-edges? How does the distribution of weights relate to the degree distribution? Is the
addition of weight bursty over time, or is it uniform?

• Can we produce generators that will mimic the above behaviors? The preferential attach-
ment model generates a single connected component. Most other generators try to mimic
the heavy-tailed in- and out-degree distributions and suffer from the same issue. Our goal
is to find a generator that mimics skewed degree distribution in unweighted graphs, as well
as producing realistic behavior of non-giant connected components and producing other
newly discovered patterns.
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Answering these questions is important to understand how natural graphs evolve, and to spot
anomalous graphs and sub-graphs, to answer questions about entities in a network and forecast
various scenarios, and to discard unrealistic graph generators. Spotting anomalies is vital for
determining abuse of social and computer networks, such as link-spamming in a web graph,
fraudulent reputation building in e-auction systems [176], detection of dwindling/abnormal
social sub-groups in a social-networking site like Yahoo-360 (360.yahoo.com), Facebook
(www.facebook.com), or LinkedIn (www.linkedin.com), and network intrusion detec-
tion [132]. Analyzing network properties is also useful for identifying authorities and search
algorithms [39, 47, 130], for discovering the “network value” of customers for using viral mar-
keting [185], and for improving recommendation systems [26]. Simulating various scenarios
is vital for extrapolation, provisioning and algorithm design. For example, if we expect that
the number of links will double within the next year, we should provision for the appropriate
hardware to store and process the upcoming queries. Finally, rules like the upcoming ones can
help us eliminate unrealistic graph generators. Graph generators are also vital for simulation
of algorithms (like computer network routing algorithms), for simulation of rumor (or virus, or
influence) propagation, and many other settings. In several such settings, real graphs may be
difficult or even impossible to collect: for example a who-believes-whom graph is only in the
mind of the human subjects; a who-mails-whom graph may be protected by privacy laws.

In Chapter 3, we will examine both static and dynamic properties of weighted and unweighted
graphs. We will describe previously-discovered patterns as well as contribute new ones. We will
also, in Chapter 4 propose two different generators for producing known properties: one, the
Butterfly generator is agent-based and formed using local decisions, while the Recursive Tensor
Model (RTM) is formed through self-similarity and has several additional provable properties.

Before delving into new contributions, however, we in Chapter 2 establish terms and defini-
tions, survey related work for patterns and models in network topology, and provide an introduc-
tion to the data under analysis.
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Chapter 2

Preliminaries

In this chapter we will introduce concepts used for studying patterns in networks: graph basics,
tensors, and heavy-tailed distributions. We will follow that introduction with a survey of related
work in patterns and models of network topology, and then introduce the data sets we will use as
case studies.

2.1 Definitions
Graph definitions: Networks as graphs

A network is typically represented as a graph. Because of this, networks are often referred to as
real graphs in the literature.

A static, unweighted graph G consists of a set of nodes V and a set of edges E ⊂ V × V ,
as G = (V,E). We denote the sizes of V and E as |V | and |E|. A graph may be directed or
undirected: for instance, a phone call may be from one party to another, and will have a directed
edge, or a mutual friendship may be represented as an undirected edge. Most properties we
examine will be on undirected graphs.

Graphs may also be weighted, where there may be multiple edges occurring between two

Symbol Description
G Graph representation of datasets
V Set of nodes for graph G
E Set of edges for graph G
N Number of nodes, or |V|
E Number of edges, or |E|
ei,j Edge between node i and node j
wi,j Weight on edge ei,j
wi Weight of node i (sum of weights of incident edges)
A 0-1 Adjacency matrix of the unweighted graph
Aw Real-value adjacency matrix of the weighted graph
ai,j Entry in matrix A
λ1 Principal eigenvalue of unweighted graph
λ1,w Principal eigenvalue of weighted graph

Table 2.1: Table of symbols used in notation.
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nodes (e.g. repeated phone calls) or specific edge weights (e.g. monetary amounts for transac-
tions). In a weighted graph G, let ei,j be the edge between node i and node j. We shall refer to
these two nodes as the ‘neighboring nodes’ or ‘incident nodes’ of edge ei,j . Letwi,j be the weight
on edge ei,j . The total weight wi of node i is defined as the sum of weights of all its incident
edges, that is wi =

∑di
k=1wi,k, where di denotes its degree, or number of unique neighbors. As

we show later, there is an empirical relation between a given edge weight wi,j and the weights of
its neighboring nodes wi and wj .

Graphs may be unipartite or multipartite. One usually considers social networks to be unipar-
tite (people in a group, papers in a citation network, etc.). However, they may also be multipartite:
that is, there are multiple classes of nodes and edges are only drawn between nodes of different
classes. Bipartite graphs, like the movie-actor graph of IMDb, consist of disjoint sets of nodes
V1 and V2, say, for authors and movies, with no edges between nodes of the same type.

We also represent a graph as an adjacency matrix A, where nodes are in rows and columns,
and numbers in the matrix indicate the existence of edges. For unweighted graphs, all entries are
0 or 1; for weighted graphs the adjacency matrix contains the values of the weights. Another use-
ful measure is the eigenvalues of a graph, which are defined as the eigenvalues of the adjacency
matrix.1

For a given (static) graph, its diameter is defined as the maximum distance between any two
nodes, where distance is the minimum number of hops (i.e., edges that must be traversed) on
the path from one node to another. Intuitively, the diameter represents how much of a “small
world” the graph is—how quickly one can get from one “end” of the graph to another. (There-
fore, ignoring directionality and weights in the calculation of diameter will make more intuitive
sense for the kinds of questions we will ask.) Calculating graph diameter is Ω(N3). Therefore,
we choose to estimate the graph diameter by sampling nodes from the giant component. For
s = {1, 2, ..., S}, we choose two nodes at random and calculate the distance (using breadth-first
search). We then choose to record the 90 percentile value of distances, so we take the .9S largest
recorded value, or the effective diameter [198]. Following earlier literature, we choose to use
effective diameter not only because it is faster to calculate, but also because it is robust; degen-
erate structures such as long chains in a graph can have a large effect on the calculation of full
diameter. Furthermore, experiments by Leskovec showed that effective diameter behaves quan-
titatively similar to full diameter [134]. We use sampling to estimate the diameter; alternative
methods would include ANF [175]. We may observe the diameter-plot of the graph, that is, its
diameter, over time, to answer some questions about the structure of networks.

Another interesting property of a graph is its component distribution. We refer to a connected
component in a graph as a set of nodes and edges where there exists a path between any two nodes
in the set. (For directed graphs, this would be a weakly connected component, where a strongly
connected component requires a directed path between any given two nodes in a set.) We find
that in real graphs over time, a giant connected component (GCC) forms. However, it is also of
interest to study the smaller components—when do they join the GCC, and what size do they
reach before doing so? We will seek to answer these questions in the next chapter.

1In the context of random walks, the eigenvalues of the graph may also be defined as the eigenvalues of the
transition matrix of its associated random walk; these two concepts are closely related, since normalizing the (0/1)
adjacency matrix results in the transition matrix
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Figure 2.1: Illustrations of example graphs. On the left is a unipartite, directed, weighted graph
and the corresponding adjacency matrix. On the right is an undirected, bipartite graph and the
corresponding adjacency matrix.
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Tensor definitions: Networks as tensors

As we have shown, we can represent a network as an (N × N) adjacency matrix. It is also
possible to represent a network over time by adding a third mode to the matrix for time, making
it a tensor with three modes, and dimensions (N ×N × τ). A nonzero entry in the matrix (i, j, t)
indicates an edge from node i to node j at time t. As in an adjacency matrix, the entries may
be 0/1 for unweighted or integers or real numbers for weights. We will use several concepts of
tensors in Chapter 4 for our Recursive Tensor Model.

Heavy-tailed Distributions

It is well-established that the degree distributions of most networks are heavy-tailed or skewed
distributions.

While the Gaussian distribution is commonly observed in natural phenomena, there are many
cases where the probability of events far to the right of the mean is significantly higher than in
Gaussians. In the Internet, for example, most routers have a very low degree (perhaps “home”
routers), while a few routers have extremely high degree (perhaps the “core” routers of the
Internet backbone) [70] Heavy-tailed distributions attempt to model this. They are known as
“heavy-tailed” because, while traditional exponential distributions have bounded variance (large
deviations from the mean become nearly impossible), p(x) decays polynomially quickly instead
of exponentially as x→∞, creating a “fat tail” for extreme values on the PDF plot.

One of the more well-known heavy-tailed distributions is the power law distribution. Two
variables x and y are related by a power law when:

y(x) = Axα (2.1)

where A is a positive constant and α is a negative constant. The constant α is often called the
power law exponent. If y(x) is a probability density function, α < 1 [169].

Heavy-tailed distributions, such as power laws, occur very often in real-world graphs, as we
will discuss. Figures 2.1(a) and 2.1(b) show two examples of power laws.

While power laws appear in a large number of graphs, deviations from a pure power law are
sometimes observed. Two of the more common deviations are exponential cutoffs and lognor-
mals.

Sometimes, the distribution looks like a power law over the lower range of values along the
x-axis, but decays very fast for higher values. Often, this decay is exponential, and this is usually
called an exponential cutoff:

y(x = k) ∝ e−k/κkα (2.2)

where e−k/κ is the exponential cutoff term and kα is the power law term.
Another common skewed distribution is the lognormal distribution. A lognormal is a dis-

tribution whose logarithm is a Gaussian distribution; its PDF looks like a truncated parabola in
log-log scales. The equation for the PDF is:

fX(x;µ, σ) =
1

xσ
√

2π
e−

(lnx−µ)2

2σ2 , x > 0 (2.3)
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Figure 2.2: Power laws and deviations: Plots (a) and (b) show the in-degree and out-degree
distributions on a log-log scale for the Epinions graph (an online social network of 75, 888 people
and 508, 960 edges [64]). Both follow power-laws. In contrast, plot (c) shows the out-degree
distribution of a Clickstream graph (a bipartite graph of users and the websites they surf [162]),
which deviates from the power-law pattern.

Similar distributions were studied by Bi et al. [30], who found that a discrete truncated log-
normal (called the Discrete Gaussian Exponential or “DGX” by the authors) gives a very good
fit. The DGX distribution has been used to fit the degree distribution of a bipartite “clickstream”
graph linking websites and users (Figure 2.1(c)), telecommunications and other data.

Methods for fitting skewed distributions are described in [55, 169].

Burstiness and Entropy Plots

Another common trait we find in networks is burstiness. Human activity, including weight ad-
ditions in graphs, is often bursty. Among the many measures for non-uniformity, we propose
to use the entropy [191]. Recall that entropy on a random variable X , (e.g., the outcome of a
random dice) is defined as

H(X ) = −
N∑

i=1

pi log2 pi, (2.4)

where pi is the probability of each outcome (1/6 in the case of a dice) and N is the total number
of possible outcomes (e.g. N=6, for the dice). H(X ) is close to 0 if the distribution is highly
skewed while a uniform distribution gives the maximum value of log2N for H .

We propose to measure the non-uniformity of a time sequence like the number of weight-
additions (e.g. nonunique edges added to a graph over time) W (t) (t = 1, · · · , T ) as follows.
Let Wtotal =

∑T
t=1W (t) be the total weight added to the graph, and let p(t) = W (t)/Wtotal be

the percentage of weight added at time t. Then we use the entropy Hp of the time sequence p(t)
as a measure of non-uniformity:

Hp = −
T∑

t=1

p(t)log2(p(t)) (2.5)

Thus, if the p(t) activity is uniform over time, the value of its entropy Hp will be maximum. By
looking at the (bursty) time-plots of Figure 6.3(a-f) we expect that the entropies will be much
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Figure 2.3: Illustration of the b-model: (a) the recursive 80-20 procedure in its first three iter-
ations (b) the generated synthetic activity (e.g., number of posts, over time) (c) its entropy plot
(entropy versus resolution - see text) Because the synthetic input traffic is self-similar, the en-
tropy plot is linear, that is, scale free. Its slope is 0.881, much different than 1.0, which would be
the uniform distribution (50-50)

lower than the entropy maximum. It turns out that we have an even stronger way to characterize
our traffic, because it is self-similar: if we focus on a smaller sub-sequence, it will be statistically
similar to the longer, mother-sequence it came from. This is a variation of the “80-20 law,” where
80% of the effects come from 20% of the causes (for example, 80% of the wealth is controlled
by 20% of the population). Here, any window of the sequence will have, for example, 80% of
the mass on one side and 20% on the other. (Under the traditional interpretation, this would be
called an “80-50 law”.)

The “b”-model: 80-20 recursively. How would such self similarity appear? It turns out that
the recursive application of an 80-20 “law” results in such bursty and self-similar behavior. The
“b”-model with bias parameter b generates activity as follows (0.5 ≤ b ≤ 1.0): if the total
activity is, say, P total number of posts during the full interval of observation, and b=0.8 (80-20
law), the first half of the time interval receives b=80% fraction of the activity, and the second half
receives the remaining 20%; the first quarter recursively receives 80% of the first half activity,
and so on. That is, every sub-interval has exactly the same un-balance like its parent (and uncle,
and grand-parent) interval. Figure 2.3(a) illustrates the first few steps of the recursive generation
of such bursty traffic. Figure 2.3(b) plots the generated traffic, with bias factor b=0.8, after 210

subdivisions. Notice how bursty the generated traffic is. Of course, we don’t have to always
favor the left sub-interval: we could occasionally flip our bias, to generate more natural-looking
traffic.

Measuring the burstiness: the entropy plot.
There are two questions: (a) How accurately does the b-model characterize our blog activi-

ties? and (b) How do we measure the bias factor b, when we are given real traffic (e.g., number
of edges E(t) added to a network each day).

The answer comes from the theory of fractals and disk traffic modeling, where the entropy
plot [204] has been used successfully. Again, let’s focus on the number of edges over time E(t).
The idea is to compute the entropy HE at the original resolution (1 day), as well as at coarser
resolutions (sum of windows of size 2, 4, 8 days and so on). The way the entropy changes with
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the resolution answers both questions.
For simplicity, suppose that the number of days T is a power of 2: T = 2r. If not, we can

zero-pad the sequence, or clip it to the highest power of 2. Let r stand for the original resolution,
and let Hp(r

′) denote the entropy at resolution r′ (0 ≤ r′ ≤ r). The sequence at resolution r
is the original sequence, with duration T = 2r; at resolution r − 1, the sequence is the sum
of successive, disjoint windows of size 2, with duration T/2. In general, at resolution r − i, we
divide the original sequence into disjoint windows of size 2i, sum them, and compute the entropy
Hp(r − i).

Clearly, for resolution 0, the whole sequence collapses to one number, the sum of the se-
quence, and its entropy is zero (the entropy of an unfair coin that always shows “Heads”).

Figure 2.3(c) gives an example. The horizontal axis is the resolution r′ (0 for the whole
interval, 1 for two halves, e.t.c.) and the vertical axis is the entropy Hp(r

′) of the activity, as
described above.

As discussed in [204], traffic generated by the b-model is self-similar, and its entropy plot is
linear. Surprisingly, many of the blogs we examined showed activity that also resulted in linear
entropy plots, in all features we tried: number of posts per day, number of in-links per day, etc.,
as shown in Figure 6.3 (g,h,i).

To estimate the bias parameter b, we have the following Lemma:
Lemma 1 For traffic generated by a b-model, the slope s of the entropy plot and the bias factor
b obey the equation

s = − b log2 b − (1− b) log2(1− b)
Proof: See [204].

We can use the value s to measure the “burstiness” of a sequence. Notice that bias b=0.5
corresponds to the uniform distribution (fifty-fifty splits for each sub-interval, and slope s=1 for
the entropy plot). In the extreme case of b=1.0, all the activity is zero everywhere, except for a
burst at one single day, and the slope s=0 for the entropy plot. Therefore, lower values of s are
more bursty.2

2.2 Related Work
In the next chapters we contribute several newly discovered patterns in networks, and propose
generative models to help account for these patterns. To help motivate these studies, we first
survey previously discovered patterns and previously proposed generative models.

2.2.1 Previously Discovered Patterns
Patterns in real graphs can be both static (describing what a graph looks like at a single point in
time) or dynamic (describing what happens to a graph over time), and weighted or unweighted.
We first present the ‘laws’ that apply to static snapshots of real graphs without considering the
weights on the edges. Those include the patterns in degree distributions, the number of hops

2s is also called the “information fractal dimension” and estimates the intrinsic dimensionality of a cloud of
points.
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pairs of nodes can reach each other, local number of triangles, eigenvalues and communities.
Then, we describe the dynamic patterns, observations of how the graph evolves over time.

Community Structure

Real-world graphs are found to exhibit a modular structure, with nodes forming groups, and pos-
sibly groups within groups [75, 83, 189]. This is often referred to as the “small world property.”
In a modular graph, the nodes form communities where groups of nodes in the same community
are tighter connected to each other than to those nodes outside the community. In [170], Newman
and Girvan provide a quantitative measure for such a structure, called modularity.

Heavy-tailed Degree Distribution

The degree distribution of many real graphs obey a power law of the form f(d) ∝ d−α, with the
exponent α > 0, and f(d) being the fraction of nodes with degree d. Such power-law relations
as well as many more have been reported in [46, 70, 124, 169]. Intuitively, power-law-like
distributions for degrees state that there exist many low degree nodes, whereas there are only a
few high degree nodes in real graphs.

Several datasets have shown deviations from a pure power law [11, 30, 160, 183]: examples
include the electric power-grid of Southern California, the network of airports, several topic-
based subsets of the WWW, Web “clickstream” data, sales data in retail chains, file size distribu-
tions, and phone usage data.

Small Diameter

One of the most striking patterns that real-world graphs have is a small diameter, which is also
known as ‘six degrees of separation’.

For a given static graph, its diameter is defined as the maximum distance between any two
nodes, where distance is the minimum number of hops (i.e., edges that must be traversed) on the
path from one node to another, usually ignoring directionality. Intuitively, the diameter represents
how much of a “small world” the graph is: how quickly one can get from one “end” of the graph
to another.

Many real graphs were found to exhibit surprisingly small diameters (as established histori-
cally [10, 18, 157]).

Triangle Power Law

A network will have a large number of triangles: groups of three nodes connected to each other.
However, it is also worthy to note how nodes participate in these triangles. Some nodes will be
a member of many triadic groups and others will not. According to work in [199], the number
of triangles that a given node participates in, recorded for each node in the network, follows a
power-law distribution. That is, the number f(∆) of nodes that participate in ∆ triangles obeys
f(∆) ∝ ∆σ, with the exponent σ < 0. Intuitively, while many nodes have only a few triangles in
their neighborhoods, a few nodes participate in many number of triangles with their neighbors.
The local number of triangles is related to the clustering coefficient of graphs.
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Eigenvalue Power Law

Siganos et.al. [192] examined the spectrum of the adjacency matrix of the autonomous systems
Internet topology and reported that the 20 or so largest eigenvalues of the Internet graph are
power-law distributed. Michail and Papadimitriou [156] later provided an explanation for the
‘Eigenvalue Power Law’, showing that it is a consequence of a power-law degree distribution.

We next shift our focus to dynamic properties of networks: using several snapshots over the
course of network evolution, there are patterns that network measurements follow over time.

Shrinking Diameter

An established dynamic property is that of shrinking graph diameter. Leskovec et al. [136]
showed that not only is the diameter of real graphs small, but it also shrinks over time (eventually
stabilizing).

Densification Power Law

A related dynamic property is densification. Time-evolving graphs follow the ‘Densification
Power Law’ with the approximate equation E(t) ∝ N(t)β , at all times t [136], where β is
the densification exponent, and E(t) and N(t) are the number of edges and nodes at time t,
respectively.

All networks we studied displayed densification, with β between 1.03 and 1.7. β > 1 indi-
cates super-linearity between the number of nodes and the number of edges in real graphs. For
example, when the number of nodes N in a graph doubles, the number of edges E more than
doubles, hence densification. It also helps explain the shrinking diameter phenomenon.

Other network topology work

Park et. al. analyzed autonomous systems graphs [178], reporting measurements both on static
snapshots of these networks and their dynamic properties. Chi et al. studied the evolution of
communities over time [54]. The work by Kumar et al. [129] studies patterns in components,
finding that many of the non-giant components feature star-like structures.

2.2.2 Models and generators of network topology

There has been significant of work on developing tractable mathematical models for real-world
graphs and social networks, starting with the seminal Erdös-Rényi Gnp model, where edges
are randomly placed between nodes. Although unrealistic, this model leads to the fascinating
phenomenon of phase transition: at a critical ratio of edges to nodes, the graph suddenly has
high probability to have a ‘giant connected component’ (GCC). The GCC has size O(n

2
3 ) while

no other component contains more than O(log n) vertices [68]. In the next chapter we will
describe a phase transition that occurs in real graphs, the “gelling point.”
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Name Uni/bipartite Weights |N |,|E|,time Description
PostNet Unipartite None 250K, 218K, 80 days Posts from blogs
NIPS Unipartite None 2K, 3K, 13 yr. Citation network from NIPS
arXiv Unipartite None 30K, 60K, 13 yr. Physics citations
Patent Unipartite None 4M, 8M, 17 yr. Patent citations
IMDb Bipartite None 757K, 2M, 114 yr. Actor-movie network
Netflix Bipartite None 125K, 14M, 72 mo. User-movie ratings
BlogNet Unipartite Multi-edges 60K, 125K, 80 days Social network of blogs based on citations
NetTraffic Unipartite Edge-weights (Packet-

size)
21K, 2M, 52 mo. Network traffic

Oregon Unipartite None 12K, 38K, 6 mo. Autonomous systems
Auth-Conf Bipartite Multi-edges 17K, 22K, 25 yr. DBLP Author-to-Conference associations
Key-Conf Bipartite Multi-edges 10K, 23K, 25 yr. DBLP Keyword-to-Conference associations
Auth-Key Bipartite Multi-edges 27K, 189K, 25 yr. DBLP Author-to-Keyword associations
CampOrg Bipartite Edge-weights

(Amounts)
23K, 877K, 28 yr. U.S. electoral campaign donations from organizations to candidates

(available from FEC)
CampIndiv Bipartite Edge-weights

(Amounts)
6M, 10M, 22 yr. Election donations from individuals to organizations

Table 2.2: The datasets studied in this work.

Additional, more realistic models include the small world model [208], the preferential at-
tachment model [9], the Forest Fire Model [136] and numerous more (the copying model, the
‘winner does not take all’ model [183], Heuristically Optimized Trade-offs [69]). We refer to
the above as emergent generators, because they all have local rules (like preferential attachment),
and yet they still manage to produce the macroscopic patterns we observe (small diameter, etc).
There is a whole family of non-emergent generators, like degree-sequence matching; and models
such as “Kronecker” graphs [135] that use global (rather than local) rules to generate networks.
For a detailed survey of graph models and generators, the readers are referred to [35, 45, 66, 122].

We seek to improve upon these models. First, most of these models do not take into ac-
count multiple components, only modeling the GCC. Second, they do not take edge-weights into
account. We will propose generators to account for these issues.

2.3 Data

We find several patterns in a wide range of real networks. These are described in detail in Table
2.2. They include both bipartite and unipartite, and weighted and unweighted graphs.

2.3.1 Data sets

Several of our graphs had no obvious weighting scheme: for example, a single patent or pub-
lication will cite another only a single time in the list of references.3 The graphs that did have
weights are also further divided into two schemes, multi-edges and edge-weights. In the edge-
weights scheme, there is an obvious weight on edges, such as amounts in campaign donations,
or packet-counts in network traffic. For multi-edges, weights are added if there is more than

3While a publication can cite another more than once in the text, our data did not provide this information.
Studying how multiple citations occur within one paper is an intriguing problem, but was outside the scope of this
work.

18



one interaction between two nodes. For instance, if a blog cites another blog at a given time, its
weight is 1. If it cites the blog again later, the weight becomes 2.

The datasets are gathered from publicly available data. NIPS4, arXiv and Patent [136] are
academic paper or patent citation graphs with no weighting scheme. IMDb indicates movie-
actor information, where an edge occurs if an actor participates in a movie [17]. Netflix is the
dataset from the Netflix Prize competition5, with user-movie links (we ignored the ratings); we
also noticed that it only contained users with 100 or more ratings. BlogNet and PostNet are
two representations of the same data, hyperlinks between blog posts [140]. In PostNet nodes
represent individual posts, while in BlogNet each node represents a blog. Essentially, PostNet
is a paper citation network while BlogNet is an author citation network (which contains multi-
edges)6.

NetTraffic records IP-source/IP-destination pairs, along with the number of packets sent, per
unit time, and Oregon is an autonomous systems network.7 Auth-Conf, Key-Conf, and Auth-Key
are all from DBLP8, with the obvious meanings. The data included 11 conferences, like “KDD,”
“SIGMOD,” etc. CampOrg and CampIndiv are bipartite graphs from U.S. Federal Election Com-
mission, recording donation amounts from organizations to political candidates and individuals
to organizations.9

2.3.2 Issues in data collection
There are a few questions raised with respect to collecting network data, which are worthwhile
to discuss before moving on.
• Does edge deletion occur? In a social network, it may be the case that an edge is consid-

ered to be removed from the network. For instance, if one person does not contact another
within an email network over a certain period of time, the edge may be considered deleted.
However, it is difficult to precisely define when an edge should be removed from the net-
work, as there are cases where an edge is re-activated. Therefore, since edge deletion does
not explicitly occur in any of our data sets, we do not remove edges.

• How do we know when we have the whole network, especially for nodes not connected
to the GCC?’ This is pertinent to our question of the non-GCC components. If a node is
not connected to the GCC, it is difficult to detect using, for instance, the methods in web
crawling. It is essentially impossible to detect all nodes in non-centralized domains such
as the web or blogs. However, several of our data sets are centralized, such as political
campaign contributions, Patent, NIPS, and arXiv. That the patterns we observe hold up in
those data sets lends credence to the other data sets. A similar argument applies to other
sampling errors: since the data sets acquired were gathered using different techniques, and
the patterns still hold, that the same sampling error occurred in all is less likely.

4www.cs.toronto.edu/∼roweis/data.html
5www.netflixprize.com
6See Section 5.1.1 on page 54 for a detailed description of how these two networks are constructed from raw

data.
7University of Oregon Route Views project, www.routeviews.org
8dblp.uni-trier.de/xml/
9www.cs.cmu.edu/∼mmcgloho/fec/data/ fec data.html
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In the next chapter we will use these data sets to find new patterns in networks.
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Chapter 3

New patterns in network formation

PROBLEM STATEMENT: Given a collection of several different types of networks (political
campaign contributions, computer network traffic, links in online social networks), can we
identify patterns in the structure and formation of these networks?

In this chapter we contribute several new patterns found in networks. As we discussed in the
previous chapter, most work has focused on the giant connected component and ignored edge
weights. Here we will examine some of these properties of networks. Our properties fall into
two categories: unweighted (that is, properties that do not pay attention to edge weights) and
weighted (properties that do take a weighting scheme into account).

3.1 Unweighted graphs
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Figure 3.1: Properties of PostNet network. Notice that we experience an early gelling point
(point of maximum diameter) at (a) (diameter versus time), stabilization/oscillation of the DC
sizes in (b) (size of 1st, 2nd, and 3rd CC, versus time). The vertical line marks the gelling point.
Part (c) gives N(t) vs E(t) in log-log scales - the good linear fit agrees with the Densification
Power Law.
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3.1.1 Pattern UW1: Gelling point
Studying the effective diameter of the graphs, we notice that there is often a point in time when
the diameter spikes. Before that point, the graph is more or less in an establishment period,
typically consisting of a collection of components, all of small size. This “gelling point” seems
to also be the time where the GCC “takes off.” After the gelling point, the graph obeys the
expected rules, such as the densification power law; its diameter decreases or stabilizes; the giant
connected component keeps growing, absorbing the vast majority of the newcomer nodes.

Observation 3.1.1 (Gelling point) Real graphs exhibit a gelling point, at which the diameter
spikes and (several) disconnected components gel into a giant component. The gelling point is
defined as the point of maximum diameter.

In most of these graphs, both unipartite and bipartite, there are clear gelling points. For
example, in NIPS the diameter spikes at t = 8 years, which is a reasonable time for an academic
community to gel. In some networks, we only see one side of the spike, as the time resolution is
often coarse enough that the gelling point happens within the first time bin (Patent).
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Figure 3.2: Properties of unipartite networks. Diameter plot (left column), and second and third
CCs over time (right); vertical line marks the gelling point.
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Figure 3.3: Properties of bipartite networks. Diameter plot (left column), and second and third
CCs over time (right), with vertical line marking the gelling point. Again, all datasets exhibit an
early gelling point, and stabilization of the second and third CCs.
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3.1.2 Pattern UW2: Oscillating secondary components

What happens to the smaller components when the GCC takes off? We particularly studied
the second- and third-largest connected component over time.1 We notice that, after the gelling
point, the sizes of these components oscillate over time. Further investigation shows that the
oscillation may be explained as follows: new-comer nodes typically link to the GCC; very few
of the newcomers link to the 2nd (or 3rd) CC, helping them to grow slowly; in very rare cases,
a newcomer links both to an DC, as well as the GCC, thus leading to the absorption of the DC
into the GCC. It is exactly at these times that we have a drop in the size of the 2nd CC: Note that
edges are not removed, thus, what is reported as the size of the 2nd CC is actually the size of
yesterday’s 3rd CC, causing the apparent “oscillation.”

An unexpected (to us, at least) observation is that the largest size these components can
get seems to be constant in time (though variable across different networks). This is counter-
intuitive: based on Erdös-Rényi random graphs, we would expect the size of the smaller compo-
nents to grow with increasing N . Using scale-free arguments, we would expect the DCs to have
size that would be a (small, but constant) fraction of the size of the GCC. To our surprise, this
never happened on any of the real graphs we studied.

Observation 3.1.2 (Oscillating secondary components) After the gelling point, the secondary
and tertiary connected components remain of approximately constant size, with small oscilla-
tions.

We show results for PostNet in Fig. 3.1, including the diameter plot (Fig. 3.1(a)), sizes of the
first, second, and third-largest connected components on log-linear scale (Fig. 3.1(b)), and den-
sification plot (Fig. 3.1(c)). Results from other networks are similar, and are shown in condensed
form (Fig. 3.2 for unipartite graphs, and Fig. 3.3 for bipartite graphs). The left column shows the
diameter plots, and the right column shows the second and third-largest CCs.

The second columns of Fig. 3.2 and Fig. 3.3 show the second and third-largest CC sizes versus
time. Notice that, after the “gelling” point (marked with a vertical line), they all oscillate about
constant value (different for each network). The only extreme cases are datasets with unusually
high connectivity. For example, Netflix has very small DCs. This may be explained by the
fact the dataset is masked, omitting users with less than a hundred ratings (possibly to further
protect the privacy of the encrypted user-ids). This may be related to other issues discussed in
Section 2.3.2. Therefore, the graph has abnormally high connectivity.

3.1.3 Pattern UW3: Principal eigenvalue over time

Plotting the largest (principal) eigenvalue of the 0-1 adjacency matrix A of our datasets over time,
we notice that the principal eigenvalue grows following a power law with increasing number
of edges. This observation is true especially after the gelling point, or the time of maximum
diameter, as we described earlier. See [136] for details.

1We call these the “next-largest connected components” in [153]. We adopt the general term “disconnected com-
ponents” for all non-giant components in [114], referring to the second-largest connected component as “DC1,” etc..
We note this term is ambiguous, as the components are not disconnected within themselves, but rather disconnected
from the GCC.
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Figure 3.4: Illustration of the LPL. 1st eigenvalue λ1(t) of the 0-1 adjacency matrix A versus
number of edges E(t) over time. The vertical lines indicate the gelling point.

Observation 3.1.3 (λ1 Power Law (LPL)) In real networks, the principal eigenvalue λ1(t) and
the number of edges E(t) over time follow a power law with exponent less than 0.5, especially
after the ‘gelling point’. That is,

λ1(t) ∝ E(t)α, α ≤ 0.5

We report the power law exponents in Fig. 3.4. Note that we fit the given lines after the
gelling point which is shown by a vertical line for each dataset. Notice that the given slopes are
less than 0.5, with the exception of the CampaignOrg dataset, with slope ≈ 0.53. See [5] for
details.

3.1.4 Pattern UW4: Stable Graph Fractal Dimension among components
We know from Observation 3.1.2 that DCs only reach a certain size. But will they grow with
the same rate (before absorption)? To answer this, we look at the graph fractal dimension of the
three largest connected components over time. We define the graph fractal dimension as the ratio
of the logarithm of the number of edges to the logarithm of the number of nodes, the densification
exponent as described in Section 2.2.1.
Observation 3.1.4 (Stable component GFD) The first, second, and third largest connected
components grow with the same rate. Their graph fractal dimensions remain the same until
a deviation point. The deviation point is close to the “gelling” point where the diameter starts
to shrink.

Results are shown in Figure 3.5.
This observation is interesting, since it implies that some barriers between the nodes seem to

collapse after the gelling point, and the nodes in the network are connected with higher rate than
before the gelling point.

3.1.5 Pattern UW5: Exponential “Rebel” probability (ERP)
The next question is, what is the probability of newcomers not joining to the GCC? Given the
degree of a newcomer, what is the probability that it will be absorbed, or not absorbed to GCC?
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(a) U.S. Patent: Top 3 CC (b) HEP-TH: Top 3 CC (c) HEP-PH: Top 3 CC

Figure 3.5: Growth of connected components in terms of the graph fractal dimension. Each
point represents the snapshot of a connected component over time. The largest component is
“GCC,” the second-largest the “1st DC,” and the third-largest is the “2nd DC.” Notice that the
graph fractal dimension (slope of the plots) remains constant until a ‘deviation point’(the second
vertical line) close to a ‘gelling point’(the first vertical line), and starts to increase after that. The
deviation points are about one year after the gelling points.
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Figure 3.6: Pattern UW5: P(Absorption to DC) vs. Degree in log-lin scale. Notice the linear
drop of the probability as the degree increases.
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We call it the “rebel” probability and give its relations to the degree of newcomers and the
portion of nodes in the “disconnected components.” We first give the relationship of the rebel
probability and the degree of newcomers (as they arrive) in Figure 3.6. In Figure 3.6, we see that
the probability is linear to the degree in log-lin scale where the slope decreases as the network
grows. In addition, we show the relationship of the rebel probability and the portion of nodes in
DC in Figure 3.7. From Figure 3.7, we see the probability is linear to the portion of nodes in DC
in log-log scale, and the slope increases as the degree increases. Given these two observations, we
give empirical rebel probability of newcomers as a function of the degree(d) and the portion(s)
of nodes in DC in Observation 3.1.5 which we call the ERP (Exponential Rebel Probability)
pattern.

Observation 3.1.5 (Exponential Rebel Probability (ERP)) Given the node portion s of DCs,
the probability Prebel of a newcomer to be absorbed in DCs is exponential to the product of some
number α (which depends on the graph at that point in time), the degree d of the newcomer, and
the log of the node portion s:

Prebel ∝ eαd(logs) = sαd

3.2 Weighted graphs
Here we try to find patterns that weighted graphs obey. In this section, we consider graphs
to be directed (and impose a single direction in bipartite graphs), as this will be an important
consideration on the weights. To illustrate this pattern we will use the NetTraffic data set. The
dataset consist of quadruples: (IP-source, IP-destination, timestamp, number-of-packets), where
timestamp is in increments of, say, 30 minutes. Thus, we have multi-edges, as well as total
weight for each (source, destination) pair. Let W (t) be the total weight up to time t (i.e., the
grand total of all exchanged packets across all pairs), E(t) the number of distinct edges up to
time t, and Ed(t) the number of multi-edges (the d subscript stands for duplicate edges), up to
time t.

We present several empirical laws that our datasets seem to follow.

3.2.1 Pattern W1: Weight Power Law (WPL)
As defined above, suppose we have a computer network. Let E(t) be the total unique edges up
to time t (i.e., the count of pairs of machines with at least one connection between them). Let
W (t) be the total count of packets up to time t. Is there a relationship between W (t) and E(t)?
If every pair generated k packets, the relationships would be linear: if the count of pairs double,
the packet count would double, too. This is reasonable, but it doesn’t happen! In reality, the
packet count over-doubles, following the WPL below. We shall refer to this phenomenon as the
“fortification effect”: more edges in the graph imply super-linearly higher total weight.

Observation 3.2.1 (Weight Power Law (WPL)) Let E(t), W (t) be the number of edges and
total weight of a graph, at time t. Then, they follow a power law

W (t) = E(t)w
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where w is the weight exponent. Power-laws also link the number of nodesN(t), and the number
of multi-edges Ed(t), to E(t), with exponents n and wdup, respectively.
The weight exponent w ranges from 1.01 to 1.5 for the real graphs we have studied. The high-
est value corresponds to campaign donations (see Figure 3.8). Super-active organizations that
support many campaigns also tend to spend even more money per campaign than the less ac-
tive organizations. For bipartite graphs, we show the Nsrc, Ndst exponents for the source and
destination nodes (which also follow power laws: Nsrc(t) = E(t)Nsrc and similarly for Ndst(t)).

Fig. 3.11 shows all these quantities, versus E(t), for several datasets. The plots are all in
log-log scales, and straight lines fit well. We report the slopes in Table 3.1.

3.2.2 Pattern W2: Edge Weights Power Law
We observe that the weight of a given edge and weights of its neighboring two nodes are cor-
related. Our observation is similar to Newton’s Gravitational Law stating that the gravitational
force between two point masses is proportional to the product of the masses.
Observation 3.2.2 (Edge Weights Power Law (EWPL)) Given a real-world graph G, ‘com-
munication’ defined as the weight of the link between two given nodes has a power law relation
with the weights of the nodes. In particular, given an edge ei,j with weight wi,j and its two
neighbor nodes i and j with weights wi and wj , respectively,

wi,j ∝
(√

(wi − wi,j) ∗ (wj − wi,j)
)γ

We report corresponding experimental findings in Fig. 3.9. Note that in the committee-candidate
network, the fit only applies for edge weights around 10 and above. That is, the smallest edge
weights tended to occur between nodes of high edge weights otherwise. This is most likely
because in that network, most edges are of high weight: only 3 percent of edges had weight 10
(dollars) or less; in general for networks we observe that many edges have the smallest weight
possible, so this is a deviation. Therefore, in this case, a node may simply need a high weight
in order to by chance have such a low-weight edge. Or, it could have something to do with the
domain (heavy-weight nodes are high-funded candidates such as those in presidential elections,
and may receive many small-amount donations).

3.2.3 Pattern W3: Snapshot Power Laws (SPL)
What about a static snapshot of a graph? If node i has out-degree outi, what can we say about
its out-weight outwi? It turns out that there is a “fortification effect” here, too, resulting in more
power laws, both for out-degrees/out-weights as well as for in-degrees/in-weights.

Specifically, at a given point in time, we plot the scatter plot of the in/out weight versus the
in/out degree, for all the nodes in the graph, at a given time snapshot. An example of such a
plot is in Fig. 3.10 (a) and (b). There, every point represents a node and the x and y coordinates
are its degree and total weight, respectively. To achieve a good fit, we bucketize the x axis with
logarithmic binning [169], and, for each bin, we compute the median y.

We observed that the median values of weights versus mid-points of the intervals follow a
power law for all datasets studied. Formally, the “Snapshot Power Law” is:

29



10
1

10
2

10
3

10
4

10
5

10
610

1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
10

Committee−to−Candidate Scatter Plot

|E|

 

 

0.58034x + (0.61917) = y
0.7302x + (−0.35485) = y
1.5353x + (0.44337) = y
1.2934x + (−1.1863) = y

|W|

|dupE|

|dstN|

|srcN|

(a) WPL plot (b) entropy plot

Figure 3.8: Weight properties of CampOrg donations: (a) shows all the power laws as well as
the WPL; the slope in (b) is ∼ 0.86 indicating bursty weight additions over time.

Observation 3.2.3 (Snapshot Power Law (SPL)) Consider the i-th node of a weighted graph,
at time t, and let outi, outwi be its out-degree and out-weight. Then

outwi ∝ outowi

where ow is the out-weight-exponent of the SPL. Similarly, for the in-degree, with in-weight-
exponent iw.

We studied the snapshot plots for several time-stamps (for brevity, we only report the slopes
for the final timestamp in Table 2 for all the datasets we studied). We observed that SPL expo-
nents of a graph over time remains almost constant. In Fig. 3.8 (c) ((d)), the inset plot shows how
the iw (ow) exponent changes over time (years) for the CampOrg dataset. We notice that iw and
ow take values in the range [0.9-1.2] and [0.95-1.35], respectively. That is:
Observation 3.2.4 (Persistence of Snapshot Power Law) The in- and out-exponents iw and
ow of the SPL remain about constant, over time.

We observe that all SPL exponents are > 1 (see Table 3.1), which imply a “fortification
effect” with super-linear growth.

3.2.4 Pattern W4: Bursty/self-similar weight additions
Having established some properties of edge weights on static snapshots of graphs, we next ob-
serve dynamic properties.

We tracked how much weight a graph adds at each time interval. Using entropy plots, we
observed that the weight additions over time display self-similarity. For those weighted graphs
where the edge weight is defined as the number of recurrences of that edge, the slope of the
entropy plot was greater than 0.95, suggesting uniformity. On the other hand, for those graphs
where weight is not in terms of multiple edges but some other feature of the dataset such as the
amount of donations for the FEC dataset, we observed that weight additions are more bursty, the
slope being as low as 0.6 for the Network Traffic dataset. Fig. 3.11 (b) column shows the entropy
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(a) Committee - Candidate (b) Blog Network

Figure 3.9: Illustration of the EWPL. Given the weight of a particular edge in the final snapshot
of real graphs (x-axis), the multiplication of total weights (y-axis) of the edges incident to two
neighboring nodes (minus the edges between them) follow a power law. A line can be fit to the
median values after logarithmic binning on the x-axis. Upper and lower bars indicate 75% and
25% of the data, respectively.

w Nsrc Ndst wdup iw ow fd
CampOrg 1.53 0.58 0.73 1.29 1.16 1.30 0.86
CampIndiv 1.36 0.53 0.92 1.14 1.05 1.48 0.87
BlogNet 1.03 0.79 NA NA 1.01 1.10 0.96
Auth-Key 1.01 0.90 0.70 NA 1.01 1.04 0.95
Auth-Conf 1.08 0.96 0.48 NA 1.04 1.81 0.96
Key-Conf 1.22 0.85 0.54 NA 1.26 2.14 0.95

Table 3.1: Power law exponents for all the weighted datasets we studied: The x-axis being the
number of non-duplicate edges E, w: WPL exponent, Nsrc , Ndst: WPL exponent for source and
destination nodes respectively (if the graph is unipartite, then Nsrc is the number of all nodes),
wdup: exponent for multi-edges, iw, ow: SPL exponents for indegree and outdegree of nodes,
respectively. Exponents above 1 indicate fortification/superlinear growth. Last column, fd: slope
of the entropy plots, or information fractal dimension. Lower fd means more burstiness.
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(a) inD-inW snapshot (b) outD-outW snapshot

Figure 3.10: Snapshot Power Laws of CampOrg donations: (a) and (b) have slopes > 1 (“fortifi-
cation effect”), that is, that the more campaigns an organization supports, the superlinearly-more
money it donates, and similarly, the more donations a candidate gets, the more average amount-
per-donation is received. Inset plots show iw and ow versus time. Note they are very stable over
time.

plots for the weighted datasets we studied. ∆W values over time are also shown in insets at the
bottom right corner of each figure.

Observation 3.2.5 (Bursty/self-similar weight additions) In all our graphs, the addition of
weight (∆W (t)) was self-similar, with fractal dimension ranging from ≈1 (smooth/uniform),
down to 0.6 (bursty).

3.2.5 Pattern W5: LWPL: Weighted principal eigenvalue over time
Given that unweighted (0-1) graphs follow the λ1 Power Law, one may ask if there is a corre-
sponding law for weighted graphs. To this end, we also compute the largest eigenvalue λ1,w of
the weighted adjacency matrix Aw. The entries wi,j of Aw now represent the actual edge weight
between node i and j. We notice that λ1,w increases with increasing number of edges following
a power law with a higher exponent than that of its λ1 Power Law. We show the experimental
results in Fig. 3.12.

Observation 3.2.6 (λ1,w Power Law (LWPL)) Weighted real graphs exhibit a power law for
the largest eigenvalue of the weighted adjacency matrix λ1,w(t) and the number of edges E(t)
over time. That is,

λ1,w(t) ∝ E(t)β
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Figure 3.11: Properties of weighted networks. Top: weight power laws for CampIndiv(W , Ed,
N ; vs E). The slopes for weight W and multi-edges Ed are above 1, indicating “fortification.”
Bottom: entropy plots for weight addition. Slope away from 1 indicates burstiness (eg., 0.88 for
CampIndiv) The inset plot shows the corresponding time sequence ∆W versus time.
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(a) Committee - Candidate (b) Blog Network (c) Author - Conference

Figure 3.12: Illustration of the LWPL. 1st eigenvalue λ1,w(t) of the weighted adjacency matrix
Aw versus number of edges E(t) over time. The vertical lines indicate the gelling point.

In our experiments, β ranged from 0.5 to 1.6.

3.3 Summary of patterns and contributions
While previous work has revealed a number of interesting properties of how networks grow as
nodes and edges are added, these discoveries shed light on how existing nodes behave in relation
to each other. We give patterns for several spectral characteristics of real-world graphs, namely
largest eigenvalues of both 0− 1 and weighted adjacency matrices, which are in connection with
other parameters of the graphs, such as degrees of nodes and the edge density. We also provided
explanations for small deviations from these laws, such as plateaus and jumps, especially those
occurring before the gelling point.

In summary, our contributions are the following:
• We have analyzed several large data sets from a wide variety of domains, from political

campaign contributions, to links in blogs, to computer network traffic, to bipartite actor-
movie networks. We make several discoveries.

• Oscillating secondary components and other component patterns. We have showed the fol-
lowing dynamic patterns in unweighted networks, involving the rarely-studied non-giant
components: that the sizes of the next-largest connected components appear to oscil-
late, that the graph fractal dimension of them is stable over time, and that the “rebel”
probability—the probability that an incoming node will join a non-giant component—is
exponential with the new node’s degree.

• Snapshot Power Laws on static, weighted networks. We have shown several patterns in
static snapshots of weighted networks: that the weight of a link between two nodes follows
a function of the total weight of those nodes, that degree versus weight plots follow power
laws.

• Fortification, and other dynamic, weighted properties. We have shown several dynamic
patterns in weighted networks: That the total weight of the graph increases superlinearly
over time with the number of edges, that edge weight additions are bursty, and that the
weighted principal eigenvalue follows a power law with number of edges, over time.
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Chapter 4

Models of network formation

PROBLEM STATEMENT: Given knowledge of several established patterns (heavy-tailed degree
distribution, shrinking diameter, densification), as well as newly discovered ones (oscillating
sizes of next-largest connected components, power laws in edge weights) can we propose
intuitive models that will generate these behaviors?

Now that we have explored several new properties of networks, our next goal is to propose
generative models to help explain these behaviors. Graph generators are vital for simulation
of algorithms (like computer network routing algorithms), for simulation of rumor (or virus, or
influence) propagation, and many other settings. In several such settings, real graphs may be
difficult or even impossible to collect: for example a who-believes-whom graph is only in the
mind of the human subjects; a who-mails-whom graph may be protected by privacy laws. They
may be helpful in modeling for “what-if” scenarios and spotting anomalies.

We propose two generative models: the Butterfly Model and the Recursive Tensor Model
(RTM). As we will detail, they both reproduce both previously-established and newly-discovered
“laws” for networks. However, the Butterfly Model is agent-based, while RTM uses self-
similarity-inducing tensor multiplication. The former has the advantage of being emergent, while
the latter is more useful for theoretical analysis.

We aim to reproduce the following properties detailed in the previous two chapters:
• Established patterns: Power laws for in- and out-degree distribution, small, shrinking di-

ameter, possibly after a “gelling point,” and densification.
• New unweighted patterns: constant/oscillating DCs, power law growth of unweighted and

weighted principal eigenvalues, stable graph fractal dimension among components, expo-
nential “rebel” probability.

• New weighted patterns: Weight Power Law, Edge Weights Power Law, Snapshot Power
Laws, bursty weight additions.

4.1 An emergent generator: Butterfly
The goal is to build a generative model for network topology. The generated topology should
match properties observed in our work as well as properties observed in previous work.
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Moreover, we want an emergent generator, that will follow a simple, local behavior, out of
which these global patterns will naturally emerge. Thus, we plan to have nodes arriving one
at a time, and we want to design the method with which newcomers link to existing nodes,
analogously to the ‘preferential attachment’ of Barabasi et. al. [17], but without the pitfalls of
preferential attachment.

To achieve a heavy-tailed in-degree distribution, some form of preferential attachment will
suffice. In order to even have components disconnected from the GCC, we allow some newcom-
ers to form zero links and be isolated. Other newcomers later become ‘bridges’, that can link the
GCC with a DC, so the DC is absorbed.

To achieve a power-law in the out-degree distribution, we vary one of the parameters of our
model, so that it takes values uniformly distributed.

4.1.1 Definition of proposed Butterfly model

With these considerations, we present the following model, which we call the Butterfly model.
Incoming nodes may behave as “social butterflies” by choosing more than one starting point, or
“host,” in their interactions: meeting nodes in the vicinity of the host, out-linking to some of
them, and flying away. The model uses three parameters. The first, plink, determines how often
a link is formed between two nodes, and it is the same for all newcomers. The others, phost and
pstep are “friendliness” parameters: pstep decides whether the ’butterfly’ will take one more step
in its random walk; phost is the probability it will take one more host. We set pstep to be different
for each newcomer, uniformly distributed in the range [0,1]. We set phost to be the same for all
newcomers.1

In the model, nodes join the network one at a time. With probability phost, an arriving node,
denoted current, picks a host at random, and is assigned a pstep probability from a uniform
distribution. After choosing the host, current travels in a random walk, recursively choosing
at random one of the neighboring nodes (including both in- and out-links), taking each further
step with probability pstep. The random walk may also be weighted, where instead of choosing
uniformly among neighbors, the choice is weighted according to how many previous links there
have been to a given neighbor. Each time current visits (or re-visits) a node, it out-links to the
visited node with plink probability. Once the walk stops, current flips a new coin, choosing a
new host (and a subsequent random walk) with probability phost and repeating, until no new hosts
are chosen (host-choosing terminated with probability 1 − phost). Pseudocode for the model is
shown in Fig. 4.1.

From these rules and parameters, we can calculate the expected number of hosts as
(1/(1− phost)− 1) and expected number of steps per host chosen is (1/(1− pstep)− 1).

We choose phost = 0.5 so the expected number of hosts is 1. However, once in a while, an
arriving node chooses multiple hosts, allowing the possibility of two formerly disconnected com-
ponents joining. This joining will cause the GCC to absorb smaller components, to reproduce
the oscillation of secondary components as observed in real data2.

1Letting phost vary uniformly, also performed well empirically.
2Note that the Butterfly model has been built incrementally in [153] and [114], . In this document we have

refined the model further to created weighted graphs.
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// generates a realistic looking graph
function butterfly

global p_link = 0.3
global p_host = 0.5
global G = new_graph()
for n = 1:N

current=new_node()
p_step = SampleUniform(0,1)
G.add_node(current)
while (SampleUniform() < p_host)

host = G.random_node()
visit(current, host)

return(G)

// input: a newcomer, and host node to visit
// effect: it updates G, with the new edges,
// after current links to existing nodes
function visit(current, host)

// with probability p_step, visit and continue random walk
if (SampleUniform() < current.p_step)

// with prob. p_link, link to the contact_node
if (rand() < p_link)

G.add_directed_edge(current, host)
next_visit = chooseNeighbor(host, isWeighted)
visit(current, next_visit)

// Chooses next neighbor to visit in (possibly weighted) random walk
function chooseNeighbor(host, isWeighted)

candidates = {}
for nb in host.neighbors()

if (isWeighted)
for i = 1:G.weight(host, nb)

candidates.append(nb)
else

candidates.append(nb)
return chooseRandom(candidates)

Figure 4.1: Pseudocode for Butterfly model.
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Unlike many previous models, this generator produces disconnected components due to the
different number of hosts that are chosen. Some nodes may choose 0 hosts and form a compo-
nent entirely disconnected from the others. Other nodes may choose multiple hosts in different
components, merging components together.

We will next perform some justification for why the Butterfly model should reproduce the
properties. We then demonstrate these properties empirically by measuring the network gener-
ated by the Butterfly model.

4.1.2 Analytical validation of Butterfly
We find that choosing the parameters as defined in the above table, the results are remarkably
similar to what is displayed in real graphs. Note that the model displays a stable or shrinking
diameter, and that after a burning off period the second and third components demonstrate a
threshold at which they do not grow further without joining the GCC.

Theorem 1 For a given host, the number of visits an arriving node forms follows power-law
distribution with exponent −2.

Proof 1 Taking phost constant, the expected number of steps y that an arriving node will take is
1

1−pstep − 1. (1− pstep is the probability of stopping traveling at any time point, so the number of
steps taken before stopping follows a geometric distribution with mean 1

1−pstep , and the number of
visits is the number of steps before deciding to stop, the mean minus one.) If pstep ∼ Unif(0, 1),
we can do a transformation to find the distribution of the expected number of steps y [42]:

We represent Y = g(X), and the distribution over X is uniform, fX(x) = 1. Since the
function 1

x
is strictly monotone decreasing, then g has inverse h = g−1, specifically h(y) = 1

y
.

So we have

fY (y) ∝ fX(h(y)) ∗ |dh(y)

dy
| = h(y) ∗ | − 1

x2
| = fY (y) = x−2

So, expected number of visits follows a power law with exponent −2.

Since we hold plink constant, we believe that the number of visits will be closely related to
the degree, so that empirically we have a power law distribution. Formally proving this would
require taking into account the random effects of plink as well as effects from multi-edges and
multiple hosts.

We also note that empirically, we find that the in-degree distribution follows a power-law as
well. We have no formal justification for this; however we believe that it follows from rich-get-
richer behavior: the higher a degree of a node, the more chances it has to encounter a new node
behaving in the random-walk cycle.

We show that the Exponential Rebel Probability pattern of the growth of connected com-
ponents can be derived from our Butterfly model. In the model, the probability of choosing to
connect to a given component is dependent on the number of nodes in the component, since
the hosts are picked at uniform. In order for an arriving node to join a component, it must first
choose a host within that component. Noting the random walk can access any node in the compo-
nent, but not outside, we can derive the probability of a node “rebelling” represented as an event
variable R, given the portion s of the graph’s nodes in DCs and the degree d of the newcomer.
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The algorithm gives us the following distributions: the number of hosts chosen has a geo-
metric distribution with parameter 1 − phost (the number of coin flips until “no new host”). The
length of the random walk after a given host has a geometric distribution with parameter 1−pstep
(the number of links is being however many coin flips until “not-link”). So the total degree is
the sum of the random walks. From these we can show the probability distribution of rebelling
given degree.

Theorem 2 (Probability of “Rebelling”)

P (R = true|s,D = d > 0) =∑d
h=1NBin(d,h,1−pstep)∗Geom(h+1,1−phost)∗sh∑d
h=1NBin(d,h,1−pstep)∗Geom(h+1,1−phost)

(4.1)

where NBin and Geom are the PDF of negative binomial and geometric distribution:
NBin(y, r, p) =

(
r+y−1
y

)
pr(1− p)y and

Geom(x, p) = (1− p)x−1p, when plink = 1.

Proof 2 We have the following probability distributions for the number of hosts, the degree (num-
ber of visits) given the number of hosts, and the probability of rebelling (“missing the GCC”)
given the number of hosts:

• P (H = h) ∼ Geom(h+ 1, 1− phost) = phhost(1− phost)
• P (D = d|H = h) ∼ NBin(d, h, 1− pstep) =

(
d+h−1
h−1

)
(1− pstep)hpdstep

• P (R = true|H = h) = sh

Since D and R are conditionally independent given H , we can express the joint probability
by P (R,D,H) = P (D|H)P (R|H)P (H).
Therefore,

P (R = true|s,D = d) =
P (R,D)

P (D)

=

∑d
h=1 P (D|H)P (H)P (R|H)∑d

h=1 P (D|H)P (H)

yielding the above equality.

We can show numerically that, for degree 0 < d < 10, the formula exhibits exponential
decay for any values of pstep and phost. In fact, we can give the intuitive explanation of the rebel
probability under Butterfly :

P (R = true|s,D = d) = s(1−pstep)d = e(1−pstep)d(logs) (4.2)

Justification: A rough approximation to the degree of a newcomer node under the Butter-
fly is the number of hosts h it chooses, times the typical length L of each random walk. Since
P (L = l) ∼ Geom(l, 1 − pstep) and E(L) = 1

1−pstep , d ≈ h ∗ E(L) = h
1−pstep . Therefore,

P (R = true|s,D = d) = sh ≈ s(1−pstep)d = e(1−pstep)d(logs).
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4.1.3 Empirical validation of Butterfly model

We simulated the model 10 times for 100, 000 nodes, with phost = 0.5 and plink = 0.3. One run’s
results are shown in Fig. 4.2. For each run the model exhibited power law in- and out-degree
as well as weighted properties. Additionally, it displayed expected properties of the undirected
graph: densification and stable NLCC sizes.

For plink = 0.3, the densification exponent had range (1.03, 1.17) All occurring values of the
exponent are within the range observed in real graphs, and have a least-squares fit of R2 > 0.99
in log-log scales. Moreover, contrary to the Forest Fire method [136], our generator is robust,
producing realistic-looking results for a wide range of parameter values (plots omitted for space).
In contrast, small deviations from recommended parameter values in Forest Fire led to unrealistic
densification exponents (either 1 or 2), and the model only produced a single GCC.

Not only do we observe densification, but also fortification—that weights (or multi-edges)
will outstrip the number of edges in a superlinear manner. We observed values between 1.1 and
1.2 in our simulations. One plot is shown in Figure 4.3.

We use the Butterfly model to generate a series of edges, and then run analysis on those edges.
We find that many properties are replicated under the Butterfly model. These plots were generated
with phost = 0.5; results for other values are similar. Figure 4.4 shows the empirical probability
of “Rebelling” given degree. Since under the model the percentage of nodes in the GCC remains
constant over time, we modified the phost parameter to show varying behavior. Causing the
model to change the percentage over time, without artificially changing the parameters over time,
remains in future work; in the meantime modifying phost appears to change this percentage.

4.2 A self-similar generator: RTM

While the agent-based nature of the Butterfly model is intuitive, and its emergent behaviors excit-
ing, making analytical guarantees of its behavior is difficult. We therefore propose an additional
model which reproduces properties in a more predictable manner.

At the high level, our idea is to use recursion, in conjunction with tensors (n-dimensional
extension of matrices). Recursion and self-similarity naturally lead to modular network behavior
(“communities-within-communities”), power laws and bursty traffic. Earlier work used self-
similarity to generate static snapshots of unweighted graphs [46].

Here, we show how to build a generator that will match all of the properties listed. The idea
is to use recursion not only on the adjacency matrix, but also on the time dimension. Specifically,
we start with a small tensor I that has 3 sides (‘modes’): (a) senders (b) recipients and (c) time.
We call the graph represented by a tensor a ‘t-graph’ that evolves over time (See Fig. 4.6(a-
b)). Then, we recursively substitute every cell (i, j, t) of the original tensor I, with a copy of
itself, and multiply it with the value ai,j,t (See Fig. 4.6(c) for illustration and Definition 1 for full
details). Thanks to the self-similarity of the construct, we expect the resulting tensor to have all
the properties that we want.
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Figure 4.3: Weighted properties of Butterfly model. (a) Plots the fortification law, of total weight
vs. total number of edges, with power law slope of 1.10. (b) shows the entropy plot of edge
additions, with bias factor of 0.84, indicating burstiness. (c) and (d) illustrate the Snapshot
Power Laws, plotting in- and out- degree vs. in- and out- weight of nodes. The power law fits
are 1.52 and 1.29, respectively.
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Symbol Description
A,B, C Tensors used to illustrate recursive tensor product
ai,j,k Entry of a tensor
I Initial tensor in RTM model
GA t-graph (time-evolving graph) represented by tensor A
Dt tth slice of final tensor D in RTM
st Total weight of Dt

et Number of edges of Dt

WD Total weight of a tensor D, or
∑

t st
pi,r Proportion of weight/edges of the ith (group of) slice(s) at resolution r
sD,r Temporal profile of D at resolution r
pD,r Normalized temporal profile of D at resolution r

Table 4.1: Notation used for RTM.

(a) (4× 4× 3) tensor→ t-slices

(b) corresponding t-graph over time (c) RTM of a tensor by itself

Figure 4.6: (a) An example for the initial tensor I of size (4 × 4 × 3). The ‘t-slices’ represent
the changes on the adjacency matrix at every other time step. (b) The corresponding graph
represented by the tensor in part (a). It changes according to the ‘t-slices’ over time. (c) An
example (3× 3× 3) tensor I is given on the left. The recursive tensor product of I by itself, that
is, the resulting (32 × 32 × 32) tensor D = I ©t I is given on the right.
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4.2.1 Definition of proposed Recursive Tensor Model
For the construction, we choose an initial (N × N × τ) tensor I with nonzero cells (i, j, t)
indicating an edge from node i to node j at time tick t. We initialize the cells so that the initial
t-graph(t- for time-evolving) GI represented by I looks like a miniature real-world graph. I is
chosen such that at each time tick the WPL is followed: for each link that occurs, enough weight
is added so that there is a power law relationship between the total number of edges and total
weight of the graph (with to some user-specified α exponent). One method of doing this is to
simply use the Butterfly generator, which was shown to obey the WPL.

We propose to use Recursive Tensor Multiplication to produce a time-evolving graph. Our
method extends Kronecker product 1 of two matrices by adding a third ‘mode’. Kronecker prod-
uct of two matrices is defined as follows: Given two matrices A and B of sizes (N ×M) and
(N ′ × M ′), respectively, the Kronecker product of A and B, namely matrix C of dimension
(N ∗N ′)× (M ∗M ′) is given by

C = A⊗ B =




a1,1B a1,2B . . . a1,MB
a2,1B a2,2B . . . a2,MB

...
... . . . ...

aN,1B aN,2B . . . aN,MB




Definition 1 (Recursive Tensor Multiplication (RTM)) Given two tensorsA of size (N×M×
τ) and B of size (N ′ ×M ′ × τ ′), the Recursive Tensor Multiplication C of A and B is obtained
by replacing each cell ai,j,t of tensorA with ai,j,t ∗B. The resulting tensor C is of size (N ∗N ′)×
(M ∗M ′)× (τ ∗ τ ′) such that

c((i−1)∗N+i′),((j−1)∗M+j′),((k−1)∗τ+k′) = ai,j,k ∗ bi′,j′,k′ .

An example of the Recursive Tensor Multiplication of a (3× 3× 3) tensor by itself is given
in Fig. 4.6(c).

To generate a growing graph over time, we get the ‘Recursive Tensor Multiplication’ of the
initial (N ×N × τ) tensor I by itself k times as:

Ik = D = I ©t I ©t . . . ©t I︸ ︷︷ ︸
k times

and then we take the final tensor D to represent our data. The data spans τ k number of time
ticks with Nk nodes. At every time step t (t = {1, 2, ..., τ k}), we get the t-slice (See Definition 2
below) Dt of D, and for each nonzero cell ai,j of Dt, we add an edge between node i and node j
with weight ai,j . If the edge already exists, we increase the weight wi,j by the same amount.
Definition 2 (t-slice of a tensor T ) Given a tensor T of size (N ×M × τ), a t-slice of T is a
matrix Tt such that

Tt ≡ T (i, j, t), ∀i,∀j, 1 ≤ i ≤ N, 1 ≤ j ≤M

1Unfortunately, Kronecker product C of two matrices A and B is also called Kronecker Tensor multiplication,
despite A, B, C being matrices. To disambiguate, we use the name RTM where A, B, C are in fact tensors.
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Definition 3 ((Normalized) temporal (t-) profile of T ) Given a tensor T of size (N×M×τ),
let st denote the total weight of its t-slice. Then, the t-profile (at resolution 0) of T is a (1 × τ)
vector, such that sT ,0 ≡ (s1, s2, . . . , sτ ). The total weight WT of T can be written as

∑τ
t=1 st.

Then, the normalized t-profile of T is a (1× τ) vector, such that pT ,0 ≡ ( s1
WT

, s2
WT

, . . . , sτ
WT

).

Having formally defined the model, we next prove some of the properties that our RTM
generator displays.

4.2.2 Analytical validation of RTM

Theorem 3 (Self-similar and Bursty Edge/Weight Additions) Let edge/weight additions for
I with normalized t-profile pI,0 be self-similar and bursty so that the slope of the entropy plot is

slope = H(pI,0) = −
τ∑

i=1

pI,0(i)log2(pI,0(i)),

After k iterations of RTM, edge/weight arrivals over time for D are also self-similar and bursty.
The slope of the entropy plot over all aggregation levels r of D is equal to

slope = H(pD,r) = H(pI,0), ∀r

where H(pD,r) is the slope of the entropy plot at aggregation level r. In other words, the slope
does not change with the value of k, that is, burstiness is independent of scale.

Proof See [5].
Theorem 4 (Weight Power Law (WPL)) If the initial graph GI exhibits the WPL [153] at all
time points, that is, number of edges E(t) and total weight W (t) over time follow a power law
with exponent α, GD shows the same property at times 1, τ 1, τ 2, . . . , τ k with exactly the same
exponent α.
Proof See [5].

4.2.3 Empirical validation of RTM

As a comparison with real-world data, we give the plots showing reported laws for BlogNet and
the plots our model generated for N = 10, τ = 2 and k = 3 in Figure 4.7 and 4.8. In particular,
we show (a) the Densification Power Law (DPL) and (b) the λ1 Power Law (LPL) for unweighted
graphs; and (a) the Weight Power Law (WPL); (b) the λ1,w Power Law (LWPL) and finally, (c)
the Edge Weight Power Law (EWPL) for weighted graphs. Note that characteristics matched
by RTM include both those from previous work as well as additional patterns discovered in this
work. Interestingly, for the EWPL, we notice the same cutoff as observed in Figure 3.9 with the
political campaigns data, this time around edge weight of 3: for small-weight edges, the adjacent
nodes tended to be higher weight. This may also be attributed to the fact that few edges were
of low-weight (5 percent were weight 3 or less.) Other desired characteristics such as small and
shrinking diameter, the gelling point, etc. are also matched.
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(a) Densification Power Law (DPL)
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(b) λ1 Power Law (LPL)

Figure 4.7: Plots showing unweighted laws that real-world graphs obey for BlogNet on the left
and for our RTM generator on the right. Notice we reproduce the superlinear behavior between
edges and nodes (more nodes implies even more edges), as well as the principal eigenvalue
increasing in a power law over time.
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(c) Edge Weight Power Law (EWPL)

Figure 4.8: Plots showing weighted laws that real-world graphs obey for BlogNet on the left and
for our RTM generator on the right. We successfully reproduce fortification, where superlinearly
more weight is added per edge. We also reproduce the power-law increasing weighted principal
component, and the “edge weights power law” for the proportion of weight given to an edge.
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4.3 Discussion
In addition to providing answers about real graphs, this work introduces some interesting ques-
tions. The Butterfly model lends itself to some potential extensions in order to mimic the obser-
vations on weighted graphs. Currently a node does not increase its out-degree after it finishes
its initial series of random walks, so weight between two existing edges cannot be added at later
time. One might devise a scheme of “wake-ups” to allow this behavior. The precise choice of
parameters to accommodate this (whether constant or randomized, as in pstep) is left for future
work.

We validated Butterfly and RTM by showing that they obey properties observed in real graphs.
A better fit to observed properties indicates a more realistic model. However, an open question
is how to develop a more cohesive idea of graph properties and generative models, in order to
classify and compare different generators.

It could be argued that certain properties in a network are more informative about the nature
of a graph than others, and therefore more important for a generator to produce. It is probably
the case that some properties follow from others: for instance, densification, gelling point, and
shrinking diameters seem to be closely related. Small-world properties and heavy-tailed degree
distributions also seem closely related, as a hub structure in a graph leads to small diameters.
Analytically proving that some properties follow from others would be valuable contributions.
Another direction would be to prove that different properties are independent: certainly, if one
can generate a network for which one property is present and another is not. Both of these
directions could be key steps in determining a sort of “network information gain” measurement
to prioritize certain properties over others for a generator.

There are several other open questions with respect to the representation of these networks.
The networks studied typically represent one kind of link, and inferring information about nodes
using only that edge information can sometimes be problematic. For example, within an corpo-
ration, an email network would not necessarily represent all links, let alone the strength of ties.
Other edge types, such as geographic proximity and other communication (phone calls, sched-
uled meetings) would add additional information about the nature of links between people. How
to analyze multiple sources of data, whether multiple edge types, node features, or other network
information, remains an important area of study.

4.4 Summary of models and contributions
The Butterfly model and the observation of constant NLCCs sheds light upon a recent, counter-
intuitive discovery [141]: in several real graphs, it is shown that the GCC has no good cuts, so
graph partitioning and graph clustering algorithms cannot help to identify communities. Our ob-
servations are useful for the monitoring of growing networks, like e-communities (say, in Yahoo,
LinkedIn, Facebook, e-bay). The observations can help us spot ’anomalous’ communities, like
communities of potential abusers (spammers, fraudsters), or communities that are not coherent
enough, and thus will probably disintegrate, if left alone. For instance, we should be surprised to
find a large disconnected component in a real network that never joins to the GCC, and therefore
may want to investigate it. The generative model produced is useful for what-if scenarios, to de-
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Table 4.2: A summary of properties exhibited by various models.

termine how a certain community may look one year from now, or perhaps how quickly a graph
will become “gelled.”

In summary, are contributions are as follows:
• We have proposed two models for generating the topology of real networks, the Butterfly

Model and Recursive Tensor Model.
• We have shown that both follow many of the properties that are already established, as

well as new ones, as summarized in Table 4.2.
• We have, for some properties proved that the models will generate such properties (Theo-

rem 1, page 38; Theorem 2, page 39; Theorem 3, page 46; Theorem 4, page 46).
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Part II

Conversation patterns in networks
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Chapter 5

Preliminaries

Having explored some of the global properties of networks, we now aim to look deeper into
the communication patterns that help form the links. To this end, we study cascades: tree-like
structures formed by interactions between entities in a network. A cascade is typically formed
by a root node (perhaps a blog post or post to a message board), and built up by replies in a
tree-like fashion. Influence is implied in a cascade, as one node may invoke a response from a
new node. (See cascades illustrated in Figures 5.1 and 5.2.) We say “tree-like” because, while
most cascades are trees, a cascade need not be strictly a tree: a node within a cascade may have
many parents. However, we do define cascades to have one root node, as we will discuss later.

The easiest way to visualize a cascade is to consider a threaded email. It begins with the first
email, which forms the root of the tree, and continues as others respond. Threads in a message
board-based online group are very easy to trace. However, cascades need not form within one
centralized community, but may occur in other domains such as blogs. One blog may begin a
“root” post, and another blog may respond by composing a new post and hyperlinking to the first
post. In that context, a cascade is a representation of an “infection pattern,” where entities in a
network topology are activated one by one in a traceable path.

Thus, we explore two main modes of communication: blogs and online groups (where mem-
bers of a group post to a message board or mailing list).

Our main questions include:
• What can we learn about temporal patterns of communication? After a topic becomes

popular, how does interest die off: linearly, or exponentially? Is there periodicity?
• What are the topological properties of cascades? Do graphs of information cascades have

common shapes? What are their properties? What are characteristic in-link patterns for
different nodes in a cascade? What can we say about the size distribution of cascades?

• Can we use knowledge about cascades formed within a community to characterize that
community? What similarities and differences can be observed between different groups?

• How does linking behavior vary between online communities, such as Usenet vs. blogs?
How do the subjects of attention, coverage of subjects, and timeliness differ?

• How does information diffuse between communities? What tools can we use to measure
this diffusion?

• What generative models are most realistic for reproducing cascading behavior?
In the next few sections we will provide some preliminary definitions, survey related work,
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Fiji next year? 

Great 
idea! 

Too much 
sunshine  

OK, you can 
stay home. 

FakeKDD-mailing-list 
Subject: Next conference venue 
Author                                      Message 

Alice                 “Fiji next year?” 
       Bob            “Great idea!” 
       Cal             “Too much sunshine” 
              Alice    “OK,…” 

Figure 5.1: An example of a thread in an online group, and the corresponding cascade (with
authors in color).

and describe the data we will analyze.

5.1 Definitions
We next address some of the major foundations of the work presented in this part.

5.1.1 Cascades in online networks
We describe cascades in the context of blogs and in the context of groups. In groups, extracting
cascades (known in this context as threads—we will use the terms interchangeably) is simple:
the first post for a given subject is the root of the tree, and replies follow referencing that post.
An example is shown in Figure 5.1.

Extracting cascades in blogs is a more complex process. We model two graph structures
emergent from links in the blogosphere, which we call the BlogNet and the PostNet. Figure 5.2
illustrates these structures. The blogosphere is composed of blogs, and each blog has a set of
posts. Hyperlinks occur from one post to another. From the blogosphere (a), we obtain the
BlogNet (b) by collapsing all links between blog posts into weighted edges between blogs. A
directed blog-to-blog edge is weighted with the total number of links occurring between posts in
source blog pointing to posts in destination blog. From the BlogNet we can infer a social network
structure, under the assumption that blogs that are “friends” link each other often.

In contrast, to obtain the PostNet (c), we ignore the posts’ parent blogs and focus on the link
structure. Associated with each post is also the time of the post, so we label the edges in PostNet
with the time difference ∆ between the source and the destination posts. Let tu and tv denote
post times of posts u and v, where u links to v, then the link time ∆ = tu − tv. Note ∆ > 0,
since a post can not link into the future and there are no self-edges.

From the PostNet, we can extract cascades (Figure 5.2(d)). A cascade has a single starting
post called the cascade initiator with no out-links to other posts (e.g. nodes a, b, c, d in Fig-
ure 5.2(c)). Posts then join the cascade by linking to the initiator, and subsequently new posts
join by linking to members within the cascade, where the links obey time order (∆ > 0). Since
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Figure 5.2: A graphical representation of the blogosphere (a). Squares represent blogs and circles
blog posts. Each post belongs to a blog, and can contain hyper-links to other posts and resources
on the web. We create two networks: a blog network (b) of citations (links) between blogs, and a
post network (c) with time stamped links between blog posts. (d) are cascades extracted from (c).
Cascades represent the flow of information through nodes in the network. To extract a cascade
we begin with an initiator with no out-links to other posts, then add nodes with edges linking to
the initiator, and subsequently nodes that link to any other nodes in the cascade.

a link points from the follow-up post to the existing (older) post, influence propagates following
the reverse direction of the edges.

We define a non-trivial cascade to be a cascade containing at least two posts; a trivial cascade
is an isolated post. (Figure 5.2(d) omits trivial cascades.) Non-trivial cascades form two main
shapes, which we refer to as stars and chains. A star occurs when a single post is linked by
several other posts, but the links do not propagate further. This produces a wide, shallow tree.
Conversely, a chain occurs when a root is linked by a single post, which in turn is linked by
another post. This creates a deep tree that has a small average branching factor. As we will later
see, most cascades are somewhere between these two extreme points. Occasionally, separate
cascades might be joined by a single post. For instance, a post may summarize a set of topics, or
focus on a certain topic and provide links to different sources that are members of independent
cascades. The post merging the cascades is called a connector node. Node e in Figure 5.2(c)
is a connector node. It appears in two cascades by connecting cascades starting at nodes b and
c. Connectors do not appear in groups data (as we observe them), as all messages form disjoint
trees: detecting when a post has referenced multiple posts requires extensive preprocessing.

Cascades have depth, and posts within a cascade may have depth upward and downward.
Posts in a cascade also have conversation mass, defined as follows: Let T be the set of all
cascades, B be the set of all bloggers, and P be the set of all posts. Let T (b) be the subset of all
conversations in which blogger b (in B) contributes at least one post. Let t ∈ T be a cascade.
t(p), for t ∈ T and p ∈ P is the subtree of the conversation t starting at post p. Define the
conversation mass generated by post p as the number of posts in t(p). Define the conversation
mass for blogger B as the sum of the conversation mass of t(p) over all t in T (B), where p is
the first post in t authored by blogger b. In other words, the conversation mass for a blogger
equals: the total number of posts in all conversation trees below the point in which the blogger
contributed, summed over all conversation trees in which the blogger appears.
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5.1.2 Measuring self-similarity using power laws and burstiness
We covered these subjects in Chapter 2 (page 13) in detail. We will briefly revisit the topics of
burstiness and power laws in terms of human behavior, in order to avoid dependency.

Self-similar behavior occurs often in nature. One example of self-similarity is the power
law, a scale-free distribution. As a scale-free network grows, it will exhibit behavior similar
to fractals, where the degree distribution of nodes maintains a distribution with constant slope,
regardless of scale [17].

Two variables x and y are related by a power law when:

y(x) = Axα (5.1)

where A is positive and α is a negative constant. The constant α is often called the power law
exponent.

A random variable is distributed according to a power law when the probability density func-
tion (pdf) is given by:

p(x) = Axα, α < −1, x ≥ xmin (5.2)

The extra α < −1 requirement ensures that p(x) can be normalized. Power laws with−1 < α <
0 rarely occur in nature, if ever [169].

Much human behavior is self-similar in time sequence, or bursty. Among the many methods
that measure self-similarity (Hurst exponent, etc. [188]), we choose the entropy plot [204], which
plots the entropyH(r) versus the resolution r of an activity sequenceA = a1, a2, ..., aT , at ∈ Z∗.
The resolution is the scale, that is, at resolution r, we divide our time interval into 2r equal sub-
intervals, sum the activity A(k) in each sub-interval k (k = 1 . . . 2r). We then normalize into
fractions pk = (A(k)/

∑
j=1...2r A(k)), and compute the Shannon entropy of the sequence pk:

H(r) = −∑k pk log2 pk. If the plot H(r) is linear in some range of resolutions, the correspond-
ing time sequence is said to be fractal in that range, and the slope of the plot s. Notice that a
uniform activity distribution yields s=1; a lower value of s corresponds to a more bursty sequence
like a Cantor dust [188], with a single burst having the lowest s=0: the intrinsic dimension of a
point. The so-called ‘b-model’ [204], generates such self-similar traffic, suggesting that it may
be a good model for blog traffic (as we will explore later on). Figure 5.3 shows bursty behavior
and the corresponding entropy plot, for review.

5.2 Related Work
We next survey other case studies in online communities, as well as network diffusion as applied
to marketing and epidemiology.

5.2.1 Studies of online communities
Blogs

Related work on blogs has modeled link behavior in large-scale on-line data [1, 3, 128], and
showed that information often propagates between blogs. Work on information diffusion based
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Figure 5.3: Illustration of the b-model: (a) the recursive 80-20 procedure in its first three iter-
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(entropy versus resolution - see text) Because the synthetic input traffic is self-similar, the en-
tropy plot is linear, that is, scale free. Its slope is 0.881, much different than 1.0, which would be
the uniform distribution (50-50)

on topics [95] showed that for some topics, their popularity remains constant in time (“chatter”)
while for other topics the popularity is more volatile (“spikes”). Tangentially related work ex-
amined the relationship between blogs and mainstream media, setting up a system that identifies
emotionally charged news articles for communities of different political orientation [78].

There has also been much work on the community structure of the blogosphere. The authors
of [1] showed that sub-communities may assume different characteristics: in particular, for blogs
during the 2004 election the liberal community was far less connected than the conservative one.
In a related social network, the Usenet, Fiore et al. assigned roles that different users played
based on a survey, and were able to identify some common network characteristics of these
different roles [73]. Kumar et al. [128] analyze community-level behavior as inferred from
blog-rolls, which indicate permanent links between “friend” blogs. In follow-up work, Kumar
et. al. [129] studied several topological properties of link graphs in communities, discovering
that “star” topologies are frequent.

Usenet and message boards

The Netscan project at Microsoft conducted a very thorough study of Usenet discussion patterns.
In Turner et al., authors depicted the hierarchy of newsgroups, and changes between 2000 and
2004. They showed that between 2000 and 2004 most social and political groups declined in
activity. In Fisher et al, authors studied the social roles of Usenet authors [74], paying atten-
tion to the degree distribution and determining whether authors in different newsgroups partic-
ipated most in “questions,” “answers,” or “discussion.” They suggested that the political group
alt.politics had an “exclusive clique” in the core, where members get many replies to their posts
but outsiders get few.

There have been a number of studies on online groups aside from Usenet. One study focused
on online bulletin boards in a university, analyzing reply and membership networks, paying
particular attention to hub members connecting the communities [88]. Other work has focused on
rebuilding thread structures in bulletin board conversations that are not pre-labeled [207]. Blog
comments can also serve as forums for a specific topic, and can be used to assess controversy
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of blog posts [159]. A similar study focused on the Slashdot.org community, suggesting using
a controversy measure based on the patterns in the threaded network [92]. Backstrom et al.
studied Yahoo! Groups data, defining “thriving” groups and tracking engagement of core users in
groups [14]; see also [51]. Leskovec et al. studied the edge arrivals of different online networks,
proposing a generative model [141].

5.2.2 Cascades and viral marketing
In a broad sense, information cascades are phenomena in which an action or idea becomes widely
adopted due to the influence of others, typically, neighbors in some network [32, 90, 93]. Cas-
cades on random graphs using a threshold model have been theoretically analyzed [209]. Empir-
ical analysis of the topological patterns of cascades in the context of a large product recommen-
dation network is in [139] and [137].

Liben-Nowell and Kleinberg, studied the structure of chain letter cascades [142], and showed
that the structure was characterized by a deep tree-like pattern, and proposed a probabilistic
model to generate such trees. Golub and Jackson [91] built on this to show that a basic branching
process model combined with the selection bias of observing only large diffusion can explain the
results in [142].

There has also been some exploration into the dynamic processes of conversation and in-
formation propagation. Barabasi [16] postulates that the bursty nature of human behavior is a
consequence of a queuing process and uses it to explain the heavy-tail activity patterns in e-mail
communications; Vazquez et al. [62, 203] further explore this model.

Leskovec, Backstrom, and Kleinberg [133] considered the propagation of “memes” across
the Web, in the context of news cycle. In course of studying this problem, they consider a model
where they combine recency and the preferential attachment process. We will refocus these ideas
to the graph generation process.

Viral marketing is a key application to studying interactions in networks, and there has been
a great body of work in this domain. Kempe, Kleinberg, and Tardos [117] focused on finding
the most influential nodes in a network, under the threshold-model of influence. Richardson and
Domingos [185] introduced the concept of network value of a customer, which is valuable for
viral marketing.

Rogers [186] studied how people adopt a new product: New adopters follow a Bell curve
over time, therefore saturation follows an S-curve. There are the “innovators” at the beginning
of the curve, who first adopt a product, followed by “early adopters.” The majority of the people
adopt the product after that, while there are a few laggards at the end of the cycle. The Bass
Model for diffusion [21] fits this data to a model. The Bass model includes parameters for
pricing and advertising effects, and matches product sales data for a wide variety of products.

Other models for product penetration and adoption include the Dirichlet model [202] (a
model based on several consumer-based parameters); the “two-step flow” model of Lazarsfield
and Katz [116], which includes both marketing effects and later agency effects; the trickle-down
effect where products slowly become available to the less-wealthy masses [193]; and “crossing
the chasm,” which is based on the Bass model [164].

Other research has focused on network effects in particular for product adoption. Godes
and Mayzlin studied the effectiveness of word-of-mouth communication about products, finding
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that for a product with a low awareness level, word-of-mouth is particularly effective among not
highly loyal customers, but exogeneously (firm)-created word-of-mouth is most effective among
already loyal customers [86]. The authors also showed that online conversations are a successful
medium in which to measure word-of-mouth communication about products [85]. Chevalier and
Mayzlin showed that on-line reviews also affect purchasing rates [53].

However, without directly observing word-of-mouth communication, a key question remains
in causality. Neighbors in a network are often similar, therefore have a propensity to adopt simi-
lar products even without word-of-mouth communication. Hill, Provost, and Volinsky compared
adoption patterns of different products in a network, one that lends itself to word-of-mouth com-
munication (VoIP service), and one that did not (pricing plans), and found that they had different
adoption patterns across edges [103]. Using causal methods as described in [109] may also be
useful in distinguishing between node similarity and true propagation.

5.2.3 Epidemiological Models and virus propagation

Epidemiology is a closely related area of study, with vast literature on models, immunization
policies, and epidemic thresholds. Much of the theory may be found in [15]; see [101] for a
recent survey. One of the main models is the SIS or flu-like model. SIS stands for susceptible,
infectious, susceptible, and a node can become re-infected multiple times. The second major
model is the SIR (susceptible, infectious, removed), and the node acquires immunity for life
and is thus removed (or recovered), similar to chicken pox. Other extensions include “infection
delay” and “user vigilance,” as discussed in [205].

These ideas have been applied to real networks, under different assumptions. These include
the Kephart-White model [118, 119], the Mean Field Assumption model [179, 180, 181, 182],
correlated networks [33], and particle systems [97, 143]. A major topic of interest is the epidemic
threshold of a graph, that is, the parameter τ of a virus at which a virus becomes endemic to a
network, which is investigated in [44] and [206].

5.3 Data

We focus our cascade studies to the online domain. Time plays an important role in the growth of
online networks, and links have a more or less uniform meaning: a link from a node u to another
v means that the message corresponding to u is in reply to v. Cascades are therefore very easy to
trace.

Our data sets fall into two categories: blog-like data and group-like data. Blog-like data
includes data gathered from blogs and micro-blogs (Twitter), while group-like data includes that
of Usenet and Yahoo! Groups, groups that essentially function as mailing lists. We can extract
cascades from both kinds; however, the interfaces are different enough that we do not necessarily
expect cascades to follow the same patterns in both data sets, due to the different interfaces.
Online groups are centralized, and all content is easily accessed by any user; however, in blogs
and micro-blogs, each user tends to only follow a few other users.
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Dataset Messages Cascades Users
(×106) (×106) (×106)

Blogs 2.20 2.09 0.045
TWITTER 69.94 36.24 5.023
USENET 22.61 3.896 1.659
Y!GROUPS 5.869 1.558 0.690

Table 5.1: Synopsis of the datasets.

5.3.1 Blogs
Data description

We extracted our blog data set from a whitelist of blogs from August and September 2005 [84].
Our goal in this part is to study temporal and topological characteristics of information propaga-
tion, so we biased our dataset towards the more active part of the blogosphere. We collected our
dataset using the following procedure. We started with a list of the most-cited blog posts in Au-
gust 2005. For all posts we traversed the full conversation tree forward and backward following
post’s in- and out-links. For practical reasons we limited the depth of such conversation trees to
100 and the maximum number of links followed from a single post to 500. This process gave us
a set of posts participating in conversations. From the posts we extracted a list of all blogs. This
gave us a set of about 45, 000 active blogs. We went back to the original dataset and extracted all
posts coming from this set of active blogs.

This process produced a dataset of 2, 422, 704 posts from 44, 362 blogs gathered over a
two-month period from beginning of August to end of September 2005. There are the total
of 4, 970, 687 links in the dataset out of which 245, 404 are among the posts of our dataset and
the rest point to other resources (e.g. images, press, news, web-pages). For each post in the
dataset we have the following information: unique Post ID, the URL of the parent blog, Perma-
link of the post, Date of the post, post content (html), and a list of all links that occur in the post’s
content. Notice these posts are not a random sample of all posts over the two month period, but
are biased towards active blogs participating in conversations (by linking to other posts/blogs).

In Figure 5.4 we plot the number of posts per day over the span of our dataset (note weekly
periodicity). Notice that our dataset has no “missing past” problem, i.e. the starting points
of conversation are not missing due to the beginning of data collection, since we followed the
conversation all the way to its starting point and thus obtained complete conversations. The
posts span the period from July to September 2005 (90 days), while the majority of the data
comes from August and September. The July posts in the dataset are parts of conversations that
were still active in August and September.

Data preparation and cleaning

As we described previously, we represent blog data as a cluster graph (Figure 5.2(a)) where
clusters correspond to blogs, nodes in the cluster are posts from the blog, and hyper-links between
posts in the dataset are represented as directed edges. Before analysis, we cleaned the data to
most clearly represent the structures of interest.
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Figure 5.4: Number of posts by day over the three-month period.

Only consider out-links to posts in the dataset. We removed links that point to posts outside
our dataset or other resources on the web (images, movies, other web-pages). The major reason
for this is that we only have time-stamps for the posts in the dataset while we know nothing
about creation time of URLs outside the dataset, and thus we cannot consider these links in our
temporal analysis.

Use time resolution of one day. While posts in blogspace are often labeled with complete
time-stamps, many posts in our dataset do not have a specific time stamp but only the date is
known. Additionally, there are challenges in using time stamps to analyze emergent behaviors
on an hourly basis, because posts are written in different time zones, and we do not normalize
for this. Using a coarser resolution of one day serves to reduce the time zone effects. Thus, in
our analysis the time differences are aggregated into 24-hour bins.

Remove edges pointing into the future. Since a post cannot link to another post that has
not yet been written, we remove all edges pointing into the future. The cause may be human
error, post update, an intentional back-post, or time zone effects; in any case, such links do not
represent information diffusion.

Remove self edges. Again, self edges do not represent information diffusion. However, we
do allow a post to link to another post in the same blog.

Properties

We next describe a few contributions in analyzing the data. They do not fit into cascade proper-
ties, but are worth mentioning for the sake of understanding the data.

Weekly periodicity.
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Figure 5.5: Activity counts (number of posts and number of links) per day of week, from Monday
to Sunday, summed over entire dataset.
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Figure 5.6: In- and out-degree distributions of the BlogNet, and the scatter plot of the number of
in- and out-links of the blogs.

Traffic in blogs is not uniform; therefore, we consider traffic patterns when analyzing influ-
ence in the temporal sense. As Figure 5.4 illustrates, there is a seven-day periodicity. Further
exploring the weekly patterns, Figure 5.5 shows the number of posts and the number of blog-
to-blog links for different days of the week, aggregated over the entire dataset. Posting and
blog-to-blog linking patterns tend to have a weekend effect of sharply dropping off at weekends.

BlogNet topology.
The first graph we consider is the BlogNet. As illustrated in Figure 5.2(b), every node repre-

sents a blog and there is a weighted directed edge between blogs u and v, where the weight of
the edge corresponds to the number of posts from blog u linking to posts at blog v. The network
contains 44, 356 nodes and 122, 153 edges. The sum of all edge weights is the number of all
post to post links (245, 404). Connectivity-wise, half of the blogs belong to the largest connected
component and the other half are isolated blogs.

We show the in- and out-degree distribution in Figure 5.6. Notice they both follow a heavy-
tailed distribution. The in-degree distribution has a very shallow power-law exponent of −1.7,
which suggests strong rich-get-richer phenomena. One would expect that popular active blogs
that receive lots of in-links also sprout many out-links. Intuitively, the attention (number of in-
links) a blog gets should be correlated with its activity (number of out-links). This does not seem
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Figure 5.8: PostNet in- and out-degree distribution.

to be the case. The correlation coefficient between blog’s number of in- and out-links is only
0.16, and the scatter plot in Figure 5.6 suggests the same.

The number of posts per blog, as shown in Figure 5.7(a), follows a heavy-tailed distribution.
The deficit of blogs with low number of posts and the knee at around 40 posts per blog can
be explained by the fact that we are using a dataset biased towards active blogs. However, our
biased sample of the blogs still maintains the power law in the number of blog-to-blog links
(edge weights of the BlogNet) as shown in 5.7(b). The power-law exponent is −2.7.

PostNet topology.
In contrast to BlogNet the PostNet is very sparsely connected. It contains 2.2 million nodes

and only 205, 000 edges. 98% of the posts are isolated, and the largest connected component
accounts for 106, 000 nodes, while the second largest has only 153 nodes. Figure 5.8 shows the
in- and out-degree distributions of the PostNet which follow a power law with exponents −2.1
and −2.9, respectively.
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5.3.2 Discussion groups

We describe the two sources of groups data that will be used in our study, namely, messages from
a set of Usenet groups and messages from a set of public Yahoo! groups.

Each dataset consists of records, where each record has the ID of message, the ID of its
parent message (if applicable), the author of the message, and a timestamp. Notice that all the
three datasets enable conversations among its users, i.e., messages can be posted in response to
earlier messages.

Usenet
One of the first online forums, Usenet originated in 1979, preceding Web 2.0 by decades.

While overall its activity is declining, Usenet is still in use and there are many very active com-
munities [201], making it an excellent resource for social network analysis. We collected data
from nearly 200 newsgroups with posts between 2004 and 2008, using a subscription service.
In the interests of capturing a representative subset of data relating to political discussions, we
selected all newsgroups available with the substring “polit” in the name1. We chose to focus on
political newsgroups because politics is a topic that permeates most cultures, and can be used
to compare cross-cultural groups. Indeed, there were many different regions of the world rep-
resented, including some groups for specific U.S. states. Around 70 were alt.politics.*
subgroups, on topics such as political parties or regions, with another 20 topical groups under
talk.politics.*. Others were devoted to regional discussion, either for local areas or topics.
22 were local United States (va.politics, seattle.politics, etc.), 6 were local Canadian
groups, (edm.politics, bc.politics, etc). 3 from de, 4 from dk, 3 from es, 7 from it, 4
from tw, and 9 from uk. In addition there were several other international domains with one or
two groups represented. Of these newsgroups, there were 19.6 million unique articles, and 6.2
million of these were cross-posted to multiple groups in the data set.

We also gathered a smaller but broader sample. We sampled Usenet based on groups posted to
in early January 2010, according to http://newsadmin.com/top100tmsgs.asp. For
a complete list of the groups crawled, refer to http://www.cs.cmu.edu/˜mmcgloho/
pubs/groupthreads-list.txt. This gave us a broad sample of newsgroups, includ-
ing some on political discussion (alt.politics, it.politica), recreational activities
and hobbies (rec.outdoors.rv-travel, rec.music.beatles), and general news or
ads (news.lists.filters, alt.marketplace.online.ebay). This crawl produced
around 10 million posts in total. Most groups had between 1,000 and 5,000 users, with some as
few as 20.

Yahoo! groups.
Yahoo! groups is a popular online groups application. We chose public groups from Yahoo

that had the following characteristics: (a) moderated, (b) active (not deleted or suspended), (c) at
least ten messages, and (d) at least ten distinct users. This resulted in 13,102 groups in the dataset
with over 14.9 million posts. The groups in our data included ones such as WrestlingGear,
cookbook-reviews, IndianaSPCA, welcometomorocco, neurosurgeonsclub,

1While a number of other sampling methods were considered, we chose this one for simplicity; due to the
structured nature of Usenet, this was a reasonable method. The complete list of newsgroups used may be found at
www.cs.cmu.edu/̃ mmcgloho/data/usenet.html.
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etc. These groups covered a broad set of topics and interests. Most groups contain 500 to 5,000
users, with some as few as ten (our minimum threshold for including in the dataset). The data
was collected in January 2010.

Thread and author network construction

One method of looking at patterns of information diffusion is extracting threads, conversation
trees of replies. The algorithm for thread induction in message boards is simple. Each post is
labeled with a message-ID and references. References may be numerous: for our purposes we
take the last one on the list, as it is the most recent and therefore the direct reply. Other references
already occur further up in the tree. This forms several cascades, each one being one thread. Each
message has at most one parent, and of the entire network of posts each connected component
represents a thread, which may stretch across several groups (thanks to cross-posts).

From the post-reply trees one can induce a social network topology of authors. Every mes-
sage has an e-mail address to identify the message author. The resultant social network is
weighted for multiple links between two authors. This is similar in spirit to inducing a net-
work of blogs based on citations of posts (as we described). As a point of reference, there are
around 0.5 million authors total, and 4.7 million unique edges between them.

We next use the data described to explore patterns of conversations in networks and attempt
to model the observed behaviors.
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Chapter 6

Patterns of network conversation

PROBLEM STATEMENT: Given a set of interactions in an online environment– from blogs,
message boards, or other media– what structural and temporal patterns can we identify in the
cascades formed by these interactions?

In this part we take a more fine-grained approach to the structure of networks than in Part I.
Specifically, we will address the interactions between entities in networks, in two online domains:
blogs and online groups, as described in the previous chapter. We will extract cascades from
the data, and also study the topological aspects of these cascades. We will aim to answer the
following questions:
• What are the temporal patterns of conversations in online interactions? What is the distri-

bution of inter-posting times in blogs? How quickly do in-links to a given blog post decay?
What activities have bursty behavior?

• What are typical shapes of cascades? Do most conversations follow “star” patterns, longer
“chains,” or something in-between?

• What is the pattern of degree distributions within cascades? How does this vary by level?
• What are patterns of authorship in conversations?

We begin with patterns found in blogs, and follow with patterns found in online groups such
as Usenet and Yahoo! Groups.

6.1 Blogs
We analyze properties of cascades formed by hyperlinks between blogs.

The cascade extraction procedure was described in Section 5.1.1 on page 54.

6.1.1 Pattern 1: Popularity decay power law
First we examine temporal properties, such as how a post’s popularity grows and declines over
time. We collect all in-links to a post and plot the number of links occurring after each day fol-
lowing the post. This creates a curve that indicates the rise and fall of popularity. By aggregating
over a large set of posts we obtain a more general pattern.

67



0 20 40 60
10

0

10
1

10
2

10
3

10
4

Days after post

N
um

be
r 

of
 in

−
lin

ks

10
0

10
1

10
2

10
0

10
1

10
2

10
3

10
4

10
5

N
um

be
r 

of
 in

−
lin

ks

Days after post

Posts

= 60853.80 x−1.46 R2=0.99

Figure 6.1: Number of in-links vs. the days after the post (a) linear scales, (b) log-log scales.
Power law fit to the data has exponent −1.46.

Figure 6.1(a) shows the post dropoff on linear scales, and Figure 6.1(b) shows the post dropoff
on log-log scale (normalized for weekly periodicity, see details in [140]).

We fit the power-law distribution with a cut-off in the tail (due to the fact that most posts
have complete in-links only for 30 days following publication). Again for the purposes of nor-
malization, we performed the fitting for all days of the week separately (Figure 6.1 shows dropoff
for posts first appearing on Monday), and found a stable power-law exponent of around −1.5,
which is exactly the value predicted by the model where the bursty nature of human behavior is
a consequence of a queuing process [19]. Thus,

Observation 6.1.1 (Blog in-link decay) The probability that a post written at time tp acquires
a link at time tp + ∆ is:

p(tp + ∆) ∝ ∆−1.5

6.1.2 Pattern 2: Inter-Posting Time

How often does a blogger write posts? Is there a distribution that will help predict the length of a
hiatus between posts in a blog? Through further analysis we discovered the following temporal
pattern, relating to how often bloggers pause between two posts (see Figure 6.2).

Observation 6.1.2 (Inter-posting Time for blog authors) The PDF of the Inter-Posting-Time
follows a power law of exponent -2.7. The inter-posting time is defined as the time between two
consecutive posts of the same blogger.

6.1.3 Pattern 3: Burstiness in blogs

For a given blogger, do we find periodicities or uniform behavior, or is the activity bursty? We use
the b-model as described in Section 5.1.2 to measure whether we can characterize blog behavior
as bursty. We focus on three time sequences: p(t) (posts over time), in-links i(t), out-links o(t),
downward conversation mass md(t), etc. Using the bursty view point and the “bias factor,” we
have the following observation:
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Figure 6.2: Inter-posting time in blogs.

Observation 6.1.3 (Burstiness in blogs) Most of the time series of interest are self-similar.
Most of the bias factors are in the 70% range, that is, much more bursty than uniform (Pois-
son).

See Figure 6.3 for sequences and entropy plots. Self-similarity in these cases is surprising:
one might expect the entropy plots to be parabolic, or piece-wise linear. Yet, most of them are
indeed self-similar! The uniform distribution (or Poisson arrivals) would lead to bias factors
around 50% (fifty-fifty splits), but the bias factors we measured are much larger. This burstiness
can perhaps be explained as a few posts “hitting a nerve” and attracting a lot of interest compared
to others.

6.1.4 Pattern 4: Common cascade shapes

Having examined temporal patterns, we shift our focus to structural patterns in cascades. To
obtain the examples of the common shapes and count their frequency we used the algorithms as
described in [139]. We give examples of common PostNet cascade shapes in Figure 6.4. Graphs
are ordered by frequency and the subscript of the label gives frequency rank. Thus, G124 is 124th

most frequent cascade with 11 occurrences.
Of the 2, 092, 418 cascades, 97% are trivial cascades (isolated posts), 1.8% are smallest non-

trivial cascades (G2), and the remaining 1.2% of the cascades are topologically more complex.
Most cascades can essentially be constructed from instances of stars and trees, which can

model more complicated behavior like that shown in Figure 6.4. Cascades tend to be wide, and
not too deep. Structure G107, which we call a cite-all chain, is especially interesting. Each post
in a chain refers to every post before it in the chain.

Observation 6.1.4 (Cascade shapes) We find that the cascades found in the graph tend to take
certain shapes preferentially, stars being more common than chains.

Also notice that cascade frequency rank does not simply decrease as a function of the cascade
size. For example, as shown on Figure 6.4, a 4-star (G4) is more common than a chain of 3 nodes
(G5). In general stars and shallow bursty cascades are the most common type of cascades.
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Figure 6.3: Blogging behaviors are bursty: in-links, conversation mass and number of posts,
over time, for the www.MichelleMalkin.com blog. The top row shows the data sequences,
and the bottom row shows the entropy plots (see text - entropy versus resolution r′): they are all
linear, which means that the time sequences are self-similar. (Uniform behavior would have bias
factor of 0.5, while the observed bias factor is higher.)
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Figure 6.5: Size distribution over all cascades (a), only stars (b), and chains (c). They all follow
heavy tailed distributions with increasingly steeper slopes.

6.1.5 Pattern 5: Cascade Size Distribution

What distribution do cascade sizes follow? Does the probability of observing a cascade on n
nodes decreases exponentially with n? We examine the Cascade Size Distributions over the
bag of cascades extracted from the PostNet. We consider three different distributions: over all
cascade size distribution, and separate size distributions of star and chain cascades. We chose
stars and chains since they are well defined, and given the number of nodes in the cascade, there
is no ambiguity in the topology of a star or a chain.

Figure 6.5 gives the Cascade Size Distribution plots. Notice all follow a heavy-tailed dis-
tribution. We fit a power-law distribution and observe that overall cascade size distribution has
power-law exponent of ≈ −2 (Figure 6.5(a)), stars have ≈ −3.1 (Figure 6.5(b)), and chains are
small and rare and decay with exponent ≈ −8.5 (Fig. 6.5(c)).

Observation 6.1.5 (Cascade size power law) Probability of observing a cascade on n nodes
follows a Zipf distribution:

p(n) ∝ n−2

We also observe power laws with the sizes of particular shapes, such as stars and chains.
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6.1.6 Pattern 6: Collisions of cascades
By the definition we adopt for blogs, the cascade has a single initiator node, but in real life one
would also expect that cascades collide and merge. As illustrated in Figure 5.2(c) on page 55,
there are connector nodes which are the first to bring together separate cascades. As the cascades
merge, all the nodes bellow the connector node now belong to multiple cascades. We measure
the distribution over the connector nodes and the nodes that belong to multiple cascades.

First, we consider only the connector nodes and plot the distribution over how many cascades
a connector joins (Figure 6.6(a)). We only consider nodes with out-degree greater than 1, since
nodes with out-degree 1 are not connecting multiple cascades. There are still posts that have
out-degree greater than 1, and connect only one cascade. These are the posts that point multiple
out-links inside the same cascade (e.g. G12 and G107 of Figure 6.4). The dip the at the number
of joined cascades equal to 1 in Figure 6.6(a) gives the number of such nodes.

As cascades merge, all the nodes that follow belong to multiple cascades. Figure 6.6(b) gives
the distribution over the number of cascades a node belongs to. Here we consider all the nodes
and find out that 98% of all nodes belong to a single cascade, and the rest of distribution follows
a power-law with exponent −2.2.

Observation 6.1.6 (Collisions in blog cascades) The number of cascades a post in a blog joins
follows a power law, with exponent −2.2. Collision nodes (nodes with out-degree greater than
1) also follow a power law in number of cascades joined, with exponent −3.1.
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Figure 6.6: Distribution of joined cascades by the connector nodes (a). We only consider nodes
with out-degree greater than 1. Distribution of a number of cascades a post belongs to (b); 98%
of posts belong to a single cascade.
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6.2 Both blogs and groups
While some patterns in blogs (collisions) are not relevant for groups, some patterns were ob-
served in both blog and groups data.

6.2.1 Pattern 7: Cascade size vs. depth and breadth
As suggested by Figure 6.4, most blog cascades follow tree-like shapes. To further verify this we
examine how the diameter, defined as the length of the longest undirected path in the cascade,
and the relation between the number of nodes and the number of edges in the cascade change
with the cascade size in Figure 6.7.

This gives further evidence that the cascades are mostly tree-like. We plot the number of
nodes in the cascade vs. the number of edges in the cascade in Figure 6.7(a). Notice the number
of edges e in the cascade increases almost linearly with the number of nodes n (e ∝ n1.03). This
suggests that the average degree in the cascade remains constant as the cascade grows, which
is a property of full m-ary trees, such as stars. Next, we also measure cascade diameter vs.
cascade size (Figure 6.7(b)). We plot on linear-log scales and fit a logarithmic function. Notice
the diameter increases logarithmically with the size of the cascade, which means the cascade
needs to grow exponentially to gain linear increase in diameter, which is again a property of the
balanced trees and very sparse graphs.

In groups data, we study the distribution of cascade sizes and depth (which is the length of
the maximum path to a leaf from the root in a thread). Figure 6.7(c) shows the size and the depth
distribution in USENET. As we note, not surprisingly, these are both heavy-tailed.

Next, we consider the relationship between size and depth: what is the average depth of a
thread of a given size? Figure 6.7(c-d) plots this data. It somewhat surprising that there is a power
law relationship between size and depth: the size is roughly quadratic in depth. This observations
hints that traditional models such as preferential attachment are probably insufficient to model
conversation threads, since such models generate graphs with logarithmic diameter.

Observation 6.2.1 (Sizes and dimensions of cascades) Size vs. depth appears to follow a
power law, while size vs. breadth appears logarithmic.

6.2.2 Pattern 8: Cascade degree
We also observe the degree distributions of the cascades. This means that, for blogs, from the
PostNet we extract all the cascades and measure the overall degree distribution. Essentially we
work with a bag of cascades, where we treat a cascade as separate disconnected sub-graph in a
large network. For groups, only in-degree is considered (as all posts have out-degree 1).

Figure 6.8(a) plots the out-degree distribution of the blog cascades. Notice the cascade out-
degree distribution is truncated, which is the result of not perfect link extraction algorithm and
the upper bound on the post out-degree (500). Figure 6.8(b) shows the in-degree distribution of
the bag of cascades.

Observation 6.2.2 (Cascade degree distribution) Cascade degree distribution follows a
power law, with exponent about −2 in blogs for in-degree and −2.2 for out-degree.
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Figure 6.7: (a-b): Diameter and the number of edges vs. the cascade size. Notice that diameter
increases logarithmically with the cascade size, while the number of edges basically grows lin-
early with the cascade size. This suggests cascades are mostly tree-like structures. (c-d): Usenet
size and depth distributions. The size is superlinear with depth, suggesting that cascades are
neither complete chains nor complete stars.

From Figure 6.9(a), it is arguable that the degree distribution for Usenet is close to a power
law, i.e., p(k) ∝ k−α for some α > 2.

6.2.3 Pattern 9: Per-level degree distribution
Is the degree distribution independent of the level of a thread? Figure 6.9(a) shows the degree
distribution at each level of a Usenet thread (the root is assumed to be at level 1). The distribution
becomes “steeper” with the level since having more children becomes less likely at higher levels.

Interestingly, we do not observe this pattern in blogs: there, the steepness appears constant.
Figure 6.9(b) plots the in-degree distribution of nodes at level L of the cascade. A node is at level
L if it is L hops away from the root (cascade initiator) node. Notice that the in-degree exponent
is stable and does not change much given the level in the cascade. This means that posts still
attract attention (get linked) even if they are somewhat late in the cascade and appear towards the
bottom of it.

Observation 6.2.3 (Per-level degree distribution in cascades) While by-level degree distribu-
tion is heavy-tailed, the slope is constant in blogs but not for groups.
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6.3 Usenet and discussion groups
In groups we have also begun to study authorship patterns. Most of the observations are illus-
trated for USENET; the Y! groups dataset, as well as Twitter, follow mostly similar qualitative
patterns, although the actual parameters vary.

6.3.1 Pattern 10: Authorship in cascades
What are properties of authors of messages in a thread (that is, a cascade in an online group)?
We first consider the size of a thread and the average number of distinct authors in the thread.
We also consider the average of the most number of times an author occurs in a thread. Figure
6.10 shows these plots. We find that there is a polynomial relationship between the size of a
thread and the number of authors participating in the thread. In fact, this relationship is very
reminiscent of the Heap’s Law in information retrieval [100], which relates the vocabulary size
to the document collection size.

Observation 6.3.1 (Authorship in cascades) Super-linear behavior characterizes authorship
in groups. As the number of authors increases, the thread becomes super-linearly larger.
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6.4 Summary of patterns and contributions
In this chapter we have studied cascades extracted from various online media. We have looked
at temporal as well as structural patterns.

We found that the popularity of posts drops off with a power law distribution. Intuition might
lead one to believe that people would lose interest in a post topic in an exponential pattern.
However, since linking patterns are based on the behaviors of individuals over several instances,
much like other real-world patterns that follow power laws such as traffic to Web pages and
scientists’ response times to letters [203], it is reasonable to believe that a high number of indi-
viduals link posts quickly, and later linkers fall off with a heavy-tailed pattern. In fact, the slope
of the dropoff in log-log scale had a value of 1.59, which is reasonably close to the value of 1.5
of correspondence response times in the work of Vázquez et. al.

In this work we have focused on in-link behaviors of blog posts. However, we believe that
connector nodes also play an important part in the blogosphere, and would like to develop a plau-
sible model to explain behavior of different out-linking patterns among blogs. We will address
this in the next chapter.

In summary, the patterns are as follows:
• Temporal Patterns: Inter-posting time and in-link decay both follow power laws. Almost

all activity in blogs is characterized by burstiness.
• Several power laws in the structure of cascades. Cascade shapes in blogs tend toward stars,

more than chains, and follow power laws in size. The degree distribution in cascades fol-
lows a power law; however, the degree per-level in cascades follow different distributions.

• Number of authors per cascade has fortification behavior: adding more authors requires
superlinearly more nodes to be added.

Additional case studies in blogs and online groups may be found in the Appendix.
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Chapter 7

Models of network conversation

PROBLEM STATEMENT: Given knowledge of several temporal and cascade patterns in online
social networks, (power law in in-links, cascade shapes and sizes, etc.) can we propose intuitive
models that will generate this behavior?

Having explored patterns of cascades, we seek to determine generative models to mimic this
behavior. Generative models help explain some of the behavior observed, suggesting certain
human behavioral processes over others and allowing for better forecasting. As we approached
analyzing the patterns differently for groups and blogs, we also will use different generative
models. The nature of linking blogs and groups is different: groups are centralized, which
makes it easier for a reader to view all postings, rather than following a few blogs. Therefore, a
model successful for generating groups behavior will not necessarily be realistic for blogs, and
vice versa.

We begin by modeling cascades in groups. To set up a baseline, we begin by exploring a
branching process model to generate cascades. We notice that it fails to produce any realistic
behaviors. We improve upon this baseline by proposing an alternate model, the Time-Identity
model, which generates cascades by a modified form of preferential attachment (which also takes
into account recency), assigns identities by a Polya urn process, and obeys the patterns found in
online groups.

We then propose models for generating blog behavior. The first proposed model for blogs
is the Cascade Generation Model, which uses the induced social network and shows how an
epidemiological model (SIS) on the network will produce realistic cascade properties. This gives
credence to epidemiological models for diffusion in networks. Finally, we attempt to build the
blog network from scratch as well as generate cascades, which we successfully do with the
BlogModel.

7.1 Models for online groups

Can we develop a process to produce realistic cascades found in groups? We will first propose a
baseline model, show that it is unrealistic, and then propose a more realistic model.
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7.1.1 A baseline: Branching processes
The Galton-Watson branching process [98] is a classical model for generating a random tree in
probability theory, making it an intuitive starting point. This models many phenomena like the
growth of a population [34]. We study this model as a generative model for threads, and discuss
properties of the real conversations that it does or does not satisfy. This is perhaps the most basic
tree generation model, and serves as a benchmark for us, similar to the role the Erdös-Renyi
graph plays in graph generation models.

Definition of baseline BP-MODEL

Recall that in branching processes, each individual in generation i produces a random number of
individuals in generation i + 1 according to a probability distribution. These random numbers
are drawn independently for different nodes.

Let p be a fixed probability distribution on non-negative integers. The messages in a thread
are generated by the following process. Each thread starts with a root node and proceeds in
discrete steps. At the ith step of the process, each leaf at the ith level of the thread constructed
so far independently generates a certain number of children according to the distribution p, i.e., a
leaf u has k children with probability p(k). If k = 0, then u is a leaf. If k > 0, then the children
of u participate in the (i+1)st step. The process terminates when there are no more new children.

Notice that the only parameter of the model is the distribution p. We can fit the real dataset to
BP-MODEL and compute the maximum likelihood estimate for this parameter: p(k) is estimated
to be the fraction of nodes with k children in the data; it can be easily shown that this is indeed
the maximum-likelihood estimator. BP-MODEL can simulate the inferred distribution in order
to generate the threads.

Analysis of BP-MODEL

Let Zi be the random variable denoting the number of children at the ith level of the threads, and
µ be the mean number of children of a node. Let Z =

∑
i Zi be the random variable denoting

the size of the thread. From the definition of a branching process, the mean size of a thread is
given by the recurrence

E[Z] = 1 +
∞∑

i=1

ip(i)E[Z] =⇒ E[Z] = (1− µ)−1.

In our case, from µ < 1 for all datasets tested (Y! Groups, Usenet, and Twitter), the branching
process dies out almost surely.

We now analyze the tails of two properties of the threads generated by the model, namely,
their size and their depth. We first show that the tail of the size distribution is qualitatively similar
to that of the degree distribution. Let X ∼ p be a random variable distributed according to p.
Lemma 2 For any i > 0 and k > 0, E[Xk] <∞ if and only if E[Zk

i ] <∞.

Proof 3 It is easy to see that the size distribution stochastically dominates the degree distri-
bution. Therefore, if the degree distribution does not have a finite kth moment, then the size
distribution also does not have a finite kth moment.

78



Conversely, we show that if the degree distribution has a finite kth moment, then the kth
moment of the size distribution is also finite. For simplicity, we illustrate this for k = 2. From
the basic theory of branching processes [98], the generating function for Zi is given by the ith
iterate fi of the generating function f of p. The second moment of Zi is given by f ′′i (1). We know
that f ′1(1) = f ′(1) = µ and let f ′′1 (1) = f ′′(1) = ν < ∞ by assumption. It is also easy to see
that f ′′i (1) = µi. By simple calculations, one can obtain the recurrence

f ′′i (1) = f ′(1)f ′′i−1(1) + f ′′(1)(f ′i−1(1))2 = µf ′′i−1(1) + νµ2(i−1),

from which

f ′′i (1) = iνµi+1µ
i − 1

µ− 1
<∞.

An important corollary of the above lemma is the following:

Theorem 5 The distribution of the size of the tree generated using a branching process follows
a power-law distribution, if and only if the distribution of the number of children is a power law.

Proof 4 If the Z’s tail follows a power law with exponent−k, then its kth moment is infinite. So,
in order to have power-law tails, some E(Zk

i ) must be infinite. This is the case if and only if the
corresponding E(Xk) is infinite (X is a power law).

Next, we analyze the depth of threads generated by the model. We show that the depth has
an exponential vanishing tail.
Lemma 3 If µ < 0, the probability that the tree generated by the branching process has depth
at least i is exponentially small in i.

Proof 5 The expected number of children in the ith generation is given by E[Zi] = µi. For a tree
to have depth at least i, this number must be at least 1. By the Markov inequality, the probability
of this event is at most Pr[Zi ≥ 1] ≤ E[Zi] = µi.

From this, we see that the distribution of depths of threads generated by BP-MODEL does not
have a power law tail.

Drawbacks of BP-MODEL

The main advantage of BP-MODEL is its conceptual simplicity. Furthermore, it is also easy
to estimate the parameters of the model, and as we observed, the parameter (i.e., the degree
distribution) can be succinctly approximated by a power law. By Lemma 2, it also leads to a
power-law size distribution, provided the degree distribution is a power law (see Figure 6.7).

The main drawbacks of BP-MODEL are the following.
(1) The model, while generative, is not on-line. Furthermore, it does not naturally produce

many properties: the degree distribution is stipulated and the messages are created according to
this distribution. In this sense, this model is similar to the configuration model [161] in random
graph theory, where a random graph with a specified degree sequence is generated. The model
does not try to abstract the social processes behind the creation of messages and the growth of
threads.

(2) This model cannot capture the depth distributions of threads that are observed in reality
(Figure 6.7(c)). From Lemma 3, we know that the depth cannot be a power law; this is seen in
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Figure 7.1: Size and depth distribution of threads using BP-MODEL (with p estimated from
USENET).

Figure 7.1. BP-MODEL also cannot capture the quadratic relationship between size and depth in
Figure 6.7(d).

Moreover, the size distribution generated by the model has a tail that is quantitatively similar
to that of the degree distribution. However, in reality, the size distribution has a flatter tail than
the degree distribution.

(3) In the branching process model, the number of children at each node is determined by
a single distribution. However, this is not realistic for groups, as was shown in Section 6.2. A
vanilla branching process model cannot capture this phenomenon (although varying the branch-
ing factor at different depths would).

(4) The branching process model does not capture the order in which the messages are cre-
ated, i.e., the timestamps associated with the messages are left out. Furthermore, the model does
not capture the author of messages. These are two critical parameters that distill the essence of
conversations in social settings, so we attempt to improve upon this model.

7.1.2 TI-Model

Having rejected BP-MODEL, we propose a new model for the growth of threads of conversation.
Our proposed TI-MODEL (for “time-identity model”) has two mechanisms: generating cascades
and assigning authorship.

Our intuition is as follows. Under preferential attachment, messages that have already re-
ceived many replies are more likely to receive a new reply, which would lead to older posts
gaining the most followers. Paradoxically, as suggested by the Popularity Decay power law
(Section 6.1.1, page 67), new messages receive more attention than old ones. This effect might
not be very pronounced in the growth of networks such as the Web where the nodes (webpages)
have a relatively long “lifespan.” On discussion forums and in blogs, however, messages quickly
become outdated, and there is a clearly observable tendency that a new message added to a
thread is in response to a relatively recent message. Our model captures this fact by attaching
new nodes to posts in a preferential process that is based not only on high degree, but also on
recency. Furthermore, we assign authorship based on intuitive behaviors of responses.

80



Definition of proposed TI-MODEL

We now give a formal definition of TI-MODEL in two phases: cascade generation and author
assignment.

TI-MODEL cascade (thread) generation. We assume a thread grows in discrete time steps.
Each time, either a decision is made to stop the thread (i.e., no more message will be added to it),
or to add a message in reply to one of the current messages in the thread denoted by v (i.e., the
new vertex will be added as a child of v). The probability of the latter decision depends on two
parameters of the vertex v. One parameter is the current degree of v. We denote this by degv.
The other parameter, called the recency of v and denoted by rv, is the number of time steps since
v was added to the thread.

In general, we take the probability of the decision to add a child to v to be proportional to
some function h(degv, rv) of the degree and recency of v, and the probability of death to be
proportional to a constant δ. That is, the probability of adding a child to v is h(degv ,rv)∑

u h(degu,ru)+δ
and

the probability of termination is δ∑
u h(degu,ru)+δ

, where the summation in the denominator is over
all nodes u currently in the thread.

We focus on a particular form of the function h: when h is a linear combination of degv and
and an exponentially decreasing function in rv. That is, h(degv, rv) = αdegv + τ rv for constants
α ≥ 0 and τ ∈ (0, 1). We choose this form of function because of the following reasons.

(1) An exponential “discounting” function like τ rv is the simplest way to model dependence
on time.

(2) A linear combination is perhaps the simplest and most natural way to combine the recency
and degree1.

(3) Considering a linear combination (as opposed to, e.g., the square root of the degree plus
the exponential discount) allows us to compute the denominator of the probability expressions
independent of the current degrees, and this makes this model particularly amenable to mathe-
matical analysis.

Note that both the degree and recency components play a role in generating different types
of threads. If the former plays a prominent role, then we get “bushy” threads, where many
messages are in response to a single earlier message. If the latter plays a prominent role, then we
get “skinny” threads, where the thread is essentially a path and messages appear in succession as
a cascade of responses.

TI-MODEL author assignment. In addition to understanding the process by which the thread
structures are generated, we also want to understand who is responsible for generating the reply
message. Therefore, we extend the model to author identity. The motivation is that authors tend
to respond to responses to their own earlier messages. Thus, when a new message v arrives as a
child of message u in a thread t, the author a(v) is likely to be chosen from the set {a(w)} for

1Another natural alternative that we considered is the product of the degree with the exponential discounting
term (h(degv, rv) = τ rvdegv). While this formulation might makes sense intuitively, it does not generate graphs
similar to what we see in practice. In particular, the exponential discounting factor does not let the degrees of the
vertices to grow to a heavy-tailed distribution. We have also done simulations with a few other reasonable choices
of h, and did not observe fundamentally different results.
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some w along the path from u to root(t). (There is a slight caveat that w is unlikely to be u since
a(v) is most likely not the same as a(u).)

The above observations, combined with the empirical evidence of Heap’s law (Figure 6.10),
suggests a modified Polya urn process in order to reproduce author identity patterns. When a new
message v arrives with u = parent(v), then a(v) is chosen according to the following process.
Let A′(v) = path(parent(v)).

a(v) =





a(w), w ∈′A (v) wp. γ
u wp. ε

a ∈A wp. 1− γ − ε

Note that this can also be viewed as a variant of the copying model [127]: with probability
γ > 0, we copy one of the authors from path(parent(u)); with probability ε � min(γ, 1 − γ),
we copy u itself; and with the remaining probability, we choose a random author from A. By
this process, the probability that an author is chosen is dependent on the number of times he/she
already authored a message in the path to the root (as well as the position of those messages).

From data, it is easy to statistically learn the parameters γ and ε of TI-MODEL. It is possible
to show that the above modified Polya urn process generates a heavy tail for the number of
occurrences of an author on a path (proof omitted). However, it seems much harder to analyze
the number of occurrences in a tree, since different paths share nodes.

Analytical validation of TI-MODEL

In this section we show that the degree distribution of graphs generated from TI-MODEL defined
above has a heavy tail.

Theorem 6 Let G be a thread with n nodes generated from the model in the above section with
h(degv, rv) = αdegv + τ rv . Then for every d, the fraction of nodes of G that have at least d
children is at least Ω(d−1).

Proof 6 (Sketch) We start by observing that with h(degv, rv) = αdegv + τ rv , at the time that
the thread has k nodes we have

∑

u

h(degu, ru) = α(k − 1) +
k∑

j=1

τ j < α(2k − 2) + τ/(1− τ).

Now, we consider the ith vertex added to the thread, and study the growth of the degree of this
node at time t, as t grows. We denote the degree of this node at time t by di(t). Note that di(t)
is a random variable, and di(t + 1)− di(t) is either one (if the (t + 1)’st node connects to i) or
zero (if it doesn’t). The probability that di(t+ 1)− di(t) = 1 is

h(degv, rv)∑
u h(degu, ru) + δ

=
αdi(t) + τ t+1−i

∑
u h(degu, ru) + δ

>
αdi(t)

αt+ τ/(1− τ)
.

Therefore, we have

E[di(i+ 1)] ≥ 1 (7.1)
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Dataset α τ δ
USENET 0.1 0.94 0.4

Y!GROUPS 0.7 0.95 0.8

Table 7.1: Parameters of TI-MODEL.

and

E[di(t+ 1)]− E[di(t)] >
αE[di(t)]

αt+ τ/(1− τ)
. (7.2)

We couple the sequence of random variables di(i+1), di(i+2), . . . with another sequence which
instead of the inequalities (7.1) and (7.2), satisfies the corresponding equalities. We call these
random variables d′i(t). By coupling, di(t) stochastically dominates d′i(t). Therefore, it is enough
to prove the desired lower bounds on d′i(t) instead of di(t). To do this, we first calculate the
expected value of d′i(t), which we denote by EDi(t). This can be calculated from the recurrence
relations given by (7.1) and (7.2). The solution of these recurrences is

EDi(t) =
αt+ τ/(1− τ)

α(i+ 1) + τ/(1− τ)
.

The above equation can be proved easily by induction on t using recurrences given by (7.1) and
(7.2). This means that for every i, the expected degree of the ith node of the thread grows at least
linearly with time. Furthermore, the sequence of random variables d′i(t) defines a martingale,
and therefore by standard martingale concentration inequalities [165], if t − i is large enough,
the value of d′i(t) is concentrated around its expectation. Putting these together, we obtain that
for t = n large enough and i < n−O(1), with a large probability, we have

di(n) >
αt

2(αi+ τ/(1− τ))
.

This means that the number of nodes that have degree at least d is bounded from below by the
number of i’s satisfying αi+τ/(1−τ) < 0.5αn/d, which is Θ(n/d). Thus, the fraction of nodes
having degree at least d is at least Θ(d−1) QED

Empirical validation of TI-MODEL

We next estimate the parameters of TI-MODEL from the data and simulate the model to see if the
statistics match the empirical ones. The parameters are estimated through a simple grid search
and maximum likelihood computation. Table 7.1 shows the parameters of TI-MODEL estimated
from the data.

We consider the size vs. depth relationship and the degree distribution conditioned at each
level, to see if these resemble the empirical observations. Figure 7.2 shows these plots for
USENET, simulated using the parameters from Table 7.1. These show that TI-MODEL is able to
reasonably capture the empirical observations.

Finally, we consider the number of unique authors as a function of thread size, by using TI-
MODEL. Figure 7.2(c) shows the plot. We can see that this is reasonably consistent with the
observation we made in Section 6.3.
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Figure 7.2: (a) Size vs. depth. Notice that the model successfully reproduces a power law
relationship between size and depth. (b) Per-level degree distribution for TI-MODEL simulation
of USENET. (c) Unique authors vs. thread size in TI-MODEL. Notice we successfully reproduce
the power law observed in real data.

Using EM, we fit the TI model to various data, and used the fitted parameters to help charac-
terize the groups. This application is shown in Appendix A.

7.2 Models for blogs
Blogs are less centralized than groups– groups tend to form communities around a certain topic,
while community detection in blogs is less obvious. Perhaps because of this, diffusion between
blogs is more easily understood: there is a more clear social network formed by the hyperlinks
between posts, while in groups the induced social network formed by replies is less visible to the
average user. Therefore, we seek to find an appropriate model for blog conversations.

What is the underlying process that generates cascades in blogs? Our goal here is to find a
generative model that generates cascades with properties observed in Section 6.1. Here our focus
is to model blog behavior, rather than groups behavior, and to test whether an epidemiology-
based model produces reasonable behavior.

7.2.1 Cascade Generation Model for blogs
We present a conceptual model for generating information cascades that produces cascade graphs
matching several properties of real cascades. The model is intuitive and requires only a single
parameter that corresponds to how interesting (easy spreading) are the conversations in general
in blogs.

Intuitively, cascades are generated by the following principle. Using the observed BlogNet,
a post is posted at some blog, other bloggers read the post, some create new posts, and link the
source post. This process continues and creates a cascade. One can think of cascades being
a graph created by the spread of the virus over the BlogNet. This means that the initial post
corresponds to infecting a blog. As the cascade unveils, the virus (information) spreads over the
network and leaves a trail. To model this process we use a single parameter β that measures how
infectious are the posts on the blogosphere. Our model is very similar to the SIS (susceptible-
infected-susceptible) model from the epidemiology [101]. We next formally describe Cascade
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Generation model.

Definition of proposed Cascade Generation model

We begin with the induced BlogNetformed by already-observed behavior. Each blog is in one of
two states: infected or susceptible. If a blog is in the infected state this means that the blogger
just posted a post, and the blog now has a chance to spread its influence. Only blogs in the
susceptible (not infected) state can get infected. When a blog successfully infects another blog,
a new node is added to the cascade, and an edge is created between the node and the source of
infection. The source immediately recovers, i.e. a node remains in the infected state only for
one time step. This gives the model ability to infect a blog multiple times, which corresponds to
multiple posts from the blog participating in the same cascade.

More precisely, a single cascade of the Cascade Generation model is generated by the fol-
lowing process.

(i) Uniformly at random pick blog u in the BlogNet as a starting point of the cascade, set its
state to infected, and add a new node u to the cascade graph.

(ii) Blog u that is now in infected state, infects each of its uninfected directed neighbors in
the BlogNet independently with probability β. Let {v1, . . . , vn} denote the set of infected
neighbors.

(iii) Add new nodes {v1, . . . , vn} to the cascade and link them to node u in the cascade.

(iv) Set state of node u to not infected. Continue recursively with step (ii) until no nodes are
infected.

We make a few observations about the proposed model. First, note that the blog immediately
recovers and thus can get infected multiple times. Every time a blog gets infected a new node is
added to the cascade. This accounts for multiple posts from the blog participating in the same
cascade. Second, we note that in this version of the model we do not try to account for topics or
model the influence of particular blogs. We assume that all blogs and all conversations have the
same value of the parameter β. Third, the process as described above generates cascades that are
trees. This is not big limitation since we observed that most of the cascades are trees or tree-like.
In the spirit of our notion of cascade we assume that cascades have a single starting point, and
do not model the collisions of the cascades.

Empirical validation of Cascade Generation model

We validate our model with extensive numerical simulations. We compare the obtained cascades
towards the real cascades extracted from the PostNet. We find that the model matches the cascade
size and degree distributions.

We use the real BlogNet over which we propagate the cascades. Using the Cascade Genera-
tion model we also generate the same number of cascades as we found in PostNet (≈ 2 million).
We tried several values of β parameter, and at the end decided to use β = 0.025. This means
that the probability of cascade spreading from the infected to an uninfected blog is 2.5%. We
simulated our model 10 times, each time with a different random seed, and report the average.
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Figure 7.3: Top 10 most frequent cascades as generated by the Cascade Generation model. No-
tice similar shapes and frequency ranks as in Figure 6.4.

First, we show the top 10 most frequent cascades (ordered by frequency rank) as generated
by the Cascade Generation model in Figure 7.3. Comparing them to most frequent cascades from
Figure 6.4 we notice that top 7 cascades are matched exactly (with an exception of ranks of G4

and G5 swapped), and rest of cascades can also be found in real data.
Next, we show the results on matching the cascade size and degree distributions in Figure 7.4.

We plot the true distributions of the cascades extracted from the PostNet with dots, and the results
of our model are plotted with a dashed line. We compare four properties of cascades: (a) overall
cascade size distribution, (b) size distribution of chain cascades, (c) size distribution of stars, and
(d) in-degree distribution over all cascades.

Notice a very good agreement between the reality and simulated cascades in all plots.
The distribution over of cascade sizes is matched best. Chains and stars are slightly under-
represented, especially in the tail of the distribution where the variance is high. The in-degree
distribution is also matched nicely, with an exception of a spike that can be attributed to a set
of outlier blogs all with in-degree 52. Note that cascades generated by the Cascade Generation
model are all trees, and thus the out-degree for every node is 1.

Discussion of Cascade Generation model

We also experimented with other, more sophisticated versions of the model. Namely, we in-
vestigated various strategies of selecting a starting point of the cascade, and using edge weights
(number of blog-to-blog links) to further boost cascades.

We considered selecting a cascade starting blog based on the blog in-degree, in-weight or the
number of posts. We experimented variants where the probability β of propagating via a link is
not constant but also depends on the weight of the link (number of references between the blogs).
We also considered versions of the model where the probability β exponentially decays as the
cascade spreads away from the origin.

We found out that choosing a cascade starting blog in a biased way results in too large cas-
cades and non-heavy tailed distributions of cascade sizes. Intuitively, this can be explained by
the fact that popular blogs are in the core of the BlogNet, and it is very easy to create large cas-
cades when starting in the core. A similar problem arises when scaling β with the edge weight.
This can also be explained by the fact that we are not considering specific topics and associate
each edge with a topic (some blog-to-blog edges may be very topic-specific) and thus we allow
the cascade to spread over all edges regardless of the particular reason (the topic) that the edge
between the blogs exists. This is especially true for blogs like BoingBoing that are very general
and just a collection of “wonderful things.”

It is surprising that the Cascade Generation model behaves so well despite its simplicity. It
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Figure 7.4: Comparison of the true data and the model. We plotted the distribution of the true
cascades with circles and the estimate of our model with dashed line. Notice remarkable agree-
ment between the data and the prediction of our simple model.

estimates cascade behavior without taking into account the numerical weight between links. That
we were able to obtain such realistic cascades with a constant value of β was also surprising: it
would seem intuitive that some topics are more “trendy” than others, and posts based on these
topics might gain more links by assuming a higher value of β.

7.2.2 Zero-crossing Model for blogs

An limitation of Cascade Generation model is that it requires the network to be pre-defined.
We would like to generate realistic behavior without this assumption—to intuitively model all
aspects of blogging behavior. Much like the Butterfly model of Chapter 4, we would like to
devise a set of principles or local rules that lead to emerging, macroscopic behavior that matches
patterns of Chapter 6.

Motivation and intuition of ZC

Realistic patterns are difficult to create naturally. While models such as RTM or the b-model
reproduce self-similar behavior, these model do not comply with our intuition of the blogger
behavior, which is generated online rather than planned in advance. Furthermore, we simulta-
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neously model topological and temporal behavior rather than one at a time. Some models fail
to do this in an emergent manner, such as the growth function in [107, 115], or the exponential
distribution in [121]; or require special assumptions such as a constant rate of answering emails
[203].

Baseline model: EXP model. Our proposed Zero-Crossing model puts together two very dif-
ferent aspects of the blogosphere, time and topology, properties that are much more difficult to
model jointly than when considered separately. As existing models usually consider modeling
single aspect of the blogosphere such as the mortality of blogs or the information propagation
there is no natural model to compare our model to. However, in order to have a baseline com-
parison, we devised a nontrivial model based on conventional wisdom of exponential post inter-
arrival times [121] and “rich get richer” linking behavior. We refer to it as the EXP model which
we define as follows. The inter-posting times for each blog are sampled from an exponential dis-
tribution with parameter λ. A blog then creates a post and links to another post that is chosen by
the “preferential attachment” rule [17]: the probability of linking to a post is proportional to its
current in-degree, which is a measure of its current popularity.

We will later compare patterns generated by our proposed model to the ones that EXP gen-
erates. Next we describe our zero-crossing model (ZC) based on a random walk on a line, which
is sketched in Figure 7.5.

ZC principles. Our model involves three major mechanisms:
• When would a blogger write a post? We propose a model based on zero-crossing of a

random walk on a discrete line.
• What does a blogger read and cite? Once a blogger has decided to blog, which other blogs

(if any) will he choose to read, and which posts inside those chosen blogs will he choose
to cite? Our idea here is related to the “exploit and explore” strategy: usually, the blogger
will choose one of the blogs he has chosen in the past (“exploit”), but occasionally he will
read a completely new blog (“explore”).

• How does a blogger follow-up?: Once a blogger decides to cite post Q, he may follow up
on it, and also cite some of the posts that Q is citing; the blogger may do that recursively.
We will refer to this mechanism as link expansion.

Next we describe the details of each of the mechanisms.

Definition of proposed ZCmodel

We detail the three main mechanisms, then combine them into one list of rules.

When a blogger writes a post. Our goal here is to generate realistic power-law inter-posting
times as well as bursty behavior, which will form the heart of our model. We propose the fol-
lowing mechanism: the blogger does a random walk on a line, and decides to post whenever he
is at state 0 (e.g., at his computer). At each time point, a blogger is in a state represented by
an integer. There are two possible transitions: with equal probability the blogger either adds or
subtracts 1 from his current state. The blogger publishes a post when his state is 0. In that sense,
the state of a blogger describes how far away he is from his computer (or equivalently, how far
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Figure 7.5: Our zero-crossing model ZC. Each blog behaves according to this model. Numbers
correspond to the steps of our ZC generative model.

he is mentally away from the blogging mode). The idea is that random events may distract him
to some other, nearby state; if there are too many successive distractions away from state 0, the
blogger will be away from his computer for a long time. This mechanism provably generates
bursty blogging activity: the blogging time-stamps are exactly the zero-crossings of a random
walk (Brownian motion), and it is known that their intrinsic (“fractal”) dimension is f = 0.5
[148, 188]. See Fig. 7.6 for examples of random walks.

Random walks have also been considered to model and explain how human make decisions
in uncertain environments, for instance see [41].

What a blogger reads and cites. In constructing a solution to this part of the problem, our goal
is to cause “rich get richer” behavior to generate power laws of in- and out-degree in the blog
network.

Once the blogger is ready to post, he may choose to initialize a new cascade (with probability
1− pL), i.e., a new post without any outlinks that others can then cite to create new information
cascade. The interesting modeling aspects arise in the opposite case, when the blogger decides
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when the random walk crosses horizontal axis which gives inter-posting times 2, 6, 6. Right, a
longer walk demonstrates the burstiness.

to comment on some other posts and join to an existing cascade.
How does he choose a post to comment on? We propose the following “exploit vs. explore”

mechanism, which reflects how humans act: the chosen post will usually belong to one of his
favorite blogs. However, once in a while, the blogger may want to cite a post on a completely
new blog. Thus, first the blogger decides whether to pick a post of a neighbor (‘favorite blog’) or
a post of a non-neighbor in the blog network. (This will create an emerging network as new links
are formed, unlike the CGM model which required a predefined social network.) Among the
neighboring blogs, possible candidates are blogs that have published a post since his last visit.
He prefers candidates that he preferred in the past, i.e. he chooses a blog proportionately to the
number of past links he has made to that blog. We call this the “exploit” mode, where blogger
visits favorite blogs that he found valuable/interesting in the past.

In the opposite case, with probability pE , the blogger goes into the “explore” mode and
chooses a blog he has never linked to before. In that case, he trusts the taste of the majority
and chooses a blog B proportionally with the total number in-links of B times the number of
posts of B. We expect a rich-get-richer setting, because blogs with many in-links probably have
higher quality and/or better word-of-mouth ratings, and thus will naturally attract the attention
of bloggers.

After choosing a blog, the blogger has to determine on which post to comment. He therefore
judges the posts based on their recency and their popularity, i.e., the probability of linking to a
post is proportional to the ratio of the number of in-links and the time since the publication of
the post.

How a blogger follows up. Now, our blogger can publish his post with a link to the chosen post.
He will consider to link to other posts that participated in the same conversation tree, in the same
way that scientific papers point to an earlier articleA, and often point to the citations ofA, and so
on recursively. Posts that are many hops away from the chosen post are less likely to be linked:
for each post and each path Π from the chosen post to that post he flips a biased coin and with
probability Π

|Π|
LE he links it.
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Notice that our proposed ZC model heavily relies on how the information flows through the
blogosphere. We exploit this both in a topological sense to model how bloggers create links and
in a temporal sense to model the dynamics at which new posts are being written.

This completes the description of our artificial blogger. After that, the blogger transitions out
of the active blogging state, and the next blogger begins the simulation, in a round-robin fashion.
Notice that all the three major steps in our blogger model have very simple, local behavior, with
no sophisticated distributions or constraints to guide our blogger. Yet, as we show next, this
simple model, repeated over all bloggers, leads to emerging behavior that matches the properties
and patterns found on the real blogosphere.

Full list of ZC rules.
Each blogger has 3 parameters: pL (prob. of a post creating an out-link), pE (prob. of

exploration mode), and pLE (prob. of expanding a link). All blogs start at position 0 and publish
a post in the first round. In each next round each blog A follows the 6 steps of Fig. 7.5:
1. Change state: With probability 1/2 add one to current state of A, and with probability 1/2
subtract one A’s state.
2. Create post: If A’s current state is not 0 then stop else continue with next step.
3. Initiate cascade: A creates a post P . With probability 1−pL, A initializes a new conversation
tree (P has no out-links) and stop else continue with next step.
4. Choose mode: With probability pE blog A is in “exploration” mode and with 1 − pE it is in
“exploitation” mode.

4.1. “exploitation” mode: Let N(A) be the set of neighboring blogs, blogs A previously
linked to. Then the probability of A choosing a neighboring blog B is: Pr[A chooses B] ∝
#links(A→ B)

4.2: “exploration” mode: A chooses a non-neighbor blog. Let N̄(A) be the set of blogs
with no in-links from A. The probability of choosing a non-neighbor B is: Pr[A chooses B] ∝
(#inlinks(B) + 1)(#posts(B) + 1)
5. Choose post: The probability of choosing a post Q in blog B is: Pr[A chooses Q] ∝

#inlinks(Q)+1
#rounds passed since publication+1

. A creates a link from its post P to the post Q of blog B.
6. Link Expansion: For each post R reachable from post P , for each path Π from P to R with
probability Π

|Π|
LE create a link from post P to post R.

Analytical validation of ZC Model

Theorem 7 The inter-posting times in ZC follow a power law distribution with exponent −1.5.
Proof 1 (Sketch) [168] We first note that the probability of posting at time t in our model (de-
noted by ut′) is zero for odd t′ and 2−t

′( t′

t′/2

)
otherwise. We can relate ut′ (for even t′ > 0) to the

probability of the inter-posting being t (denoted by pt) as follows:

ut′ =
∑

1≤t≤t′/2

p2tut′−2t

Solving for p2t we obtain p2t =
(2t
t )

(2t−1)22t
. Using Sterling’s formula in a limit analysis (t → ∞)

we obtain the result:
pt ∝ t−3/2
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Theorem 8 The blogging activity in our ZC Model is self-similar and bursty.

Proof 2 The fractal dimension of the zero-crossings of Brownian motion is is f = 0.5, see for
example [148, 188]. This result extends to our random walk which is a discrete version of
Brownian motion.

Empirical validation of ZC
We compare distributions of properties in the real blog cascades with those in the synthetic data
produced by ZCḞor comparison we also employ the baseline EXP model. We consider a model
to be good if it intrinsically produces patterns and properties similar to those found in the real
data. Note that statistical properties of conversations and blog behavior intrinsically emerge from
the model and were not in any way “forced.”

In our experiments, we chose the parameters pL, pE and pLE independently and uniformly at
random in [0, 1]. So, in the ZC model there are no parameters to set or tune. In order to achieve
a good basis of comparison between the real data and the synthetic data, we chose the number of
blogs in the simulation to be 45,000 and run it until 2.2 million posts are created.

Temporal Patterns. The first temporal property we measure is burstiness of time sequences.
From entropy plots of [152] we observe that the activity of most blogs is self-similar and bursty.
Our model ZC also creates bursty and self-similar activity, as can be seen in Figure 7.7(a). The
entropy plots plot the entropy versus resolution, that is H(W ), vs. log2(W ). The plots of the real
data and the synthetic data generated by ZC model are both linear which implies that the activity
is self-similar as discussed in section on information fractal dimension. Furthermore, both plots
have a slope different from 1, which implies that the activity is bursty and not uniform. Similar
plots can be found for most of the blogs [152] in the real data. In fact, our model provably
creates self-similar and bursty activity, see Thm. 8. In contrast, the EXP model does not create
self-similar activity (left middle plot of Figure 7.7). Moreover, we can extend the ZC model to
match the slope of the real data more accurate by modifying in an ad-hoc fashion the random
walk into a more general form of Brownian motion, a.k.a., anomalous diffusion [63].

We also successfully generate realistic inter-posting times, as shown in figure Figure 7.7(b)
(in log-log scales). Our model ZC matches the shape of the power law distribution perfectly.
In fact, the first return times (in our ZC model: the inter-posting times) follow a power law
distribution with exponent −1.5, as we showed in Thm. 7. In contrast, the inter-posting times of
the EXP model follow an exponential distribution.

The final temporal property is the blogosphere is the Popularity Decay power law: the number
of in-links a post published at time t obtains at time t + δ. The plot basically measures how
quickly does the popularity (number of on-links) of a post decay with its age. Figure 7.7(c)
depicts δ on the horizontal axis and it depicts the overall number of links that were created δ
time-ticks after the publication of the post it links to on the vertical axis. Again, note that the
power law discovered in [138] is matched more closely by our model ZC than by the EXP
model.

Where does this power law come from in our model ZC? A blogger chooses a post of a
blog by its recency and its number of in-links, that is, the probability is given by normalized
ratio of number of in-links and the time difference since the publication of the post. Since a
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Figure 7.7: Temporal patterns of the blogosphere: (a) real data, (b) EXP model, and (c) the
blogosphere as modeled by the ZC model. Notice ZC model outperforms EXP model and
matches the temporal characteristics of real blogosphere.

blog publishes at most one post per time-tick it follows that the PDF of the time differences that
occur in that selection of posts is the time difference multiplied by the number of in-links of the
corresponding post. Globally, a power law distribution of time differences emerges that matches
the real data.

Topological Patterns. Figure 7.8 shows that the power laws in the distribution of the blog and
post in-degree, and the Cascade Size power law, found by [138] are matched closely by our ZC
model. Not only ZC matches the shape perfectly, but it also matches the power law exponents
well: -1.94 versus -2.15 for the BID in Fig. 7.8(a); -1.3 versus -1.7 for the PID in Figure 7.8(b);
and -2 versus -1.97 for the Cascade Size power law in Figure 7.8(c). In contrast EXP model
only somewhat mimics the PID power law.2

Where do the power laws come from in our model ZC? The power laws of the in-degree
distributions can be explained by the fact that a blogA in the “exploration” mode chooses another

2The power law comes out more clearly if the model is run for longer time.
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(a) PID: Post In-Degree (b) BID: Blog In-Degree (c) SCT: Size of Cascades

Figure 7.8: Topological patterns of the blogosphere. Top: real blogosphere; Middle: EXP
model; Bottom: blogosphere as modeled by the ZC model. Notice ZC model outperforms EXP
model and matches the properties of real blogosphere.

blogB in order to link to a post published byB based on the number ofB’s in-links, which causes
a rich-get-richer phenomenon. This phenomenon leads to a power law distribution. Similarly, a
blog A publishing a post chooses another post P to create a link to P based on number of P ’s
in-links. Again, the resulting rich-get-richer phenomenon leads to a power law distribution.

Moreover, the ZC model also matches the power law of the distribution of the cascade sizes
(SCT) which is more surprising. Our model ZC is the first blog model that matches this power
law. The power law exponents are almost the same (-2 versus -1.97).

7.3 Summary of models and contributions

Each of the proposed models, TI-MODEL, Cascade Generation model, and ZC have their uses.
The Time-Identity model is useful for producing patterns found in online groups, and is also

easy to fit to real data with EM algorithm. This fitting will help allow us to characterize different
groups and compare the data.

We use the Cascade Generation Model to show that, given a network, an epidemiological
model does well in reproducing realistic cascade patterns. This paves the way toward the ZC
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Branching Process X X X ? ? X ? X ? X X X X X
Time-Identity X ? ? ? ? X X X ? X ? X X X

Cascade Generation ? X X X X X ? ? ? ? ? X X X
BlogModel X X X ? X X ? ? ? ? ? X X X

Table 7.2: A summary of properties exhibited by various models. A “?” indicates that experi-
ments have not been performed.

model. ZC uses random walks and recursive propagation, and reproduces not only the cascade
patterns, but also temporal patterns, and does not require a pre-existing network structure.

The reproduction of properties is summarized in Table 7.2.
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Part III

Network effects in action
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Having explored structural patterns in networks and interactions, what are some real-world
effects of network behavior? We next explore three applications. The first is a direct application
of network topology, with the goal of finding anomalous nodes in networks. Based on findings
in Chapter 3, we apply patterns to the local networks around nodes, or “ego-nets,” to pinpoint
anomalous nodes.

The second application uses network information and ideas of propagation to label nodes in
a network. We have a particular application of finding risky accounts in the general ledger of a
company. We propose SNARE, a method that uses flagging and belief propagation to produce
a ranked list of the “riskiest” nodes. We also show that this method is generalizable to other
labeling tasks, such as genres of blogs.

Finally, we address another ranking problem, that of ranking products and merchants in a data
set of online reviews. The reviews essentially produce a labeled bipartite graph between review
authors and review objects. We explore several statistical methods for ranking the products in
an attempt to provide a ranking that works better than average rating. We also propose a unique
evaluation method.

99



100



Chapter 8

Oddball: Anomaly detection

PROBLEM STATEMENT: Given a knowledge of patterns in real networks, how can we identify
anomalous nodes in a tractable, accurate, and explainable manner?

Given a large, weighted graph, how can we find anomalies? Which rules should be violated,
before we label a node as an anomaly? We propose the OddBall algorithm, to find such nodes.
The contributions are the following: (a) we discover several new rules (power laws) in density,
weights, ranks and eigenvalues that seem to govern the so-called “neighborhood sub-graphs” and
we show how to use them for anomaly detection; (b) we carefully choose features, and design
OddBall, so that it is scalable and it can work un-supervised (no user-defined constants) and
(c) we report experiments on many real graphs with up to 1.6 million nodes, where OddBall
indeed spots unusual nodes that agree with intuition.

8.1 Introduction

Given a real graph, with weighted edges, which nodes should we consider as “strange”? Appli-
cations of this setting abound: For example, in network intrusion detection, we have computers
sending packets to each other, and we want to know which nodes misbehave (e.g., spammers,
port-scanners). In a who-calls-whom network, strange behavior may indicate defecting cus-
tomers, or telemarketers, or even faulty equipment dropping connections too often. In a social
network, like Facebook and LinkedIn, again we want to spot users whose behavior deviates from
the usual behavior, such as people adding friends indiscriminately, in “popularity contests.”

The list of applications continues: Anomalous behavior could signify irregularities, like
credit card fraud, calling card fraud, campaign donation irregularities, accounting inefficien-
cies or fraud [22], extremely cross-disciplinary authors in an author-paper graph [195], network
intrusion detection [190], electronic auction fraud [49], and many others.

In addition to revealing suspicious, illegal and/or dangerous behavior, anomaly detection is
useful for spotting rare events, as well as for the thankless, but absolutely vital task of data cleans-
ing [58]. Moreover, anomaly detection is intimately related with the pattern and law discovery:
unless the majority of our nodes closely obey a pattern (say, a power law), only then can we
confidently consider as outliers the few nodes that deviate.
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Most anomaly detection algorithms focus on clouds of multi-dimensional points, as we will
describe in the survey section. Our goal, on the other hand, is to spot strange nodes in a graph,
with weighted edges. What patterns and laws do such graphs obey? What features should we
extract from each node?

We propose to focus on neighborhoods, that is, a sphere, or a ball (hence the name OddBall)
around each node(the ego): that is, for each node, we consider the induced sub-graph of its
neighboring nodes, which is referred to as the egonet. Out of the huge number of numerical
features one could extract from the egonet of a given node, we give a carefully chosen list, with
features that are effective in revealing outliers. Thus, every node becomes a point in a low-
dimensional feature space.

Main contributions in this chapter are:
1. Egonet patterns: We show that egonets obey some surprising patterns (like the Egonet

Density Power Law (EDPL), EWPL, ELWPL, and ERWPL), which gives us confidence to
declare as outliers the ones that deviate. We support our observations by showing that the
ERWPL yields the EWPL.

2. Scalable algorithm: Based on those patterns, we propose OddBall, a scalable, un-
supervised method for anomalous node detection.

3. Application on real data: We apply OddBall to numerous real graphs (DBLP, political
donations, and other domains) and we show that it indeed spots nodes that a human would
agree are strange and/or extreme.

Of course, there are numerous types of anomalies. For a full list, see [7]; here we focus
on only the following major types (see Figure 8.1 for examples and Section 8.3 for the dataset
description):

1. Near-cliques and stars: Those nodes whose neighbors are very well connected (near-
cliques) or not connected (stars) turn out to be “strange”: in most social networks, friends
of friends are often friends, but either extreme (clique/star) is suspicious.

2. Heavy vicinities: If person i has contacted n distinct people in a who-calls-whom network,
we would expect that the number of phone calls (weight) would be proportional to n (say,
3n or 5n). Extreme total weight would be suspicious, indicating, e.g., faulty equipment
that forces redialing.

3. Dominant heavy links: In the who-calls-whom scenario above, a very heavy single link in
the 1-step neighborhood of person i is also suspicious, indicating, e.g., a stalker that keeps
on calling only one of his/her contacts an excessive count of times.

The upcoming sections are as follows: We describe the datasets; the proposed method and
observed patterns; the experimental results; prior work; and finally the conclusions.

8.2 Related Work

We will be using several ideas based on work in Chapter 3, but two more areas of interest are
also highly relevant to this work: outlier detection and graph anomalies.
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(a) Near-star (b) Near-clique (c) Heavy vicinity (d) Dominant edge

Figure 8.1: Types of anomalies that OddBall detects. Top row: toy sketches of egonets
(ego shown in larger, red circle). Bottom row: actual anomalies spotted in real datasets.
(a) A near-star in PostNet: instapundit.com/archives/025235.php, an extremely
long post on Hurricane Katrina relief agencies with numerous links to diverse other posts
about donations. (b) A near-clique in PostNet: sizemore.co.uk, who often linked to
its own posts, as well as to its own posts in other blogs. (c) A heavy vicinity in PostNet:
blog.searchenginewatch.com/blog has abnormally high weight w.r.t. the number of
edges in its egonet. (d) Dominant edge(s) in Com2Cand: In FEC 2004, George W. Bush re-
ceived a huge donation from a single committee: Democratic National Committee (̃ $87M)(!) -
in fact, this amount was spent against him; next heaviest link (̃ $25M): from Republican National
Committee.

8.2.1 Outlier Detection

Outlier detection has attracted wide interest, being a difficult problem, despite its apparent sim-
plicity. Even the definition of the outlier is hard to give: For instance, Hawkins [99] defines an
outlier as “an observation that deviates so much from other observations as to arouse suspicion
that it was generated by a different mechanism.” Similar, but not identical, definitions have been
given by Barnett and Lewis [20], and Johnson [112].

Outlier detection methods form two classes, parametric (statistical) and non-parametric
(model-free). The former includes statistical methods that assume prior knowledge of the un-
derlying data distribution [20, 99]. The latter class includes distance-based and density-based
data mining methods. These methods typically define as an outlier the (n-D) point that is too far
away from the rest, and thus lives in a low-density area [125]. Typical methods include LOF [40]
and LOCI [177]. These methods not only flag a point as an outlier but they also give outlierness
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scores; thus, they can sort the points according to their “strangeness.” Many other density-based
methods especially for large high-dimensional data sets are proposed in [4, 13, 50, 81]. Finally,
most clustering algorithms [48, 106, 171] reveal outliers as a by-product.

8.2.2 Anomaly Detection in Graph Data

Noble and Cook [172] detect anomalous sub-graphs using variants of the Minimum Descrip-
tion Length (MDL) principle. Eberle and Holder [67] use MDL as well as other probabilistic
measures to detect several types of anomalies (e.g. unexpected/missing nodes/edges). Frequent
subgraph mining [110, 212] is used to detect non-crashing bugs in software flow graphs [145].
Chakrabarti [43] uses MDL to spot anomalous edges. Sun et al. [195] use proximity and random
walks, to assess the normality of nodes in bipartite graphs. OutRank and LOADED [80, 163] use
similarity graphs of objects to detect outliers.

In contrast to the above, we work with unlabeled graphs. We explicitly focus on nodes, while
interactions are also considered implicitly as we study neighborhood sub-graphs. Finally, we
consider both bipartite and unipartite graphs as well as edge weights.

8.3 Data Description

We studied several unipartite/bipartite, weighted/unweighted large real-world graphs in a variety
of domains, described in detail in Table 8.1, as well as Section 2.3. Particularly, unipartite
networks include the following: PostNet contains post-to-post links in a set of blogs[140], Enron
contains emails at Enron collected from about 1998 to 2002 (made public by the Federal Energy
Regulatory Commission during its investigation), and Oregon contains AS peering information
inferred from Oregon route-views BGP data. Bipartite networks include the following: Auth-
Conf contains the publication records of authors to conferences from DBLP, and Don2Com
and Com2Cand are from the U.S. Federal Election Commission in 20041, a public record of
donations between donors and committees and between committees and political candidates,
respectively.

For Don2Com and Com2Cand, the weights on the edges are actual weights representing
donation amounts in dollars. For the remaining weighted datasets, the edge weights are simply
the number of occurrences of the edges. For instance, if post i contains k links to another post j,
the weight of the edge ei,j is set to k.

In our study, we specifically focused on undirected graphs, but the ideas can easily be gener-
alized to directed graphs.

8.4 Proposed Method

Borrowing terminology from social network analysis, “ego” is an individual node.

1Parsed dataset from all cycles can be found at www.cs.cmu.edu/̃ mmcgloho/
fec/data/fec data.html
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Name N E Weights Structure Description
PostNet 223K 217K Yes Unipartite Network of posts based on cita-

tions
Auth-Conf 421K 1M Yes Bipartite DBLP Author/Conference asso-

ciations
Com2Cand 6K 125K Yes Bipartite 2004 US FEC Committee to

Candidate donations
Don2Com 1,6M 2M Yes Bipartite 2004 US FEC Donor to Commit-

tee donations
Enron 36K 183K No Unipartite Email associations at Enron
Oregon 11K 38K No Unipartite AS peering connections

Table 8.1: Datasets studied in this work.

Informally, an ego (node) of a given network is anomalous if its neighborhood significantly
differs from those of others. The basic research questions are: (a) what features should we use to
characterize a neighborhood? and (b) what does a ‘normal’ neighborhood look like?

Both questions are open-ended, but we give some answers below. First, let’s define terminol-
ogy: the “k-step neighborhood” of node i is the collection of node i, all its k-step-away nodes,
and all the connections among all of these nodes—formally, this is the “induced sub-graph.” In
SNA, the 1-step neighborhood of a node is specifically known as its “egonet”.

How should we choose the value of k steps to study neighborhoods? Given that real-world
graphs have small diameter [10], we need to stay with small values of k, and specifically, we
recommend k=1. We report our findings only for k=1, because using k > 1 does not provide
any more intuitive or revealing information, while it has heavy computational overhead, possibly
intractable for very large graphs.

8.4.1 Feature Extraction

The first of our two inter-twined questions is which statistics/features to extract from a neighbor-
hood.

There is an infinite set of functions/features that we could use to characterize a neighborhood
(number of nodes, one or more eigenvalues, number of triangles, effective radius of the central
node, number of neighbors of degree 1, etc etc). Which of all should we use?

Intuitively, we want to select features that (a) are fast-to-compute and (b) will lead us to
patterns/laws that most nodes obey, except for a few anomalous nodes. We spend a lot of time
experimenting with about a dozen features, trying to see whether the nodes of real graphs obey
any patterns with respect to those features (see our technical report [7]). The majority of features
lead to no obvious patterns, and thus we do not present them.

The trimmed-down set of features that are very successful in spotting patterns, are the fol-
lowing:

1. Ni: number of neighbors (degree) of ego i,
2. Ei: number of edges in egonet i,
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3. Wi: total weight of egonet i,
4. λw,i: principal eigenvalue of the weighted adjacency matrix of egonet i.

The next question is how to look for outliers, in such an n-dimensional feature space, with one
point for each node of the graph. In our case, n=4, but one might have more features depending
on the application and types of anomalies one wants to detect. A quick answer to this would be
to use traditional outlier detection methods for clouds of points using all the features.

In our setting, we can do better. As we show next, we group features into carefully chosen
pairs, where we show that there are patterns of normal behavior (typically, power-laws). We
flag those points that significantly deviate from the discovered patterns as anomalous. Among
the numerous pairs of features we studied, the successful pairs and the corresponding type of
anomaly are the following:
• E vs N : CliqueStar: detects near-cliques and stars
• W vs E: HeavyVicinity: detects many recurrences of interactions
• λw vs W : DominantPair: detects single dominating heavy edge (strongly connected pair)

8.4.2 Laws and Observations
The second of our research questions is what do normal neighborhoods look like. Thus, it is im-
portant to find patterns (“laws”) for neighborhoods of real graphs, and then report the deviations,
if any. In this work, we report some new, surprising patterns:

Observation 8.4.1 (EDPL: Egonet Density Power Law) For a given graph G, node i ∈ V (G),
and the egonet Gi of node i, the number of nodes Ni and the number of edges Ei of Gi follow a
power law.

Ei ∝ Nα
i , 1 ≤ α ≤ 2.

In our experiments the EDPL exponent α ranged from 1.10 to 1.66. Fig. 8.2 illustrates this ob-
servation, for several of our datasets. Plots show Ei versus Ni for every node (green points); the
black circles are the median values for each bucket of points (separated by vertical dotted lines)
after applying logarithmic binning on the x-axis as in [153]; the red line is the least squares(LS)
fit on the median points. The plots also show a blue line of slope 2, that corresponds to cliques,
and a black line of slope 1, that corresponds to stars. All the plots are in log-log scales.

Observation 8.4.2 (EWPL: Egonet Weight Power Law) For a given graph G, node i ∈ V (G),
and the egonet Gi of node i, the total weight Wi and the number of edges Ei of Gi follow a power
law.

Wi ∝ Eβ
i , β ≥ 1.

Fig. 8.3 shows the EWPL for (only a subset of) our datasets (due to space limit). In our experi-
ments the EWPL exponent β ranged up to 1.29. Values of β > 1 indicate super-linear growth in
the total weight with respect to increasing total edge count in the egonet.

Observation 8.4.3 (ELWPL: Egonet λw Power Law) the principal eigenvalue λw,i of the
weighted adjacency matrix and the total weight Wi of Gi follow a power law.

λw,i ∝ W γ
i , 0.5 ≤ γ ≤ 1.
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Fig. 8.4 shows the ELWPL for a subset of our datasets. In our experiments the ELWPL exponent
γ ranged from 0.53 to 0.98. γ=0.5 indicates uniform weight distribution whereas γ̃ 1 indicates a
dominant heavy edge, in which case the weighted eigenvalue follows the maximum edge weight.
γ=1 if the egonet contains only one edge.

Observation 8.4.4 (ERWPL: Egonet Rank Power Law) the rank Ri,j and the weight Wi,j of
edge j in Gi follow a power law.

Wi,j ∝ Rθ
i,j, θ ≤ 0.

The ERWPL suggests that edge weights in the egonet have a skewed distribution. This is intuitive;
for example in a friendship network, a person could have many not-so-close friends (light links),
but only a few close friends (heavy links).

Next we show that if the ERWPL holds, then the EWPL also holds. Given an egonet graph Gi,
the total weight Wi and the number of edges Ei of Gi, letWi denote the ordered set of weights
of the edges, Wi,j denote the weight of edge j, and Ri,j denote the rank of weight Wi,j in setWi.
Then,
Lemma 4 ERWPL implies EWPL, that is: If Wi,j ∝ Rθ

i,j , θ ≤ 0, then

Wi ∝ Eβ
i

{ β = 1, if −1 ≤ θ ≤ 0
β > 1, if θ < −1

Proof 7 For brevity, we give the proof for θ < −1. Other cases are similar. Given that Wi,j =
cRθ

i,j , Wmin = cEθ
i , i.e. c = WminE

−θ
i . Then we can write Wi as

Wi = WminE
−θ
i

(
Ei∑

j=1

jθ

)
≈ WminE

−θ
i

(∫ Ei

j=1

jθdj

)

= WminE
−θ
i

(
jθ+1

θ + 1

∣∣∣
Ei

j=1

)
= WminE

−θ
i

(
1

−θ − 1
− 1

(−θ − 1)E−θ−1
i

)

For large Ei and considering θ < −1, the second term in parenthesis goes to 0. Therefore;
Wi ≈ c′E−θi , where c′ = Wmin

−θ−1
, and since θ < −1, β > 1.

8.4.3 Anomaly Detection
We can easily use the observations since anomalous nodes would behave away from the normal
pattern. Let us define the y-value of a node i as yi and similarly, let xi denote the x-value of node
i for a particular feature pair f(x, y). Given the power law equation y = Cxθ for f(x, y), we
define the outlierness score of node i to be

out-line(i) =
max(yi, Cx

θ
i )

min(yi, Cxθi )
∗ log(|yi − Cxθi |+ 1)

Intuitively, the above measure is the “distance to fitting line.” Here we penalize each node with
both the number of times that yi deviates from its expected value Cxθi given xi, and with the
logarithm of the amount of deviation. This way, the minimum outlierness score becomes 0, for
which the actual value yi is equal to the expected value Cxθi .
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This simple and easy-to-compute method not only helps in detecting outliers, but also pro-
vides a way to sort the nodes according to their outlierness scores. However, this method is prone
to yield false positives for the following reason: Assume that there exists some points that are far
away from the remaining points but that are still located close to the fitting line. In our experi-
ments with real data, we observe that usually happens for high values of x and y. For example,
in Fig. 8.2(a), the points marked with left-triangles (C) are almost on the fitting line even though
they are far away from the rest of the points.

We want to flag both types of points as outliers, and thus we propose to combine our heuristic
with a density-based outlier detection technique. We used LOF [40], which also assigns outlier-
ness scores out-lof(i) to data points; but any other outlier detection method would do, as long as
it gives such a score. To obtain the final outlierness score of a data point i, one might use several
methods such as taking a linear function of both scores and ranking the nodes according to the
new score, or merging the two ranked lists of nodes, each sorted on a different score. In our
work, we simply used the sum of the two normalized(by dividing by the maximum) scores, that
is, out-score(i) = out-line(i)+out-lof(i).

8.5 Experimental Results

CliqueStar

Here, we are interested in the communities that the neighbors of a node form. In particular,
CliqueStar detects anomalies having to do with near-cliques and near-stars. Using CliqueStar,
we were successful in detecting many anomalies over the unipartite datasets (although it is irrel-
evant for bipartite graphs since by nature the egonet forms a “star”).

In social media data PostNet, we detected posts or blogs that had either all their neighbors
connected (cliques) or mostly disconnected (stars). We show some illustrative examples along
with descriptions from PostNet in Fig. 8.1. See Fig.8.2a for the detected outliers on the scatter-
plot from the same dataset.

In Enron(Fig.8.2b), the node with the highest anomaly score turns out to be Kenneth Lay,
who was the CEO and is best known for his role in the Enron scandal in 2001. Our method
reveals that none of his over 1K contacts ever sent emails to each other.

In Oregon (Fig.8.2c), the top outliers are the three large ISPs (Verizon, Sprint and AT&T).

HeavyVicinity

In our datasets, HeavyVicinity detected “heavy egonets,” with considerably high total edge weight
compared to the number of edges. We mark the anomalies in Fig.8.3 for several of our datasets.
See [7] for results on all the datasets and further discussions.

In Com2Cand(Fig.8.3a), we see that Democratic National Committee gave away a lot of
money compared to the number of candidates that it donated to. In addition, (John) Kerry Victory
2004 donated a large amount to a single candidate, whereas Liberty Congressional Political
Action Committee donated a very small amount ($5), again to a single candidate. Looking at the
Candidates plot for the same bipartite graph (Fig.8.3b), we also flagged Aaron Russo, the lone
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(a) PostNet (b) Enron (c) Oregon

Figure 8.2: Illustration of the Egonet Density Power Law (EDPL), and the corresponding
anomaly CliqueStar, with outliers marked with triangles. Edge count versus node count (log-
log scale); red line is the LS fit on the median values (black circles); dashed black and blue lines
have slopes 1 and 2 respectively, corresponding to stars and cliques. Most striking outlier: Ken
Lay (CEO of Enron), with a star-like neighborhood. See Section 5.1.1 for more discussion and
Fig.1 for example illustrations from PostNet.

(a) Com2Cand (b) Com2Cand (c) Don2Com

Figure 8.3: Illustration of the Egonet Weight Power Law (EWPL) and the weight-edge anomaly
HeavyVicinity. Plots show total weight vs. total count of edges in the egonet for all nodes (in
log-log scales). Detected outliers include Democratic National Committee and John F. Kerry (in
FEC campaign donations). See Section 5.2.1 for more discussions.

recipient of that PAC. (In fact, Aaron Russo is the founder of the Constitution Party which never
ran any candidates, and Russo shut it down after 18 months.)

In Don2Com(Fig.8.3c), we see that Bush-Cheney ’04 Inc. received a lot of money from a
single donor. On the other hand, we notice that the Kerry Committee received less money than
would be expected looking at the number of checks it received in total. Further analysis shows
that most of the edges in its egonet are of weight 0, showing that most of the donations to that
committee have actually been returned.

DominantPair

Here, we find out whether there is a single dominant heavy edge in the egonet. In other words,
this method detected “bursty” if not exclusive edges.
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(a) PostNet (b) Com2Cand (c) Auth2Conf

Figure 8.4: Illustration of the Egonet λw Power Law (ELWPL) and the dominant heavy link
anomaly DominantPair. Top anomalies are marked with triangles and labeled. See Section 5.2.2
for detailed discussions for each dataset and Fig.1 for an illustrative example from Com2Cand.

In PostNet(Fig.8.4a) nodes such as ThinkProgress’s post on a leak scandal2 and A Free-
thinker’s Paradise post3 linking several times to the ThinkProgress post were both flagged. On
another note, the slope of the fitting line is close to 0.5, pointing to uniform weight distribution
in egonets overall. This is expected as most posts link to other posts only once.

In Com2Cand(Fig.8.4b), Democratic National Committee is one of the top outliers. We
would guess that the single large amount of donation was made to John F. Kerry. Counterintu-
itively, however, we see that that amount was spent for an opposing advertisement against George
W. Bush.

DominantPair flagged extremely focused authors (those publish heavily to one conference)
in the DBLP data, shown in Fig.8.3c. For instance, Toshio Fukuda has 115 papers in 17 con-
ferences (at the time of data collection), with more than half (87) of his papers in one particular
conference (ICRA). In addition, Averill M. Law has 40 papers published to the Winter Simu-
lation Conference and nowhere else. On the other extreme, another interesting point is Wei Li,
with many papers, who gets them published to as many distinct conferences, probably once or
twice to each conference (uniform rather than ‘bursty’ distribution).

See [7] for results on all the datasets and further discussions.

8.5.1 Scalability
Major computational cost of our method is in feature extraction. In particular, computing those
features, such as total number of edges and total weight, for the egonets is the bottleneck as one
needs to find the induced 1-step neighborhood subgraphs for all nodes in the network.

The problem of finding the number of edges in the egonet of a given node can be reduced to
the problem of triangle counting. One straightforward listing method for local triangle counting
is the Node-Iterator algorithm. Node-Iterator considers each one of the N nodes and examines
which pairs of its neighbors are connected. Time complexity of the algorithm is O(Nd2

max).
Approximate streaming algorithms for local triangle counting can be applied to reduce the time
complexity to O(E logN) with space complexity O(N) [24]. Another recent method Eigen-

2www.thinkprogress.org/leak-scandal
3leados.blogs.com/blog/2005/08/overview of cia.html
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Figure 8.5: (a) Time vs. number of edges. Effect of pruning on computation time of counting
triangles. Solid(–): no pruning, dashed(−−): pruning d ≤ 1, and dotted(. . . ): pruning d ≤ 2
nodes. Computation time increases linearly with increasing number of edges, while decreasing
with pruning. (b) Time vs. accuracy. Effect of pruning on accuracy of finding top anomalies as
in the original ranking before pruning. New rankings are scored using Normalized Cumulative
Discounted Gain. Pruning reduces time for both Node-Iterator and Eigen-Triangle for different
number of eigenvalues while keeping accuracy at as high as˜1 and˜.9, respectively.

Triangle [199] uses eigenvalues/vectors to approximate paths of length three, i.e. local triangle
counts, without actual counting.

To improve speed more, we propose pruning low degree nodes. In Fig.8.5a, we show com-
putation time for Node-Iterator (green), and for Eigen-Triangle using 2(red), 10(blue), and
30(black) eigenvalues vs. graph size in terms of number of edges for Enron(E =̃ 180K). Solid(–
), dashed(−−), and dotted(. . . ) lines are for no pruning, after pruning d ≤ 1, and d ≤ 2 nodes,
respectively. We empirically note that time grows linearly with increasing graph size and also
reduces with pruning. (Experiments ran on a Pentium class workstation, with 16GB of RAM,
running Linux Fedora Core. To account for possible variability due to system state, each run is
repeated 10 times and execution time results are averaged. Error bars show the variance across
repeated runs.)

While increasing speed, one might wonder how pruning affects accuracy. To measure how
rankings changed after pruning compared to the rankings without pruning, we used Normalized
Discounted Cumulative Gain(NDCG) which is prevailingly used in Information Retrieval for
measuring the effectiveness of search engines. Fig.8.5b shows time vs. NDCG scores for Eigen-
Triangle using 2, 5, 10 and 30 eigenvalues, and also Node-Iterator for top k anomalies. For
brevity, we only show ranking scores for k=100. *, +, and o symbols represent no pruning,
pruning d ≤ 1, and d ≤ 2 nodes, respectively. Notice that pruning low degree nodes decreases
computation time, while keeping the accuracy at as high as˜.9 for Eigen-Triangle(30), and˜1 for
Node-Iterator.
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8.6 Summary of Contributions
This is one of the few studies that focus on anomaly detection in graph data, including weighted
graphs. We propose to use “egonets,” that is, the induced sub-graph of the node of interest and
its neighbors; and we give a small, carefully designed list of numerical features for egonets. The
major contributions are the following:

1. Discovery of new patterns that egonets follow, such as patterns in density (EDPL), weights
(EWPL), principal eigenvalues (ELWPL), and ranks (ERWPL). Proof of Lemma 4, linking
the ERWPL to the EWPL.

2. OddBall, a fast, un-supervised method to detect abnormal nodes in weighted graphs. Our
method does not require any user-defined constants. It also assigns an “outlierness” score
to each node.

3. Experiments on real graphs of over 1M nodes, where OddBall reveals nodes that indeed
have strange or extreme behavior.
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Chapter 9

SNARE: Detecting misstatements in
accounting data

PROBLEM STATEMENT: Given a network of interactions, and some (noisy) knowledge of the
labels of a few of the nodes, can we label other nodes in the network? Can we apply this to a
real problem of risk detection in accounting data?

9.1 Introduction

Accounting irregularities, in which data are intentionally or unintentionally misrepresented, raise
significant risk for corporations and investors. Settlement amounts awarded in investor lawsuits
have been increasing [65], and so has the number of financial restatements in recent years [194].
Auditors undertake a variety of procedures to determine whether there is reasonable assurance
that financial statements are fairly stated, so automated assistance for detecting risks of misstate-
ment has the potential for making the audit process more efficient.

Most of the well-known techniques for detecting accounting irregularities, such as ratio anal-
ysis, operate at the financial statement level, a highly aggregated summary of a company’s finan-
cial activity, and generally offer little useful guidance to an auditor beyond a broad indicator of
risk at a company. We have been investigating analytics that operate at a much more detailed
level, on the transactions recorded in a company’s general ledger. Past methods in this do-
main [22] explored the potential of different classification methods, such as logistic regression,
expectation-maximization, and naive Bayes, on individual accounts and transactions. In this
chapter we show how exploiting the link structure between accounts has the potential to greatly
increase the accuracy of classification methods while making only a few assumptions. We will
be applying belief propagation algorithms and link analysis to identify the risk of irregularities
in corporate accounting.

Furthermore, we will show that this method is highly flexible to other tasks. Different do-
mains will have different sources of knowledge about nodes in a network; however, our method
allows a simple setting for domain experts to input this information without an understanding of
the details of the algorithm.
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Our contributions are the following: We introduce SNARE (Social Network Analysis for
Risk Evaluation), which detects related entities that may be overlooked by using individual risk
scores, it extends a well-known algorithm for graphical models into a useful application, and it
may be flexibly applied to different domains. We show how it can be applied to the detection
of fraud risk in general ledger accounting data as well as typical graph-labeling tasks in other
domains such as web data and social networks.

9.2 Related Work
Social networks have become more important as practitioners become increasingly aware of the
significance of relations between entities in a network. It has been demonstrated that knowledge
of social structure can allow one to help make inferences about an organization [25, 147], to
identify individuals [102], or to predict adopters of consumer products [103]. Related work
has used knowledge of social structures for detecting securities fraud [167]. The authors later
improved the approach by showing that one can often infer links that are not explicitly stated
[77], and successfully extended the methods using inferred knowledge [71].

Semi-supervised learning methods may also be useful for graph labeling, as addressed in
[216]. Finding authority of a node is one specific labeling task addressed in the literature. One
way of defining the authority of a node in a network is its “reputation for knowledge”; that is,
how reliable the source is. Guha et al. extend many of these ideas for reputation networks applied
to eBay or Epinions [96]: rather than simply trusting someone’s knowledge of a topic, one may
also trust another’s reliability as a seller on eBay or a recommender on Epinions. The authors
use matrix methods and model a “web of trust,” where both trust and distrust are propagated
over edges (with different patterns of propagation). They were able to predict trust between
individuals given a small amount of labeled data.

HITS[123] and Pagerank[174] address reputation for webpages. Other methods of propaga-
tion of trust and distrust are discussed in Ziegler et al. [217], particularly in relation to trust on
the semantic web.

Other work identifies particular anomalous patterns and seeks to spot them in large graphs.
Pandit et al. introduce NETPROBE, which uses belief propagation to model eBay as a tripartite
network of “fraudsters,” “honest users,” and “accomplices.” Upon deciding on this model, they
then use loopy belief propagation to assign probabilities of each node being in the three states
[176], by detecting bipartite cores. (Our work extends this idea by using node features to bias the
initial beliefs for each node, rather than relying only on the graph structure to classify the nodes.)

Many risk detection methods approach the problem by attempting to detect suspicious behav-
ior in users. This approach has been successful for cellular phone fraud, where a caller’s patterns
are often disrupted by periods of inactivity. Here, most fraud schemes follow certain signatures,
such that a rule-based system have lead to some successes [72]. Rule-based approaches have
also been applied to the detection of money laundering[38]. A survey of related methods can be
found in [37].

The literature contains many methods for detecting accounting irregularities which typically
use a model-based approach [27, 28, 37, 60, 94]. However, many of these traditional approaches
are limited by factors such as the diversity of fraud schemes, errors present in the training data,
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and access only to aggregated financial statement data instead of detailed transactions. To counter
this problem, in previous work, authors of [22] set up a system called Sherlock1 for detecting er-
rors and fraudulent behavior in general ledger data. Sherlock used classification methods for
identifying suspicious accounts, by evaluating a set of features measuring different types of un-
usual activity. Methods such as naive Bayes, expectation-maximization, and logistic regression
were used and compared. This work will approach the same problem of identifying accounts
with high fraud risk from a social network analytic perspective.

This is the first work, to our knowledge, that has adapted generalized belief propagation to the
accounting domain, and provided a framework to extend it into other domains for node labeling,
incorporating both node and edge information. In this work, we are using data where all true
labels are unknown from the start, and our results are verified by human investigation.

9.3 Proposed Method
We will address the following problem:

Given:
• A graph G = (V,E), where entities (persons, accounts, blogs, etc.) are represented as

vertices, or nodes, in the graph, and interactions (phone calls, account transactions, hyper-
links) between them are represented as edges.

• Binary class (state) labels X = {x1, x2} defined on V .
• A set of features for each node vi ∈ V , based on node attributes (geographic location,

name, etc.)
Output: A mapping V → X from nodes to class labels.

The labels X are binary categorical variables derived from the context (normal or irregular,
conservative or liberal, etc.). We also note that while nodes and links can be related to social
entities such as persons and relations or actions, the proposed methods can be applied to any sort
of entities, such as accounts or webpages.

The basic premise of SNARE is to use neighboring labels to classify a given node. This
premise has proved effective for many graph labeling tasks [108]. However, we also take into
account domain knowledge, by assigning an initial risk scores to nodes prior to evaluating neigh-
borhood associations between them. To measure risk by association, we then use belief propaga-
tion for passing risk to connected nodes. A detailed tutorial of belief propagation may be found
in work by Yedidia [213].

Let us summarize the procedure. In a network for a given task, the true label for each node
vi is unknown. We are, however, given some local observations about the node, which we use
as a local estimation of its risk, or node potential φi(xc) of vi for class xc (the procedure for
determining this will be described shortly). Information about this node is inferred from the
surrounding nodes. This is obtained through iterative message passing to and from vi to each
neighbor vj , where a message from vi to vj with its own assessment of vj’s believed class is
denoted by mij . At the end of the procedure, the belief of a node vi belonging to in class xc is

1Sherlock is research in progress. As such, the methods we describe should not be interpreted as descriptive of
PwC’s current standard practice in analyzing general ledger data.
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determined. The belief is an estimated probability, which can be thresholded into the classes (e.g.
a bi(xc) > .5 implies vi belongs to class xc), or used relatively to compare risk scores between
nodes (e.g. bi(xc) > bj(xc) implies vi is more likely to belong to xc than vj).

In more detail, messages are obtained the following way. Each edge eij has associated mes-
sages mij(xc) and mji(xc) for each possible class. mij(xc) is a message that vi sends to vj
about vj believed likelihood of belonging to xc. Iteratively, messages are updated using the sum-
product algorithm. Each outgoing message from a node to a neighbor is updated according to
incoming messages from the node’s other neighbors. Formally, the message-update equation is
as follows:

mij(xc)←
∑

xd∈X

φi(xd)ψij(xd, xc)
∏

k∈N(i)\j

mki(xd) (9.1)

where N(vi) is the set of neighboring nodes to vi. ψij(xc, xd) is the edge potential of an edge
between two nodes i, j of classes xc and xd. ψij(xc, xd) is generally large if edges between xc
and xd occur often, and small if not. Order of message-passing does not matter, provided all
messages are passed in each iteration. We also normalize mij(xc) to avoid numerical underflow,
as discussed in [56], so each edge’s message vector sums to one:

∑
cmij(xc) = 1.

Convergence occurs when the maximum change between any message between iterations is
less than some value (in our experiments 10−6). Convergence is not guaranteed in general graphs
(only for trees), but typically occurs in practice. Upon convergence, belief scores are determined
by the following equation:

bi(xc) = kφc(vi)
∏

vj∈N(vi)

mji(xc) (9.2)

where k is a normalizing constant (beliefs for each class must sum to 1).
Adapting the message passing algorithm to our purposes has the following challenge: Find

an effective yet intuitive way to choose node and edge potentials. We use two main concepts,
homophily over edges and node attributes to influence probability of different classes.

For purposes of explanation, we will have two classes, xR for “risky” and xNR for “non-
risky.” We will subsequently refer to bi(xR) is the end probability of a node being risky after
completion of the algorithm. A node with bi(xR) = 1 is certainly suspect, and bi(xR) = 0 is
not suspect; most nodes will fall somewhere in between, on the continuum. SNARE will then
produce a ranked list of the “risky” nodes, as candidates for further investigation.

For the edge potential term ψij(xc, xd) in the message-passing equations, we chose an identity
function with a noise parameter ε. That is, if vi is risky, vj has a high probability of being risky,
while allowing for some variance. The transition matrix is shown formally in Table 1.

ψij(xd, xc) vi = xNR vi = xR
vj = xNR 1− ε ε
vj = xR ε 1− ε

Table 9.1: Transition matrix, or edge potentials for belief propagation.
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Before beginning the message passing procedure, however, we must also assign a node poten-
tial to each individual node. The node potential represents the risk of a node without considering
information from its neighbors. The initial node potential depends on the assumed distribution
of class labels. When classes are evenly divided, default values (φ(xNR), φ(xR)) = (0.5, 0.5)
may be appropriate, while in cases where risk is sparse (as in most anomaly-detection domains)
more skewed values such as (φ(xNR), φ(xR)) = (0.9, 0.1) may be more reasonable.

However, a key component of SNARE is that the initial node potential is determined for
each individual node by an process that can incorporate prior knowledge into the algorithm, for
example in form of domain knowledge. In most domains where fraud is a challenge, there is
rich information available about the potential fraudsters, such as geographic location, patterns of
activity, or other features that suggest suspicious behavior. Therefore, we adjust node potential by
assessing the risk to each individual node. There are many ways of using node features to adjust
the initial potential: in fact one can treat assigning initial potential as a classification problem
in itself. For our purposes we chose to use the features as flags, working from the assumption
that each individual feature can function as a signal without taking into account other features.
A node may be flagged for having several different types of suspicious behavior, and the domain
expert may assign different severity to these flags. Where applicable we chose to use additive
risk, increasing with a sigmoid function:

Fi =
1

1 + exp(−1 ∗ fi)
(9.3)

where fi is the total flagged risk, summed for all potential causes for suspicion. The node poten-
tial for node i, then, is φi(R) = Fi and φi(NR) = 1− Fi.2

When a node is highly flagged it also sends a stronger risk signal to its neighbors. However,
if a flagged node’s neighbors all have a low initial probability of being risky, the flagged node
will be dampened. This is a reasonable action, since isolated flags are more likely to occur in
error.

One key advantage of SNARE is that it will find risky associated nodes. Fraud schemes
as they occur in accounting often involve many accounts, which often allow fraudsters to hide
their actions. Since each account may have a very small risk score associated with it, traditional
methods may not pinpoint the accounts as abnormal. However, SNARE will use the fact that the
accounts interact with each other, and raise the associated risk of each account, allowing experts
to more easily find the fraudulent behavior.

Since the flags are determined by the domain expert, this procedure can be successful on a
wide variety of node labeling tasks, as we will show in the next section.

2It may be possible to learn the appropriate flag increments through machine learning techniques; this is left for
future work.
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Data Problem description Size (Nodes, Edges) Classes Flags
General
Ledger1

Identifying misstated
accounts from a gen-
eral ledger.

1, 380 accounts, 3, 820
edges (edge occurs if
transaction)

1, 354
Normal, 26
Misstated

Expert-identified flags of
certain suspicious behav-
iors, 11, 532 flags total on
the 1, 380 accounts.

General
Ledger2

Identifying misstated
accounts from a gen-
eral ledger.

1, 678 nodes, 18, 720
edges

1, 305
Normal
and 373
Misstated
(noisy la-
beling, see
Sec. 9.4.1).

Same as Gener-
alLedger1, 11, 401 flags
total on the accounts.

Political
Blogs

Labeling political af-
filiation of blogs.

1, 224 blogs joined by
hyperlinks

636 Con-
servative
and 558
Liberal

220 flags total, 171
unique blogs with
nonzero flags. Blogs
flagged based on key
substrings in blog do-
main name.

Campaigns Correctly classifying
political candidates
on a bipartite net-
work of candidates
and political action
committees.

(2004 cycle) 1, 357
nodes, 11, 334 edges.
Edge occurs if there
was a donation from
committee to candi-
date.

Republican
or Demo-
crat

Flags were on stated class
of committees, so can-
didate labels were ac-
quired only through prop-
agation.

Table 9.2: Descriptions of data and corresponding labeling problems.

9.4 Experimental Results
We developed SNARE to help detect risks in accounting data, so we will primarily evaluate it on
its ability to find misstated accounts in a company’s general ledger.3 However, since the general
ledger data is proprietary, and because we believe SNARE is more generally useful, we also
evaluate its performance for graph labeling using public data from social media and political
campaigns. A description of the data and the problems addressed may be found in Table 9.2.

9.4.1 Detecting misstated general ledger accounts
The general ledger of a company is an accounting record that summarizes its financial activity
with double-entry bookkeeping. Within every general ledger is a set of accounts which can be
thought of as variables representing the allocation of monetary resources. Business events, such
as the purchase of machinery, would result in a transaction that reduces the value of the the cash

3Some of the terminology we use here is for the purpose of conducting research in the area of accounting and is
by necessity highly simplified and abbreviated. It not descriptive of how PricewaterhouseCoopers analyzes general
ledgers.
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account but increases the value in the fixed asset account by an equivalent amount. The general
ledger is used to prepare the financial statements by aggregating the balances of the accounts and
thus auditors are extremely interested in finding misstatements in this data.

Manipulation of records can be found by experts on both the general ledger and financial
statement level. There are many different fraud schemes [89, 210] for which experts have identi-
fied “red flags” that indicate suspicious behavior based on domain knowledge [60, 89, 166, 187].
For example, one fraud scheme is known as channel stuffing. In order to meet earnings expecta-
tion, fictitious sales are recorded to increase the revenue for the current quarter. These sales are
typically not complete and are recorded solely to meet the earnings target. The company over-
loads their distribution channels to make it appear as if additional sales have been completed.
This helps the company appear to meet its target. Such channel stuffing is usually followed by an
increase in the number of returns at the beginning of the next quarter. In the general ledger, one
could record the return of a sale by debiting revenue and crediting accounts receivable; thus to
look for channel stuffing one might create a threshold test or red flag that highlights an account
when there are an excessive number of these transactions.

In practice however, the creation of such a flag to detect channel stuffing or other schemes
is fraught with difficulty and pitfalls. For instance with our example of channel stuffing one
would need to determine what is an excessive amount of returns since some will always occur
for normal business reasons. Setting the threshold too high could result in missing potential
frauds, but setting the threshold too low could result in too many false positives. Furthermore,
people who intentionally manipulate the general ledger are often well aware of the red flags used
by auditors and actively attempt to avoid detection. Thus, for example, they may try to hide the
activity by spreading the returns over many accounts so as to not set off any thresholds. Our
hope with SNARE is that we could set the thresholds relatively low so as to be more sensitive
to risky activity and use belief propagation to aggregate risk in the network to identify misstated
accounts with a low false positive rate.

To analyze general ledger data with SNARE we first need to create a network with nodes,
edges, and initial risks. For our application, we construct the network as follows:

• Each account in the general ledger becomes a node in the network.
• For every pair of accounts (X, Y ) in the general ledger, they are connected with an edge if

there are transactions where the sum of the amounts debiting X and crediting Y exceeds a
minimum threshold.

• The initial risks on the nodes is determined by performing a preliminary scan over the data
to detect red flags as determined by domain experts. The red flags are given equal weight
and taken together they determine the initial risk as defined by Equation 3.

For example, Figure 9.1 shows a partial network with nodes for accounts receivable, accounts
payable, bad debt, non-trade A/R, and several revenue accounts. In our example of channel
stuffing, thresholds for our red flags could be set low enough to flag multiple revenue accounts
and SNARE would then propagate the risk to accounts receivable where the collected belief
would be strong enough to implicate it. In the next two sections, we present results of SNARE on
general ledgers with known misstatements and show that on real data it is effective at aggregating
risk across the network.
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(a) Flagged network (b) After propagation

Figure 9.1: An example network with general ledger accounts represented by nodes and edges
connecting pairs of accounts with significant amounts debited/credited with each other, under
a fraud scheme of channel stuffing. The left image shows flagged accounts in red (revenue
accounts flagged by abnormal debits), before propagation. The image on the right is the relative
risk scores based on beliefs after propagation. Notice that now, since Accounts Receivable had
many flagged neighbors, it now has the highest risk in the network, while Accounts Payable had
a lower relative risk, due to the influence of unflagged Inventory.

Figure 9.2: ROC curves for SNARE vs. SUM on GeneralLedger1. The first graph shows the
entire range and the second shows performance for false positive rates of less than 0.1.

GeneralLedger1

In the first set of general ledger data there were a total of 1, 380 accounts, 3, 820 edges, and
11, 532 red flags (nearly every node had at least one flag). From prior domain knowledge, 26 ac-
counts were identified as being misstated. We applied SNARE to this network and the message-
passing process converged after 6 iterations. Our initial node potentials were φi(Risky) = 0.1
and φi(NotRisky) = 0.9 for a node i with no flags, and additional flags changed node potential
according to Equation 9.3, so key information is in the nodes’ number of flags relative to each
other.

Figure 9.2 shows the ROC curve for the SNARE approach under the assumption that the 26
identified accounts was the complete set of true positives (and all other accounts are true nega-
tives). In addition to SNARE , we plotted to ROC curve for a default approach based on simply
ranking the accounts by the number of tests flagged. From the graph, we note that SNARE dom-
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Figure 9.3: ROC curves for SNARE vs. SUM on GeneralLedger2. The first graph shows the
entire range and the second shows performance for false positive rates of less than 0.1.

inated the default sum approach over all regions of the ROC curve. Furthermore, SNARE pro-
duced an extremely steep initial curve at low false positive rates. This is very promising as this
is the region of the operating space most interesting from an application viewpoint.

GeneralLedger2

The second set of general ledger data contained 1, 678 nodes, 18, 720 edges, and 11, 401 red flags.
Unfortunately, with this data set we had only coarse label information available that identified
general groups of misstated accounts. For our experiments we treated all accounts in an identified
group as being misstated, resulting in a total of 337 positive labels.

The results for GeneralLedger2 are shown in Figure 9.3. The results are not as strong as
for the previous general ledger, but this may be due to the noisy class labels. However, there is
still significant improvement in the ROC curve compared with the default strategy of using the
number of flags as a scoring mechanism.

Relevant non-proprietary risk-related data with a network structure is challenging to collect
and institutions are reluctant to share data due to privacy concerns. Therefore, we will next show
the use of SNARE for labeling nodes in using publicly available social network data.

9.4.2 Political blogs
The domain of social media presents the difficult task of automatically assessing political stance
of a blog, news site, or other webpage. Doing so often requires analysis of sentiment in the text,
which is both difficult and computationally expensive. Being able to do so by using the structure
of the induced web graph can aid in this problem.

To this end, we tested SNARE on a network of political blogs, human-labeled as Conserva-
tive or Liberal. The data contained 758 Liberal blogs and 732 Conservative blogs, which were
joined with edges based on hyperlinks made by the blog owners. (For details of building the
network and labeling, see [1].) Of these, 1, 224 had degree greater than 0: 558 Liberal and
636 Conservative, which we chose to focus on for our experiments. The network was relatively
dense, with 16, 718 total edges.
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In this case, node information was noisy. We chose to flag nodes as more likely to be Con-
servative/Liberal based on substrings in the blog title. We chose the following flags, and indicate
each substring’s prevalence in blogs human-labeled as Conservative and Liberal.4 Of the con-
nected nodes, 171 had flags. Some blogs had multiple flags, so we used additive risk score.

String Incidence Flag
“con” 34 conservative, 9 liberal +1
“right” 33 conservative, 2 liberal +1
“rep” 19 conservative, 9 liberal +1
“bush” 8 conservative, 6 liberal +1
“lib” 11 conservative, 18 liberal -1
“left” 3 conservative, 28 liberal -1
“dem” 4 conservative, 28 liberal -1
“kerry” 2 conservative, 6 liberal -1

Since the number of Conservative and Liberal blogs was expected to be approximately equal,
we used a default potential (φ(xL), φ(xc) = {0.5, 0.5}. With ε = 0.3, 95% on nodes (1, 188 of
1, 247) were classified correctly. An additional 233 nodes ended with a belief score bcon = 0.5,
which we did not consider to be classified one way or the other (though most of them were
Liberal). Most of these were isolated nodes; fewer than 20 had a degree greater than 0. For
isolated nodes we simply classified them based on the flag, which was 0 in most nodes.

SNARE presented improvements over using the flag method alone or through clus-
tering based on structure. Often times the flag was misleading, such as in the case of
laughatliberals.com or johnkerrymustlose.com, but the edge effects usually al-
lowed SNARE to correct the classification, without needing to do sentiment analysis on the
words. On the other hand, there were occasions where a few blogs of one class formed a sort of
“appendage” on the main cluster of the opposite class, which typical graph clustering methods
would fail to identify but were successfully labeled using SNARE. One example of this is the two
blogs enemykombatant.blogspot.com and democratvoice.org. The former blog
was connected to the Conservative cluster, but the flag on the latter blog, its neighbor, propagated
into it, correctly labeling both blogs as Liberal. This is shown in Figure 9.4.

In fact, most misclassifications occurred on cases of unflagged blogs of one class only bor-
dering on blogs of the opposite class, and in cases along the middle between the two clusters.
These cases would be difficult to classify using node information or edge information alone.

9.4.3 Political campaign contributions

While labeling political party membership for individuals running for office is not typically a
challenge, we used it as a way to test our approach to labeling nodes by leveraging connection
structure.

4Crawling the blogs themselves and using textual analysis would have potentially provided more accurate flags;
however, we chose the more naive flag for experimental purposes, showing that even imperfect node information
provides good results.
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Figure 9.4: The political blog network, where human-labeled conservative blogs are shown in
gray and liberal blogs shown in black. Flagged nodes (in either class) are shown as squares.
This section highlights two outlier Liberal blogs connected to the cluster of Conservative blogs.
Since democratvoice was flagged as Liberal, these two blogs were correctly classified with
SNARE.

We took subsets of data from the United States Federal Election Commission 5 from the
election cycles of 1980 through 2006, that listed donations from political action committees to
political candidates for President, Senate, and House of Representatives. We then built a bipartite
network of committees and candidates, creating edges between a committee and a candidate
if a committee had, at some point, donated funds to the candidate. The largest cycle, 2004,
contained 1, 357 nodes with positive degree (686 candidates and 671 committees) and 11, 334
edges. The classification task was to label a candidate as Democrat or Republican, based only
on the committees it was connected to through donations.

Of the 671 committees, 583 were labeled with a party. We used these labels as flags (+1 or
-1). From there, we ran SNARE on the bipartite graph to propagate labels to candidates. SNARE
correctly labeled 659, mislabeled 12, and did not label 25, which gave an accuracy of 96 percent.
With one exception (the earliest cycle, 1980, with an accuracy of 82%), all other cycles had
above 90 percent accuracy.6

We find that varying parameters does not drastically affect accuracy, and the method is scal-
able to large graphs, as we will explain in the next section.

9.5 Analysis

We next demonstrate the robustness of SNARE to different parameter ranges, analyze its com-
putational efficiency, and compare the accuracy to to spectral clustering on the task of graph
labeling.

5www.fec.gov/finance/disclosure/ftpdet.shtml, downloadable in parsed format from www.
cs.cmu.edu/˜mmcgloho/data.html

6In fact, using very sparse flags (randomly selecting 10 committees from each class to flag) produced comparable
results.
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(a) (b)

Figure 9.5: (a) A demonstration of the robustness of SNARE, by varying the ε for Political-
Blogs data, between 0 and 0.1, with the accuracy plotted on the y-axis. Note that even the
smallest ε is effective. Accuracy results are similar for ε up to 0.5 (omitted to avoid redundancy).
(b) Scalability results for Campaigns data: computation time vs. number of edges. SNARE
scales linearly, with a 50,000 edge graph converging in under 3.5 seconds.

9.5.1 Sensitivity of parameters

SNARE is very robust and easy to use. Some domain knowledge is necessary for determining
the node potential for both flagged and unflagged nodes. Default node potential is typically set at
the expected percentage from each class (for example, {0.9, 0.1} if one expects 90% of nodes in
class 0 and 10% in class 1). Modifications of the sigmoid function tend to work well for additive
risk for flagged nodes.

The edge potential parameter ε may be set in the range of 0 < ε < .5 without drastically
affecting results. In Campaigns, we observed high sensitivity on the node potentials, and putting
any bias on class tended to cause one class to dominate. This would seem natural, since the data
were approximately split equally among the two classes, so any initial bias will dominate the
final result. However, the ε parameter showed little sensitivity, and varying it between 0 and 0.5
affected results by less than 1 percent on both Campaigns and PoliticalBlogs. (Setting ε ≥ .5
would remove the homophily assumption, which would not be useful for tasks addressed here.)
Figure 9.5(a) shows finer-grained results of varying parameters on blog data; even the smallest ε
is effective, and accuracy does not change up to ε = 0.5.

9.5.2 Computational performance

The most costly operation of SNARE occurs during the message-passing. Each iteration runs
in O(|E|) time, where |E| is the number of edges in the network. Our experiments also reached
convergence in relatively few iterations (less than 10 for all datasets). Other negligible computa-
tional costs are in assessing node potentials and calculating beliefs (both O(N)), and in all cases
convergence occurred within 10 message-passing iterations.

Since the data varied in structure, we chose to run scaling experiments only on Campaigns.
To sample, we took different window-sizes of election cycles, for every possible cycle, and timed
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the completion of SNARE 100 times apiece. A plot of average time vs. number of edges in the
graph is shown in Figure 9.5(b), including the best linear fit.

9.5.3 Comparison to existing work
To compare our performance to the state of the art, we also run spectral clustering on our data,
which is an unsupervised method for node labeling. For Campaigns and PoliticalBlogs the data
were already well-clustered, and visual analysis could cluster reasonably successfully. Spectral
clustering, however, performed less well than SNARE even on these data sets.

On PoliticalBlogs, attempting to find two clusters failed. However, clustering results were
better by allowing for a third cluster that did not fit with the other two. The two major clusters
roughly corresponded to the conservative and liberal sectors. In full, of 1224 non-isolated blogs,
1133 were correctly classified. There were 83 misclassifications, and 8 in the third “undecided”
cluster. This gave an accuracy of 92.5%, slightly less than SNARE.

On Campaigns, results were similar. There were two distinct clusters roughly corresponding
to the parties. There were 617 correct classifications, 19 incorrect, and 60 unclassified, for 88.5%
accuracy.

However, for data sets such as the general ledger data where the nodes do not form very clear
clusters, spectral clustering does not perform well. In this type of data SNARE has a distinct
advantage.

9.6 Summary of Contributions
We successfully applied link analysis to the domain of risk detection for accounting data and
produced results that were a significant improvement over a the method that flags suspicious ac-
counts. Formerly, an automated system simply flagged entities that appeared risky, with some
sense of priority. Using link analytic methods, one can rerank the risk of an account not only
based on irregularities in a single account, but also in other accounts with which it shares trans-
actions. Also, a group of accounts that are closely related and have distributed risk may be
identified while under individual flags they would fall below the threshold. In many other do-
mains there may be a cluster of related entities (for example, collaborators in a social network),
where the collection of evidence from each party may put the collective risk above the threshold.

We also show that SNARE is successful for the task of node labeling in networks in general.
Since risky nodes may be relatively sparse in a graph it may be more useful in anomaly detection
to use an initially low probability for risky nodes; however, by adjusting initial belief scores one
can use SNARE on tasks where labels are more evenly divided between two classes. SNARE
also has the capability of considering prior node-specific domain knowledge for flags— while
we used accounting-specific flags in GeneralLedger1 and GeneralLedger2, we chose text flags
in PoliticalBlogs and committee information in Campaigns.

The SNARE system is simple to implement and extend to other domains, and may be par-
ticularly useful for other types of fraud detection that ordinary graph clustering methods may
have difficulty with, such as link farms or botnets in the web graph, or fraud in mobile phone
networks.
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In summary, our contributions are the following:
• We have introduced SNARE, which uses belief propagation, taking into account both do-

main knowledge as well as network effects for labeling nodes in a graph, for risk detection
and other applications. SNARE has the following characteristics:

• Flexible: We have applied SNARE to a variety of domains, including a sample of general
ledger accounting data as well as public datasets (blog labeling, election contributions).

• Accurate: SNARE has a high labeling accuracy, compared to simply using flags for ac-
counting irregularity detection (up to 6.5 lift, more than twice that of the default heuristic),
and performs better than spectral clustering (with up to 97% accuracy).

• Scalable: The algorithm is very efficient, running in linear time with the number of edges
in the graph; 50,000 edges completed in 3 seconds.

• Robust: SNARE is robust with a variety of parameters, so it requires almost no tweaking
of parameters to work correctly. It is therefore flexible, simple to implement, and can be
applied to many other domains, in addition to those we have already introduced.
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Chapter 10

Star Quality: Analysis of online reviews

PROBLEM STATEMENT: Given a set of online reviews aggregated from a variety of sources,
how do we provide a reliable ranking of the rated objects?

Given a set of reviews of products or merchants from a wide range of authors and several
reviews websites, how can we measure the true quality of the product or merchant? How do we
remove the bias of individual authors or sources? How do we compare reviews obtained from
different websites, where ratings may be on different scales (1-5 stars, A/B/C, etc.)? How do
we filter out unreliable reviews to use only the ones with “star quality”? Taking into account
these considerations, we analyze data sets from a variety of different reviews sites (the first
work, to our knowledge, to do this). These data sets include 8 million product reviews and 1.5
million merchant reviews. We explore statistic- and heuristic- based models for estimating the
true quality of a product or merchant, and compare the performance of these estimators on the
task of ranking pairs of objects. We also apply the same models to the task of using Netflix
ratings data to rank pairs of movies, and discover that the performance of the different models is
surprisingly similar on this data set.

10.1 Introduction

The perceived value of reviews on the Web is uncontested: consumer surveys show that people
cite product reviews as a top influencer in purchase decisions. According to Nielsen, consumer
recommendations are the most credible form of advertising among 78% of survey responders
[196]; and a BIGresearch survey indicates that 43.7% of consumer electronics purchases are
affected by word of mouth [31]. Additionally, retailers see 15 − 100% greater conversion rates
and decreases in product returns for items with reviews [23, 184]. On the other hand, a recent
article in the Wall Street Journal publicized that the average rating for top review sites is an
astoundingly positive 4.3 out of 5 stars [76]. Given the important influence of reviews, we might
then ask, how accurate are user review ratings on the Web? More particularly, is it possible
to extract an aggregate signal from a collection of reviews that accurately reflects the relative
quality of the objects under review?

The de facto aggregate review score used by almost all Web properties is the average rating
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Figure 10.1: The list of merchants for a particular product in Google Product Search, ordered by
average rating. Apple, a widely-used seller, appears toward the bottom of the list, weakened by
the aggregates. (Note that the default sorting uses a different heuristic.)

per item. However, as shown by Hu et al. [105], this is not always the best way of measuring
the true quality of a product or merchant. For instance, we see in Figure 10.1 that for a Macbook
computer, Apple is one of the lower-ranking merchants. Since Apple very often ships directly
to the user, the lower rank would seem surprising. Does this suggest that average review is a
poor reflection of an item’s true quality? A few Web properties use “secret sauce” to calculate
proprietary composite rating scores or item rankings from a collection of reviews, like alaTest
and raveable.com. Do such approaches yield better results?

There are many other issues that arise in aggregating reviews data across sources and authors.
Different sources have different rating scales (1-5 stars, 0-10 stars, etc.) or rating distributions
(almost all positive, mostly “complaints,” etc.) Authors may vary not only in their opinions
of products, but in their biases, which may cloud the signal. Furthermore, reviews may be
plagiarized, otherwise faked, or irrelevant (reviewing a brand instead of a product, or a product
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instead of a merchant) [57].
Our goal in this work is to address some of these issues and compare the performance of

average rating against more sophisticated techniques for determining a composite quality score.
Specifically, we detail several algorithms for generating composite scores. We then use the scores
to rank reviewed objects and compare the performance of the different algorithms against a test
set of ranked pairs.

We study three different data sets: product reviews and merchant reviews from Google Prod-
uct Search, and Netflix movie ratings. The merchant and product review data sets are compiled
from hundreds of third party review collections, including Epinions, Amazon and CNET for
product reviews and Resellerratings and Shopzilla for merchant reviews. As a result of the issues
associated with aggregating a wide range of sources, we initially hypothesized that average rating
over aggregated reviews, even with re-scaling, would be a relatively poor predictor for ranking
reviewed items. To our surprise, the average proved to be equally accurate as more sophisticated
composite scores. While we found a non-surprising result for the particular task at hand, our
work lends insight into the problem of finding and evaluating an aggregate ranking.

10.2 Related Work
There has been a wide range of work on consumer reviews, from that studying the motivations
of consumer behavior in terms of both purchasing and reviewing, to mining product features and
predicting scores.

Reviews of products can have a large impact on how well a product sells. Chevalier et al.
showed that there exists a causal relationship from book reviews to purchasing behavior [53] .
Archak et al. further examined the relationship between product features in reviews and sales
[12]. However, there are a number of biases reviewers tend to display. Wu and Huberman found
that viewing existing reviews caused subsequent reviews written to become increasingly polar-
ized [211]. This may be explained, as Talwar et al. suggested, by users having an “expectation”
for a product based on prior reviews; their rating is then impacted based on whether or not the
product (in this case, a hotel room) met expectations [197]. On the other hand, Gilbert et al.
showed that in many cases reviewers simply echo previous reviews without adding anything
new, and report interviews with reviewers on the motivations for doing so [82].

Our problem lies in developing a good relative measure of a product’s “true quality” based
on user ratings. Hu et al. suggest the average review score becomes an unreliable indicator
of a product’s “true quality” [105]. However, a better composite measure for a product’s true
quality is yet to be determined. We therefore explore the possibility that some reviews are more
“reliable” than others in terms of their ratings. Duplicate reviews [59] and opinion spam [111]
are common, the latter study showing that it is difficult to identify untruthful reviews (plagia-
rized or deliberately misleading), but two other types can be detected using typical classification
techniques: reviews that are irrelevant because they review the brand (not the product), and non-
reviews. Authors found spam was more frequent among low-selling products, in reviews which
deviate significantly from the average rating for a product, and from people who write multiple
negative reviews on one brand.

Many reviews sites also allow users to label reviews as “helpful,” which has a disproportion-
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(a) Product reviews (b) Merchant reviews (c) Netflix ratings

Figure 10.2: Distribution of ratings in the different data sets, segmented by prolificity of authors.

ate impact on purchase decisions [52]. While the problem of finding helpful reviews (finding a
very small set of individual reviews that best help a user make a buying decision) is only tangen-
tially related to our problem (deducing true quality of products based on opinions of a large base
of users), it lends insight into which reviews to weight the most highly.

Even helpfulness votes, however, have user bias. Otterbacher et al. analyze a set of reviews
and note a number of biases and preferential behavior in terms of helpfulness scores [173]. Mizil
et al. analyzed a set of reviews from Amazon.com, along with their “helpfulness” scores, as rated
by users. Some domains (amazon.us and amazon.de) were more “controversial” in reviews than
others (amazon.uk, amazon.jp) [57]. Furthermore, helpfulness scores seemed to depend on the
variance of the reviews for a product: for highly controversial products, reviews at the extremes
were most helpful.

There have been several studies to automatically assess helpfulness or usefulness of individ-
ual reviews. RevRank uses feature selection techniques to construct a “virtual core review” to
represent the review space to find a set of the most helpful reviews [200]. Other models that
have been used to classify review helpfulness or to identify product features in reviews include
[79, 104, 120, 144, 146, 214, 215].

Before proceeding, it is important to distinguish between our problem of finding an overall
composite ranking, and the similar problem of finding a ranking for an individual user (person-
alization). While the problem of aggregating ratings to obtain a composite ranking may seem
like it would be an easier problem than that of personalization, in some ways it presents its own
challenges. Personalization (e.g. recommender systems, such as that in the Netflix Prize [29])
can rely more heavily on user data and comparisons between users, while an aggregate ranking
does its best to find a “one size fits all” ranking. While user information may still be used to
weight data, the target user’s information is not used.

Given that personalization may be a more well-defined problem, one might ask, why obtain
an overall ranking? There are several reasons: First, rich user data is not available for many
users. Second, even if the data is available, individual preference may not be relevant under
some circumstances. In a way, finding the aggregate ranking lends more insight into the reviewed
object itself, while personalization also factors in the individual user.
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(a) Product reviews (b) Merchant Reviews

Figure 10.3: Histogram of the average review score for different objects (segmented based on
the number of reviews an object receives), for (a) product reviews, and (b) merchant reviews. In
both data sets, while highly-reviewed products/merchants have an average of around 4.5, those
with very few reviews tend to have average scores of 1 or 5.

10.3 Data Description

We have three data sets we will use: product reviews, merchant reviews, and Netflix movie
ratings. Each review has an author (an Epinions.com user, for example), an object (product,
merchant, movie), and a rating (1-5 stars). Product and merchant reviews, aggregated from a
crawl of several reviews sites, also include the source. Product reviews consist of reviews of
books, consumer electronics, and other retail items; and merchant reviews consist of users rating
experiences with different merchants (similar to rating an Ebay transaction). Both types of re-
views are between 1 and 5 stars (normalized according to different scales). These are normalized
according to different scales, which as we discussed earlier, has drawbacks. Since our data also
contains information on the source, we can use that information to avoid some of the problems
caused by normalization. Netflix is a narrower space of reviews: it consists of users rating movies
from 1-5 stars. Though this data does not have multiple sources, many of the same methods used
to rank products and merchants will still hold for Netflix movies.

There are many subtleties that arise in aggregating data from multiple sources. Each reviews
site has its own bent: there may be sites focused largely on complaints (such as those meant to
call out scams in merchants), which may translate into a high prior for a review being negative.
On a finer scale, the sites may have different foci on each review: some merchant sites may ask
for an overall merchant experience while others elicit per-transaction reviews. Some product
sites may focus on certain product verticals, such as video games or movies. Furthermore, many
review sites are retail sites, and can enforce some power over reviews, whether by following
up with users or by removing inaccurate reviews at the request of a merchant. (In these cases,
merchants who do not keep a close eye on their reviews may have relatively lower ratings.)

Aside from source biases, the data points themselves may be noisy. Different sites have dif-
ferent rating scales: some are in range 1-10, some 0-5, and some even have only positive/negative
labels. Furthermore, some sites simply have a larger number of reviews, which may mean more
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(a) Product reviews (b) Merchant Reviews

Figure 10.4: Histogram of the average review score from different sources, for (a) product re-
views, and (b) merchant reviews. Notice in (b) that while most sites have an average of a little
over 4, there are a few sites with a much lower average of around 2.75.

consistent data, and/or more opportunity for less reliable reviews.
To illustrate some of the inherent biases to confront in aggregating data, we next describe

some empirical behavior of the data.

10.3.1 Product reviews
The product reviews data set, gathered from 230 sources, consists of over 8 million ratings, of
560,000 products, reviewed by 3.8 million authors. The distribution of all ratings given is shown
in Figure 10.2(a). A overwhelming majority of ratings are positive. Bars are segmented based
on the number of reviews an author has given. For instance, a majority of the 5s awarded are by
authors who have only given one review.

Examining authors giving a single review, we see that approximately 37% of 5s are given
by these authors, but only 25% of 4s are. Likewise, this set of single-review authors appears
to give disproportionately more 1’s. This makes intuitive sense: one explanation may be that
fake reviews are likely to be anonymous to escape blocking (although testing this hypothesis is
outside the scope).

However, there does not seem to be a significant correlation between the number of reviews
received for a product and its rating: a product with a single review is equally likely to receive a
five-star rating as a product with 100 reviews. This is surprising, considering that in Jindal and
Liu [111] single-review products were often found to be spam (where spam also tends to have
extreme ratings). As shown in Figure 10.3(a), most products have an average review of around
4.25.

Further calculations suggest there is less variance within an author rating different products
than within a single product’s reviews. This is unsurprising: we would expect a product’s reviews
to cover a variety of opinions, while an author is likely to have the same “bias” around products
they rate. More prolific authors tend to have wider variance. Note that this applies across groups.
1-review authors all have an estimated variance of 0, but the general trend of more prolific authors
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having a higher variance applies past that. This could be due to the possibility that the most
prolific take time to review both products they liked and disliked, while less prolific ones only
did one or the other.

What is more surprising is that within a single source there is also little variance. As in-
dicated in Figure 10.4, however, there is a great deal of variance between sources, with some
having an average as low as 1.5 and others having an average as high as 5! This vastly different
rating behavior between sites suggests we should pay attention to the source of a review when
determining its quality or bias.

10.3.2 Merchant reviews

The merchant reviews data set is smaller, with 1.5 million ratings for 17,000 merchants. There
are 1.1 million authors, from 19 sources.

The distribution of ratings is shown in Figure 10.2(b). The dominating number of 5’s is even
more prevalent here. As in product ratings, most ratings come from less active authors. As
we saw with product reviews data, if an author has written a single review, then the author is
disproportionately more likely to have given a 5. Also, as with product reviews, the sources vary
widely in terms of rating behavior (see Figure 10.4(b)). For example, ReviewCentre.com has an
average rating of about 2.9 while Pricegrabber.com has an average rating of around 4.5.

Looking more closely we see some different effects than what we saw in product reviews.
Reviews given to a merchant may have a high variance, more so than for products. While a
disproportionate number of merchants with a single review receive either a 1 or a 5 (as in product
data), the average review for any given merchant hovers at around 4.5. Authors of merchant
reviews had, overall, a higher average and a higher variance than authors of product reviews
(that is, an author is more likely to use the full scale of 1-5 stars when rating merchants than s/he
is when rating products), as suggested by Figure 10.3(b).

10.3.3 Netflix ratings

The Netflix data does not contain multiple sources as the previous two data sets did, but had
a larger number of ratings. It consists of around 100 million user ratings (on a scale of 1-5),
for 17,770 movies, by 480,189 authors. The data provided for the Netflix Prize was primarily
sampled from users with many ratings. As shown in Figure 10.2(c), the mode of ratings is at 4,
not 5 as in our other data sets. (However, among the few authors with a single rating, 5 is the
mode.) We observe more correlation between the number of reviews for a movie and its average
rating: the movies that had more ratings tended to have more positive ratings. For example,
movies with over 100,000 ratings had 63% positive (4 or 5), while movies with 101-1,000 ratings
had only 42% positive. This effect was not as strongly observed in the other reviews data.

Now that we have provided a brief overview of the data, we will describe our objective in
using the data and how we intend to evaluate solutions.
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10.4 Problem Statement
Formally, given a set of ratings R where each rating r(oi, aj) is a numeric value representing
author aj’s opinion of object oi, our overall goal is to correctly rank each object oi’s “true quality”
qi, relative the other objects. A challenge to ranking is that this “true quality” is unobservable (if
such a thing is even definable in such a subjective space), so we will later propose a framework
for evaluation.

Each of our models will provide an estimate q̂i of the quality of each object oi, and then rank
the objects according to that estimated “score.” For example, for our baseline method estimates
the quality q̂i as the average rating given by all reviewers, objects with the highest average rating
will appear at the top of a ranked list. We will next detail some proposed models for estimating
q̂i in order to perform the task of ranking objects.

10.5 Proposed Models
Our proposed models fall into two main categories: statistical and reweighting. Our baseline
model, average rating, falls into the first category. Reweighting models involve filtering reviews
out or downgrading their influence in the composite score, considering some reviews to be more
important or reliable than others.

We will use the following notation: the estimated quality by a model, for an object oi, is q̂i.
The set ri∗ represents all ratings to a given object oi, and the set r∗j represents all ratings from a
given author aj .

10.5.1 Statistical models
Average rating:

This is the model we use as a baseline measure. The estimated quality of an object is the average
rating it has received from all authors in the training data. Formally, q̂i = r̄i = 1

|ri∗|
∑

j∈ri∗ rij

Median rating:

This is set up identically to average rating, except for the statistic used. Here the estimated quality
of an object is the median rating the object has received from all authors in the training data.

Lower bound on normal confidence interval:

Some products have more consistent ratings than others. For example, we would like to give a
higher score to a product that has received 100 5-star reviews than to a product that has received
a single 5-star review, even though the average rating model would give these the same score.
We may also trust a product with a solid string of 4s more than one with a noisier signal. We
approximate ri ∼ N(qi, σ

2
i ); that is, a rating for a product falls in a distribution around its true

quality, with some variance. We then use a lower confidence bound for the quality score. More
precisely, q̂i = r̄i − zα/2 σi√

|ri∗|
, where the constant zα/2 = 1.96, for a 95% confidence.
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Lower bound on binomial confidence interval:

Such a normal approximation may not be accurate. However, we could instead simplify the star
ratings into positive/negative (for instance, every rating of 4 stars or above is positive) and then
take the lower bound of the confidence interval of the percentage of positive reviews. Also known
as the Wilson Score, it is calculated in the following manner: First, obtain p̂, the proportion of
“positive” ratings for a given object oi. We also define n = |ri∗|, the number of reviews for an
object. Next, the statistic is:

q̂i = p̂+
z2
α/2

2n
− zα/2

√
[p̂ ∗ (1− p̂) + z2

α/2/4n]/n

(1 + z2
α/2/n)

This measure was suggested in [158] as a better way to aggregate ratings for products with
few ratings.

Average percentile of order statistic:

One issue with aggregating across several review sites is the different scales used in ratings. For
example, while one site uses 1-5 stars, another may use a binary “positive/negative” label, two
scales that may not easily translate. How does one maintain a faithful comparison of products,
particularly when objects are not reviewed by all sources?

We would like to make a statement such as, “most of the time, object o1 was ranked above
object o2.” We can devise a method for this. We rank products according to each site, and
calculate a score for an object based on where it occurs on each list. Specifically, we take the
average percentile for this object over all sites and use that as q̂i.

This score is calculated in a few steps:
1. Aggregate reviews by source, and for each object, calculate the average rating r̄ij from

all authors j that are reviewers from that source (for example, the average of all ratings
received for a product on Epinions).

2. Sort all objects oi for each source, based on that average.
3. From each sorted list, assign a percentile score for a source-object pair.
4. For each object, take q̂i to be the average percentile it receives for all its sources.
For example, suppose that an object oi was reviewed on two different sites s1 and s2. We

would then sort all products on each site according to average rating. Suppose that after doing
this, oi was in the 80th percentile on site s1, and in the 50th percentile on site s2. The “score” for
oi would then be 0.65.

We can use the same process with authors instead of sources to counteract author bias, but this
data is more sparse in the product and merchant reviews where many authors rated few objects.
However, it may be useful for the Netflix ratings where authors are comparatively prolific.

10.5.2 Re-weighting models
If we have some idea of which reviews are more reliable, or having more “star quality,” we can
decide to give more importance to these when training a model. An instance of re-weighting
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is filtering, which decides that certain reviews are likely to be misleading, and assigns these a
weight 0. In essence, we are pruning the training set. We next detail models we used in this class.

Filter out anonymous reviews:

Using regular expressions on the reviewer name (“A Shopper,” “Anony*,” etc.), remove from the
training data any reviews from an apparently anonymous reviewer. Then, calculate the average
rating given to an object in the remaining data. Anonymous reviews comprised between 5-10
percent of the training data in products and merchants data. This model is irrelevant for Netflix
ratings, where all users were anonymized.

Filter out non-prolific authors:

Sort the data by authors, and remove from the training set any review from an author with fewer
than m total reviews (we used m = 10 in experiments).

Weighting authors according to maximum likelihood

A more sophisticated re-weighting model involves deriving some “bias” for different authors
and re-weighting their ratings accordingly. We propose a model based on an assumption of the
distribution of ratings around “true quality.” We model rij = r(aj, oi) as a stochastic function of
the “true quality” qi of an object oi and the “noise” of an author. Some authors are more precise
than others, so we say each author has a variance σ2

j . That is, we make the following assumption:

rij ∼ N(qi, σ
2
j )

Based on this assumption, the maximum likelihood estimate for the parameters q and σ is:

argmaxσ,qΠrij

1

θj
√

2π
exp(

(rij − qi)2

2θ2
j

)

To find each qi and σj , we use the EM algorithm [61] to maximize the value above, iteratively
updating each q and σ until convergence. The update equations are as follows: q̂i is a weighted
average of ratings by all authors, where each author is weighted according to the noise among
their ratings.

q̂i =

∑
ri∗

1
σ2
j
∗ rij

∑
ri∗

1
σ2
j

The noise for an author is then simply the sample variance around the quality scores.

σ̂2
j =

1

|r∗j| − 1

∑

r∗j

(qi − rij)2

One can add more parameters to the assumed distribution of ratings, assigning a bias to an
author in addition to a variance term, or assigning variance to a product’s quality. However, we
found that in practice the more complex models did not outperform the two-parameter one, at
least on the Netflix data set.
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10.6 Evaluation

10.6.1 Methodology

Since there is no ground truth for the true quality of a product, merchant, or movie, deciding how
to evaluate the proposed models is another interesting problem. We cannot exactly answer the
question “Can we rank objects correctly, according to quality?”

However, we can answer a related question, which is “Given no knowledge of a user, can we
usually replicate their ranking of objects?” To accomplish this, we can first rank objects based
on our estimated quality scores q̂i. Then, we can sample from user ratings and see how reliably
our ranking matches the preferences of users, in the long run. Essentially, since ground truth
data is not available, we are seeing how well an aggregate ranking does on the specific task of
personalization. Thus, for the purposes of evaluating different estimates of q̂i to rank objects, we
propose evaluating using a holdout method to obtain training and test sets of reviews. The steps
for this are as follows:

1. For each author aj with greater than n reviews (n = 100 in our experiments), pick k pairs
of objects rated by the author. Each of these pairs {r(ok,1, aj), r(ok,2, aj)} will become one
data point in the test set.

2. For each pair, label it with whichever object has received a higher rating from the author.1

The goal of any model will be to reproduce this ranking for each pair.
3. Reviews not used in the test set are placed in training set.

Any given model will use the training set to come up with an overall estimated quality, q̂i
for each object oi and thereby an ordered ranking of objects. Then, for each pair of objects in
the test set, the ranking between the pairs is compared to how those two objects are ranked in
the model’s list2. If the model correctly reproduces the relative ranking for the pair, it counts
as a hit; otherwise it is a miss. Accuracy is then determined based on the number of pairs it
ranks correctly. For example, a random model would arbitrarily choose one of the two objects as
the better one for each pair, and receive an accuracy score of about 50%. (It is possible to have
conflicting data points in the test set, if the same pair of objects is selected from two authors with
differing opinions, however that occurrence is unlikely given the sparse sample in the test set.)

In practice, to build the test sets for each data set, we took one pair of reviews from each
author with more than 100 ratings. Each test set was further pruned by the threshold mentioned
earlier: if the difference in ratings that the author gave the two products was less than 2 stars, the
test data point was not used. This resulted in a test set size of 1423 pairs in product reviews, and
205 pairs in merchant reviews, and 13,141 pairs in Netflix (small test sets due to the selectivity
of test points).
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Method/Accuracy Products Merchants Netflix
Random3 50% 50% 50%
Average rating 70.4% 69.3% 69.0%
Median rating 48.2% 50.2% 40.7%
Lower bound: normal 69.0% 70.2% 68.9%
Lower bound: binomial 65.1% 68.3% 69.1%
Order statistic (by sources) 69.9% 66.3% N/A
Order statistic (by authors) 62.1% 58.5% 69.1%
Filtering anonymous 67.1% 68.7% N/A
Filtering non-prolific authors (mini-
mum of 10 reviews)

68.6% 38.6% 69.0%

Reweighting authors by reliability 69.4%

Figure 10.5: Results from running various aggregate quality metrics. Notice that the

10.6.2 Results

We test the various models on the different data sets. Results are summarized in Figure 10.5.
Each model was trained on data from all authors (save data points in the test set), and results
are computed on the test sets from a select few authors. Accuracy is calculated as the number
of correctly ranked pairs. Ties and unclassified pairs were considered to be misclassifications.
Overall, we found that average rating performed significantly better than random, around 70%
in all data sets. Surprisingly, in spite of the different domain, the different measures performed
similarly on Netflix data as on the product and merchant reviews.

Some statistic-based models performed up to, but not exceeding average rating. The
confidence-interval based models performed promisingly, although a common source for error
were objects with a single rating: a variance of 0 made the lower bound of the confidence interval
equal to that one rating. (There may be ways to combat this issue, which are worth exploring.)
Order statistic-based measures tended to perform as well as average, suggesting that there were
few pitfalls in this approach, but it is perhaps more complex than would be useful. Median per-
formed poorly (worse than random) due to a vast number of ties; most ratings were one of the
whole numbers.

Performance of re-weighting models suggested that removing data entirely is not always
useful. Filtering out anonymous reviews did not have a significant effect either positively or
negatively, but filtering out non-prolific authors removed a large amount of data in the merchant
reviews, making the model unable to score many pairs in the test set as an object was not rated
at all in the filtered training data4. We explored the more sophisticated measure of re-weighting

1We require that the difference between the pair to be greater than some threshold to use it in the test set. The
motivation is that it is more important a model distinguish between a 5-star object and a 4-star object than between
a 1-star and a 4-star object.

2Since the goal is not personalization, the identification of the author of the pair of reviews in the test set is not
used

4Using average rating as “backup” in these cases seemed to still not produce an overall improvement over average
rating alone (in cases where there was improvement, it was not statistically significant).
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“more reliable” authors as described earlier on the Netflix data. Also surprisingly, the results
were nearly identical, at 69.1% accuracy.

10.7 Summary of Contributions
We have explored in depth three reviews data sets, including a data set of aggregated product
reviews, one of aggregated merchant reviews, and one made up only of movie ratings. Our
objective has been to compare different metrics for ranking objects by “true quality,” given an
aggregated set of ratings for that object. We have tested several statistic-based models and various
forms of data-cleaning on this task, and while none thus far have been able to outperform the
average rating model (which performs well, but not as well as would be desired), our analysis
provides several new observations and promising directions.

Our major contributions are as follows:
• This is the first work, to our knowledge, over aggregated reviews from different sources.

We observe that there are often biases of different sources and authors: different authors
and review communities will often have very different behavior. We compare reviews
coming from these different review sites and investigate how this may help deduce the true
quality of an object rated.

• We propose several diverse models for ranking the true quality of reviewed objects.
• We build a framework for evaluating the true quality of reviewed objects and test different

approaches.
• We compare performance of different models on multiple datasets, and find surprisingly

similar results in terms of performance of different measures.
As we have shown, finding a consistently accurate ranking of objects based on a diverse ag-

gregate set of reviews is not straightforward, but is rather a complex problem with many potential
pitfalls in review quality, user and community bias, and in the open-ended nature of reviewing.
Learning to properly navigate these challenges will help form a more complete perspective of not
only online reviews themselves, but also of the consumer experience and online user behavior.

139



140



Part IV

Conclusion and appendices
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Chapter 11

Concluding remarks

To review, we address some of the major contributions in this work, and propose other interesting
applications.

11.1 Summary of contributions
In this work we addressed patterns and models for network topology and network interactions,
and performed case studies of network effect in action. For a list of publications that this work
has appeared in, refer to Appendix C.

11.1.1 Topology: New patterns and realistic generators
In Part I, we have examined many different types of large (millions of nodes) weighted graphs,
such as social networks of blogs, political campaign contributions, and patent citations. We
make several discoveries across these networks, three of which we briefly review here: a) the
superlinear behavior of edge weights, b) the constant/oscillating behavior of components, and c)
the design of generative models.
• Fortification: One surprising finding is that of fortification: the superlinear relationship

between the number of unique edges in a graph and the total edge weight (such as packet
sizes in network transfers or dollar amount in campaign donations). We observe this super-
linear relationship on a local scale as well as on a graph at large– for example, candidates
with more donors receive superlinearly more money in total. This finding is illustrated in
Figure 11.1.

• Component sizes: Our second topological observation is that once the giant connected
component forms (as is known to occur in social networks), the sizes of the secondary com-
ponents (the second- and third-largest components) oscillate. Surprisingly, there appears to
be a certain threshold that a component will reach before joining to the largest component–
while this threshold varies between networks it appears to remain near-constant over time
within each network.

• Realistic generative models: Being able to model these behaviors is important for un-
derstanding the mechanisms causing them and allows us to make predictions. As our third
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Figure 11.1: A plot of the Snapshot Power Law, detailed in Chapter 3. Here, in the donation net-
work between political action committees and candidates, each point represents one candidate.
As a candidate receives more checks, the total amount received increases superlinearly.

topological finding, we have developed two complementary models that match several pat-
terns observed in real evolving networks. The first is an agent-based model which we call
the Butterfly generator, the first model to reproduce the NLCC property in addition to other
known patterns– most agent-based models will produce a single component. The second
model is the Recursive Tensor Model, which uses tensor multiplication and self-similarity
to create a weighted network in time that provably follows the observed power-laws as well
as observed bursty behavior. Each of these two models is useful– the agent-based Butterfly
model allows us to understand the local mechanisms forming networks and forecast “what
if” scenarios, while the tensor-based RTM can be simulated in parallel and is useful for
theoretical analysis.

11.1.2 Surprising patterns of interaction
In addition to understanding global properties, we have discovered mechanisms that lead to local
diffusion. To this end, we have performed large case studies in blog and online group citations.
We completed extensive analysis of a set of 2 million blog posts and identified common patterns
of information propagation by analyzing cascades, or conversation trees. We were the first to
examine the shapes of conversations in blogs, and we have three major discoveries in diffusion
that we present: a) the power-law decay of in-links, b) power laws in cascade sizes, and c)
that different communities have different cascade patterns. Details of these findings, as well as
accompanying generative models, are discussed in Part II.
• Post popularity decay: First, we found that in-links to a particular post over time drop

off with a power law of exponent −1.5. While one would certainly expect a blog post’s
timeliness to be important, this finding is surprising as one would expect popularity to
decay linearly or exponentially. This is shown in Figure 11.2.

• Power law cascade sizes: Our second finding is on cascade sizes. We found that sizes of
cascades overall follow a Zipf distribution (power law with exponent -2)– most conversa-
tions consisting of a single post with a few being larger. Additionally, power laws apply to
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Figure 11.2: A plot of the post popularity decay power law, detailed in Chapter 6.

the sizes of particular cascade shapes. Sizes of “stars,” or conversations involving many
links to a single post, have a power-law dropoff exponent of -3.1, and sizes of “chains” (a
series of posts, each linking to the previous) an exponent of -8. Again, timeliness is likely
a key factor in forming these types of cascades.

• Realistic Cascade Generators: We proposed models to generate realistic cascades in both
online groups and in blogs.

11.1.3 Impact
Applications for these findings abound, a few of them discussed in Part III.
• Network effects for risk detection: In Chapter 9, we have applied network effects to the

domain of accounting. We used link analysis for detecting misstatements (either inten-
tional fraud or unintentional errors) in general ledger data, a problem that causes billions
of dollars in losses annually. Our goal was to assess risk of an account based on the series
of transactions made, and how closely an entity is associated with other “risky” entities.
The scalable method we developed is able to identify misstated accounts automatically,
allowing auditors to complete their work more quickly and efficiently. We showed this
produced a lift of up to 6.5 over random, and a vast improvement over using auditing flags
without considering network effects, with ROC curves shown in Figure 11.3. It is par-
ticularly effective for low false positive rates: for the same false positive rate of 5%, our
method achieves a 70% true positive rate while the baseline achieves less than 30%.

• Anomaly detection for network structure: We also presented a direct application of topo-
logical patterns to detecting anomalies, in Chapter 8. This was able to find anomalous
nodes, such as the CEO of Enron, political candidate with anomalous patterns of dona-
tions, and a blog post that served as an important connecting resource.

Social networks have increased dramatically in scale over the past few years, and a deep
understanding of networks is becoming a necessity to the advancement of online services and
security, as well as other problems in the field of data mining [149]. We have presented several
surprising patterns in the structure and interactions in networks; proposed generators; and of-
fered several success stories, such as finding anomalous nodes in political campaign contribution
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Figure 11.3: ROC curves for SNARE vs. baseline on general ledger accounting data, as detailed
in Chapter 9. The first graph shows the entire range and the second shows performance for false
positive rates of less than 0.1.

networks (a domain with significant impact) and detecting misstatements in accounting networks
(another problem with multi-billion dollar consequences). We believe that these are only a few
of the opportunities that our findings present.
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Appendix A

Case study in online groups:
Inter-group patterns and cross-posting

PROBLEM STATEMENT: Can we develop a deeper understanding of cross-posting behavior in
groups? When a cascade (in this case, a thread on a group’s message board) appears in several
different groups, how can we tell which groups find it most interesting?

Social networks, both on- and off-line, are rich structures of communities and communities-
within-communities. An individual may be a member of multiple social circles. While this
property enhances the flow of communication across networks, it makes community identifica-
tion difficult in most on-line social network data. Unlike many Web 2.0 communities, Usenet
has a pre-defined structure for topics of discussion, which allows us to identify which individu-
als are most responsible for bridging communities and aiding in information diffusion not only
within, but also between communities. In this work we examine the structure of communities
and diffusion patterns of nearly 200 politically-oriented newsgroups, both the interactions inside
newsgroups and, in particular, at the borders of them, where membership, interests, and topics of
discussion overlap.

Studying the pre-defined Usenet groups allows one to bypass the obstacle of community
detection. This advantage, however, presents a host of interesting challenges, as the borders do
tend to blur. Cross-posting, where a single article is posted into several groups simultaneously,
is frequent in Usenet. While studying cross-posts can aid us in finding gateways for information
transfer, an improper cross-post leads to confusion of relevance. Since users can simultaneously
(and nearly without cost) “spam” multiple groups, and often times respondents to an article will
“reply-to-all,” so that an entire conversation can appear to happen in a group when none of its
regular readers are taking part. To combat this, we propose a framework for assessing ownership
of an article, or post.

Our work is one of the first principled approaches towards analyzing diffusion patterns in
Usenet. Our contributions are the following: We perform a study of a large set of Usenet news-
groups over an extended period of time, comparing the structure of the induced social networks.
We find that induced networks of groups obey a form of the densification power law, with slope
of 1.2. However, despite this structural similarity, we find that reciprocity and degree distribution
varies in the different groups. Understanding these structures helps us properly assess similarities
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in newsgroups based on membership and cross-posting activity. We then present a framework
for assessing which of many cross-posted newsgroups is responsible for most of the activity in
a thread, and which ones are responsible for influencing other groups. Using this framework,
we show how cross-posting later in a conversation induces higher activity, which illustrates the
flow of information between communities, and observe some precise diffusion patterns between
Usenet groups.

A.1 Comparing structure in newsgroups
First we examine structural properties within each newsgroup. Here, we make an induced social
network G = (N,E) of authors based on replies to posts. In each group, if author an replies to
a post by author am, there is a directed edge emn from an to am.

A.1.1 Size
The size that a group reaches is one key feature examined. Interestingly, groups seem to mimic
the densification power law discovered by Leskovec et. al: as a graph size grows in nodes,
the number of edges increases super-linearly [136]. However, while the densification law is
traditionally applied to several snapshots of the same graph at different points in time, here we
observe several different groups at the same point in time. The plot of edges vs. nodes is shown
in Fig. A.1(a). The weighted graph, where the weight on an edge is the total number of replies,
also follows densification with exponent of 1.3 (plot omitted for space). There are some notable,
interesting anomalies. The points far below the fitting line (with abnormally low reply rates) are
tw domains. The ones above the fitting line (high reply rates) tend to be in European domains.

A.1.2 Degree and reciprocity
We have shown that groups tend to maintain a certain edge to node property, but how are
these edges distributed? The degree distribution indicates how skewed interactions are: a
steeper slope on a power-law fit implies a higher proportion of activity by the “core” authors.
Fig A.1(b) shows the in-degree vs. out-degree power law exponents for groups that did fit such
a distribution, based on log-binning of histogram data. Among groups that had a fit value of
R2 > .95, the power-law exponent ranged from -0.95 (no.samfunn.politikk.diverse) to
-1.5 (alt.politics.conservative for in-degree. Out-degree power law exponent ranged
from -0.86 (no.samfunn.politikk.diverse) to -1.8 (alt.politics.liberal). While
correlated, there was a wide range of exponents, and some did not even appear to be heavy-
tailed, which was surprising.

Reciprocity between groups represents whether most users reply to each other. The for-
mula for reciprocity may be found in [36], but it is essentially a ratio of the number of pairs
of nodes that have a mutual edge to the number of pairs of nodes that have a non-mutual edge
(one that goes only one direction). A group with no reciprocated edges would have reciprocity
0, and a group where all edges are reciprocated would have a reciprocity of 1. The most re-
ciprocated group (hun.politika) had a reciprocity of up to 0.58, and the least reciprocated
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(a) (b)

Figure A.1: Comparing Usenet groups. (a) Number of author-to-author edges (interaction pairs)
in groups vs. number of nodes (authors) in groups, based on replies. The power-law exponent is
1.2. (b) In-degree power law exponent vs. out-degree power law exponent, for groups with an
R2 fit of greater than 0.95. Some outliers are labeled. There is a general correlation of in-and
out-degree, but there is a great deal of range in the steepness of slopes in the degree distribution.

group tw.bbs.soc.politics, had a reciprocity of 0.057. Interestingly, with the exception of
hsv.politics (Huntsville, Alabama), all of the top 20 high-reciprocity groups were Euro-
pean, and most of these highly-reciprocity groups did not fit a power-law degree distribution at
all. The low-reciprocity groups generally had low traffic (fewer than 100 authors in any given
year, with the exception of tw.bbs.soc. politics). All of Taiwan-based groups in our
data had very low reciprocity.

A.2 Similarity Measures Between Newsgroups
We have now compared the individual groups and showed some of their differences. But how can
we draw similarities between the groups? Cross-posting may help provide us with information
on how related different groups are, by making the assumption that if authors regularly post the
same articles into multiple groups, then the groups share those related articles and are likely of
similar motivation. Likewise, groups with shared authors may be related.

We first measured how often cross posts occurred. For this, we use the Jaccard coefficient:
the ratio of intersecting articles to the union of articles in both groups.

Sim(g1, g2) =
|Articles(g1)

⋂
Articles(g2)|

Articles(g1)
⋃
Articles(g2)

Fig. A.2 is a visualization of the resulting network 1, where an edge represents similarity
1All network visualizations in this work, including illustrations of threads later, use Eytan Adar’s GUESS Graph

Exploration tool, [2].
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Figure A.2: Newsgroups clustered by cross-posting based on Jaccard coefficient. A thin edge
indicates a similarity of over 0.1, and a thick edge of over 0.2. In the center there are distinct
clusters for local U.S. politics groups and the main alt.politics groups. On the left are
topical groups for issues and some political philosophies, and on the right are clusters for local
Canadian groups and for other English-speaking countries. Otherwise, groups sharing language
or physical borders tend to group together.

greater than 0.10, and a thick edge similarity greater than 0.20. There are some interesting groups
forming: the large cluster on the right includes most of the Canada local groups joined with thick
edges. Notably, the group qc.politique was missing. We found that it actually had a higher
similarity with fr.politique than with any of the other Canadian groups, likely due to lan-
guage. Also joined to the Canada cluster (green) are other general politics groups for English
speaking countries, such as the U.K., Australia, and New Zealand. In the center there is a cluster
largely devoted to the U.S., with most of the regional and statewide groups on the bottom (blue).
There is a surprising rate of cross-posts in this area; however, some of the less-well-connected re-
gional groups tend to be connected in an intuitive manner: for instance, sdnet.politics (San
Diego, Cali.) and ba.politics (Bay-Area, Cali.) are connected, and houston.politics,
dfw.politics, and austin.politics, three groups for major cities in the state of Texas,
along with tx.politics, form a clique. Above the local-U.S. cluster (in red) is a cluster of
most of the alt.politics.* hierarchy; cross-posting is very high among these groups. To
the left is a fourth cluster (yellow), mainly centered around topical groups such as guns, drugs,
or specific political philosophies, with fairly intuitive connectedness. Otherwise, groups joined
by language or physical borders tend to cluster together. Groups focused on Sweden, Taiwan,
Norway, Hong Kong/China, and Netherlands/Belgium are related. About half of the groups are
not shown, as they had no edges above the threshold.

We also measured similarity based on Jaccard coefficient of the author participation in each
newsgroup, where similarity is the ratio of the size of the intersection of authors in each group
to the union of authors (in the same manner we assessed cross-posts). Here we thresholded
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edges at an coefficient of 0.2, thick edges at 0.3, which resulted in about half of the groups being
connected to at least one other group. The visualization is omitted for space; however, we found
that the structure formed similar clusters to those in Fig. A.2.

Next we will study patterns of diffusion, exploring whether similarity leads to more informa-
tion flow. We do this by providing a method of assigning cross-posts to groups.

A.3 Proposed thread ownership method
In the previous section we completed a multi-scale analysis of the Usenet sample, both contrast-
ing differences between the groups and clustering them based on similarity measures. We next
analyze threads themselves, particularly focusing on how threads move between groups. Often
times even when a thread is initially posted to one or a few groups, it may be later cross-posted
to others. The thread may be picked up by the new groups, but even if members in the old groups
are no longer interested in the discussion (or never were), people in other groups may still cross-
post to that group (the “reply-to-all” effect). Therefore, as we describe the interactions we try to
consider when we can truly consider a discussion as occurring in a given group. To that end, we
propose a measure of ownership for authors and for articles, and show how it aids in studying
diffusion patterns.

A.3.1 Post ownership
Since nearly half of all posts are cross-posted, it is difficult to assign ownership from articles
alone. However, based on the authors’ posting patterns, we can often discern where their loyal-
ties lie, so to speak. If an author usually posts into g1 and only occasionally cross-posts into both
g1 and g2, then it is a safe assumption that posts written by that author “belong” to g1. To aid in
formalization, we define the following expressions:

Author-group activity, act(a, g) is defined as the percent of author a’s posts that are posted
into group g. These may be cross-posted, so

∑
g act(a, g) ≥ 1.

While this may give a realistic distribution of where an author is cross-posting, we feel that
in order to capture whether an author truly considers himself a member of a group, we need to
determine where that author is writing unique posts, because many cross-posts are unintentional
“reply-to-alls.” Therefore, we define Author-group devotion, dev(a, g), as the percent of author
a’s posts that are only posted into group g, and not cross-posted into any other groups. Therefore,
0 ≤ ∑g dev(a, g) ≤ 1. From there, we can define a group gi’s degree of ownership of a post,
based on how devoted the post’s author is to the groups it is posted into.

own(gi, p) =
dev(a(p), gi)∑

gj |p∈gj dev(a(p), gj)

A simple extension gives us the ownership of a set P of posts, taking the mean of the own-
ership of each post. One can apply this ownership score to the set of all posts that have oc-
curred, whether uniquely or as a cross-post, into a group2. In this manner we have aggregated

2For some posts dev(a(p), g) is 0 for all groups in question. This is a relatively rare occurrence, particularly on
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ownership for posts and devotedness scores for authors. We find that some groups “own” a
large amount of their posts, while others have much sparser relative ownership. For instance,
fr.soc.politique has a ratio of 0.92 while alt.politics.bush has an aggregate owner-
ship score of 0.56: so under this score, alt.politics.bush actually has less activity. Some
groups had even lower ratios of ownership; for example, tw.bbs.soc.politics.kmt’s was
around 0.003.

We illustrate the importance of ownership using an example. In Fig. A.3, we show a con-
versation cross-posted to several groups, and then label each node with the group that the author
most “belongs” to (based on highest ownership). The original article, “Kiss the national parks
goodbye,” was cross-posted to several large newsgroups, including talk.politics.misc and
alt.politics. The second node from the left on the second level was a reply to that post,
which was cross-posted to talk.politics.misc, seattle. politics, or.politics,
and a few other local politics groups. According to our ownership rules, the bulk of the thread was
made by authors that mainly posted to seattle.politics (16,000 members, marked in green)
and or.politics (10,000 members, blue). Authors posting primarily onto talk.politics.misc
(a much larger group, with over 50,000 participants) are marked in red. Even though nearly all
of the posts were cross-posted to talk.politics.misc, few of the “devoted authors” of that
group participated. Considering the subject line, it is not surprising that such a subject would
appeal more to members of groups in the Pacific Northwest, which has a higher concentration of
national parks.

The largest thread was over 9000 posts, occurring in major alt.politics subgroups and
talk.politics.misc, and focused on the 2004 election. It was cross-posted to 38 groups
during its tenure, yet, 85% of ownership was concentrated in three groups.

A.3.2 The effects of cross-posting on threads in groups

Once we have established which groups dominate conversation for a given thread, we can de-
velop a better understanding of how cross-posting affects how well-received a thread becomes
inside a group. We can start to answer the questions: How does cross-posting affect a conver-
sation? Does a conversation pick up when cross posted, or die off? How does a thread fare if
it begins in a group, compared to when it begins elsewhere? To assess whether cross-posting
helps or hurts activity in groups, we can divide conversations happening in a group gi into the
following four categories:

1. An article is initially posted to gi and never cross-posted to other groups in our data set.
(No X-post)

2. An article is initially cross-posted both to gi and another group in the data set. (Initial
X-post)

3. An article is initially posted to gi and, later in the conversation, a reply is cross-posted to a
different group. (Late X-post, original group)

4. An article is initially posted to another group, and later in the conversation debuts in gi.
(Late X-post, late group)

the thread level.
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Figure A.3: An example of a thread that is posted into several groups but is “owned” by a very
small number. It is described in detail in the text. While the original article was cross-posted
to several large newsgroups, including talk.politics.misc and alt.politics, most of
the posts are from authors who primarily make their non-cross-posts into or.politics and
seattle.politics.

To compare these cases, we took the ownership of the set of posts in the thread. (In the fourth
case this means taking the ownership of all posts below the point in the conversation where gi
appears). In Fig. A.4, we show the distribution of thread sizes, for the different “types.” All types
follow a heavy-tailed distribution. However, it is clear that most of the largest threads are of the
“late-cross-posting” type. Furthermore, there is not much difference in overall thread size for
threads with no cross-posts and those that are only initially cross-posted to multiple groups, so
simply the act of cross-posting may often be associated with spam.

We recognize that there is some correlation between natural thread size and type (by defi-
nition, threads of type 3 and 4 must be at least of size 2, for instance). We can make a better
assessment by instead examining what happens not simply to the thread overall, but what hap-
pens within each group. If we measure the cascade size based on ownership for a given group,
we can more confidently state whether the act of cross-posting induces conversation. In doing
this, we find that Type 4 threads do indeed have more activity. We are only measuring the size
below the point where it reaches the group, making it a comparable measure to types 1 and 2. The
resultant PDF is shown in Fig. A.4, normalized as there are relatively few Type 4 occurrences.

In other words, mass initial cross-posting does not lead to high activity within any given
group. However, if somewhere in a thread an author decides it is relevant to group gi and cross-
posts, then gi tends to gain more activity than it would for a post that was not cross-posted at all.
Perhaps this is indicative of authors “discovering” threads that are relevant to a given group, and
“recommending” these threads to the group by cross-posting their replies. Indeed, we find that
for cases where a post is later cross-posted to a new group, about half the time the person who
introduces the post is “devoted” to both the old group and the new group.
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Figure A.4: Top: Histogram of thread sizes, where each thread is either never cross-posted,
cross-posted only at the root, or cross-posted later. Most of the largest threads tend to have
late-occurring cross-posts. Bottom: PDF distribution for per-group thread ownership. Here,
threads are double-counted for each group they appear in. however, posts are divided amongst
the groups such that each post is only counted once. For the first two types, a higher proportion
of the probability mass is concentrated in less activity, while late cross-posting leads to higher
activity in the new groups.

One example of this phenomenon occurs in a thread with subject line “The truth about British
Racism & Imperialism.” It begins by being cross-posted to alt.politics.british and
uk.politics.misc. At one point in the conversation, one author replies saying “If you can
be Scottish and British, why not Asian and Scottish?” A second author, who we have labeled as
most “devoted” to scot.politics, then posts “Why not be Asian and Scottish? Most Asian
people in Scotland consider themselves to be both.” In the process of replying the author also
sends the reply to scot.politics. At that point, there is an explosion of conversation; in fact,
we find that 79 percent of the conversation occurs below this point, and largely among authors in
scot.politics. We show a diagram of the conversation in Fig. A.3.2, emphasizing the point
at which the late cross-posting occurs. Taking into account this mechanism of “discovery,” we
next assess diffusion in terms of thread ownership.

A.4 Applications of post ownership
Next, we propose applications of our method, including a way of measuring diffusion and a way
of measuring group similarity.

A.4.1 Information flow based on post ownership

Without an idea of where posts are truly occurring, measuring how information flows across
groups becomes difficult to assess. If a parent post pp is cross-posted to g1, g2, g3, and an author
then replies to it by adding a child post pc into g4, how does one assess where the new author
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Figure A.5: An example of a thread that is first posted to alt.politics.british and
uk.politics.misc, but later is cross-posted into scot.politics. At the point which the
third group is added (denoted by a large black square node), the conversation takes off, and 79
percent of all nodes occur below that point. scot.politics-owned posts are marked in black.

read the original post; that is, which group influenced her to form edge epc?
The goal is to find an influence measure for any two groups, based on a given edge, which we

can extend to the entire set of threads. We would like a score Inflepc(gp, gc) for each possible
pair of groups. Without ownership information, one might assign the influence as a distribution
from all of pp’s groups and all of pc’s groups. For each pair,

SimpleInflepc(gp, gc) =
1

|(gk|pp ∈ gk)|
∗ 1

|(gl|pc ∈ gl)|
Under this case, since there are three groups in the parent post, and one in the child post,

SimpleInflepc(g1, g4) = 1
3
. To get an influence score between two groups over an entire group of

threads, one would simply sum the influence scores for each pair of parent-child posts. However,
this measure has shortcomings: it ignores the fact that some cross-posting may be meaningless
to authors who post only to a certain group. Therefore, we introduce ownership. We may decide
to assign influence based on how devoted the parent post’s author, a(pp), and the child post’s
author, a(pc), are to each group. The score for any pair of groups (gp, gc|pp ∈ gp, pc ∈ gc) is
then:

OwnInflepc(gp, gc) = dev(a(, gi) ∗ dev(a, gj)

Still, we would like to take it a step further, to answer the question, How often do authors in
gc respond to a post they first saw in gp?. One would then measure not gp’s influence based on
the parent distribution, but rather the child author’s distribution:

ChildOwnInflepc(gi, gj) = dev(a, gi) ∗ dev(a, gj)

These three potential measures allow us to attribute influence over the entire set of threads. Sum-
ming over each epc where an edge is a reply, and normalized based on the “influencees” we can

155



get a total score of influence from each group to another. Under SimpleInfl, we find that a slim
majority of the mass (57%) is along the diagonal of the adjacency matrix. By using OwnInfl,
attributing the flow from an ownership distribution of the parent post, into an ownership distri-
bution of the child’s post, 67% of the mass is along the diagonal. Taking it a step further, by
attributing influence based only on the newer author, under ChildOwnInfl, 85%. This would
seem the most intuitive measure of influence, as one would expect most influence to occur within
a group.

Based on the third measure we can claim that perhaps 15% of the time, information
is traveling from one newsgroup to another. Which groups are responsible? Based on
ChildOwnInfl, we found that the most influential were often the ones with the largest mass,
such as alt.politics.bush and alt.politics, but were more often simply the larger
groups in a cluster, such as can.politics in the Canadian groups, seattle.politics in
the local US groups, or talk.politics.guns for topical groups. The following edges had the
highest influence scores:

Influencer Influencee
swnet.politik se.politik.diverse
de.soc.politik.miscbln.politik.rassismus
can.politics man.politics
can.politics ab.politics
can.politics bc.politics
can.politics ont.politics
uk.politics.misc uk.politics.constitution
uk.politics.misc uk.politics.parliament
talk.politics.drugsuk.politics.drugs

A.4.2 Group similarity based on shared “devoted” authors and shared
posts

This new framework of ownership brings previous measures of group similarity into a new light.
We can re-assess group similarity based on “devoted” authors. By redefining group membership
from “any member who posts into a group” into “any member who, at some point, single-posts
into a group,” and then taking the Jaccard coefficient, we paint a different picture of which
groups truly share members. Naturally, the similarity scores are lower. One can also build a
network using similarity of shared ownership of posts: a post is shared between two groups
if dev(a(p), gi) > 0 for both groups. While the general structure is similar, there are a few
interesting differences. For example, the devoted-author network has a much more distinct divide
in the local U.S. groups; with a couple of exceptions, the groups appear to be neatly divided
between cities/states on either side of the Mississippi River (see Fig. A.6).

A.5 Contributions

Our contributions in this case study are the following:

• We compare structures of different politically-oriented Usenet groups. We find superlinear
behavior between the number of authors and number of edges (similar to “densification”
discussed in Section 2.1, only using snapshots of several different groups).
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Figure A.6: Similarity based on devoted authors, focusing on the local US groups. A thin edge
represents a Jaccard coefficient of ≥ 0.08, and a thick edge ≥ 0.1.

• We show that degree distribution and reciprocity vary widely across groups, even though
each group may discuss many of the same topics and have overlapping membership.

• We are among the first to deeply study cross posting behavior in online groups. We show
that cross-posting may lend insight into which groups are most similar (without requiring
heavy text analysis!).

• We propose a post ownership method to help demystify which groups find a cross-post
most interesting.

• We use our post ownership model to infer diffusion between groups, and to improve upon
our similarity measures.

While cross-posting aids in analyzing similarity between groups, when it comes to assessing
relevance within groups, cross-posting becomes a barrier to understanding. Therefore, we have
proposed an ownership measure, which assigns posts in a thread to groups based on how “de-
voted” the post authors are to the various groups. Our ownership measure is an excellent tool for
many applications in data analysis. By assigning ownership of posts to groups, we observed how
threads evolved as cross-posts occurred. By looking at different “types” of cross-posting activity,
we demonstrated that while cross-posting, when initially in a thread, does not lead to more activ-
ity, a cross-post that occurs later in the thread is correlated with higher activity. Furthermore, we
were able to create an influence measure between groups, based on the ownership of parent and
child threads. These experiments in cross-posting activity that examine the devoted authors and
activity in groups are particularly relevant, as identifying individuals who are devoted to multiple
groups serves to better understand how information is transferred across social group boundaries.
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Appendix B

Case study in blogs:
Labeling blogs using cascade features

PROBLEM STATEMENT: Can we use cascade features to cluster blogs by genre, or to
characterize a certain blog?

We use a method known as principal component analysis to cluster blogs. PCA is defined
as follows. Given many vectors in D-dimensional space, how can visualize them, when the
dimensionality D is high? This is exactly where Principal Component Analysis (PCA) helps.
PCA will find the optimal 2-dimensional plane to project the data points, maintaining the pair-
wise distances as best as possible. PCA is even more powerful than that: it can give us a sorted
list of directions (“principal components”) on which we can project. See [113] or [126] for more
details.

B.1 Clustering blogs by CASCADETYPE

Our first experiments involved performing PCA on a large, sparse matrix where rows represented
blogs and columns represented different types, or shapes, of cascades (shapes, such as those
shown in Figure 6.4 on page 71). Each entry was a count, and in order to reduce the variance,
we took the log of each count. Our dataset consisted of 44, 791 blogs with 8, 965 cascade types.

It was of interest to impose social networks upon the blogs, based on what topics the blogs
tended to focus on. We hand-classified a sample of the blogs in the ICWSM data by topic, and
found that we could often separate communities based on this analysis. For the purposes of
visualization we chose to focus on two of the larger communities, politically conservative blogs
and “humorous” blogs (such as blogs for different web-comics and humorists). Figure B.1(a)
shows these blogs plotted on the first two principal components, and Figure B.1(b) shows them
plotted on the second and third principal components. Ovals are drawn around the main clusters.
We notice a distinct separation between the conservative community and the humor community;
this means that the two communities engage in very different conversation patterns.

Based on our CASCADETYPE analysis, we make the following observations:
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Figure B.1: Principal components for blogs by CASCADETYPE labeled by topic. PC’s were
generated by analyzing a matrix of blogs by counts of cascade types. Note that there is a clear
separation between conservative blogs (represented by red crosses), and humorous blogs (repre-
sented with by circles), both on axes of the first and second PC (a), and on axes of the second
and third PC (b). Ovals indicate the main clusters

Observation B.1.1 Communities often cluster around the same types of cascades, with distinct
conversation patterns.

It seems that conservative blogs and the “humorous” blogs form separate clusters. We believe this
is the case because conservative blogs tend to form deep, chainlike graphs whereas the humorous
blogs form stars. Some similar observations may be made for other communities; we used these
two because they were the most distinct. This result shows that blog communities tend to follow
different linking patterns. We believe that by looking at a blog’s cascade types that one can better
make inferences about what community a blog might belong to.

Observation B.1.2 The number of trivial cascades that a blog participates in (that is, its number
of solitary posts with no in- or out-links) may be a key indicator of its community.

Removing the trivial cascades caused the clusters to become less clear, which indicates that these
trivial cascades still play a significant role in the inferences one can make about that blog.

B.2 Clustering based on post features
We next sought to find how posts themselves behave. In order to do this, we performed PCA on
a 6-column matrix. Each row represented a post, while the columns were as follows:
• Number of inlinks
• Number of outlinks
• Conversation mass upwards
• Conversation mass downwards
• Depth upwards
• Depth downwards

There were 6, 666, 188 posts in the dataset. When we ran PCA, we found that the major two
components that determined the blog’s place in this space were conversation mass upwards and
downwards. Therefore, we also plotted the posts on the two axes of conversation mass upwards
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Figure B.2: Conversation mass for posts, an aspect of POSTFEATURES6. The top figure shows
the Dlisted and MichelleMalkin clusters superimposed over points for all posts. The next two
show the clusters separately, superimposed on all blog points for reference. Ovals are drawn
around the main clusters. Note that while there is overlap between posts features of two blogs,
they have different centers. This tells us that different blogs maintain different means and vari-
ances in conversation masses

and conversation mass downwards (See Figure B.2. To illustrate, we have plotted all posts, with
special markers for two distinct popular blogs, Dlisted 1 and MichelleMalkin 2. We have circled
the main clusters in the plots. Notice that while Dlisted and MichelleMalkin points overlap, their
clusters are centered differently. The mean and variance of these clusters can serve as another
viewpoint into the profile of a blog.

Our POSTFEATURES6 analysis provided us the following observation:

Observation B.2.1 Posts within a blog tend to take on common network characteristics, which
may serve as another means of classification.

Individual posting patterns may serve as another way of clustering blogs, because different blogs
maintain different posting patterns.

B.3 Contributions

These findings have potential applications in many areas. One could argue that the conversation
mass metric, defined as the total number of posts in all conversation trees below the point in
which the blogger contributed, summed over all conversation trees in which the blogger appears,
is a better proxy for measuring influence. This metric captures the mass of the total conversation
generated by a blogger, while number of in-links captures only direct responses to the blogger’s
posts.

For example, we found that BoingBoing, which a very popular blog about amusing things, is
engaged in many cascades. Actually, 85% of all BoingBoing posts were cascade initiators. The
cascades generally did not spread very far but were wide (e.g., G10 and G14 in Fig. 6.4). On the

1dlisted.blogspot.com, a celebrity gossip blog.
2www.MichelleMalkin.com, a politically conservative blog.
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other hand 53% of posts from a political blog MichelleMalkin were cascade initiators. But the
cascade here were deeper and generally larger (e.g., G117 in Fig. 6.4) than those of BoingBoing.

In summary, our contributions here are:
• We propose using PCA to cluster blogs based on the cascade shapes (CASCADETYPE)

appearing. We show that this will successfully separate “humorous” blogs from “politically
conservative” blogs.

• We design POSTFEATURES6 to characterize blogs based on their influence in cascades,
and show that some blogs have much more varied cascade behavior than others (e.g.
MichelleMalkin vs. DListed).
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Appendix C

List of publications

Part I: Topology and formation of networks
• M. McGlohon, L. Akoglu, and C. Faloutsos. Weighted Graphs and Disconnected Compo-

nents: Patterns and a Generator. SIG-KDD Las Vegas, Nev., August 2008.
• L. Akoglu. M. McGlohon, and C. Faloutsos. RTM: Laws and a Recursive Generator for

Weighted Time-Evolving Graphs. ICDM IEEE Int’l Conference on Data Mining Pisa,
Italy, Dec. 2008

• U Kang, M. McGlohon, L. Akoglu, and C. Faloutsos. Patterns on the Connected Compo-
nents of Terabyte-Scale Graphs. Under review.

Part II: Conversation patterns in networks
• M. McGlohon, J. Leskovec, C. Faloutsos, N. Glance, and M. Hurst. Finding patterns in

blog shapes and blog evolution. International Conference on Weblogs and Social Media.
Boulder, Colo., March 2007. January 2007.

• J. Leskovec, J, M. McGlohon, C. Faloutsos, N. Glance, and M. Hurst. Patterns of Cascad-
ing Behavior in Large Blog Graphs. Society of Industrial and Applied Mathematics- Data
Mining. Minneapolis, Minn., April 2007.

• R. Kumar, M. Mahdian, M. McGlohon. Dynamics of Conversations SIG-KDD. Washing-
ton DC, July 2010.

• M. Goetz, J. Leskovec, M. McGlohon, and C. Faloutsos. Modeling Blog Dynamics. In-
ternational Conference on Weblogs and Social Media (ICWSM09). San Jose, Cali. May
2009.

Part III: Network effects in action
• L. Akoglu, M, McGlohon, C. Faloutsos. OddBall: Spotting Anomalies in Weighted

Graphs. The 14th Pacific-Asia Conference on Knowledge Discovery and Data Mining,
Hyderabad, India, June 2010. (Chapter 8)

• M. McGlohon, S. Bay, M. Anderle, D. Steier, and C. Faloutsos. SNARE: A Link Ana-
lytic System for Graph Labeling and Risk Detection SIG-KDD Paris, France. June 2009.
(Chapter 9)

• M. McGlohon, N. Glance, and Z. Reiter. Star Quality: Aggregating Reviews to Rank Prod-
ucts and Merchants. International Conference on Weblogs and Social Media (ICWSM10),
Washington DC, May 2010. (Chapter 10)
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Appendices
• M. McGlohon and M. Hurst. Community Structure and Information Flow in Usenet: Im-

proving analysis with a thread ownership model. International Conference on Weblogs
and Social Media (ICWSM09). San Jose, Calif. May 2009.

• M. McGlohon and M. Hurst. Considering the Sources: Comparing linking patterns in
Usenet and blogs. International Conference on Weblogs and Social Media (ICWSM09).
San Jose, Calif. May 2009.
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[33] Marián Boguná and Romualdo P. Satorras. Epidemic spreading in correlated complex
networks. Phys. Rev. E, 66(4):047104, 2002. doi: 10.1103/PhysRevE.66.047104. URL
http://dx.doi.org/10.1103/PhysRevE.66.047104.

[34] B. Bollobas. Random Graphs. Cambridge, 2001.

[35] B. Bollobas and O. Riordan. Mathematical Results on Scale-Free Random Graphs, pages
1–37. Wiley–WCH, 2002.

[36] Bela Bollobas. Modern Graph Theory. Springer, corrected edition, July 1998. ISBN
0387984887. URL http://www.amazon.com/exec/obidos/redirect?
tag=citeulike07-20\&path=ASIN/0387984887.

[37] R. Bolton and D. Hand. Statistical fraud detection: A review, 2002. URL http://
citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.7.9050.

[38] Richard J. Bolton and David J. Hand. Unsupervised profiling methods for fraud de-
tection, 2001. URL http://citeseerx.ist.psu.edu/viewdoc/summary?
doi=10.1.1.24.5743.

167



[39] Allan Borodin, Gareth O. Roberts, Jeffrey S. Rosenthal, and Panayiotis T. Paras. Link
analysis ranking: algorithms, theory, and experiments. ACM Trans. Inter. Tech., 5(1):231–
297, 2005. doi: http://doi.acm.org/10.1145/1052934.1052942. URL http://dx.doi.
org/http://doi.acm.org/10.1145/1052934.1052942.

[40] Markus M. Breunig, Hans-Peter Kriegel, Raymond T. Ng, and Jörg Sander. Lof: Identi-
fying density-based local outliers. In SIGMOD, pages 93–104, 2000.

[41] J. R. Busemeyer and J. T. Townsend. Decision field theory: a dynamic-cognitive approach
to decision making
in an uncertain environment. Psychological Review, 100(3):432–459, July 1993. URL
http://view.ncbi.nlm.nih.gov/pubmed/8356185.

[42] George Casella and Roger Berger. Statistical Inference. Duxbury Resource Center, June
2001.

[43] Deepayan Chakrabarti. Autopart: Parameter-free graph partitioning and outlier detection.
In PKDD, pages 112–124, 2004.

[44] Deepayan Chakrabarti. Tools for Large Graph Mining. PhD thesis, Carnegie Mellon
University, June 2005.

[45] Deepayan Chakrabarti and Christos Faloutsos. Graph mining: Laws, generators, and
algorithms. ACM Comput. Surv., 38(1), 2006. ISSN 0360-0300. doi: 10.1145/1132952.
1132954. URL http://dx.doi.org/10.1145/1132952.1132954.

[46] Deepayan Chakrabarti, Yiping Zhan, and Christos Faloutsos. R-MAT: A recursive model
for graph mining. In SDM, 2004.

[47] Soumen Chakrabarti, Byron E. Dom, S. Ravi Kumar, Prabhakar Raghavan, Sridhar Ra-
jagopalan, Andrew Tomkins, David Gibson, and Jon K. Einberg. Mining the web’s link
structure. Computer, 32(8):60–67, 1999. doi: http://dx.doi.org/10.1109/2.781636. URL
http://dx.doi.org/http://dx.doi.org/10.1109/2.781636.

[48] Vineet Chaoji, Mohammad A. Hasan, Saeed Salem, and Mohammed J. Zaki. Sparcl:
Efficient and effective shape-based clustering. In ICDM, 2008.

[49] Duen H. Chau, Shashank Pandit, and Christos Faloutsos. Detecting fraudulent personali-
ties in networks of online auctioneers. PKDD, 2006.

[50] Amitabh Chaudhary, Alexander S. Szalay, and Andrew W. Moore. Very fast outlier detec-
tion in large multidimensional data sets. In DMKD, 2002.

[51] H. C. Chen, M. Magdon-Ismail, M. Goldberg, and W. A. Wallace. Inferring agent dynam-
ics from social communication network. In Proc. 9th WebKDD, 2007.

[52] Pei-Yu Chen, Samita Dhanasobhon, and Michael D. Smith. All Reviews are Not Cre-
ated Equal: The Disaggregate Impact of Reviews and Reviewers at Amazon.Com. SSRN
eLibrary, 2008.

[53] Judith Chevalier and Dina Mayzlin. The effect of word of mouth on sales: Online book
reviews. Journal of Marketing Research, 43:345–354, 2006.

[54] Yun Chi, Shenghuo Zhu, Xiaodan Song, Junichi Tatemura, and Belle L. Tseng. Struc-

168



tural and temporal analysis of the blogosphere through community factorization. In KDD
’07: Proceedings of the 13th ACM SIGKDD international conference on Knowledge
discovery and data mining, pages 163–172, New York, NY, USA, 2007. ACM. doi:
http://doi.acm.org/10.1145/1281192.1281213. URL http://dx.doi.org/http:
//doi.acm.org/10.1145/1281192.1281213.

[55] Aaron Clauset, Cosma R. Shalizi, and M. E. J. Newman. Power-law distributions in
empirical data. SIAM Review, 51(4):661+, Feb 2009. ISSN 00361445. doi: 10.1137/
070710111. URL http://dx.doi.org/10.1137/070710111.

[56] Trevor Cohn. Scaling Conditional Random Fields for Natural Language Processing. PhD
thesis, University of Melbourne, 2007.

[57] Cristian Danescu-Niculescu-Mizil, Gueorgi Kossinets, Jon Kleinberg, and Lillian Lee.
How opinions are received by online communities: A case study on Amazon.com help-
fulness votes. In Proceedings of WWW, pages 141–150, 2009.

[58] Tamraparni Dasu and Theodore Johnson. Exploratory Data Mining and Data Clean-
ing. Wiley-Interscience, 1 edition, May 2003. ISBN 0471268518. URL http:
//www.amazon.com/exec/obidos/redirect?tag=citeulike07-20\
&path=ASIN/0471268518.

[59] Shay David and Trevor Pinch. Six degrees of reputation: The use and abuse of online
review and recommendation systems. First Monday, 11(3), 2006.

[60] Patricia M. Dechow, Weili Ge, Chad R. Larson, and Richard G. Sloan. Predicting material
account manipulations. AAA 2008 Financial Accounting and Reporting Section (FARS),
2008.

[61] A. P. Dempster, N. M. Laird, and D. B. Rubin. Maximum likelihood from incomplete data
via the em algorithm. Journal of the Royal Statistical Society. Series B (Methodological),
39(1):1–38, 1977.
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