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Abstract

Sequential decision-making problems with multiple objectives are natural to many application domains of AI-enabled systems. As these systems are increasingly used to work with people or to make decisions that impact people, it is important that their reasoning is intelligible to the end-users and stakeholders, to foster trust and effective human-agent collaborations. However, understanding the reasoning behind solving sequential decision problems is difficult for end-users even when white-box decision models such as Markov decision processes (MDPs) are used. Such intelligibility challenge is due to the combinatorial explosion of possible strategies for solving long-horizon problems. The multi-objective optimization aspect further complicates the problem as different objectives may conflict and reasoning about tradeoffs is required. These complexities pose a barrier for end-users to know whether the agent has made the right decisions for a given context, and may prohibit them from intervening if the agent was wrong. The goal of this thesis is to develop an explainability framework that enables the agent making sequential decisions to communicate its goals and rationale for its behavior to the end-users.

We present an explainable planning framework for MDP, particularly to support problem domains with multiple optimization objectives. We propose consequence-oriented contrastive explanations, in which an argument for an agent’s policy is in terms of its expected consequences on the task objectives, put in context of the selected viable alternatives to demonstrate the optimization and tradeoff reasoning of the agent. Our modeling framework supports reward decomposition, and augments MDP representation to ground the components of the reward or cost function in the domain-level concepts and semantics, to facilitate explanation generation. Our explanation generation method computes policy-level contrastive foils that describe the inflection points in the agent’s decision making in terms of optimization and tradeoff reasoning of the decomposed task objectives. We demonstrate the applicability of our explainable planning framework by applying it to three planning problem domains: waypoint-based navigation, UAV mission planning, and clinic scheduling.

We design and conduct a human subjects experiment to evaluate the effectiveness of explanations based on measurable task performance. We design the users’ task in the experiment to be: assessing the agent’s planning decisions to determine whether they are the best decisions for a given problem context. Our experimental results show that our proposed consequence-oriented contrastive explanation approach significantly improves the users’ ability to correctly assess the agent’s planning decisions, as well as the users’ confidence in their assessment.

Lastly, we investigate the feasibility of a user-guided approach to our consequence-oriented contrastive explanation paradigm. We propose a theoretical framework and approaches to formulate Why Not behavioral questions as state-action constraints and linear temporal logic constraints on the planning problem, and to solve for satisfying policies in order to explain the full impact that the queried behavior has on the subsequent decisions and on the task objectives.
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Chapter 1

Introduction

Automated decisions made by systems with Artificial Intelligence (AI) components are often opaque and difficult to understand for the end-users, due to algorithmic complexity of the AI reasoning and information they use that are hidden from the users. In particular, sequential decision making processes, in which multiple dependent actions are taken sequentially over time, pose a significant challenge for end-user understanding due to the combinatorial explosion of possible strategies, especially when involving reasoning under uncertainty. As AI-enabled systems are increasingly used in many domains to work with people or to make decisions that impact people, it is important that these systems make their reasoning intelligible to the end-users and stakeholders. Understanding the systems’ goals and behavior, and having confidence that the systems make the right decisions for their tasks, or knowing when they do not, are crucial to allow people to trust and to effectively use or collaborate with these AI-enabled systems. The goal of this thesis is to develop an explainability framework that enables the agent making sequential decisions to communicate its goals and rationale for its behavior to the end-users.

For many sequential decision-making or planning application domains, oftentimes there are multiple ways of achieving a goal that may differ in some important qualities, such as execution time and various measures of performance and costs. Such sequential decision problems involve optimization of the domain-specific quantitative properties \[78\]. An important intelligibility type \[61\] for the end-users or stakeholders of such application domains is: Why are the agent’s decisions optimal? This question has several aspects. The sequential decision framework being used, the domain models, the task objectives (i.e., goals and optimization objectives), and the algorithm to solve the problem all play the roles in selecting optimal decisions. Therefore, multiple aspects of the problem can be explained. In this thesis, we particularly focus on the aspects of the domain models and the task objectives, with Markov decision process (MDP) as the sequential decision framework. We investigate algorithm-agnostic approaches to explain to the users why MDP planning agents’ policies are optimal, with respect to the agents’ decision models. That is, our approaches explain the agents’ optimal policies with respect to their MDP models, independent of the specific algorithms that solve the MDPs. We aim to explain to the users the reasoning that gives rise to planning solutions that may not be apparent to them, based on what the agent’s decision making model does rather than how the underlying planning algorithm achieves it.

We argue that contrastive explanations are essential for answering why a plan or a policy is optimal, as optimality is fundamentally a comparative property. The idea of contrastive ex-
planations is rooted in the social phenomenon that, when people ask for an explanation of an event, i.e., fact (“Why did $P$ happen?”), they often are asking for an explanation relative to some contrast case, i.e., foil (“Why did $P$ happen rather than $Q$?”) \[69, 70\].

Existing works in explainable AI planning that employ contrastive explanations for inference reconciliation (meaning to help the inference process of the users to better understand the planner’s decisions) \[13\] largely focus on a contrastive foils at an individual action level. These works typically aim to answer the questions “Why is this action in this plan?” and “Why not this other action?” \[36\]. However, to answer the question “Why is this policy optimal?”, we argue that framing contrastive foils at an individual action level is not sufficient. For the users to understand why a policy is optimal, knowing that choosing an alternate action at a state would have a lower value (i.e., $Q(s, a')$ value, or its decomposed components, for an alternate action $a'$ at at state $s$) may not be sufficient. The lower value can be the result of the subsequent states and actions that are not explained to the user. Moreover, there are many possible sets of subsequent states and actions that the agent could choose that would result in different policy values. These alternate decisions are not addressed if the explanation frames contrastive foils as individual actions. Instead, we argue that combinations of actions that lead to lower policy values should be explored, in order to provide the user more insights into why a policy is optimal. The key challenge is to identify the appropriate combinations of actions as contrastive foils from an exponentially large space.

In this thesis, we investigate the questions of what constitutes effective contrastive explanations for why a policy is optimal, and how to automatically generate such explanations. We focus on explaining Markov decision process planning, for which, even though the planning model is a white-box, the long-horizon sequential and probabilistic nature of the decision making still makes the agent’s reasoning difficult for the user to understand. Our work is particularly motivated to target problem domains in which multiple reward or cost objectives are involved, as they reflect many real world applications of planning \[78\]. The multi-objective optimization nature of the problem adds to the complexity of the agent’s reasoning that the user needs to understand.

The primary goal of explanations we investigate in this thesis is to enable the user to assess whether the planning agent’s decisions are optimal with respect to the user’s objectives and preferences, which may differ from those of the agent. The reason we focus on this goal is two-fold. First, aligning the agent’s and the user’s objectives and preferences is a difficult problem in designing a reward or cost function for the planning problem \[37, 59\]. Particularly, when there are multiple components to the planning objectives, misalignment may occur. Explanations that can assist the user with detecting such (mis)alignment can be impactful. Second, establishing a task-oriented goal for explanations allows for a more objective evaluation method for measuring the effectiveness of proposed explanation approaches.

We investigate how to use contrastive explanations as a mechanism to describe how the agent’s planning objective steers its decision making to a certain policy and not others. Unlike the commonly used definitions of contrastive explanations in explainable AI literature, we do not focus on causal difference conditions or non-causal differences in properties associated with different circumstances. Instead, our main idea is to focus on the inflection points in the agent’s decision making that make it chooses a certain policy over some other reasonable alternatives. That is, we focus on the points at which the agent changes its optimization trajectory in order to balance competing task objectives. To identify a manageable set of informative con-
trastive foils – at a combination-of-actions level – from an exponentially large space, we leverage the multi-objective nature of the planning problems to the explanations’ advantage. Via reward decomposition, we identify a subset of Pareto efficient policies as candidate contrastive foils. The main idea in our contrastive explanation method is to describe how the components of the reward or cost values drive the inflection points in the optimization decision in the Pareto efficient subspace, and how tradeoffs are made to reconcile competing task objectives. Our argument for this type of contrastive explanations is two-fold. First, it is faithful to the underlying mathematical approach of the planning algorithm that computes an optimal value function for a multi-objective reward or cost function. Second, it supports the goal of explanations motivated in this thesis, namely, to assist the user in recognizing the alignment or misalignment between the agent’s objectives and preferences and theirs.

1.1 Thesis Statement

The thesis statement is:

We can improve transparency and intelligibility of Markov decision process (MDP) planning agents for end-users, in terms of how they reason about finding optimal policies, by means of consequence-oriented contrastive explanations. Our proposed approaches allow the users to understand the planning rationale from the perspective of consequences of different sequential decisions on the various task objectives, and tradeoffs among competing objectives. Our proposed explanation mechanisms enable end-users to evaluate the alignment between planning-based agents’ objectives and those of their own, and to potentially address unexpected agents’ decisions from the users’ point of view.

Next, we elaborate on the thesis statement.

This thesis focuses on the problem of inference reconciliation (i.e., to help the inference process of the users to better understand the planner’s decisions) for Markov decision process (MDP) planning for end-users, particularly for problem domains in which multiple optimization objectives are involved. That is, we aim to generate explanations for why an agent’s policy is optimal with respect to the task objectives and a priori preferences. We design our approach to be algorithm-agnostic and model-based. That is, our approach explains the agent’s optimal policy with respect to its MDP model, independent of the specific algorithm that solves the MDP. We propose consequence-oriented contrastive explanations, in which an argument for a policy is in terms of its expected consequences on the task objectives, put in context of the selected viable alternatives to demonstrate the optimization and tradeoff reasoning of the agent.

Leveraging reward decomposition, our approach computes a small set of alternative policies as contrastive foils by replanning with constraints on the value functions of the individual components of the reward or cost function, which correspond to the task objectives of the problem. The value constraints are set up to solve for alternative policies at the inflection points on the Pareto front that indicate the agent’s tradeoff decisions to reconcile competing task objectives. Our approach formulates explanations that describe how the different contrastive foils at a combination-of-actions level affect the task objectives compared to the agent’s policy.

This thesis demonstrates that using consequence-oriented contrastive explanations improves end-users’ understanding of the planning rationale, as measured by their ability to assess whether
the agent’s decisions align well with the users’ own objectives and preferences for the task, which may differ from those of the agent. We motivate in this thesis that such explanations provide the end-users with actionable insights about the agent’s decisions. Namely, the users can have confidence that the agent has made the correct decisions, or they can identify what the agent has potentially gotten wrong and intervene accordingly.

Furthermore, we investigate an extension to our approach that allows the users to directly query on unexpected decisions in the agent’s policy. We explore a user-guided approach to consequence-oriented contrastive explanations, to use user inputs in the form of “Why-Not” queries to guide the search for contrastive foils that are informative to the users’ specific questions. To this end, we propose a theoretical framework and approaches to formulate “Why-Not” queries as state-action constraints and linear temporal logic (LTL) constraints on the planning problem, and to solve for satisfying policies in order to explain the full impact that the queried behavior has on the subsequent decisions and on the task objectives. The important consideration in using this explanation framework is: the computed policies for contrastive foils that satisfy the queried temporal patterns may be non-Markovian with respect to the state abstraction in the original MDP problem. The difference between the Markovian reward assumption in the agent’s original reasoning, and the non-Markovian approach used to generate user-queried contrastive foils, must be acknowledged. Nonetheless, we posit that allowing contrastive foils to challenge the assumption in the agent’s formal planning framework can be informative for the users to understand and assess the optimality criteria they desire for the agent’s task. This investigation is a proof of concept. Its main goal is to explore the feasibility of going beyond soliloquy in our consequence-oriented contrastive explanation paradigm, and incorporating complex user queries to identify more relevant contrastive foils for better inference reconciliation.

1.2 Contributions

In this thesis, we make the following contributions:

1. We design an algorithm-agnostic, model-based explainable planning approach for Markov decision process (MDP) planning. Our explanation goal is to provide inference reconciliation for why a policy is optimal with respect to the task objectives and a priori preferences of the planning agent. We propose an approach to generate consequence-oriented contrastive explanations. Our approach consists of two parts:

   (a) A modeling framework that supports reward decomposition and augments MDP representation to ground the components of the reward or cost function in the domain-level concepts and semantics, to facilitate explanation generation.

   (b) A method for computing policy-level contrastive foils that describe the inflection points in the agent’s decision making in terms of optimization and tradeoff reasoning of the decomposed task objectives. Our method computes the contrastive foils by replanning with hard and soft constraints on the value functions of the decomposed task objectives. We formulate the constrained planning problem as a mixed-integer linear programming (MILP) problem. In particular, we formulate MILP problems to solve for deterministic policies that satisfy the hard constraints on the value
functions. We use a penalty method \cite{23} and a piecewise linear approximation \cite{25} of non-linear penalty functions in MILP formulation for soft constraints.

2. We demonstrate the applicability of our proposed explainable planning framework by applying our approach to three planning problem domains: waypoint-based indoor robot navigation, Unmanned Aerial Vehicles (UAV) mission planning, and outpatient clinic scheduling. We demonstrate how each problem domain can be modeled in our explainable planning representation, and we discuss examples of explanations generated by our approach for different problem instances.

3. We design and conduct a human subjects experiment to evaluate the effectiveness of explanations based on measurable task performance. In particular, we design the users’ task to be: assessing the agent’s planning decisions to determine whether they are the best decisions for a given problem context. Our experimental results show that our proposed consequence-oriented contrastive explanation approach significantly improves the users’ ability to correctly assess the agent’s planning decisions, as well as the users’ confidence in their assessment.

4. We investigate the feasibility of a user-guided approach to our consequence-oriented contrastive explanation paradigm. We propose a theoretical framework and approaches to formulate “Why-Not” behavioral questions as state-action constraints and linear temporal logic (LTL) constraints on the planning problem, and to solve for satisfying policies in order to explain the full impact that the queried behavior has on the subsequent decisions and on the task objectives. For solving MDPs with LTL constraints, we leverage an existing problem formulation approach \cite{82} for constructing a product MDP that incorporates a deterministic Rabin automaton (DRA) generated from a LTL property, and the reward or cost function of the product MDP is defined based on the acceptance condition of the DRA. Policies for contrastive foils computed by this approach may be non-Markovian with respect to the state abstraction in the original MDP problem. Namely, the contrastive foils are finite-memory policies for the original MDP problem.
Chapter 2

Related Work

Research in the field of explainable AI [40] at large is significant and prevalent, with many different disciplines and objectives [1, 7, 71]. Notably, much of explainable AI research focuses on machine learning interpretability, particularly of large and complex deep neural network models [14, 19, 106]. Interpretability of such black-box neural network models is exceptionally challenging. However, AI agents that perform complex tasks such as autonomous cars and health care robots must have the capabilities to reason at task-level, abstracting over multiple components, some of which may be learned (e.g., perception and low-level control policies) and some may be specified (e.g., mechanisms of the systems). The field of Explainable Agency aims to enable autonomous agents (e.g., robots) performing such complex tasks to be able to explain their decisions and the reasoning that produced their choices [6, 58, 79].

There are various objectives of explanations in the existing explainable agency research and related fields such as Human-Robot Interaction (HRI). For instance, [87] proposes a categorization of explanation types: Teaching explanations convey to the human concepts and knowledge that the agent has gathered. Introspective tracing explanations are based on introspection into the underlying models and provide enough information to trace the decision making process. Introspective informative explanations convey less information than Tracing explanations, but still able to shed light on the agent’s underlying models and decision making process to allow the human to know whether the agent’s decisions are correct or where errors may have occurred. Post-Hoc explanations are constructed by the agent to explain a decision without accurately representing the underlying decision making process. These are typically used for explaining learned black-box models such as neural networks, where full-fidelity introspective explanations can be infeasible. Execution explanations report the traces of operations the agent has taken. The goal of this thesis aligns most with that of introspective informative explanations, but we also leverage post-hoc explanations to support introspection from the agent’s perspective [86]. We ultimately aim to provide the users with sufficient insights into the agent’s reasoning to enable them to have confidence that the agent is correct, and to detect and understand discrepancies between the agent’s decisions and those expected by the users.

Explanations of sequential decision making processes, or planning problems, are studied in many different flavors in the field of Explainable AI Planning (XAIP) [36]. The recent survey on the emerging landscape of explainable AI planning [18] outlines three broad categories of approaches:
Algorithm-based explanations aim to explain the underlying planning algorithms. These explanation methods are common for explaining decisions generated by deep reinforcement learning. For instance, [39] generates saliency maps to understand how a deep reinforcement learning agent learns and executes a policy. [53] learns a finite-state representation of a recurrent neural network policy with continuous memory and continuous observations to improve interpretability. Work in explaining classical planning algorithms such as visualizing the search tree of a planning problem [65] supports debugging heuristic functions and semantic errors in planning domain specifications.

Model-based explanations are typically algorithm-agnostic, and focus on explaining properties of a solution that can be evaluated independently of the algorithms used to solve it given the decision making model. These explanations are in general more appropriate for end-users than algorithm-based explanations. Model-based explanations aim at addressing the users’ limited computational power compared to that of the planning agent (referred to as inference reconciliation), or at addressing the differences between the users’ mental models of the task and the agent’s decision making models (referred to as model reconciliation). Inference reconciliation approaches generally aim to answer questions such as why a particular action is in a plan [2] [11] [17] [45] [46] [84] [99] [102] [103], why a different plan is not used [15] [30] [54] [73] [97], why a plan is optimal [27] [44] [50] [94], or why a problem is not solvable [31] [32] [33] [38] [91]. Model reconciliation paradigm [16] [89] [90] [91] [104], first proposed by [16], argues that explanations must not only be a “soliloquy” in the agent’s own model. Instead, the process of explanations must consider the differences between the users’ mental models and the agent’s model, and reconcile them in order for both to agree on some property of the decisions made (e.g., that the decisions are optimal).

Plan-based explanations are concerned with a variety of problems related to interpreting or describing plans and policies. For instance, [68] [88] have explored approaches for interpreting plans, or observed behaviors of the agent, to infer the goals, beliefs, and intentions of the agent. [80] [92] [95] have contributed approaches for plan or policy summarization using various abstraction schemes. [41] enables the agent to synthesize policy descriptions and responses to both general and targeted queries by the human collaborators. Works such as [47] [85] infer specifications that describe temporal properties of plan traces, and temporal differences between different sets of plan traces [52]. Inferring properties of plans or policies can help the users in various ways, such as analyzing the correctness of plans, categorizing plans, or detecting anomalies. Plan-based explanations are complementary to our main goal and contributions in this thesis.

Algorithm-based, model-based, and plan-based explanations are complementary approaches that focus on different facets of explainable AI planning, and target different use cases of explanations. In this thesis, we investigate approaches for model-based explanations, primarily for the purpose of inference reconciliation. We aim to explain to the users the reasoning that gives rise to planning solutions that may not be apparent to them, based on what the agent’s decision making model does rather than how the underlying planning algorithm achieves it. Many works in inference reconciliation, as well as in the broader XAIP, include some form of contrastive property in the explanations. The idea of contrastive explanations is rooted in the social phenomenon that, when people ask for an explanation of an event, i.e., fact (“Why did P happen?”), they often are asking for an explanation relative to some contrast case, i.e., foil (“Why did P happen rather than Q?”) [69] [70]. Different paradigms of contrastive explanations have been explored in philosophy.
and psychology – and those have inspired approaches for explainable AI at large [93]. Notably, causal contrastive explanations use the notion of the “difference condition”: a causal difference between \( P \) and not-\( Q \), consisting of a cause of \( P \) and the absence of a corresponding event in the history of not-\( Q \) [62]. On the other hand, non-causal contrastive explanations address the physical nature of a modeled system. They can be used to explain the properties and relations inherent to such systems. For instance, [20] answers the questions such as “What dispositions of \( p \) are relevant to circumstances \( x \) as opposed to \( y \)?”, where \( p \) is the object whose traits require an explanation and \( x \) and \( y \) are the circumstances determined by the question dependent context. Hybrid approaches of causal and non-causal contrastive explanations have also been proposed. For instance, [21] and [22] provide a unified theoretical framework for causal and non-causal contrastive explanation for category learning.

Many existing works in contrastive explanations for inference reconciliation focus on a contrastive foil at an action level, and they are often causally oriented. Among these, contrastive explanation techniques have been used to answer the question “Why is this action in the plan?” as well as “Why not this other action?” [36]. To answer the former question, a contrastive foil is determined by the explanation approach itself. For instance, works such as [102] explain why an agent chooses a particular action in its plan in the context of a specific execution trace. The explanation is causal contrastive in that its answer is a prior point in the execution trace where there was a choice, and making a different choice (i.e., taking an alternative action at a prior state) would not have led to the queried action being chosen. On the other hand, some works such as [15, 54] aim to answer the latter question. They consider an explicit contrastive foil specified by the user as constraints on the plan the user is expecting. Particularly, these constraints are a specific action or sequence of actions to be included in the plan. The explanation approach proposed in these works is generally to identify an exemplary plan that contains the specified actions to contrast with the computed plan.

Another important type of questions that inference reconciliation should answer is why the agent’s chosen plan or policy is optimal. For many planning application domains, often times there are multiple ways of achieving a goal that may differ in some important qualities, such as execution time and various measures of performance and costs. In this thesis, we argue that contrastive explanations are essential for answering why a plan or a policy is optimal, as optimality is fundamentally a comparative property. Although, the requirement for contrastive explanations in this setting is different from those for answering why-this-action and why-not-this-other-action questions. The former question requires a contrastive foil to be the exclusion of the particular action from the agent’s plan. The latter question requires a contrastive foil to be the queried alternative action. To explain a policy’s optimality, it is unclear what the appropriate contrastive foil(s) should be. As there can potentially be an infinite number of suboptimal policies in a given planning problem, the key question is how to identify contrastive foils that can provide sufficient insights for the user to understand why a policy is optimal.

For Markov decision process planning and reinforcement learning, there are some existing works in inference reconciliation for explaining why a policy is optimal. Some are causally oriented in terms of showing how an action in an optimal policy allows for the execution of more desirable actions later [27]. However, such approaches lack a contrative property in the explanations to address why the policy is in fact optimal. Some other works in this area do have contrastive aspects in their explanation approaches, where the contrastive foils are framed
as individual alternative actions in each state. For instance, [50] explains an optimal policy in terms of the frequency with which the action would lead the agent to high-value states, and that the particular action has the highest expected frequency among all applicable actions. Similarly, [44] explains why an action in an optimal policy is preferred over another action based on how the actions affect the total value in terms of various human-understandable components of the reward function.

In this thesis, we argue that there are shortcomings in framing contrastive foils at an individual action level. For the user to understand why a policy is optimal, knowing that choosing an alternate action at a state would have a lower value (i.e., $Q(s, a')$ value, or its decomposed components, for an alternate action $a'$ at state $s$) may not be sufficient. The lower value can be the result of the subsequent states and actions that are not explained to the user. Moreover, there are many possible sets of subsequent states and actions that the agent could choose that would result in different policy values. These alternate decisions are not addressed if the explanation frames contrastive foils as individual actions. Instead, we argue that combinations of actions that lead to lower policy values should be explored, in order to provide the user more insights into why a policy is optimal. The key challenge addressed in this thesis is to identify the appropriate combinations of actions as contrastive foils from an exponentially large space.
Chapter 3

Explainable Planning for Multi-Objective Markov Decision Processes

As automated decision-making and autonomous systems are increasingly used in many aspects of people’s lives, it is essential that people have trust in them – that the systems are making the right decisions and doing the right things. Gaining such trust requires people to understand, at the appropriate levels of abstractions, why the automated agents or systems made the decisions that they did [36, 40].

Real-world decision making and planning often involves multiple objectives and uncertainty [66, 78, 101]. Since competing objectives are possible, or even inherent in some domains, an essential part of the reasoning behind multi-objective planning decisions is the tradeoff rationale. For the end-users to understand why an automated agent makes certain decisions in a multi-objective domain, they would need to be able to recognize when a situation involves tradeoffs, understand how the available actions can impact the different objectives, and understand the specific tradeoffs made by the agent. This is clearly challenging for end-users when there are a large number of possible, sequential decision choices to consider. Particularly, it can often be difficult for the users to evaluate the full, long-term consequences of each action choice in terms of the domain-specific concerns of the problem, and to be aware of the interactions among the different concerns. As a result, the users may not understand why the agent made the decisions that it did. This may potentially undermine the users’ trust in the agent.

In this work, we address the challenge of helping end-users understand multi-objective planning rationale by focusing on one of its essential parts: the tradeoff rationale. We propose an approach for explaining multi-objective Markov decision process (MDP) planning that enables the planning agent to explain its decisions to the user, in a way that communicates the agent’s tradeoff reasoning in terms of domain-level concepts. The main idea of our approach is to detect and explain whether a situation involves competing objectives, and to explain why the agent selected its planning solution based on the objective values. In instances where there are competing objectives, our approach explains the agent’s decisions by explaining how it makes tradeoffs: by contrasting the (expected) consequences of its solution to those of a selected set of rational (i.e., non-dominated) alternatives with varying preferences.

In this chapter, our contributions are the following:
We design an explainable planning approach for multi-objective planning, formalized as a Markov decision process (MDP) with linear scalarization of multiple cost functions. Our approach consists of two parts. (i) A modeling approach that extends MDP planning representation to ground the cost functions in the domain-specific human-interpretable concepts, to facilitate explanation generation. (ii) A method for generating consequence-oriented contrastive explanations for a MDP policy, which explain the planning agent’s reasoning in terms of the policy’s expected consequences on the task objectives, put in the context of other rational decisions that the agent did not make, due to its (a priori) preference.

We demonstrate the applicability of our proposed explainable planning framework by applying our approach to three planning problem domains: indoor mobile robot navigation, Unmanned Aerial Vehicles (UAV) mission planning, and outpatient clinic scheduling. We demonstrate how each problem domain can be modeled in our explainable planning representation, and we discuss examples of explanations generated by our approach for different problem instances.

### 3.1 Overview of Approach

The goal of our approach is to enable automatic explanation of multi-objective planning decisions, with the focus on explaining the tradeoff rationale. In this paper, we refer to the optimization concerns of a given planning problem as quality attributes (QAs) \([48]\) (e.g., execution time, energy consumption, etc.). We focus on MDP planning with linear scalarization of multiple objective functions. Our approach supports both the expected total-cost and the long-run average cost criteria of MDP planning.

The main idea of our approach is to explain the agent’s planning solution (i.e., an optimal policy with respect to the agent’s overall cost function) in the context of other rational alternative solutions that the agent did not select. Particularly, our approach detects if there are competing objectives in a given problem instance. If so, our explanation approach aims to quantitatively illustrate how the agent makes tradeoffs, by contrasting the (expected) consequences of the agent’s solution to those of selected Pareto-optimal alternatives with varying preferences for the competing objectives. Otherwise, the explanation indicates that the agent’s planning solution is optimal with respect to all objectives.

#### 3.1.1 Motivating Example

We will use the following example to discuss our approach. Figure 3.1 shows a mobile robot whose task is to drive from its current location to a goal location in a building \([3]\). The robot has to arrive at the goal as soon as possible, while trying to avoid collisions for its own safety and to avoid driving intrusively through human-occupied areas. The robot has access to the building’s map (locations, and connections and distances between them), placement and density of obstacles (sparse or dense obstacles), and the kinds of areas in the environment (public, private, and semi-private areas). The robot can determine its current location, knows its current driving-speed setting, and can detect when it bumps into obstacles. The robot can also navigate between two adjacent locations, and change its driving speed between two settings: full- and half-speed.
Figure 3.1: Indoor robot navigation example: The dotted line and the dashed line indicate 2 potential navigation paths. The dotted path has shorter travel time, while the dashed path has lower intrusiveness and lower chance of obstacle collision.

When the robot drives at its full speed through a path segment that has obstacles, it has some probability of colliding, depending on the density of the obstacles: dense obstacles yield higher probability of colliding than sparse obstacles. Furthermore, the intrusiveness of the robot is based on the kinds of areas the robot travels through. The robot is non-intrusive, somewhat intrusive, or very intrusive when it is in a public, semi-private, or private area, respectively.

Figure 3.1 shows an example of a tradeoff reasoning the robot might have to make. Suppose the robot computes the dashed path as its solution. The robot could provide its rationale by showing the alternative dotted path that is more direct, and explaining that while the dashed path takes longer travel time than the direct dotted path, it has lower intrusiveness and lower chance of collision. This type of explanations allow the users to better understand the tradeoffs that the robot makes, and to determine whether such tradeoffs align well with their own preferences.

3.1.2 Explainable Planning Framework

We create a framework for explainable MDP-based planning. Our framework allows the users (i.e., developers of planning models) to specify their planning domain models, including the quality attribute models, in our explainable planning representation, which we refer to as eXplainable MDP (XMDP) representation. The framework also allows the users to create a custom visualization for their planning domain, which includes how various features of a problem instance are visualized and how a solution policy is presented.

Given a planning problem specified in our XMDP representation, our framework translates it into an equivalent MDP problem in a standard MDP representation. This standard MDP prob-
Figure 3.2: Traditional planning workflow: Domain designer formulates a planning problem in a standard MDP representation and uses an MDP solver to compute an optimal solution policy.

A problem can be solved by any optimal MDP algorithm. Once an optimal policy is generated by the planning algorithm, our framework generates verbal and visual explanations for that policy, leveraging the XMDP representation and the custom visualization. The explanations describe the consequences of the solution policy in terms of the quality attributes, and explain whether the planning decisions had to reconcile any competing objectives and how. The latter is in the form of contrastive explanations.

See Figures 3.2 and 3.3 for a comparison between the traditional planning workflow and our proposed explainable planning workflow. In the traditional planning workflow, the domain designer formulates a planning problem in a standard MDP representation, and uses any existing MDP solution method (e.g., value iteration, policy iteration, linear programming) to compute an optimal policy. In our proposed explainable planning workflow, the domain designer formulates a planning problem in our XMDP representation. This intermediate representation is automatically translated to the standard MDP representation, which is then solved by the MDP solver to compute an optimal policy. Then, our explanation generator takes as inputs the XMDP representation and the computed optimal policy to generate consequence-oriented contrastive explanations.

Next, we discuss the details of our explainable planning approach. Our approach consists of two parts. First is XMDP representation, the extended planning representation of MDPs that grounds the cost functions in the quality-attribute semantics of the problem domain, which enables human-interpretable explanation (Section 3.3). Second is the method for generating consequence-oriented contrastive explanations for optimal MDP policies (Section 3.4 through Section 3.5).
Figure 3.3: Our proposed explainable planning workflow: Domain designer formulates a planning problem in our augmented MDP representation. This intermediate representation is automatically translated to the standard MDP representation, which is then solved by the MDP solver to compute an optimal policy. Then, our explanation generator takes as inputs the augmented MDP representation and the computed optimal policy to generate consequence-oriented contrastive explanations.
3.2 Background

3.2.1 Markov Decision Processes

A Markov decision process (MDP) \([76]\) is a tuple \(\langle S, A, P, R \rangle\), where \(S\) and \(A\) are a finite set of states and actions, respectively; \(P : S \times A \times S \rightarrow [0, 1]\) is the transition probability function; and \(R : S \times A \rightarrow \mathbb{R}\) is the immediate reward function.

A deterministic stationary policy \(\pi : S \rightarrow A\) defines the action that the agent takes in each state. The goal of solving a MDP is to find a policy \(\pi\) that maximizes the value function \(V_\pi(s)\), which is defined using the discounted reward criterion with an infinite horizon:

\[
V_\pi(s) = E_\pi[\sum_{t=0}^{\infty} \gamma^t \cdot r_t | s_0 = s]
\]

with \(\gamma\) as the discount factor \(0 \leq \gamma < 1\), \(r_t\) as the reward obtained at time \(t\), and \(s_0\) as the initial state. The action-value function \(Q_\pi(s, a)\) is defined as:

\[
Q_\pi(s, a) = \sum_{s' \in S} P(s'|s, a)(R(s', a) + \gamma V_\pi(s'))
\]

The optimal value function \(V^*\) and an optimal policy \(\pi^*\) are defined by \(V^* = V_{\pi^*}\) and for any policy \(\pi\) and any state \(s\): \(V^*(s) \geq V_\pi(s)\). Given known reward function \(R\) and transition function \(P\), solution methods based on Dynamic Programming, such as Value Iteration and Policy Iteration, can be used to solve for an optimal policy.

In a major part of this thesis, we use MDP with costs as a planning framework: \(\langle S, A, P, C \rangle\), where \(C : S \times A \rightarrow \mathbb{R}_{\geq 0}\) is the immediate cost function. We use costs instead of rewards because the application domains investigated in this thesis mainly involve minimization objectives. For a MDP with costs, we use the \(J(s)\) to denote the value function. To solve a MDP with costs, we consider two classical types of cost criteria: the expected total cost-to-go (cumulative cost until reaching an absorbing goal state), and the long-run average cost (average cost per unit time over the infinite time horizon) \([76]\). Both cost criteria capture the fundamental objectives of the broad set of planning applications. The value function for the cost-to-go criterion is:

\[
J_{\pi}^{\text{to-go}}(s) = C(s, \pi(s)) + \sum_{s'} P(s'|s, \pi(s))J_{\pi}^{\text{to-go}}(s')
\]

The value function for the long-run average cost criterion is:

\[
J_{\pi}^{\text{average}}(s) = \lim_{N \to \infty} \frac{1}{N} E\left[\sum_{t=0}^{N} C(s_t, \pi(s_t)) | s_0 = s\right]
\]

Solving a MDP with costs is to find a policy \(\pi\) that minimizes the value function \(J_{\pi}(s)\). The same solution methods for solving MDPs with rewards apply.
3.3 Explainable Planning Representation

We augment the representation constructs of a factored MDP to preserve the underlying semantics of the quality attributes (QAs) of a problem domain. In this work, we refer to it as an explainable representation, or XMDP. Our approach requires that the designer of an explainable agent specify the planning problem in this representation.

A standard factored MDP is a tuple of the form: \( \langle S, A, P, C \rangle \), where \( S \) denotes the set of states described via a set of variables \( S_1, \ldots, S_n \); \( A \) denotes the set of actions; \( P \) denotes the probabilistic transition function; and \( C \) denotes the cost function, which is a composition of the sub-costs of the QAs. Our approach extends the standard factored MDP constructs to explicitly represent: (i) the attributes of state variables and actions that impact the values of the QAs of a planning problem, and (ii) the analytic models of those QAs. For instance, in the mobile robot navigation example in Section 3.1.1, an area type, which can be a public, semi-private, or private space, is an attribute of a state variable representing the robot’s current location. The area type of each location visited by the robot’s navigation policy determines the intrusiveness level. The domain designer of the planning problem must specify the QA analytic models using XMDP representation.

In addition, our approach requires a mapping from the user-defined types of QAs (e.g., travel time, intrusiveness) and their determining factors (e.g., distance, area type) in the explainable representation to the domain-level vocabulary of the corresponding concepts. This vocabulary will be used to generate explanations.

3.3.1 Quality-Attribute Determining Factors

State variables and actions in our explainable representation are typed, and each type defines a set of attributes associated with instances of that type. For instance, the example in Section 3.1.1 has a state-variable type Location, which has a value ID representing the unique ID of a particular location, and an attribute Area representing the type of area that location is in (e.g., public, semi-private, or private area). Another state-variable type RobotSpeed has a floating point value from a finite set of possible speed settings (e.g., full speed at 0.7 m/s and half speed at 0.35 m/s).

An action type MoveTo, parameterized by a Location argument denoting the destination, has two attributes: Distance and Obstacle, representing the distance and obstacle density (e.g., none, sparse obstacles, or dense obstacles) of the path between the source and the target locations of the action. The attribute Area of a Location state variable has an impact on the intrusiveness of the robot, and the attributes Distance and Obstacle of a MoveTo action, together with the state variable RobotSpeed, have an impact on the travel time and the safety concerns of the robot, respectively.

In Section 3.6 we discuss in further details the explainable representation constructs via modeling examples of planning application domains.
3.3.2 Quality-Attribute Analytic Models

A QA $i$ is characterized by a function $QA_i : S \times A \rightarrow \mathbb{R}_{\geq 0}$ that calculates the expected quality attribute value for a single decision epoch, that is, the expected value incurs by taking a particular action in a particular state. Since the state variables and actions are typed, each $QA_i$ is also a function of the attributes associated with the state variables and actions. This maintains explicit measurement models of the QAs in a compact representation.

We consider two types of cost criteria for MDPs: the expected total cost-to-go criterion (when there are absorbing goal states), and the long-run average cost criterion. For the expected total cost-to-go criterion, the total value of QA $i$ of a policy $\pi$ starting from a state $s$ is characterized by the value function:

$$J_{\text{to-go},i}^\pi(s) = QA_i(s, \pi(s)) + \sum_{s'} P(s'|s, \pi(s))J_{\text{to-go},i}^\pi(s').$$

(3.3)

For the long-run average cost criterion, the average value of QA $i$ of a policy $\pi$ starting from a state $s$ is characterized by the value function:

$$J_{\text{average},i}^\pi(s) = \lim_{N \to \infty} \frac{1}{N} \mathbb{E}\left\{ \sum_{t=1}^{N} QA_i(s_t, \pi(s_t)) \mid s \right\}.$$  

(3.4)

For either type of the cost criteria, we consider a multi-objective cost function $C$ of an MDP as a linear scalarization of all $QA_i$ functions:

$$C(s, a) = \sum_i k_i QA_i(s, a),$$

(3.5)

where $k_i > 0$ parameters capture the preference over multiple concerns.

There are different kinds of QAs based on how they are quantified. Thus, they shall be explained differently. Our explainable representation has explicit constructs for defining the following types of QAs:

**Counts of Events** QAs of this type are quantified as expected numbers of occurrences of events of interest, where the objectives are to minimize occurrences of “bad” events. The robot colliding with obstacles is an example of such event, where the safety objective of planning is to minimize the expected number of collisions.

We consider a general form of an event to be a transition $(s, a, s')$. An event $e$ is defined by a boolean predicate over the source- and sink-state variables and the action of a transition, including the attributes associated with those state variables and action. For instance, a collision event $e_{\text{collide}}$ is defined by a predicate over the speed setting of the robot in the source state, the bump sensor state in the sink state, and a constant representing a threshold of safe speed. A collision event occurs when the robot is driving (MoveTo action) faster than the safe speed threshold when it bumps into obstacles: $rSpeed > \theta_{\text{safeSpeed}} \land rBumped' = \text{True}$.

To define a count-of-events QA in the explainable representation, the specification writer must provide a definition of an event $e$ as discussed above. Our framework then creates the
corresponding QA function $QA_e$ that calculates the probability of the event $e$ occurring from taking a particular action in a particular state, according to the domain’s transition model. For instance, suppose that the robot has a 0.0, 0.2, and 0.4 probability of bumping into obstacles when it drives at a speed over $\theta_{\text{safeSpeed}}$ through a segment classified as obstacle free, sparse obstacles, and dense obstacles, respectively. The $QA_{\text{collide}}$ computes the probability of collision for a given $(s, a)$ according to the obstacle density between the source and the sink locations of the MoveTo action.

The value function $J^\pi_e(s)$ characterizes the expected total occurrences (or the long-run average occurrences, depending on the problem’s cost criterion) of event $e$ of a policy $\pi$ starting in a state $s$. Currently, we exclude events that have duration (i.e., span across multiple transitions) from the definition.

**Standard Measurements** QAs of this type can be measured in a standard, scientific way, either directly or by deriving from other measurements. Such QAs are quantified by their magnitudes (e.g., duration, length, rate of change, utilization, etc.), typically measured in real values. The robot’s travel time is an example of such measurement. Note that these values must be additive, i.e., the total value of multiple steps in a policy equals the sum of values of the individual steps, to be appropriate for the MDP cost criteria we use.

A standard-measurement QA model characterizes the value incurs over a single transition $(s, a, s')$. To define a standard-measurement QA, the specification writer provides an evaluation function $f$, which is a function of the source- and sink-state variables and the action of a transition, including their attributes. Our framework then creates the corresponding QA function $QA_f$ that calculates the expected value of $f$ from taking a particular action in a particular state, according to the domain’s transition model. For instance, the robot’s travel time is a function of its speed and the distance between the source and the sink locations of the MoveTo action, with a potential additional delay depending on the obstacle density along the path. Namely, the travel time is $\text{Distance} / r\text{Speed} \cdot \text{delayRate}(\text{Obstacle})$.

The value function $J^\pi_f(s)$ characterizes the expected total magnitude (or the long-run average magnitude, depending on the problem’s cost criterion) of value $f$ (e.g., total travel time) of a policy $\pi$ starting in a state $s$.

**Non-Standard Measurements** Some properties do not have associated standard measurements, or their exact standard measurements may not be available to the modelers. Nonetheless, given the domain knowledge, a carefully-defined arbitrary measurement can be used to characterize policies with respect to a particular property of concern. The robot’s intrusiveness to the building occupants is an example of such measurement, where penalties can be assigned to indicate the degrees of intrusiveness.

A non-standard-measurement QA model in our explainable representation characterizes the level or degree of a particular property of a single transition $(s, a, s')$. To define a non-standard-measurement QA, the specification writer first defines a set of events $E_m$ that characterize the different levels or degrees of a property $m$ of concern. Then, the specification writer provides a mapping that assigns numerical values to the events in $E_m$, representing the costs or penalties of the events. Our framework then creates the corresponding QA function $QA_m$ that calculates
the expected “m-penalty” from taking a particular action in a particular state, according to the domain’s transition model. For instance, the intrusiveness concern can be characterized by the types of areas the robot enters. The events in the set $E_{\text{intrusive}}$ are: the robot moving into the public, semi-private, and private areas of the building. The intrusiveness penalties can be 0, 1, and 3 for these events, respectively.

An expected sum of non-standard measurement values representing an abstract property does not have a well-defined meaning. Unlike for standard measurements, it is not intelligible to communicate a value such as $J_{\pi}^\text{intrusive}(s)$ in an explanation. Instead, we communicate the value $J_{\pi}^m(s)$ of a policy $\pi$ by communicating the distribution of different non-standard measurement values throughout the policy. To this end, we calculate the expected count of each event in $E_m$ occurring in the policy. We use qualitative terms (e.g., “not intrusive”, “somewhat intrusive”, and “very intrusive”) to describe how often different severity levels of $m$ incur in the policy.

The next section discusses our approach to generate policy explanations, leveraging the explainable planning representation.

### 3.4 Policy Explanation

To explain an optimal MDP policy, we propose using *quality-attribute-based contrastive explanations*. For a given planning problem, the explanations: (i) describe the QA objectives and the expected consequences of the policy in terms of the QA values, and how those values contribute to the overall expected cost of the policy, and (ii) explains whether (a) the policy achieves the best possible values for all QAs simultaneously, or (b) there are competing objectives in this problem instance and explains the tradeoffs made to reconcile them, by contrasting the optimal policy to selected Pareto-optimal alternatives. In our explanations, we present the MDP policies – the optimal policy generated by the planner and the alternative policies discussed in the contrastive explanations – to the user via a custom graphical illustration.

#### 3.4.1 Policy Consequences

The first part of explaining an optimal MDP policy is informing the user of the QA objectives of the planning and the expected consequences of the policy with respect to those QAs. We present an optimal MDP policy, along with the factors that determine its QA values (see Section 3.3.1), via a graphical illustration that employs domain-specific visual components. We compute the expected QA consequences of the policy as discussed in Section 3.3.2. Specifically, to compute the expected consequence of a policy $\pi$ on the QA $i$, with an initial state $s_0$, our approach computes the expected total value-to-go $J_{\pi,i}^{\text{to-go}}(s_0)$, or the long-run average value $J_{\pi,i}^{\text{average}}(s_0)$, of the QA $i$ by computing the value functions in the Equations 3.1 and 3.2, respectively. Both value functions are computed by solving a system of linear equations. In addition, our approach also computes, in a similar manner as above, the expected total (or long-run average) costs the policy $\pi$ incurs for the particular QA values. These costs are the components $k_i QA_i$ for all quality attributes $i$ that make up the multi-objective cost incurred each decision epoch – see Equation 3.5.

---

1 A general approach for policy summarization is outside the scope of this work.
Table 3.1: Examples of explanations of quality-attribute objectives and their values.

<table>
<thead>
<tr>
<th>Type of Quality Attribute</th>
<th>Optimization Objective</th>
<th>Quality Attribute Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count of events</td>
<td>“minimize the expected number of collisions”</td>
<td>“the expected number of collisions is 0.8”</td>
</tr>
<tr>
<td>Standard measurement</td>
<td>“minimize the expected travel time”</td>
<td>“the expected travel time is 10 minutes”</td>
</tr>
<tr>
<td>Non-standard measurement</td>
<td>“minimize the expected intrusiveness”</td>
<td>“the robot is expected to be non-intrusive at 5 locations and somewhat intrusive at 2 locations”</td>
</tr>
</tbody>
</table>

To generate textual explanations of the planning objectives and the QA values of the solution policy, we use predefined natural-language templates. Recall that different types of QAs should be explained differently. Table 3.1 shows examples of explanations of QA objectives and values. The non-italicized terms are originally placeholders in the templates. These placeholders are then filled with either terms from the domain-specific vocabulary provided in a planning problem definition, or the QA values of the solution policy (i.e., $J_{\pi,i}(s_0)$ for each QA $i$ and initial state $s_0$) computed by our framework. The domain designer must instantiate the vocabulary in our framework, by specifying, for each quality attribute QA $i$, the associated noun (e.g., “travel time”, “intrusiveness”), verb (e.g., “take”, “be”), categorical values if applicable (e.g, “non-intrusive”, “somewhat-intrusive”, “very-intrusive”), preposition if applicable (e.g., “at”), and unit (e.g., “seconds”, “locations”).

3.4.2 Contrastive Explanations of Tradeoffs

The second part of explaining an optimal MDP policy is providing the tradeoff rationale of the decisions, if any, via contrastive explanations. Our contrastive explanation approach uses a selected subset of Pareto-optimal policies as rational alternatives to the solution policy, since they reflect the possible tradeoffs among competing optimization objectives. By contrasting the solution policy to each selected Pareto-optimal alternative, we illustrate the gains and losses with respect to the QAs by choosing one policy over the other. This quantitatively explains the QA-tradeoff that the solution policy makes.

We use a predefined natural-language template for generating a verbal explanation:

“I could [(1) improve these QAs by these amounts], by [(2) carrying out this alternative policy] instead. However, this would [(3) worsen these other QAs by these amounts]. I decided not to do that because [(4) the improvement in these QAs] is not worth [(5) the deterioration in these other QAs].

The statement fragments (1) and (3) contrast the QA values of the solution policy to those of an alternative policy, by describing the gains and the losses quantitatively. (2) describes the alternative policy using a graphical illustration, as discussed in Section 3.4.1. (4) and (5) restate the gains and the losses qualitatively, as part of the agent’s reasoning to reject the alternative. For instance, the agent rejects an alternative navigation that is 5 minutes shorter than its solution.
because its expected number of collisions would have been 0.4 higher.

On the other hand, if there are QA objectives that are not in conflict with any other objectives, the explanation simply indicates that those QA values of the solution policy are already the best possible values. For instance, the agent’s solution is already the least intrusive navigation route.

In addition, our explanation framework provides an option to relate the QA values of each policy to their contributions to the overall cost of the policy. Essentially, it decomposes the overall cost of the policy into sub-costs of different QA concerns. For instance, suppose the mobile robot’s navigation policy has a 5-minute expected travel time and 0.2 expected collision, and suppose the overall cost of the policy is 100. An explanation indicates, for instance, that the 5-minute expected travel time, and the 0.2 expected collision, contributes to 70/100, and 30/100, of the overall cost of the policy, respectively. Section 3.4.1 discusses how we compute these sub-costs of a policy. This additional information can further explains how the planning agent values each QA objective, and it may potentially assist the reward design problem.

The next section discusses the specific approach to generate alternative policies.

3.5 Alternatives Selection for Contrastive Explanations

To generate contrastive explanations, our approach obtains alternative policies by finding a Pareto optimal policy that improves each of the QAs of the solution policy, if one exists. Let θ_i be a value of the QA i that has δ_i magnitude improvement from the value of the solution policy (we will discuss more on δ_i in Section 3.5.2). We use θ_i as an upper-bound constraint on the QA i value for finding a Pareto-optimal, i-improving alternative policy. Intuitively, such a Pareto-optimal, i-improving alternative policy illustrates an inflection point in the planning agent’s optimization and tradeoff decisions. Without loss of generality, the agent is trying to minimize the objective i as much as possible. However, there will be an inflection point where the agent will stop doing, as the low value of the object i will cause the value of the other objective j ≠ i to be too high for the agent’s preference.

Specifically, let \( M = \langle S, A, P, C \rangle \) denotes the original MDP problem, where \( C(\cdot, \cdot) = \sum_j k_j C_j(\cdot, \cdot) \) is a multi-objective cost function, and each \( C_j \) denotes a linear transformation of QA j function for the purpose of normalization. To compute each Pareto-optimal, i-improving alternative to the solution policy of \( M \), we solve another MDP \( M^{(i)} = \langle S, A, P, C^{(i)} \rangle \), where \( C^{(i)}(\cdot, \cdot) = \sum_{j ≠ i} k_j C_j(\cdot, \cdot) + k'_i C_i(\cdot, \cdot) \), where \( k'_i \) is relatively small, with the constraint that the expected QA i value of a solution of \( M^{(i)} \) must be ≤ θ_i. Note that keeping \( C_i(\cdot, \cdot) \) in the objective function ensures that a solution will be Pareto-optimal with respect to all quality attributes including QA i. A relatively small value of \( k'_i \) puts an emphasis on optimizing the rest of the quality attributes QA j ≠ i. Figure 3.4 illustrates the main idea of the approach. The specific constraint formulation depends on the cost criterion; as described below.

3.5.1 Deterministic Alternative Policies

A standard way of solving constrained MDPs via linear programming [4] will yield randomized stationary policies. However, in this work, we use only deterministic stationary policies as alternatives to explain the original solution policy, since: (a) they are more suitable for goal-oriented
problems with total-cost criterion, in which decisions would be executed only once, and (b) they are simpler to describe than randomized policies.

To ensure that our approach produces deterministic alternative policies for the explanations, we use the mixed-integer linear program (MILP) formulation adapted from [28], for solving a constrained MDP with the expected total cost-to-go and the long-run average cost criteria.

**Cost-to-Go Criterion**

Our approach formulates a constrained MDP with the expected total cost-to-go criterion in Equation 3.6. We combine: (i) the standard approach for formulating a constrained MDP with the expected total cost-to-go criterion (i.e., the expected undiscounted total-cost criterion with goals) as a dual linear program (LP) [10, 96], and (ii) the MILP formulation for constrained MDPs from [28] that ensures deterministic policies.
\[
\begin{align*}
\min_x & \quad \sum_s \sum_a x_{sa} C^{(i)}(s, a) \\
\text{s.t.} & \quad out(s) - in(s) = 0 \quad \forall s \in S \setminus (G \cup \{s_0\}) \\
& \quad out(s_0) - in(s_0) = 1 \\
& \quad \sum_{s_g \in G} in(s_g) = 1 \\
& \quad x_{sa} \geq 0 \quad \forall s \in S, a \in A(s) \\
& \quad \sum_a \Delta_{sa} \leq 1 \quad \forall s \in S \\
& \quad x_{sa} \leq \Delta_{sa} \quad \forall s \in S, a \in A(s) \\
& \quad \sum_s \sum_a x_{sa} QA_i(s, a) \leq \theta_i,
\end{align*}
\]

where:
\[
\begin{align*}
out(s) &= \sum_s x_{s,a} \quad \forall s \in S \setminus G \\
in(s) &= \sum_{s',a} x_{s',a} P(s'|s, a) \quad \forall s \in S
\end{align*}
\]

and where: (i) the optimization variables \(x_{sa}\) are occupation measure of a policy, where \(x_{sa}\) represents the expected number of times action \(a\) is executed in state \(s\); (ii) \(\Delta_{sa} \in \{0, 1\}\) are binary variables, and (iii) \(X\) is a constant such that \(X \geq x_{sa} \forall s, a\), which can be computed in polynomial time using the approach such as in [28].

\(in(s)\) and \(out(s)\) can be interpreted as a flow entering and leaving of the state \(s\), respectively [96]. The first constraint \(out(s) - in(s) = 0\) is the flow conservation principle. Namely, all flows reaching a state \(s\) must leave \(s\) for all states that are neither the source \(s_0\) nor a sink \(s_g \in G\). The second constraint \(out(s_0) - in(s_0) = 1\) defines the out-going flow of the source state \(s_0\). The third constraint \(\sum_{s_g \in G} in(s_g) = 1\) defines the in-coming flow of the sink states \(s_g \in G\). The objective function \(\min_x \sum_s \sum_a x_{sa} C^{(i)}(s, a)\) captures the minimization of the total expected cost \(C^{(i)}\) to reach the goal (sink) from the initial state (source). The 7th constraint \(\sum_s \sum_a x_{sa} QA_i(s, a) \leq \theta_i\) defines the maximum value of the total expected value of QA \(i\).

The 4th, 5th, and 6th contraints in this MILP formulation ensures that for each \(s \in S\), \(x_{sa} > 0\) for a single \(a \in A(s)\) [28]. Once the model is solved, the corresponding deterministic solution policy can be recovered as: \(\pi(s) = a\) if \(x_{sa} > 0\) for all \(s \in S\).

### Long-run Average Cost Criterion

For the long-run average cost criterion, our approach formulates a constrained MDP in Equation 3.7. Similar to our approach for the cost-to-go criterion, we adapt the MILP formulation for ensuring deterministic policies from [28], and combine it with the standard approach for formulating MDPs with the long-run average cost criterion [76].
\[
\begin{align*}
\min_{x,y} \sum_s \sum_a x_{sa} C^{(i)}(s, a) \\
\text{s.t.} \quad & \quad out_x(s) - in_x(s) = 0 \quad \forall s \in S \\
& \quad out_x(s) + out_y(s) - in_y(s) = \alpha_s \quad \forall s \in S \\
& \quad x_{sa} \geq 0 \quad \forall s \in S, \quad a \in A(s) \\
& \quad y_{sa} \geq 0 \quad \forall s \in S, \quad a \in A(s) \\
& \quad \sum_a \Delta_{sa}^{(x)} \leq 1 \quad \forall s \in S \\
& \quad \frac{x_{sa}}{X} \leq \Delta_{sa}^{(x)} \quad \forall s \in S, \quad a \in A(s) \\
& \quad \sum_a \Delta_{sa}^{(y)} \leq 1 \quad \forall s \in S \\
& \quad \frac{y_{sa}}{Y} \leq \Delta_{sa}^{(y)} \quad \forall s \in S, \quad a \in A(s) \\
\sum_s \sum_a x_{sa} QA_i(s, a) \leq \theta_i,
\end{align*}
\]

(3.7)

where:

\[
\begin{align*}
out_x(s) &= \sum_a x_{s,a} \quad \forall s \in S \\
in_x(s) &= \sum_{s',a} x_{s',a} P(s|s', a) \quad \forall s \in S \\
out_y(s) &= \sum_{s',a} y_{s,a} \quad \forall s \in S \\
in_y(s) &= \sum_{s',a} y_{s',a} P(s|s', a) \quad \forall s \in S
\end{align*}
\]

This formulation is applicable to any chain structure of MDPs (unichain or multichain) [76], where: (i) \(x_{sa}\) is the occupation measure as defined in Equation 3.6 and \(y_{sa}\) is an additional optimization variables; (ii) \(\alpha\) is a distribution of initial states; (iii) \(\Delta_{sa}^{(x)}\) and \(\Delta_{sa}^{(y)}\) are binary variables corresponding to \(x\) and \(y\), respectively; and (iv) \(X\) and \(Y\) are constants such that \(X \geq x_{sa}\) and \(Y \geq y_{sa} \forall s, a\). We use \(X = 1\) and \(Y = 1\).

The optimization objective and the first four constraints in Equation 3.7 come from the standard LP formulation for a long-run average cost MDP. Theorems and proofs of the LP formulation can be found in [76] Chapter 9.3. The last constraint defines the maximum value of the total expected value of QA \(i\).

Once the model is solved, the corresponding deterministic solution policy can be recovered as:

\[
\pi(s) = \begin{cases} 
  a & \text{if } x_{sa} > 0 \text{ and } s \in S_x \\
  a' & \text{if } y_{sa} > 0 \text{ and } s \in S \setminus S_x,
\end{cases}
\]

where \(S_x = \{ s \in S : \sum_a x_{sa} > 0 \}\) is the set of recurrent states, and \(S \setminus S_x\) is the set of transient states of the Markov chain generated by \(\pi\) [76]. Recurrent and transient states are
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(a) Linear penalty function: The darker shade of purple illustrates the higher penalty value for a larger violation of $\theta_x$.

(b) Non-linear penalty function: A separable convex function penalizes a larger violation of $\theta_x$ more aggressively.

Figure 3.5: Computing an alternative policy with a soft constraint: An alternative policy must satisfy the hard constraint that its Objective $x$ value must be less than that of the solution policy, $x_0$. The soft constraint is that its Objective $x$ value should be no greater than $\theta_x$, but is allowed to with a penalty function for the violation. The selected alternative policy shown in red has its Objective $x$ value greater than $\theta_x$, but it receives a low penalty as the violation is small.

visited infinitely and finitely often in the Markov chain, respectively. The 5th, 6th, 7th, and 8th constraints in Equation 3.7 ensures that for each recurrent state $s \in S_x$, $x_{sa} > 0$ for a single $a \in A(s)$, and for each transient state $s \in S \setminus S_x$, $y_{sa} > 0$ for a single $a \in A(s)$.

3.5.2 Planning with Soft Constraints

As discussed in Section 3.5, to determine an upper-bound constraint $\theta_i$ on the QA $i$ value to solve for a Pareto-optimal, $i$-improving alternative policy, we need to determine a minimum magnitude $\delta_i$ of improvement from the value of the solution policy. The simplest option would be to choose a relatively very small $\delta_i$, so that the resulting alternative policy has the next possible improved value of QA $i$. However, depending on the planning problem structure, using such approach can yield alternative policies that have QA values that are perceived by the users to be too similar to those of the solution policy. This is due to the phenomena that numerical processing in people, as with basic sensory modalities, obeys Weber’s law such that the discriminability of two numbers decreases as the magnitude of the numbers increase [64]. A model for this phenomena describe the mental number line as logarithmically compressive, such that as numbers get larger they lie closer to each other [26]. For instance, the users may not perceive a navigation route that has the expected travel time of 1 hour to have a different consequence than an alternative route that has the expected travel time of 1 hour and 2 minutes. Therefore, contrasting policies that have very similar consequences on the QAs may not be effective in helping the users understand the tradeoffs.

To avoid this issue, one may choose a sufficiently large $\delta_i$, determined for a specific quality
attribute type, to obtain an alternative policy that is sufficiently different from the solution policy in terms of its QA \( i \) value, if one exists. For instance, we may use Weber-Fechner’s law to determine a noticeably different value of the QA \( i \). Weber-Fechner’s law is described as [77]:

\[
P = k \cdot \ln \frac{S}{S_0},
\]

where \( P \) is the magnitude of perception, \( S \) is the current magnitude of the stimulus, and \( S_0 \) and \( k \) are stimulus-specific constants, where \( S_0 \) can be interpreted as a stimulus threshold of minimum perceivable magnitude. From this law, given the current QA \( i \) value of the solution policy (e.g., the expected total travel time of the navigation route) as \( S \), we can determine the users’ perception \( P \) of that value. We can then determine the new value \( S' \) that yields a significantly different perception \( P' \). Such \( S' \) value can be used as a threshold \( \theta_i \) for the QA \( i \) value to obtain an alternative policy.

Due to the logarithmic relationship between the perception and the magnitude of values, \( \theta_i \) can be much smaller than the current value of the solution policy. There may be no alternative policy that satisfies the threshold. Thus, it is appropriate to use \( \theta_i \) as a soft constraint instead of a hard constraint. For the purpose of communicating tradeoffs, it is not necessary that the QA \( i \) value of the resulting alternative policy is strictly less than \( \theta_i \), as long as it is sufficiently less than that of the solution policy, with \( \theta_i \) as a guideline. Using the method for handling soft constraints in linear programming presented in [23], we can re-formulate the MILP problems in Equation. 3.6 and Equation. 3.7 to use \( \theta_i \) as a soft constraint by:

- Adding a penalty term \( \phi_i(v_i) \) to the objective of MILP in Equation 3.6 or 3.7 where \( v_i \) is a variable for the amount of violation of \( \theta_i \) and \( \phi_i(\cdot) \) is a linear penalty function (Figure 3.5a). \( v_i \) is an additional optimization variable in the MILP formulation. For the cost-to-go criterion, the new objective is:

\[
\min_{x, v_i} \sum_s \sum_a x_{sa} C^{(i)}(s, a) + \phi_i(v_i)
\]  

(3.9)

For the long-run average cost criterion, the new objective is:

\[
\min_{x, y, v_i} \sum_s \sum_a x_{sa} C^{(i)}(s, a) + \phi_i(v_i)
\]  

(3.10)

- Replacing \( \sum_s \sum_a x_{sa} QA_i(s, a) \leq \theta_i \) in Equation 3.6 or 3.7 with the following constraints:

\[
\sum_s \sum_a x_{sa} QA_i(s, a) \quad \leq \quad D_i
\]

\[
\sum_s \sum_a x_{sa} QA_i(s, a) - v_i \quad \leq \quad \theta_i
\]

\[
-v_i \quad \leq \quad 0
\]

(3.11)

where \( D_i \) denotes the solution policy’s QA \( i \) value.
Non-Linear Penalty Function

With a linear penalty function $\phi_i(\cdot)$, the parameter of the function needs to be tuned to balance minimizing the violation of the soft constraint $\theta_i$ and minimizing the original objective $\sum_s \sum_a x_{sa} C_i(s,a)$. Alternatively, we may use a nonlinear convex penalty function such as quadratic or log barrier function, or any separable convex function, to penalize higher amounts of violation $v_i$ more aggressively relative to minimizing $\sum_s \sum_a x_{sa} C_i(s,a)$. Figure 3.5b illustrates a quadratic penalty function. We use the approach in [25] to handle a nonlinear penalty function $\phi_i(\cdot)$ using piecewise linear approximation.

Suppose $\phi(\cdot)$ is a separable convex non-linear penalty function and $v$ is a variable for the amount of violation of the threshold $\theta$. Note that here we omit the subscript $i$ for the QA $i$ to constrain for simplicity in the notation. We obtain a piecewise linear approximation of $\phi(\cdot)$ by sampling $m$ values (referred to as breakpoints) of violation $v_1, ..., v_m$, where $v_1$ and $v_m$ are the lowest and highest values of $v$. The function is approximated by the linear segments $[(v_i, \phi(v_i)), (v_{i+1}, \phi(v_{i+1}))]$ for $i = 1...m - 1$. An approximated penalty function is:

$$\tilde{\phi}(v) = \sum_{i=1}^{m} \alpha_i \phi(v_i)$$  \hspace{1cm} (3.12)

where $v_1, ..., v_m$ are the sampled $v$ values, and $\alpha_1, ..., \alpha_m \in [0, 1]$ are continuous values to be determined. To compute the approximate penalty value for a given amount of violation $v$, we let $\alpha_i$ be a continuous variable associated with each breakpoint $i$ for $i = 1...m - 1$. We let $h_i$ be a binary variable associated with the $i$th interval $[v_i, v_{i+1}]$ for $i = 1...m - 1$, with dummy values $h_0 = h_m = 0$. Then, we solve for $h_i$ and $\alpha_i$ that satisfy the following set of constraints:

$$\begin{align*}
\sum_{i=1}^{m-1} h_i &= 1 \\
\alpha_i &\leq h_{i-1} + h_i \quad i = 1, ..., m \\
\sum_{i=1}^{m} \alpha_i &= 1 \\
v &= \sum_{i=1}^{m} \alpha_i v_i
\end{align*}$$  \hspace{1cm} (3.13)

Full details on this formulation are presented in [25].

The approximated penalty function $\tilde{\phi}(\cdot)$ in Equation 3.12 is linear and all of the constraints in Equation 3.13 are mixed-integer linear constraints. Therefore, we can add them to the MILP in Equation 3.6 or 3.7 in order to use an approximated non-linear penalty function for violating the QA threshold $\theta$. Here, we introduce the following additional optimization variables to the MILP: the binary variables $h_i$ and the continuous variables $\alpha_i$ for $i = 1...m$; and the continuous variable $v$ denoting the amount of violation of $\theta$. The re-formulation of the MILP is as follows (note that we again omit the index of the QA to constrain in the formulation for simplicity in the notation):
We add the approximated penalty term to the objective function. For the cost-to-go criterion, the new objective is:

\[
\min_{x,v,\alpha,h} \sum_s \sum_a x_{sa} C^{(\cdot)}(s, a) + \sum_{i=1}^{m} \alpha_i \phi(v_i) \tag{3.14}
\]

For the long-run average cost criterion, the new objective is:

\[
\min_{x,y,v,\alpha,h} \sum_s \sum_a x_{sa} C^{(\cdot)}(s, a) + \sum_{i=1}^{m} \alpha_i \phi(v_i) \tag{3.15}
\]

Note that we again omit the index of the QA in the formulation for simplicity.

In addition to the constraints in Equation 3.11, we add the constraints in Equation 3.13 to the set of constraints in Equation 3.6 or 3.7.

In this formulation, the variable \( v \) representing the amount of violation of \( \theta \) is optimized, together with the variables \( h_i \) and \( \alpha_i \) for \( i = 1 \ldots m \), to balance the penalty from the violation with the total objective cost \( \sum_s \sum_a x_{sa} C^{(\cdot)}(s, a) \) of the policy. The objective cost term is optimized by the variables \( x_{sa} \) (and additionally \( y_{sa} \) for the long-run average cost criterion) for all \( s \in S, a \in A \).

Selecting an appropriate penalty function \( \phi_i(\cdot) \) and value \( \theta_i \) for the threshold on the QA \( i \) can be challenging and is beyond the scope of this paper. Nonetheless, the framework presented here can be further investigated in more specific problem domains and contexts. For instance, \( \theta_i \) may come from a user’s query in a user-guided explanation setting, as the user asks for an explanation of a contrastive foil with a specific property: “Can the agent find a policy that has the QA \( i \) value no greater than \( \theta_i \)?”.

### 3.6 Example Applications of Explainable Multi-Objective MDPs

In this section, we discuss how to apply our explainable multi-objective MDP planning approach, illustrated via three example application domains. We discuss how to specify each problem domain in the XMDP representation, using our framework to define domain-specific types to be used as building blocks for modeling planning problem instances. We also discuss examples of explanations generated by our approach.

#### 3.6.1 Indoor Mobile Robot Navigation

Our motivating example in Section 3.1.1 describes an indoor mobile robot navigation problem. This section demonstrates how to define the mobile robot planning problem domain in our XMDP representation.

**State Variables** The state space \( S \) of the mobile robot is defined by 2 variables: \( \langle r\text{Loc}, r\text{Speed} \rangle \), where \( r\text{Loc} \) denotes the current location and \( r\text{Speed} \) denotes the current speed setting of the robot. Note that in this example domain, we choose not to include the state of the robot’s bump sensor
as a state variable for simplicity. However, the collision concern of the robot can still be captured via other XMDP constructs, as we will discuss.

We define a state-variable type Location as the type of $rLoc$. We define the following state-variable attributes associated with the Location type: ID representing the unique ID of a particular location, and Area representing the type of area in which the location is, which can be one of the following types: public, semi-private or private. Some examples of public areas include hallway and cafeteria, semi-private areas include conference rooms and student lounges, and private areas include faculty offices.

We define a state-variable type RobotSpeed as the type of $rSpeed$. This is a subtype of our built-in type for representing “floating-point” state variables. These are not continuous variables, but variables whose values come from a predefined finite set of floating-point values. Here, the robot has two discrete levels of speed settings: full-speed and half-speed, which are 0.7 m/s and 0.35 m/s, respectively. The floating-point value of $rSpeed$ variable is to be used directly in computation of QA values.

**Actions** The action space $A$ of the mobile robot is defined by 2 types of actions: MoveTo denoting the robot moving from its current location to a given adjacent location, and SetSpeed denoting the robot changing its speed to a given setting.

The MoveTo action type is parameterized by a Location argument denoting the destination, denoted in the form MoveTo($rLocDest : \text{Location}$). We define the following action attributes associated with MoveTo type: Distance and Obstacle, denoting the distance and obstacle density of the path between the source and the destination locations of an action, respectively. Distance is a floating point and Obstacle density has the following discrete levels: none, sparse and dense.

The SetSpeed action type is parameterized by a RobotSpeed argument denoting the target speed setting, denoted in the form SetSpeed($rSpeedTarget : \text{RobotSpeed}$). The target speed setting must be from the predefined finite set: full-speed at 0.7 m/s and half-speed at 0.35 m/s.

**Transition Model** To represent the probabilistic transition function $P : S \times A \times S \rightarrow [0, 1]$, we use factored probabilistic STRIPS operators (factored PSOs) \cite{12} to describe the preconditions and context-dependent, stochastic effects of each action type. A factored PSO consists of a set of mutually exclusive and exhaustive logical formulae, called contexts, and a stochastic effect associated with each context. A stochastic effect is a set of change sets – a list of variable values – with a probability attached to each change set.

The MoveTo($rLocDest : \text{Location}$) action type has a precondition that the robot’s current location must be adjacent to the given destination $rLocDest$. Its effect is deterministic, namely, when the precondition is met, the robot’s new location will be the given (adjacent) destination.

The SetSpeed($rSpeedTarget : \text{RobotSpeed}$) action type has a precondition that the robot’s current speed setting must be different from the given target speed $rSpeedTarget$. Its effect is deterministic, namely, when the precondition is met, the robot’s new speed setting will be the given target speed.

Note that the transition model for this problem domain is deterministic, as we do not model the state of the robot’s bump sensor as a state variable. We made this modeling choice in order
to not allow the planning agent to make different decisions depending on whether a collision has occurred. This leads to simpler navigation policies.

**Quality Attribute Analytic Models**  We define the following quality attributes (QAs): travel time, expected collisions, and intrusiveness.

**Travel Time**  We define TravelTime as a standard measurement QA. The TravelTime value of a single transition is a function of the state variable \( rSpeed \) and the action attributes Distance and Obstacle of a MoveTo action: the travel time is \( \frac{Distance}{rSpeed \cdot \text{delayRate}(\text{Obstacle})} \). No travel time is incurred under other action types.

**Collision**  We define Collision as an event for a count-of-events QA. As noted, we do not include the state of the robot’s bump sensor as a state variable. Instead, we define probabilities of Collision event occurring given different levels of obstacle density of a path segment when the robot moves at a speed over \( \theta_{\text{safeSpeed}} \). That is, the Collision probability of a single transition is a function of the action attribute Obstacle of a MoveTo action and the value of \( rSpeed \) state variable: the probability is 0.0, 0.2, and 0.4 when \( rSpeed > \theta_{\text{safeSpeed}} \) and the obstacle density is none, sparse, and dense, respectively. Probability of a Collision event is 0 under other action types, or when \( rSpeed \leq \theta_{\text{safeSpeed}} \).

**Intrusiveness**  We define Intrusiveness as a non-standard measurement QA. To this end, we define a set of events: non-intrusive, somewhat-intrusive, and very-intrusive to characterize the level of intrusiveness of the robot when it moves into a particular location. These events are defined by the state-variable attribute Area of the destination Location argument of a MoveTo action. Namely, non-intrusive, somewhat-intrusive, and very-intrusive events correspond to when the robot moves into public, semi-private and private areas, respectively. We assign arbitrary penalty values of 0, 1, and 3 to these events, respectively, to quantify their relative severity.

**Cost Function**  The cost function \( C : S \times A \rightarrow \mathbb{R}_{\geq 0} \) is a composition sub-costs of the QAs. Specifically, \( C \) is a linear scalarization: \( C(s, a) = \sum_i k_i C_i(s, a) \), where \( k_i > 0 \); \( \sum_i k_i = 1 \); and \( C_i(\cdot, \cdot) \) is a normalization of QA \( i \) function: \( C_i(s, a) = \frac{\text{QA}_i(s, a)}{\max_{s', a'} \text{QA}_i(s', a')} \).

The cost criterion used in this problem domain is the expected total cost-to-go (Equation 3.1). The absorbing goal is a set of states where \( rLoc \) is at a given goal location.

**Explanations**  For a given navigation planning XMDP problem, our framework computes an optimal navigation policy and generates explanations for that policy, which consist of the following:

First is the statement of the goal and quality-attribute objectives of the robot: “I am planning to reach Location L32, while minimizing the travel time, expected number of collisions, and intrusiveness.”
Second is the presentation of the robot’s chosen navigation policy in a visual form, and the expected consequences of that policy: “I came up with this policy: [visualization of the chosen navigation on the map]. It is expected to take 10 minutes of travel time, have 0 expected collision, and be somewhat intrusive at 2 locations.”

Third is the explanations of the robot’s tradeoff rationale, in the form of contrastive explanations via selected Patero optimal alternatives. For instance: “I could reduce the travel time by 2 minutes by following this alternative policy: [visualization of the alternative navigation]. However, this would increase the expected number of collision by 0.2.” The number of contrastive explanations presented, which is the number of alternative policies explained, depends on the number of competing optimization objectives and whether the robot’s chosen policy already has the minimal values for some of the objectives. For instance, in this example the number of expected collisions (0) is minimal, and thus there is no alternative policy generated that can reduce the value of that objective. The alternative policies may have different navigation routes and may use different speeds.

Our contrastive explanation approach makes the decision options that the robot has more transparent and comprehensible. The explanations offer arguments for the robot’s chosen policy not only on its direct consequences, but also on the counterfactual consequences.

### 3.6.2 Distributed Adaptive Real-Time System (DART)

The DART (Distributed Adaptive Real-Time) Systems project at the Carnegie Mellon Software Engineering Institute [42] implements a simulated team of unmanned aerial vehicles (UAVs) performing a reconnaissance mission in a hostile environment. We use the problem definition of a DART system simulation presented in [72] for this case study. The mission of the team is to fly a planned route at constant speed across an area to detect as many targets on the ground as possible. At the same time, the team must try to avoid being shot down by threats in the area, which would result in the failure of the mission. As the team flies during the mission, it discovers the environment (i.e., the location of targets and threats) with some uncertainty, and plans to adapt its altitude, formation, and other configurations for a finite horizon, accordingly. The team continues the cycle of planning and execution until it has reached the end of the route, or it is shot down by threats.

The team has two long-range forward-looking sensors to monitor the state of the environment for a fixed horizon ahead of the team: one for sensing targets and the other for sensing threats. The route is divided into segments of equal length. For each route segment in front of the sensor, it reports whether it detects a target/threat. Due to sensing errors, these reports can be false positive or false negative. The team therefore would get multiple observations to construct a probability distribution of target or threat presence in each route segment ahead. These probability distributions will be used in mission planning.

To detect targets on the ground, the team uses a downward-looking sensor as it flies over. The closer the UAVs fly to the ground, the more likely they are to detect the targets, but also the higher probability of being destroyed by a threat. The team can be in either loose or tight formation. Flying in tight formation reduces the probability of being shot down; however, it also reduces the target detection probability due to sensor occlusion or overlap. The team can use electronic countermeasures (ECM) to reduce the probability of being destroyed by threats, but
using ECM also reduce the probability of target detection.

Using the probability distributions of targets and threats ahead of the team constructed from observations, the team plans for any necessary adaptation to change the team’s configuration or altitude to balance the objectives of maximizing the number of targets detected and minimizing the probability of being destroyed by threats.

This section demonstrates how to define the DART planning problem domain in our XMDP representation.

**State Variables** The state space $S$ of the team of UAVs is defined by 5 variables: $\langle a, \phi, E, t, d \rangle$, where $a$ denotes the current altitude of the team; $\phi$ denotes the current formation of the team: loose or tight; $E$ denotes the status of ECM: on or off; $t$ denotes the $t^{th}$ route segment above which the team currently is; and $d$ denotes whether the team has been destroyed by threats.

We define the following state-variable types:

- **TeamAltitude** as the type of $a$, representing the discrete altitude levels. This is a subtype of our built-in type for integer variables.
- **TeamFormation** as the type of $\phi$, representing the loose ($\phi = 0$) and tight ($\phi = 1$) formations.
- **TeamECM** as the type of $E$, representing the ECM status: on ($E = 1$) and off ($E = 0$).
- **RouteSegment** as the type of $t$, representing a route segment. We define the following state-variable attributes associated with the RouteSegment type: TargetDistribution and ThreatDistribution representing the $\beta$-distribution of target and threat presence in a route.
segment, respectively.

- **TeamDestroyed** as the type of $d$, representing whether the team has been destroyed by threats. This is a subtype of our built-in type for boolean variables. Using the explicit variable $d$ allows the cost computation in planning to accrue the expected number of targets missed throughout the entire route, even after the team had been destroyed prior to reaching the end of the route. We discuss this in further details below.

**Actions** The action space $A$ of the team of UAVs is defined by the following types of actions:

- $\text{IncAlt}$, $\text{DecAlt}$ and $\text{Fly}$ denote the actions to increase altitude level, decrease altitude level, and fly in the same altitude level, respectively. All of these actions fly the team forward by 1 route segment. The $\text{IncAlt}$ and $\text{DecAlt}$ action types are parameterized by a $\text{TeamAltitude}$ argument denoting the change in altitude level, denoted in the forms $\text{IncAlt}(a_{\text{change}} : \text{TeamAltitude})$ and $\text{DecAlt}(a_{\text{change}} : \text{TeamAltitude})$, respectively.

  For specification convenience, we incorporate type hierarchy for action types to allow reuse of factored PSOs describing the actions’ preconditions and effects on individual or groups of variables. For instance, $\text{IncAlt}$, $\text{DecAlt}$ and $\text{Fly}$ actions all have an effect of advancing the team forward by 1 route segment. We create a supertype $\text{DurativeAction}$ with the factored PSO specifying the effect of advancing $t$’s value by 1. When defining $\text{IncAlt}$, $\text{DecAlt}$ and $\text{Fly}$ as subtypes of $\text{DurativeAction}$, they automatically inherit its factored PSO of the effect on $t$. Although, subtypes are allowed to have additional preconditions, that is, the subtypes’ preconditions can be stronger than (and subsume) its supertype’s precondition.

  We define a helper action type $\text{Tick}$, also as a subtype of $\text{DurativeAction}$, to represent the passage of time after the team has been destroyed by threats prior to reaching the end of the route. This helper action allows the cost computation in planning to accrue the expected number of targets missed throughout the entire route after the team has been destroyed.

- $\text{ChangeForm}$ denotes the action to change formation of the team. It is parameterized by a $\text{TeamFormation}$ argument denoting the target formation: $\text{ChangeForm}(\phi_{\text{target}} : \text{TeamFormation})$.

- $\text{SwitchECM}$ denotes the action to switch on and off the team’s ECM. It is parameterized by a $\text{TeamECM}$ argument denoting the target ECM status: $\text{SwitchECM}(E_{\text{target}} : \text{TeamECM})$.

  Both of these action types are instantaneous relative to the others.

**Transition Model** As with the indoor mobile robot navigation domain in Section 3.6.1 we use factored PSOs to describe the preconditions and context-dependent, probabilistic effects of each action type.

Recall that all action subtypes inherit factored PSOs from their action supertype. The $\text{DurativeAction}$ supertype has 2 factored PSOs associated with the effects on the variables $t$ and $d$, respectively. The factored PSO of $t$ has a precondition that the team has not yet reached the end of the planned route, and a deterministic effect that the team flies forward by 1 route segment – that is, $t$ is incremented by 1. The factored PSO of $d$ has the same precondition plus $d = \text{false}$, but its effect is probabilistic. Executing a $\text{DurativeAction}$ has a probability of resulting in the team being shot down by threats. The probability of the team being destroyed in a single transition (i.e., the team flying over a route segment) is equal to the probability of a threat existing in a given route segment times the probability of the team being shot down by the threat given one
exists:

$$Pr(d = \text{true}) = Pr(\text{threat}) \cdot Pr(d = \text{true} \mid \text{threat}).$$

Recall that the team has uncertain information about the threat presence in each route segment ahead, in the form of a $\beta$-distribution. The $\beta$-distribution of threat presence in each route segment is specified as the attribute ThreatDistribution of the RouteSegment type. For simplicity, we use the expected value of the target $\beta$-distribution as $Pr(\text{threat})$. Recall also that the probability of the team being shot down by a threat, given one exists, depends on the team’s altitude level, formation, and ECM status. Specifically, the probability of the team being destroyed is defined in [72] as:

$$Pr(d = \text{true} \mid \text{threat}) = \frac{\max(0, r_T - a)}{r_T} \left( (1 - \phi) + \frac{\phi}{\psi} \right) \left( (1 - E) + \frac{E}{4} \right),$$

where $r_T$ is the threat range (i.e., at an altitude of $r_T$ or higher, it is not possible for threats to shoot down the team); $\psi$ is the factor by which the probability of the team being destroyed is reduced due to flying in tight formation; and when ECM is used, the probability of being destroyed is reduced by a factor of 4. We explicitly encode the above analytic model of $Pr(d = \text{true})$ in the corresponding factored PSO of DurativeAction.

The IncAlt, DecAlt and Fly action subtypes all inherit these DurativeAction’s factored PSOs of the effects on $t$ and $d$. Although, IncAlt, DecAlt and Fly override the factored PSO of the effect on $t$ with an additional precondition: the team must not have been destroyed yet: $d = \text{false}$.

The IncAlt and DecAlt action types have their own additional factored PSOs describing the effect on the altitude variable $a$. The IncAlt($a_{\text{change}} : \text{TeamAltitude}$) action type has a precondition that the team’s current altitude is no less than $a_{\text{change}}$ levels below the maximum altitude. Its effect is deterministic: incrementing $a$ by $a_{\text{change}}$. Similarly, the DecAlt($a_{\text{change}} : \text{TeamAltitude}$) action type has a precondition that the team’s current altitude is no less than $a_{\text{change}}$ levels above the minimum altitude. Its effect is deterministic: decrementing $a$ by $a_{\text{change}}$.

The ChangeForm($\phi_{\text{target}} : \text{TeamFormation}$) and SwitchECM($E_{\text{target}} : \text{TeamECM}$) action types are instantaneous actions (i.e., they do not impact $t$). The preconditions of these action types are: $d = \text{false}$ and that the team’s current formation and ECM status is different from the target ones, respectively. Their effects are deterministic: changing the team’s formation and ECM status accordingly.

Lastly, the helper action type Tick also inherits the factored PSOs from its supertype DurativeAction. However, unlike the action types IncAlt, DecAlt and Fly, it overrides the factored PSO of the effect on $t$ with an additional precondition that the team must have already been destroyed: $d = \text{true}$. Tick is the only applicable action once the team has been destroyed. It only advances $t$ to reflect the passage of time, and does not have any other effect. This allows the expected number of targets missed after the team has been destroyed to accrue over the remaining route segments ahead.

Quality Attribute Analytic Models  We define the following quality attributes (QAs): the expected number of targets detected, and the probability of being destroyed by threats.

However, since our approach uses cost functions for XMDPs, we need all QA objectives to be minimization objectives. Therefore, for the team’s objective to maximize the number of targets
detected, we create an equivalent, dual objective to minimize the number of targets missed. We
use the targets-missed minimization objective in the cost function $C$ of the XMDP.

For the purpose of explanations, however, it is more comprehensible to communicate the
expected number of targets detected to the users. Therefore, our approach maintains the dual QA
functions of targets-missed and targets-detected, and uses the latter to compute and report the
expected number of targets detected in explanations.

For brevity, here we only discuss the QA function for the expected number of targets missed,
and we omit the dual function for the expected number of targets detected.

**Number of Targets Missed** We define MissTarget as an event for a count-of-events QA.
This event is associated with a DurativeAction type. That is, the team can miss a target when
flying over a route segment via a IncAlt, DecAlt, or Fly action, or it can miss a target in a remain-
ing unexplored route segment after the team has been destroyed by threats, via a Tick action. The
probability of MissTarget event occurring in a single transition (via a DurativeAction) is equal
to the probability of a target existing in the corresponding route segment times the probability of
the team failing to detect the target given one exists:

$$Pr(MissTarget) = Pr(target) \cdot Pr(MissTarget | target).$$

Recall that the team has uncertain information about the target presence in each route segment
ahead, in the form of a $\beta$-distribution. The $\beta$-distribution of target presence in each route segment
is specified as the attribute TargetDistribution of the RouteSegment type. For simplicity, we
use the expected value of the target $\beta$-distribution as $Pr(target)$.

Recall also that the probability of the team successfully detecting a target, given one exists,
depends on the team's altitude level, formation, and ECM status. Specifically, the probability of
the team detecting a target is defined in [72] as:

$$Pr(DetectTarget | target) = \frac{\max(0, r_S - a)}{r_S} \left(1 - \frac{\phi}{\sigma} + \frac{\phi}{\sigma} \left((1 - E) + \frac{E}{4}\right)\right),$$

where $r_S$ is the range of the sensor (i.e., at an altitude of $r_S$ or higher, it is not possible to detect
targets); $\sigma$ is the factor by which the detection probability is reduced due to flying in tight for-
mation; and when ECM is used, the detection probability is reduced by a factor of 4. Note that
the above formula for $Pr(DetectTarget | target)$ is only for when the team is still surviving. If
the team has already been destroyed, then $Pr(DetectTarget | target) = 0$.

We can obtain the $Pr(MissTarget | target)$ from $1 - Pr(DetectTarget | target)$. We explic-
itly encode the above analytic model of $Pr(MissTarget)$ in the corresponding count-of-events QA model.

**Probability of being Destroyed** We define DestroyedProbability as a standard measure-
ment QA, denoting the probability of a team being destroyed by threats. The DestroyedProb-
ability value of a single transition, $(s, a, s')$, is simply 0 if $d = true$ in the destination state $s'$,
and 1 otherwise. However, since a QA function must be in the form $QA : S \times A \rightarrow R_{\geq 0}$, the
DestroyedProbability is in effect a function of the ThreatDistribution attribute of the Route-
Segment state variable $t$, the TeamAltitude state variable $a$, the TeamFormation state variable
\( \phi \), and the TeamECM state variable \( E \). Our framework derives the analytic model of Destroyed-Probability from the model of \( Pr(d = \text{true}) \) defined in the Transition Model. The total expected value of DestroyedProbability of a policy is the reachability probability of states where \( d = \text{true} \).

**Cost Function** As with the Indoor Mobile Robot Navigation domain in Section 3.6.1, we define the cost function \( C \) in the form: \( C(s,a) = \sum_i k_i C_i(s,a) \), where \( k_i > 0 \); \( \sum_i k_i = 1 \); and \( C_i(\cdot,\cdot) \) is a normalization of QA \( i \) function. Since both QAs of this domain, MissTarget count of events and DestroyedProbability, have the maximum value of 1 for any state-action pair, we can use the normalization constant of 1 for each \( C_i(\cdot,\cdot) \).

The cost criterion used in this problem domain is the expected total cost-to-go. The absorbing goal is a set of states where \( t \) indicates the end of the planned route. Note that a goal state is always reachable: either the team has survived the threats and flown to the end of the route, or that the team had been destroyed before completing the route, but afterwards the Tick action advances \( t \) until it reaches the end value.

**Explanations** The explanations for DART planning have the same structure as those for the mobile robot navigation planning in Section 3.6.1. The following is an example of explanations, assuming that the team has to fly a pre-planned route of length 10, and there are 2 targets and 1 threat along the route:

First is the statement of the goal and quality-attribute objectives of the team: “I am planning to fly to Route Segment 10, while maximizing the number of targets detected and minimizing the probability of being destroyed by threats.”

Second is the presentation of the team’s chosen adaptation policy in a visual form, and the expected consequences of that policy: “I came up with this policy: [visualization of the chosen adaptation policy on the 2D flight route]. It has 1.375 expected number of targets detected and 0.625 probability of being destroyed.”

Third is the explanations of the team’s tradeoff rationale, in the form of contrastive explanations: “I could increase the expected number of targets detected by 0.125 by following this alternative policy: [visualization of the alternative adaptation]. However this would increase the probability of being destroyed by 0.125.” The alternative policies may have different flying altitude sequences, formation sequences, and uses of ECM. The explanations contrast the team’s chosen policy with the viable alternatives, based on their QA values, to offer arguments for the team’s chosen policy rooted not only in its direct consequences, but also the counterfactual consequences.

**3.6.3 Outpatient Clinic Scheduling**

[74] developed a MDP model for managing an efficient outpatient clinic scheduling. Outpatient clinic scheduling deals with the following problem scenario. Assuming that a clinic has a fixed capacity to service some number of patients per day, but it can operate overtime to service more patients in each day if needed. Before the clinic’s service period begins on each day, new patients call in to request for appointments. The clinic has to make a decision on the end of how
many patients to schedule for that day (i.e., same-day booking), and how many to schedule for appointments in future days (i.e., advance booking). The clinic has an “advance booking policy” (ABP), which sets the maximum number of patients who can be booked in advance into each future day. A decision can be made to adjust the ABP limit. The clinic also has a fixed limit on the total number of patients who can be scheduled for appointment in future days (i.e., the maximum length of the service queue).

The objectives of the clinic scheduling problem are: to maximize the revenue gained from each patient serviced, and to minimize the overtime service, the clinic’s idle time, the patients’ appointment lead time, and the overhead of updating the ABP.

In this scheduling problem, the amount of revenue gained from patients, the overtime and idle time of the clinic can only be predicted with uncertainty. This is due to: (i) the prediction of daily request arrivals of patients, which is modeled as a Poisson distribution, and (ii) the chances of scheduled patients not showing up for their appointments. In particular, the probability that a same-day booking patient shows up for their appointment is constant at around 0.88. The probability that an advance-booking patient shows up for their appointment is decreasing as a function of the appointment lead time.

This section demonstrates how to define the outpatient clinic scheduling problem domain in our XMDP representation. We have adopted the MDP model for this problem domain as presented in [74].

State Variables The state space $S$ of the clinic scheduling problem is defined by 3 variables: $\langle w, x, y \rangle$, where $w$ denotes the current ABP limit, which is the set maximum number of patients who can be booked in advance in each future day; $x$ denotes the number of patients who have been previously booked for appointments; and $y$ denotes the number of new patient-requests arriving today.

We define the following state-variable types:

- **ABP** as the type of $w$, representing the advance-booking policy (ABP) limits. This is a subtype of our built-in type for integer variables.
- **PatientCount** as the type of $x$ and $y$, representing the possible numbers of patients. This is a subtype of integer variables.

The clinic has a fixed capacity to service $C$ patients per day, but with additional overtime available up to $M$ patients per day, if necessary ($M > C$). This means the maximum value of $w$ is $M$. Furthermore, the limit on the total number of patients who can be scheduled for future appointments is $N$. This is the maximum size of the queue for the advance-booking patients.

Actions The action space $A$ of the clinic scheduling problem is defined by only one action type: Schedule action. This action combines 2 decisions: (i) adjusting the limit for ABP, and (ii) deciding how many of the new patients to service today vs. to schedule for appointments in future days.

The Schedule($a : \text{ABP}, b : \text{PatientCount}$) action type is parameterized by an ABP argument $a$, representing the new ABP limit, and a PatientCount argument $b$, representing the number of new patients (i.e., today’s request arrivals) to service today. This means: (i) the new ABP limit $a$ will be in effect starting the next day, and (ii) out of all new patients whose requests
arrived today, \( b \) patients will be service today (“same-day booking”) and the remaining patients will be scheduled for future appointments (“advance booking”).

**Transition Model**  As with the indoor mobile robot navigation domain in Section 3.6.1 and the DART domain in Section 3.6.2, we use factored PSOs to describe the preconditions and context-dependent, probabilistic effects of each action type.

Note that in this scheduling domain, a single decision epoch corresponds to one day. That means, the effects of a Schedule action executed today will occur in the next day.

The Schedule\(( a : \text{ABP}, b : \text{PatientCount})\) action type has the following preconditions:

- The number of new patients scheduled to service today (“same-day booking”) cannot exceed the number of new patient-requests arriving today. That is, \( b \leq y \).
- The scheduling has a constraint that the number of patients in the advance-booking queue cannot exceed the imposed limit. This constraint translates to a precondition of the Schedule action as: \( x - \min(x, w) + y - b \leq N \). Note that \( \min(x, w) \) is the number of patients who have previously been scheduled for services today, since \( x \) is the total number of patients in the advance-booking queue and \( w \) is effectively the number of advance-booking patients to be serviced each day.
- The new ABP cannot be more than 1 patient per day different from the previous ABP, and it cannot exceed the imposed limit. That is, \((|w - a| \leq 1) \land (a \leq M)\).

The effects of Schedule\(( a : \text{ABP}, b : \text{PatientCount})\) can be broken down to the following 3 independent effects:

- The new value of \( w \) (i.e., the new ABP limit) for the next day is \( a \).
- The new value of \( x \) (i.e., the resulting number of patients in the advance-booking queue) for the next day is: \( x - \min(x, w) + y - b \). Particularly, \( x - \min(x, w) \) is the number of patients previously in the advance-booking queue who still remain in the queue after today, and \( y - b \) is the number of new patients from today who are added to the advance-booking queue.
- The new value of \( y \) for the next day (i.e., the number of new patient-requests arriving the next day) is probabilistic, represented by a Poisson distribution, with an assumed known average arrival rate \( \lambda \). The probability mass function of patient-requests arrival Possion distribution is:

\[
Pr(y = k \text{ new patients in a day}) = \frac{e^{-\lambda} \cdot \lambda^k}{k!}.
\]

Note that the effect on \( y \) is not a direct result of a Schedule action, but of an exogenous event of patient-requests daily arrival, as a single decision epoch corresponds to a one-day period in this scheduling domain.

**Quality Attribute Analytic Models**  We define the following quality attributes (QAs) for the clinic scheduling problem: the average revenue from the patients serviced per day, the average overtime of the clinic per day, the average idle time of the clinic per day, the average appointment lead time of the advance-booking patients (i.e., the average number of days between the request for service and the date of service), and the average change in the ABP limit between 2
consecutive days. The objectives of scheduling are to maximize the average daily revenue, and minimize the average daily overtime, idle time, lead time, and change in ABP limit.

**Revenue**  We define Revenue as a standard measurement QA. The revenue of the clinic in each day depends on the number of patients whom the clinic service on that day. Specifically, the number of patients serviced on each day is the total of the advance-booking and the same-day-booking patients who show up to the clinic on that day. Note that there is uncertainty of whether these patients will show up or not.

The Revenue value of a single transition (corresponds to a single day) is a function of the state variables $w, x,$ and $y$, and of the Schedule action parameter $b$. Specifically,

$$Revenue = f^R \cdot (p_s(w, x) \cdot \min(w, x) + p_{sd} \cdot b),$$

where:

- $f^R$ is the amount of revenue gained per patient serviced.
- $p_s(w, x)$ is the probability that an advance-booking patient shows up, given that there are $x$ patients in the advance-booking queue and $w$ is the current ABP limit, meaning that at most $w$ of those patients are scheduled for service today, hence $\min(w, x)$.
- $p_{sd}$ is the probability that a same-day-booking patient shows up, which is around 0.88, and $b$ is the number of new patient-requests arriving today that are scheduled for the same day.

The probability of an advance-booking patient showing up to their appointment is decreasing as a function of the appointment lead time:

$$p_s(w, x) = \max\left(1 - \frac{\beta_1 + \beta_2 \cdot \log(LT + 1)}{100}, \beta_3\right), \quad (3.16)$$

where:

- $LT$ denotes the appointment lead time, which is a function of the current number of patients in the advance-booking queue, $x$, and the current ABP limit, $w$. See the Equation 3.17 for how $LT$ is calculated.
- $\beta_1$, $\beta_2$, and $\beta_3$ are constants obtained from empirical data of patients. $\beta_1$ relates to the show probability of a same-day-booking patient. That is, when $LT = 0$, then the same-day show probability (denoted as $p_{sd}$) is $1 - \beta_1/100$. Given that the same-day show probability is around 0.88, the value of $\beta_1$ is 12. $\beta_2 = 36.54$ models the diminishing impact of an extra day’s wait the further our a patient is booked. $\beta_3$ represents a lower bound on the show probability of a patient, which is around 0.5.

We explicitly encode the above analytic model of Revenue in the corresponding standard measurement QA model.

**Overtime**  We define Overtime as a standard measurement QA. The unit of overtime is the expected number of patients serviced through overtime. The number of overtime patients in each day depends on the number of patients who the clinic service on that day and the capacity of the clinic. Any number of patients exceeding the clinic capacity will be serviced during the overtime.
The \textbf{Overtime} value of a single transition (corresponds to a single day) is a function of the state variables $w, x,$ and $y,$ and of the \textit{Schedule} action parameter $b$. Specifically, the expected number of overtime patients in a day is calculated by:

$$\text{Overtime} = \sum_{(i,j) \in W \times B} (i + j - C)^+ \cdot Pr(AB = i) \cdot Pr(SD = j),$$

where:

- $W$ is the set of possible values for $\min(w, x)$, that is, all possible numbers of advance-booking patients who are scheduled for services today. $B$ is the set of all possible values for $b$, that is, all possible numbers of new patient-requests arriving today to schedule for services on the same day. Thus, all combinations $(i, j)$ of $W$ and $B$ are all possible combinations of $i$ advance-booking patients and $j$ same-day-booking patients who are scheduled for services today.
- $C$ denotes the capacity of the clinic, and $(i + j - C)^+$ denotes the number of patients (either advance booking or same-day booking) scheduled for today that exceeds the capacity.
- $AB$ is a random variable denoting the number of advance-booking patients scheduled for today who show up. Recall that the probability of an advance-booking patient showing up for their appointment today is $p_s(w, x)$ as defined in Equation 3.16. Therefore, the probability that $i$ advance-booking patients show up is modeled by a binomial distribution:

$$Pr(AB = i) = \binom{N_{AB}}{i} \cdot p_s^i (1 - p_s)^{N_{AB} - i},$$

where $N_{AB} = \min(w, x)$ is the total number of advance-booking patients scheduled for today, and $p_s$ is a short-hand for $p_s(w, x)$.
- $SD$ is a random variable denoting the number of patients given same-day bookings who show up today. Recall that the probability of a same-day-booking patient showing up for their appointment is $p_{sd} = 0.88$. Therefore, the probability that $j$ same-day-booking patients show up is modeled by a binomial distribution:

$$Pr(SD = j) = \binom{N_{SD}}{j} \cdot p_{sd}^j (1 - p_{sd})^{N_{SD} - j},$$

where $N_{SD} = b$ is the total number of same-day-booking patients scheduled for today.

We explicitly encode the above analytic model of \textbf{Overtime} in the corresponding standard measurement QA model.

\textbf{Idle Time} \hspace{1em} We define \textbf{IdleTime} as a standard measurement QA. The unit of idle time is the expected number of patients whom the clinic could have serviced during the idle time. The idle time in each day is defined as the difference between the clinic’s capacity and the number of patients whom the clinic services on that day.

The \textbf{IdleTime} value of a single transition (corresponds to a single day) is a function of the state variables $w, x,$ and $y,$ and of the \textit{Schedule} action parameter $b$. Specifically, the expected
idle time (as the number of patients whom the clinic could have serviced) in a day is calculated by:

\[
\text{IdleTime} = \sum_{(i,j) \in W \times B} (C - i - j)^+ \cdot Pr(AB = i) \cdot Pr(SD = j),
\]

where all the symbols are defined in the same way as those of the Overtime function. The idle time calculation is almost equivalent to that of the overtime. The only difference is in the term \((C - i - j)^+\), which denotes the remaining capacity of the clinic today after scheduling patients (either through advance booking or same-day booking) for today.

**Lead Time** We define LeadTime as a standard measurement QA. The unit of lead time is the number of days patients have to wait for their appointments (i.e., the number of days between the time of request and the time of service). We consider lead time as a daily quantity. That means, in each day, some amount of lead time is assigned to a batch of new advance-booking patients whose requests arrive on that day.

The **LeadTime** value of a single transition (corresponds to a single day) is a function of the state variables \(w\) and \(x\). Specifically, the lead time assigned to the new advance-booking patients of each day is calculated by:

\[
\text{LeadTime} = \max\left(1, \left\lceil \frac{x}{w} \right\rceil \right), \tag{3.17}
\]

where \(\left\lceil \frac{x}{w} \right\rceil\) is the number of days the last patient in the advance-booking queue has to wait until their appointment. Note that we simplify the calculation by using the length of the queue at the time of service as a proxy for lead time, while in fact it is more accurate to use the length of the queue at the time of booking – but that would make the model more complicated. The maximum operator reflects the fact that even if the number of advance bookings is less than the ABP limit (i.e., \(\left\lceil \frac{x}{w} \right\rceil < 1\)), any patient booked in advance still waits a day.

**Change in ABP Limit** We define ABPChange as a standard measurement QA. This quantity measures the average change in the ABP limit between 2 consecutive days. The average change in ABP limit from day to day is a concern in the clinic scheduling problem because there is an associated overhead cost in changing the ABP.

The **ABPChange** value of a single transition (reflects a transition between days) is a function of the state variable \(w\) and of the Schedule action parameter \(a\):

\[
\text{ABPChange} = |w - a|,
\]

which is the difference between the current ABP limit, \(w\), and the new ABP limit, \(a\).

**Cost Function** In this clinic scheduling domain, all QAs of concern are translated to monetary costs.

Since the revenue objective is a maximization objective, we need to transform it to a minimization objective. To this end, we use an over-approximation of the loss of potential revenue
in each day. The loss of potential revenue is the difference between the potential maximum revenue and the actual revenue gained from servicing patients. The potential maximum revenue is revenue from maximum number of patients per day. We assume that this is twice the average number of patient-requests per day.

The loss of potential revenue in a single-day period corresponding to the state-action \((s, a)\) is calculated by:

\[
2\lambda \cdot f^R - \text{Revenue}(s, a),
\]

where \(\lambda\) is the average arrival rate of patient-requests per day, and \(f^R\) is the amount of revenue gained per patient serviced.

The cost function \(C\) is the sum of the monetary costs associated with the revenue, overtime, idle time, lead time, and overhead of changing ABP:

\[
C(s, a) = 2\lambda \cdot f^R - \text{Revenue}(s, a) \\
+ f^{OT} \cdot \text{Overtime}(s, a) \\
+ f^{IT} \cdot \text{IdleTime}(s, a) \\
+ f^{LT} \cdot \text{LeadTime}(s, a) \\
+ f^S \cdot \text{ABPChange}(s, a),
\]

where \(f^{OT}\) and \(f^{IT}\) are costs per overtime and idle time slot, respectively; \(f^{LT}\) is a cost per day that patients wait until their appointments; and \(f^S\) is an overhead cost of changing advance-booking policy. Note that since monetary costs are assigned to the QAs directly, there is no need to normalize the QA functions.

The cost criterion used in this problem domain is the long-run average cost. That is, an optimal clinic scheduling policy is one that has the lowest daily-average cost \(C\) in the long term.

**Problem Scenarios** We generate 9 outpatient clinic scheduling problem scenarios, as presented in [74]. The following constants are used in all problem scenarios:

- The capacity of the clinic \(C\) is 5 patients per day.
- The maximum ABP limit \(M\) is 5 advance-booking patients per day.
- The maximum size of the queue for the advance-booking patients (i.e., the total number of patients who can be scheduled for future appointments) \(N\) is 10 patients.
- The average arrival rate \(\lambda\) of the Poisson distribution of new patient-requests is 5 patients per day.

The initial state of the clinic scheduling problem \(s_0 = \langle w_0, x_0, y_0 \rangle\) in all problem scenarios is:

- The initial ABP \(w_0\) is set to 4 advance-booking patients per day.
- The initial number of patients who have been previously booked for appointments \(x_0\) is 0 patient.
- The initial number of new patient-requests arriving in the first day \(y_0\) is 5 patients.

Among the problem scenarios, we consider 3 different clinic types:

1. The first clinic type ignores idle time, and sets the revenue per-patient per-day to twice the cost of overtime per-slot per-day: \(f^R = 20, f^{OT} = 10,\) and \(f^{IT} = 0.\)
Revenue and Costs Setup

**Initial State**

- Constants

 prioritizing revenue gained from patients. Public clinics may value the patients’ wait time less than prioritizing utilization of the available capacity to meet all demand, while private clinics may prioritize which scheduling option is best for their clinic type. For instance, publicly funded clinics may such schedule will have little to no overtime, but it will potentially have idle time. For each clinic type, we consider 3 different lead time costs — the cost per day that patients wait until their appointments: \( f^{LT} = \{0, 1, 5\} \). This results in the total of 9 problem scenarios. In all problem scenarios, we consider the overhead cost of changing ABP \( f^S \) to be equal to the cost of one over time slot: $10 per each time the policy is changed. Table 3.2 summarizes the settings in all 9 problem scenarios. The full details on the rationale for the revenue and costs setups are presented in [74].

### Table 3.2: The outpatient clinic scheduling problem scenarios.

<table>
<thead>
<tr>
<th>Scenario ID</th>
<th>Revenue and Costs Setup</th>
<th>Initial State</th>
<th>Constants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( f^R = 20, f^{OT} = 10, f^{IT} = 0, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>2</td>
<td>( f^R = 20, f^{OT} = 10, f^{IT} = 1, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>3</td>
<td>( f^R = 20, f^{OT} = 10, f^{IT} = 0, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>4</td>
<td>( f^R = 20, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>5</td>
<td>( f^R = 20, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>6</td>
<td>( f^R = 0, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>7</td>
<td>( f^R = 0, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>8</td>
<td>( f^R = 0, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
<tr>
<td>9</td>
<td>( f^R = 0, f^{OT} = 10, f^{IT} = 5, f^S = 10 )</td>
<td>( w_0 = 4, x_0 = 0, y_0 = 5 )</td>
<td>( C = 5, M = 5, N = 10, \lambda = 5 )</td>
</tr>
</tbody>
</table>

The explanations for the clinic scheduling problem have the same structure as those for the mobile robot navigation planning in Section 3.6.1 and the DART planning in Section 3.6.2. The explanations state the optimization objectives of the scheduling problem: maximizing the average daily revenue from servicing patients, minimizing the average daily overtime and idle time of the clinic, minimizing the average lead time for the patients waiting for their appointments, and minimizing the average overhead of updating the clinic’s advance-booking policy between any 2 consecutive days. The explanations present an optimal schedule and its expected consequences on the quality-attribute objectives. Then, the scheduling tradeoff rationale is offered via contrastive explanations of alternative Pareto-optimal schedules, to make the scheduling decision options and their consequences transparent. That is, the explanations demonstrate how some QA objectives are competing and how different scheduling choices lead to different compromises among those objectives.

For instance, a schedule that puts many patients up for service in each day will have high revenue; however, it will also have high overtime. On the other hand, if a schedule puts few patients up for service in each day (e.g., the schedule has few same-day bookings), then the advance-booking queue will be long, thus increasing the lead time experienced by the patients. Such schedule will have little to no overtime, but it will potentially have idle time.

These explanations are helpful for the users (e.g., the clinic administrators) to determine which scheduling option is best for their clinic type. For instance, publicly funded clinics may prioritize utilization of the available capacity to meet all demand, while private clinics may prioritize revenue gained from patients. Public clinics may value the patients’ wait time less than
<table>
<thead>
<tr>
<th>Scenario ID</th>
<th>Improvement in Objective(s)</th>
<th>Deterioration in Objective(s)</th>
<th>Symmetrical Conflict?</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>R, OT</td>
<td>OT, R</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>R, OT</td>
<td>OT, R</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>R, OT</td>
<td>OT, R</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>R, OT, IT</td>
<td>OT, IT, R</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>R, LT, OT, IT</td>
<td>OT, IT, R</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>R, OT, IT</td>
<td>OT, IT, R, R, OT</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>OT, IT, IT</td>
<td>IT, OT, S</td>
<td>No</td>
</tr>
<tr>
<td>8</td>
<td>OT, LT, IT</td>
<td>IT, OT, LT</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>OT, LT, IT</td>
<td>IT, OT, LT</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 3.3: Summary of the competing objectives explained by our policy explanations in each scenario of the clinic scheduling problem. The objectives are: the per-day average revenue (R), overtime cost (OT), idle time cost (IT), lead time cost (LT), and cost of changing the ABP (S).

private clinics do. Our explanation approach can enable the users to better understand the trade-off space of their scheduling problem, and decide on which scheduling option aligns best with their priorities.

The following is an example of explanations from Scenario #1: “I’m planning to follow this scheduling policy: [table representing the chosen scheduling policy]. It is expected to have 48.50 dollars in revenue; have 0.0 dollar in idle time cost; have 3.33 dollars in overtime cost; have 0.0 dollar in appointment lead time cost; and have 0.0 dollar in switching ABP cost per day on average. It has the lowest expected switching ABP cost, appointment lead time cost, and idle time cost.

Alternatively, following this scheduling policy: [table representing the first alternative scheduling policy] would increase the revenue to 48.99 dollars in revenue (an increase of 0.44 dollar) per day on average. However, I didn’t choose that policy because it would increase the overtime cost to 3.93 dollars (an increase of 0.60 dollar) per day on average. The increase in revenue is not worth the increase in overtime cost.

Alternatively, following this scheduling policy [table representing the second alternative scheduling policy] would reduce the overtime cost to 3.30 dollars (a decrease of 0.03 dollar) per day on average. However, I didn’t choose that policy because it would reduce the revenue to 48.47 dollars (a decrease of 0.03 dollar). The decrease in overtime cost does not make up for the decrease in revenue.”

The policy explanations identify the context dependent competing objectives and the trade-
offs in each problem scenario. Many of which are not obvious from the cost profiles of the objectives. Table 3.3 summarizes the tradeoff insights from the policy explanations. For each scenario, each sub-row shows the improvement in certain objective(s) results in the deterioration in certain other objective(s). For most of the objective conflicts across all scenarios, the improving objectives and the deteriorating objectives are symmetrical. That is, with respect to the solution scheduling policy, the objective conflict is symmetrical if improving the objective \(i\) results in deteriorating the objective \(j\) and vice versa.

Asymmetrical conflicts indicate a more complex tradeoff situation. For instance, in Scenario #7, with respect to the solution scheduling policy, reducing the overtime (OT) (by accepting fewer same-day bookings) will result in increasing the idle time (IT) (some of the patients placed on the queue will not show up for their appointments, resulting in some idle time). However, reducing the idle time (by accepting more same-day bookings) will increase both the overtime (the clinic staffs have to work longer hours in a day) and the overhead cost of changing ABP (S) (the clinic has to change its ABP more often).

An important observation from the generated policy explanations for all scenarios is that although the clinic scheduling domain has 5 optimization objectives that can theoretically have multiple combinations of competing objectives, only a small number of objectives are competing at once. For instance, Scenarios #1, 2, and 3 only have two competing objectives, namely, revenue and overtime cost. In Scenario #4, three objectives R, OT, IT are involved in the trade-off, but OT and IT have correlated effects from improving R, and are not competing between themselves.

Some insights on the competing objectives provided by the generated contrastive explanations can be non-intuitive. For instance, one may reasonably expect that, minimizing the average overtime (OT) should often be in conflict with minimizing the average appointment lead time (LT), since the clinic would try to not have a long service period, and have to put more patient requests on the queue. However, this is only true in one of 9 scenarios: Scenario #5.

### 3.7 Related Work

There are numerous works in the field of explainable AI (XAI) [40], but the area that is closely related to our work is explainable agency. [6] provides a systematic literature review of works on explainable agency for robots and intelligent agents. [79] presents a taxonomy of explainability and a framework designed to enable comparison and evaluation of explainability in human–agent systems.

Many works in human-robot interaction focus on enabling robotic agents to communicate their goals and objectives to humans. For instance, [43] contributes an approach to enable a robot to communicate its objective function to humans by selecting scenarios to demonstrate its most informative behaviors. Similarly, [60] contributes an approach to automatically generate a robot’s trajectory demonstrations with particular critical points to improve human observers’ abilities to understand and generalize the robot’s state preferences. Their works share a similar goal with ours, which is to communicate robots’ preferences, but the focuses of their contributions are rather in specific domains. Other works such as [56, 57] propose approaches to explain multi-criteria decision making in non-sequential contexts, but a user-study validation is lacking.
Many other explainable agent approaches on explaining why agents make certain decisions have been proposed. Some recent works use argumentation-based approaches for explainable decision making. For instance, [24] provides argumentative and natural language explanations for scheduling of why a schedule is feasible, efficient or satisfying fixed user decisions. [105] presents context-based, explainable decision making via Decision Graphs with Context (DGC). More closely related to our work are [5, 44] which use reward decomposition for explaining the decisions of reinforcement learning agents. The approach decomposes rewards into sums of semantically meaningful reward types, so that actions can be compared in terms of tradeoffs among the types. These works share a similar feature of explanation with ours in terms of illustrating the agent’s tradeoffs. However, their work focuses on explaining the tradeoffs of each individual action, while our work differs in that we focus on explaining the tradeoffs of an entire policy via identifying some potential alternative policies.

Contrastive explanations have been suggested for explainable AI [69], and have been widely used in the field. Some examples of recent works include [90] which provides explanations consisting of information that may be absent in the user’s abstract model of the robot’s task and show why the foil doesn’t apply in the true situation; and [51] generates explanations for how two sets of plans differ in behavior by inferring LTL specifications that describe temporal differences between two sets of plan traces. Our work differs in the use of contrastive explanation in that we contrast alternative solutions on the basis of their objective values, in order to explain the tradeoff space of the planning objectives.
Chapter 4

Empirical Evaluation of Explainable Planning

The goal of our explainable planning approach is to help the end-users better understand the planning agent’s reasoning, as well as become more confident about their assessment of the agent’s decisions. In this thesis, we focus on consequence-oriented, contrastive explanation of planning. That is, we explain planning decisions in terms of their direct consequences on the objectives of interest, as well as the contrast to the counterfactual consequences of some alternative decisions. Given this focus, we evaluate the effectiveness of our approach via human subjects study, to determine how well our explanation approach can enable the users to understand planning decisions and to assess whether those decisions are appropriate.

We use a task-oriented evaluation for our explainable planning approach. That is, we evaluate our approach based on how much better the users are at performing some tasks when given consequence-oriented contrastive explanations, compared to baseline explanations. In this case, we consider a task of the user to be assessing the agent’s planning decisions to determine whether they are the best decisions for a given problem context. Such task reflects a potential use case of explainable agency in human-agent collaboration settings, where the user oversees the agent’s decision making and can intervene when they think the agent may be making wrong decisions. In the context of multi-objective planning, which is the focus of this thesis, best decisions depend on which preference model is used. Thus, the user’s task is to determine whether the agent’s decisions are optimal with respect to an appropriate preference model for a given problem context.

We conducted a human subjects experiment to evaluate the effectiveness of our explainable planning approach in two aspects. First is the impact of our contrastive explanations on the users’ ability to soundly assess the planning agent’s decisions. This ability reflects how well the users understand the agent’s rationale. We measure it based on the correctness of the users’ determination of whether the agent’s decisions are best for a given problem context. Second is the impact of our contrastive explanations on the users’ confidence in their assessment of the agent’s decisions. This is a subjective measure that indicates how reliable the users perceive their understanding of the agent’s decisions to be. We compare our explanation approach to a baseline explanation approach in which the users are only given information about the direct consequences of the agent’s decisions (i.e., the objective values of the solution policy). Our central hypotheses for the experiment are that the users who receive consequence-oriented contrastive
explanations from the agent are more likely to be correct in assessing the agent’s decisions, and are more confident in their assessment. Our experimental results supported both hypotheses.

This chapter is structured as follows. Section 4.1 describes our user study design, which is based on indoor mobile robot navigation scenarios. Section 4.1.4 describes the experiment design. Section 4.2 presents the analysis and results of the experiment. Section 4.3 discusses the results and their implications.

4.1 User Study Design

We use the following scenario and task in our user study:

**Scenario**  We created a user-study scenario in which the user is tasking the mobile robot to deliver a package at some destination in the building, similar to the motivating example in Section 3.1.1, where the robot has to plan a navigation that minimizes the travel time, expected collisions, and intrusiveness to the building occupants. The user has a particular preference for those concerns; however, they do not know a priori whether the robot’s planning objective function aligns with their preference. Once the robot has computed its optimal navigation policy, it will present the policy, as well as the estimated travel time, expected collisions, and intrusiveness of the policy, to the user.

**Task**  The user’s task is to determine whether the robot’s proposed navigation policy is the best available option according to their preference for the three concerns. In the user study, to have the ground truth answer for such task, we give a predefined hypothetical preference, in the form of a cost profile, to each study participant and instruct them to apply that preference when evaluating the robot’s proposed navigation policy. The cost profile consists of a dollar amount per unit of each of the quality attributes (QAs) (i.e., the optimization objectives of the task) in this domain (e.g., $1 per 1 second of travel time; $2 per 0.1 expected collision). Each participant having a known fixed preference in the study allows us to have the ground truth of the preference alignment between the participant (i.e., the user role) and the robot.

See Appendix A for the complete instructions given to the participants in our user study.

Next, we discuss in further details how we design the questions to stimulate the scenarios and tasks for the participants.

4.1.1 Questions Design

Each participant is given a cost profile to use as their hypothetical preference, and a series of three navigation-planning scenarios plus one additional validating scenario (see Section 4.1.3). Each navigation-planning scenario consists of: (a) a building map, and (b) a proposed navigation policy from the robot. All building maps in all scenarios have the same topological structure, but each map is unique in its random placement of obstacles and random locations of public, semi-private, and private areas. In every map, the robot has the same starting location and goal location. The proposed navigation policy from the robot is an optimal policy with respect to the
robot’s cost function, which is hidden from the participant and may or may not be the same as the cost profile of the participant.

Presented with one navigation-planning scenario at a time, the participant is asked to:

1. Indicate whether they think the robot’s proposed navigation policy is the best option according to their given cost profile, and
2. Rate their confidence in their answer on a 5-point Likert scale.

We refer to a pair of a cost profile and a navigation-planning scenario as a question item, which defines the problem context for the participants to answer the two questions described above. For this study, we generate 16 different cost profiles, which uniformly representing diverse user preferences for the travel time, expected collisions, and intrusiveness objectives of the navigation problem. We randomly generate 5 different building maps for the navigation-planning scenarios. That is, we have a total of 80 unique question items.

In the study, each participant is randomly assigned a cost profile to use as their preference, and is presented with three randomly selected navigation-planning scenarios (plus one additional validating scenario, which we do not include in the analysis) as described above. For half of the navigation planning scenarios each participant is given, we generate the robot’s proposed policy in each scenario is optimal with respect to the participant’s assigned preference (i.e., the robot’s policy is aligned with the user’s preference). We refer to these as “preference-aligned” scenarios. For the remaining scenarios, we generate the robot’s proposed policy in each scenario is suboptimal with respect to the participant’s assigned preference (but is still Pareto optimal). We compute such policy from a randomly sampled objective function that is misaligned with the participant’s given cost profile. We refer to these as “preference-misaligned” scenarios. Thus, if the participants answer the question “Is the robot’s proposed navigation policy is the best option, given your cost profile?” randomly, they have a 0.5 probability of being correct.

4.1.2 Participants’ Qualification Test

Since we prescribe a known preference to each participant in the form of a cost profile to use in the study, we must ensure that the participant understands how to interpret and apply the cost profile. To this end, we pre-screen the study participants by giving them a qualification test that assesses their ability to perform simple arithmetic for policy cost calculation and to evaluate policies based on their costs. This test determines their eligibility to participate in the study. The specific qualification test we use is the following:

Please answer the following questions. Your answers will determine your eligibility to participate in this study. You are allowed to use a calculator.

Suppose you task a mobile robot to deliver a package at some destination. Suppose the robot then informs you that it has computed a navigation route (“route A”) that will take 6 minutes, but the route has 2 segments where the robot has 20% chance of colliding with obstacles (i.e., the expected value of collision is 0.4).

Suppose that you wish to quantify how “costly” the route is, by assigning $1 to each minute of the route, and $2 to each 0.1 expected collision of the route.

Q1: What is the cost of the route, considering time of the route alone?
Q2: What is the cost of the route, considering expected collision of the route alone?

Q3: What is the cost of the route, considering both time and expected collision of the route?

Q4: Suppose that there is an alternative navigation route ("route B") that will take 8 minutes, but the route has 1 segment where the robot has 20% chance of colliding with obstacles (i.e., the expected value of collision is 0.2). Which route is better (i.e., less "costly")?

We only accept the participants who answered all of the questions correctly into the study.

4.1.3 Validating Participants’ Answers

In addition to pre-screening the study participants via a qualification test, we also use the following approach to validate that each participant understands the task correctly and pays attention to completing it. First, for each navigation-planning scenario, we ask the participant to provide the total cost of the robot’s proposed navigation policy, based on their assigned cost profile. This is to check whether they understand how to apply a given cost profile to evaluate a policy. The participants are allowed to use a calculator. Second, we embed an “easy scenario” in addition to the three navigation-planning scenarios for each participant, as described in Section 4.1.1. The robot’s proposed navigation policy for that scenario is either the only feasible non-dominated policy, or a severely suboptimal policy. This is to check whether the participant pays attention to identify when the robot presents a clearly best policy versus a clearly bad policy. We exclude the data from any participant who fails to provide reasonable answers for the total cost calculation and the “easy scenario”.

4.1.4 Experiment Design

We recruited 106 participants on the Amazon Mechanical Turk (MTurk) platform, using the following standard criteria for selecting legitimate MTurk participants for human subjects research: the participants must be located in the United States or Canada, have completed over 50,000 HITs (Human Intelligence Tasks), and have over 97% approval rating for those HITs. Additionally, the participants must have passed our qualification test designed to verify that the participants understand how to apply a given cost profile to evaluate policies (see section 4.1.2).

We used a between-subject study design, where we randomly assigned each participant to either the control group or the treatment group. The participants in both groups first received an introduction of the robot navigation planning, and an instruction of their task as users to determine whether the robot’s proposed navigation policy for each given planning scenario is the best option according to their cost profile. After the introduction and instruction, each participant is given a cost profile and a series of three navigation-planning scenarios, plus one additional validating scenario. The participant is instructed to use the assigned cost profile in all scenarios presented. The participant must answer all questions in each scenario before proceeding to the next. The participants in both groups received the same set of navigation-planning scenarios, in the same order. Each pairing of a navigation-planning scenario and a cost profile is assigned to three participants in the control group and three participants in the treatment group. In both the
control and treatment groups, half of the navigation-planning scenarios are “preference-aligned” scenarios and the other half are “preference-misaligned” scenarios.

Using the validation criteria discussed in Section 4.1.3, we eliminated 7 participants who gave invalid answers. We collected valid data from the remaining 49 and 50 participants in the control group and the treatment group, respectively.

**Control Group**  For each navigation-planning scenario, participants in the control group are given: (a) the visualization of the robot’s proposed navigation policy on the map, and (b) the estimated travel time, expected collision, and intrusiveness of the robot’s policy. See Figure 4.1 for an example scenario.

**Treatment Group**  For each navigation-planning scenario, participants in the treatment group are given the same information as the control group, plus the consequence-oriented contrastive explanations. The number of alternatives presented in the contrastive explanations is between 1-3 depending on whether the robot’s proposed navigation policy can be improved with respect to each objective individually. See Figures 4.2, 4.3, and 4.4 for an example scenario and the generated explanations.

In each scenario, the participants in both the control and treatment groups are asked to: (i) indicate whether they think the robot’s proposed navigation policy is the best option according to their cost profile, and (ii) rate their confidence in their answer on a 5-point Likert scale. See Figure 4.5 for the question form.

We measure the following dependent variables:

**Correctness**  The binary correctness of each participant, for each scenario, in determining whether the robot’s proposed navigation policy is the best option with respect to their (given) preference.

**Confidence**  The confidence level of each participant, for each scenario, in their answer, in the range of 0 (not confident at all), 1 (slightly confident), 2 (somewhat confident), 3 (fairly confident), and 4 (completely confident).

**Reliable Confidence Score**  Combining the correctness and confidence measures, we can quantify how well the participants can assess the agent’s decisions. We assign a score ranging from $-4$ to $+4$ to each answer, where higher magnitude indicates higher confidence and negative value indicates incorrect answer. That is,

$$z(a, c) = \begin{cases} 
  c & \text{if } a \text{ is correct} \\
  -c & \text{if } a \text{ is incorrect}
\end{cases}$$

where $z$ is the score; $a$ is the participant’s answer, which is either correct or incorrect; and $c$ is the participant’s confidence level, ranging from 0 to 4 (confidence is reported on a 5-point Likert scale). The intuition is, we reward higher confidence when correct, and penalize higher confidence when incorrect.
Suppose you need to find the best navigation from L1 to L32 that minimizes the following costs:

<table>
<thead>
<tr>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 second of travel time</td>
</tr>
<tr>
<td>0.1 expected collision</td>
</tr>
<tr>
<td>1 intrusiveness-penalty</td>
</tr>
</tbody>
</table>

The robot agent, which may or may not use the same costs as yours, presents its navigation plan to you (see "Robot’s Plan" figure). The expected travel time, collision, and intrusiveness of this plan are as follows:

<table>
<thead>
<tr>
<th>Robot’s Plan</th>
</tr>
</thead>
<tbody>
<tr>
<td>travel time (seconds)</td>
</tr>
<tr>
<td>collision (expected #)</td>
</tr>
<tr>
<td>intrusiveness (penalty)</td>
</tr>
<tr>
<td># non-intrusive locations</td>
</tr>
<tr>
<td># somewhat-intrusive locations</td>
</tr>
<tr>
<td># very-intrusive locations</td>
</tr>
</tbody>
</table>

*Is the robot’s plan the best option for you? Please scroll down to provide your answer.*

Figure 4.1: Participants in the control group are presented with: (a) a navigation-planning scenario consisting of the map, the start and destination locations, and the cost profiles; (b) the visualization of the agent’s proposed navigation policy on the map; and (c) the estimated travel time, expected collision, and intrusiveness of the agent’s policy.

**Hypotheses**  We have two central hypotheses in this study:

**H1:** Participants in the treatment group (i.e., those who receive the consequence-oriented contrastive explanations of the policy) are more likely to correctly determine whether the robot’s proposed policy is in line with their preference than participants in the control group (i.e., those who only receive the predicted objective values of the policy).

**H2:** Participants in the treatment group have higher confidence in their determination than participants in the control group.
Suppose you need to find the best navigation from L1 to L32 that minimizes the following costs:

<table>
<thead>
<tr>
<th>Cost ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 second of travel time</td>
</tr>
<tr>
<td>0.1 expected collision</td>
</tr>
<tr>
<td>1 intrusiveness-penalty</td>
</tr>
</tbody>
</table>

The robot agent, which may or may not use the same costs as yours, presents its navigation plan to you. Furthermore, the robot explains why it chose this particular navigation.

*Is the robot’s plan the best option for you? Please read the robot's explanation, and scroll down to provide your answer.*

I’ve come up with this plan (see “Robot’s Plan” figure). It is expected to take 115 seconds; have 1.4 expected collisions; and have intrusiveness-penalty of 6; it will be somewhat-intrusive at 6 locations (6-penalty).

Figure 4.2: Participants in the treatment group are presented with: (a) a navigation-planning scenario consisting of the map, the start and destination locations, and the cost profiles; (b) the visualization of the agent’s proposed navigation policy on the map; and (c) the first part of the agent’s explanation, which describes the estimated travel time, expected collision, and intrusiveness of the agent’s policy.
Figure 4.3: Participants in the treatment group are presented with the second part of the agent’s explanation, which provides consequence-oriented contrastive explanations. This image shows the contrastive explanation of the first alternative policy.

<table>
<thead>
<tr>
<th></th>
<th>Robot’s Plan</th>
<th>Alternative Plan 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>travel time (seconds)</td>
<td>115</td>
<td>135</td>
</tr>
<tr>
<td>collision (expected #)</td>
<td>1.4</td>
<td>1.4</td>
</tr>
<tr>
<td>intrusiveness (penalty)</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td># non-intrusive locations</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td># somewhat-intrusive locations</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td># very-intrusive locations</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Alternatively, following this plan (see “Alternative Plan 1” figure) would reduce the expected intrusiveness by 1: it would be somewhat-intrusive at 5 locations (5- penalty). However, I didn’t choose that plan because it would increase the expected travel time by 20 seconds. The decrease in expected intrusiveness is not worth the increase in expected travel time.
Figure 4.4: Participants in the treatment group are presented with the second part of the agent’s explanation, which provides consequence-oriented contrastive explanations. This image shows the contrastive explanation of the second alternative policy.
4.2 Analysis and Results

We collected 297 valid data points from 99 participants. Each participant provides three data points from working with three navigation-planning scenarios (we exclude the validating scenarios from the analyses). From the total of 80 unique questions items we generated, as described in Section 4.1.1, 48 unique question items were randomly selected to be used in the study.

Our goal is to analyze the effects of the explanation types (i.e., consequence-oriented contrastive explanations vs. baseline explanations) and the scenario types (i.e., “preference-aligned” vs. “preference-misaligned” scenarios) on the correctness of the participants’ answers and their confidence levels. These are the fixed effects, as both factors are controlled in our experiment. However, since each participant provided multiple data points (i.e., each participant worked with three scenarios), and different question items (i.e., 48 question items) were used in the study, there may be random effects from the individual participants (e.g., some participants may be better at the task than others) and from the questions (e.g., some questions may be more difficult to answer than others). Therefore, in our statistical analyses, we accounted for those random effects using mixed-effects models [67]. The results presented are from the random intercept-only model, as the other possible mixed-effects models produce similar results (i.e., not statistically significantly different).

Table 4.1 shows the regression analysis results. First column shows the mixed-effects logistic regression result for the Correctness binary outcome variable. Second and third columns show the linear mixed-effects regression results for the Confidence and the Reliable Confidence Score (or Score for short) outcome variables, respectively. For all regression analyses, the predictor variables are: (i) binary flag is given contrastive explanations indicating whether the participants are given contrastive explanations (i.e., whether they are in the treatment group, as opposed to the control group), and (ii) binary flag is preference-misaligned scenario indicating whether the
### Table 4.1: User Study Results

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>Correctness</th>
<th>Confidence</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>is given contrastive explanations</td>
<td>1.34***</td>
<td>0.42**</td>
<td>1.72***</td>
</tr>
<tr>
<td></td>
<td>(0.32)</td>
<td>(0.17)</td>
<td>(0.36)</td>
</tr>
<tr>
<td>is preference-misaligned scenario</td>
<td>-1.01***</td>
<td>-0.01</td>
<td>-1.10***</td>
</tr>
<tr>
<td></td>
<td>(0.33)</td>
<td>(0.09)</td>
<td>(0.37)</td>
</tr>
<tr>
<td>(Intercept)</td>
<td>0.75***</td>
<td>2.83***</td>
<td>0.86***</td>
</tr>
<tr>
<td></td>
<td>(0.27)</td>
<td>(0.12)</td>
<td>(0.32)</td>
</tr>
</tbody>
</table>

### Random Effects

<table>
<thead>
<tr>
<th></th>
<th># of Participants</th>
<th>Participants Variance</th>
<th># of Question Items</th>
<th>Question Items Variance</th>
<th>Residual Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observations</td>
<td>297</td>
<td>297</td>
<td>297</td>
<td></td>
<td>0.42</td>
</tr>
<tr>
<td>Marginal $R^2$</td>
<td>0.16</td>
<td>0.04</td>
<td>0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conditional $R^2$</td>
<td>0.27</td>
<td>0.58</td>
<td>0.29</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** *p<0.1; **p<0.05; ***p<0.01
participants are given a “preference-misaligned” scenario, as opposed to a “preference-aligned” scenario. There is no statistically significant interaction between the two predictor variables on either the correctness or confidence. Thus, we do not include the interaction between the predictor variables in our final regression models.

All regression analyses account for two random effects: the random intercepts for individual participants and different question items. We use the random intercept-only models in our final regression models, as the other possible mixed-effects models produce similar results (i.e., are not statistically significantly different).

4.2.1 Participants’ Correctness

To test hypothesis H1, we use mixed-effects logistic regression to find the correlation between the experimental conditions (i.e., control vs. treatment group, and preference-aligned vs. preference-misaligned scenario) and the correctness of the participants’ answers, while accounting for the random intercepts for individual participants and different question items.

The R notation for this mixed-effect model is:

\[
\text{correctness} \sim \text{group} + \text{scenario} + (1 | \text{participant}) + (1 | \text{questionItem})
\]

where “group” is 0 and 1 for the control and treatment group, respectively, and “scenario” is 0 and 1 for the preference-aligned and preference-misaligned scenario, respectively. We use glmer model from lme4 [9] R package with family = “binomial” for a mixed-effect logistic regression model.

**Result** Our consequence-oriented contrastive explanations have a significant positive effect on the participants’ correctness. The logistic regression coefficient of “group” is 1.34. That is, the odds of the participants in the treatment group being correct is on average \(e^{1.34} \approx 3.8\) times higher than that of the participants in the control group, with 95% confidence interval [2.03, 7.12]. (Fixed-effect logistic regression coefficient estimate = 1.34; standard error = 0.32.) **H1 is supported.**

The type of scenarios has a significant effect on the participants’ correctness. Although, it is at an order of magnitude smaller than the positive effect of the contrastive explanations. The logistic regression coefficient of “scenario” is −1.01. That is, the odds of the participants being correct (regardless of which group they are in) is on average \(e^{-1.01} \approx 0.36\) times lower in the “preference-misaligned” scenario than in the “preference-aligned” scenario, with 95% confidence interval [0.19, 0.70]. (Fixed-effect logistic regression coefficient estimate = −1.01; standard error = 0.33.)

Table 4.2 shows the probabilities of the participants correctly answering the questions, in each of the experimental conditions. The probabilities are calculated from the logistic regression:

\[
\log \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 \cdot \text{group} + \beta_2 \cdot \text{scenario}
\]

where \(\beta_0 = 0.75, \beta_1 = 1.34, \) and \(\beta_2 = -1.01\) (from the **Correctness** column in Table 4.1).
<table>
<thead>
<tr>
<th></th>
<th>Preference-aligned Scenario (scenario = 0)</th>
<th>Preference-misaligned Scenario (scenario = 1)</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group (group = 0)</td>
<td>0.68</td>
<td>0.43</td>
<td>0.56</td>
</tr>
<tr>
<td>Treatment Group (group = 1)</td>
<td>0.89</td>
<td>0.75</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Table 4.2: Probabilities of the participants correctly assessing the agent’s policy, in each of the experimental conditions.

### 4.2.2 Participants’ Confidence

To test hypothesis H2, we use linear mixed-effects regression to find the correlation between the experimental conditions (i.e., control vs. treatment group, and preference-aligned vs. preference-misaligned scenario) and the confidence levels of the participants, while accounting for the random intercepts for individual participants and different question items.

The R notation for this mixed-effect model is:

\[
\text{confidence} \sim \text{group} + \text{scenario} + (1 | \text{participant}) + (1 | \text{questionItem})
\]

where “group” is 0 and 1 for the control and treatment group, respectively, and “scenario” is 0 and 1 for the preference-aligned and preference-misaligned scenario, respectively. We use lmer model from lme4 [9] R package for a mixed-effect linear regression model.

**Result** Our consequence-oriented contrastive explanations have a significant positive effect on the participants’ confidence. The linear regression coefficient of “group” is 0.42. That is, the confidence level of the participants in the treatment group is on average 0.42 higher than that of the participants in the control group, with 95% confidence interval [0.09, 0.74]. (Fixed-effect linear regression coefficient estimate = 0.42; standard error = 0.17.) **H2 is supported.** The effect size is medium: Westfall et al.’s [100] \( d = 0.43 \), analogous to Cohen’s \( d \).

We do not observe a statistically significant effect of the type of scenarios on the participants’ confidence (\( p = 0.89 \)).

Table 4.3 shows the confidence levels of the participants in their assessment of the agent’s policy, in the control group and the treatment group. The confidence levels are calculated from the linear regression:

\[
y = \beta_0 + \beta_1 \cdot \text{group}
\]

where \( \beta_0 = 2.83 \) and \( \beta_1 = 0.42 \) (from the *Confidence* column in Table 4.1).

### 4.2.3 Participants’ Reliable Confidence Scores

Similar to Section 4.2.2, we use linear mixed-effects regression to find the correlation between the experimental conditions and the scores, while accounting for the random intercepts for individual participants and different question items.
Table 4.3: Confidence levels of the participants in their assessment of the agent’s policy, in the control group and the treatment group. Scenario type does not have a statistically significant effect on the confidence.

<table>
<thead>
<tr>
<th></th>
<th>Confidence Level (Overall)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Group</td>
<td>2.8 out of 4</td>
</tr>
<tr>
<td>(group = 0)</td>
<td></td>
</tr>
<tr>
<td>Treatment Group</td>
<td>3.2 out of 4</td>
</tr>
<tr>
<td>(group = 1)</td>
<td></td>
</tr>
</tbody>
</table>

**Result** Our consequence-oriented contrastive explanations have a significant positive effect on the participants’ scores. See the Score column in Table 4.1 for results. The linear regression coefficient of “group” is 1.72. That is, the score of the participants in the treatment group is on average 1.72 higher than that of the participants in the control group, with 95% confidence interval [1.03, 2.42]. (Fixed-effect linear regression coefficient estimate = 1.72; standard error = 0.36.) The effect size is medium: Westfall et al.’s $d = 0.62$.

The type of scenarios has a significant effect of the participants’ scores. Although, it is at an order of magnitude smaller than the positive effect of the contrastive explanations. The linear regression coefficient of “scenario” is $-1.10$. That is, the score of the participants (regardless of which group they are in) is on average 1.10 lower in the “preference-misaligned” scenario than in the “preference-aligned” scenario, with 95% confidence interval $[-1.81, -0.38]$. (Fixed-effect linear regression coefficient estimate = $-1.10$; standard error = 0.37.) The effect size is medium: Westfall et al.’s $d = 0.40$.

### 4.3 Discussion

The results from our user study show that our consequence-oriented contrastive explanation approach significantly improves the users’ ability to correctly determine whether the agent’s planning solution is best with respect to their preferences, as well as their confidence in the determination. The users who are given the contrastive explanations are, on average, 3.8 times more likely to be correct than those who are given the baseline explanations, which only provides the expected objective values of the agent’s policies. The contrastive explanations provide a moderate improvement in the users’ confidence – with a medium effect size $d = 0.43$. As shown in Table 4.2 overall, the users who receive the baseline explanations have, on average, 0.56 probability of being correct, which is approximately the random chance. Given the consequence-oriented contrastive explanations, the users have, on average, 0.82 probability of being correct. Table 4.3 shows that contrastive explanations improve the users’ confidence level on average from 2.8 (i.e., slightly-confident to somewhat-confident) to 3.2 (i.e., somewhat-confident to fairly-confident) out of 4 (i.e., completely-confident).

The results also show that, when the agent’s objective function is misaligned with the user’s preference, it is more difficult for the user to recognize that the agent’s planning solution is not the best option. On average, the users are 0.36 times less likely to be correct in this type of scenar-
ios. Notably, without contrastive explanations, the users have worse-than-random chance, 0.43 of correctly recognizing the misalignment. Although, it does not appear that such preference-misaligned scenarios significantly affect the users’ confidence in their answers.

**Recommendation for Explainable Planning and Agency**

Aside from serving as a proxy for measuring the user’s understanding of the agent’s rationale in multi-objective planning, we argue that the user’s ability to assess whether the agent’s decisions are best according to their own preference is useful in a wide range of planning and sequential decision-making applications. Potential misalignment between the agent’s objective function and the user’s preference is inevitable, due to changing preferences over time and contexts, and other limitations of preference learning [37, 59]. Our results show that the users have a particularly low probability of correctly assessing the agent’s decisions when facing value misalignment and given baseline explanations. As shown in Table 4.2, the probability of being correct given baseline explanations is 0.68 and 0.43 in the “preference-aligned” and “preference-misaligned” scenarios, respectively. That means, in absence of sufficient explanations, the users have the tendency to agree with the agent’s decisions, and potentially overtrust the agent even when it in fact made the wrong decisions. Thus, we argue that there is a need to improve the users’ assessment capability to allow them to properly calibrate their trust in the agent’s decisions.

To this end, as our results demonstrate significant positive effects of our explanation approach on the users’ assessment capability and confidence, we recommend that consequence-oriented contrastive explanation is a promising approach for explainable planning and explainable agency.
Chapter 5

User-Guided Explainable Planning

In Chapter 3 on explainable planning for multi-objective Markov decision processes, we contribute a contrastive explanation approach that explains the expected consequences of the agent’s policy on its objectives and the tradeoff rationale to resolve any competing objectives. The key part of our approach relies on computing a set of alternative policies to be used as foils in a contrastive explanation, explaining why the agent had chosen its solution policy by means of arguing against other “foil” alternatives. The effectiveness of contrastive explanations depends on choosing the appropriate foils. A reasonable choice for contrastive foils is a small set of Pareto optimal alternative policies nearby the agent’s policy in the value space – as they indicate the inflection point of the agent’s tradeoff decisions.

However, this approach does not take into account the explaine, who may have expectations or a mental model of how the agent should perform its task. The shortcoming of our prior explanation approach is that the generated foils in a contrastive explanation are oblivious to any questions the explaine may have about the agent’s policy. The explaine may have in mind an alternative behavior that they think the agent should follow, but such behavior may be sub optimal (e.g., due to the explaine’s crude mental model of the agent’s task). Thus, it cannot be selected as a contrastive foil by the approach presented in Chapter 3. Generally, if the explaine has a why-not alternative behavior in mind that is not addressed by the generated foils in a contrastive explanation, then the explanation becomes less effective.

In this chapter, we propose a theoretical framework and approaches for user-guided explainable planning, in which we generate explanations for the agent’s policy in response to the explaine’s specific questions. The explaine is able to ask “why-not”-style questions about a specific behavior or properties of behavior that the agent’s policy does not exhibit. Our approach generates contrastive explanations with foils that directly address the behavior or properties of behavior in question.

5.1 Overview of Approach

The goal of our approach is to enable automated planning agents to answer the users’ questions about specific hypothetical behavior of their interest. Such questions are in the form of why-not queries, in which the users ask the agent: “Why do you not plan to do X instead?”, where X is a
placeholder for a description of a (partial) behavior or a pattern of behavior that differs from one that the agent had originally planned. In this work, we focus on MDP planning with multiple optimization objectives. Our approach aims to provide consequence-oriented contrastive explanations to the users’ why-not queries. Namely, it explains what the subsequent decisions and their expected effects on the agent’s planning objectives would be, if the agent were to plan to act according to what the users queried. It then argues that the expected effects on the planning objectives are less desirable, with respect to the agent’s perspective, compared to those of the agent’s original planned behavior.

The main idea of our approach is to formulate the user’s why-not query as a constraint on the planning MDP model, and compute a solution policy for the constrained MDP as the alternative behavior of the agent that conforms to the user’s query. This alternative policy of the agent will be used as a foil in a contrastive explanation for why the agent did not plan to act as the user expected. Our approach focuses on the types of why-not queries that can be described as: (i) state-action decisions in the agent’s policy (Markov queries), (ii) sequential or temporal patterns in the agent’s policy (non-Markov queries), or (iii) bounds on the expected objective values of the agent’s policy.

The important consideration in handle non-Markov queries in the user-guided explanation framework is: the computed policies for contrastive foils that satisfy the queried temporal patterns may be non-Markovian with respect to the state abstraction in the original MDP problem. The difference between the Markovian reward assumption in the agent’s original reasoning, and the non-Markovian approach used to generate user-queried contrastive foils, must be acknowledged. Nonetheless, we posit that allowing contrastive foils to challenge the assumption in the agent’s formal planning framework can be informative for the users to understand and assess the optimality criteria they desire for the agent’s task.

5.1.1 Motivating Example

Consider the following indoor delivery robot scenario: Suppose the robot is tasked to navigate across the building to deliver an item, and it has an objective to minimize the duration of the task. Along the way to the destination, a locked door is blocking the robot from traveling the shortest path. Upon reviewing the robot’s policy, the user sees that when the robot arrives at the locked door, it turns to the adjacent hallway and takes the more roundabout path to the destination. The user has a knowledge that there are people behind the locked door and that the robot is able to call people for help to unlock the door and let it pass through. The user thus asks the question: why would the robot not call for help and wait until the door is unlocked? Such query describes only a partial behavior. However, the only rational behavior of the agent – with respect to its time minimization objective – once the door is unlocked is to continue traveling the shortest path to its target. An explanation to this query therefore must answer why the robot does not call for help, wait until the door is unlocked, and then travel through the shortest path.

In this work, we propose to respond to such a why-not query by explaining the impact of the agent behaving according to the query on the subsequent decisions it would make, and the overall impact on the planning objectives. It argues that such impact is less desirable (with respect to the agent’s cost objective) compared to that of the agent’s original policy. For instance, an explanation in the delivery robot scenario could be that: if the robot were to wait for the people
to unlock the door, then the overall duration of the task is longer than if the robot were to take
the roundabout path according to its original policy (because the wait time is long).

5.1.2 User-Guided Explainable Planning Framework

We propose a framework for user-guided explainable MDP-based planning, which builds upon
our explainable MDP-based planning framework (XMDP) presented in Chapter 3. Our frame-
work supports the user to guide which part of the agent’s behavior the explanation should ad-
dress, and what “foil” behavior should be addressed in the contrastive explanation. We propose
a consequence-oriented contrastive explanation approach for answering three types of why-not
queries:

- **Single-decision query.** This is a state-action decision that is not made in the agent’s policy.
  We also refer to this type of queries as Markov queries, as the action decision depends only
  on the current state.

- **Sequential pattern query:** This is a sequential or temporal pattern of the state variables
  visited in the agent’s policy. We also refer to this type of queries as non-Markov queries.

- **Value-based query.** This is a bound on a particular expected objective value of the agent’s
  policy.

We provide a set of query templates that the users can select and instantiate to ask the agent
why-not questions about its policy.

Additionally, in Section 6.2, we discuss an early investigation and a future work direction of
an approach to support iterative query and explanation, enabling the user to ask a follow-up query
after each time they receiving an explanation to their previous query. The goal of this approach is
to allow the users to iteratively refine their queries as they gain more understanding of the agent’s
planning rationale, and to explore a larger space of the agent’s possible behavior. We propose
an early prototype of this approach by building and maintaining a tree structure of hypothetical
planning models, where each hypothetical model is used to generate a why-not explanation in
response to a user query asked on its parent hypothetical model, combined with the previously
asked queries along the path from the parent model to the root. The tree of hypothetical models
allows the user to ask a new query at any node in the tree, effectively exploring the space of
possible behavior of the agent and the space of explanations.

Next, we discuss the details of our user-guided explainable planning approach. Section 5.2
provides the background on linear temporal logic and Markov decision process planning with
linear temporal logic constraints, which are the formal frameworks we use to capture the user's
why-not queries and generate explanations. Section 5.3 discusses the types of queries our ap-
proach supports and how we formalize those queries. Section 5.4 discusses our methods to
generate why-not explanations for the types of queries.

5.2 Background

This section provides a background on technical approaches we use in capturing and generating
explanations to why-not queries. Section 5.2.1 discusses Linear Temporal Logic (LTL), which
we use for formulating behavioral queries from the users. Section 5.2.2 discusses the approach for Markov decision process planning with an LTL property as a constraint, which we use for finding an appropriate behavioral foil for a contrastive explanation to a why-not behavioral query.

5.2.1 Linear Temporal Logic

Linear Temporal Logic (LTL) provides an expressive grammar for describing temporal behavior of a system \[75\]. An LTL specification \( \varphi \) is constructed from a set of atomic propositions \( \Pi \) over the states of the system \( S \), the standard Boolean operators, and a set of temporal operators. The truth value of \( \varphi \) is determined on an infinite sequence of states (i.e., a trace) \( \tau = s_0, s_1, \ldots \), where each state \( s_i \) has truth assignments for all propositions in \( \Pi \). The notation \( \tau, t \models \varphi \) indicates that \( \varphi \) holds at time \( t \). The trace \( \tau \) satisfies \( \varphi \) (denoted by \( \tau \models \varphi \)) if and only if \( \tau, 0 \models \varphi \).

The minimal syntax of LTL can be described as follows:

\[
\varphi ::= p \mid \neg \varphi_1 \mid \varphi_1 \lor \varphi_2 \mid X\varphi_1 \mid \varphi_1 U\varphi_2
\]  

(5.1)

where \( p \in \Pi \) is an atomic proposition; \( \varphi_1 \) and \( \varphi_2 \) are valid LTL formulas. The operator \( X \) is the 'next' operator, where \( X\varphi \) evaluates to true at time \( t \) if \( \varphi \) evaluates to true at time \( t+1 \). The operator \( U \) is the 'until' operator, where \( \varphi_1 U\varphi_2 \) evaluates to true at time \( t_1 \) if \( \varphi_2 \) evaluates to true at some time \( t_2 \geq t_1 \), and \( \varphi_1 \) evaluates to true for all time steps \( t \) in the range \( t_1 \leq t \leq t_2 \).

In addition to the minimal syntax, LTL formulas can be described using the additional first order logic operators \( \land \) (‘and’) and \( \implies \) (‘implies’), and the additional higher-order temporal operators \( F \) (‘eventually’), \( G \) (‘globally’), \( W \) (‘weak until’), and \( R \) (‘release’). \( F\varphi \) evaluates to true at time \( t \) if \( \varphi \) evaluates to true for some \( t' \geq t \). \( G\varphi \) evaluates to true at time \( t \) if \( \varphi \) evaluates to true for all \( t' \geq t \). \( \varphi_1 W\varphi_2 \) is equivalent to \( \varphi_1 U(\varphi_2 \lor G\varphi_1) \), which is similar to the ‘until’ operator semantics except that it does not require \( \varphi_2 \) to eventually be true. \( \varphi_1 R\varphi_2 \) evaluates to true at time step \( t \) if either: \( \varphi_2 \) holds true until \( t_1 \geq t \), at which \( \varphi_1 \) also becomes true, or \( \varphi_1 \) never became true and \( \varphi_2 \) holds true for all time steps \( t' \geq t \).

To determine whether a trace \( \tau \) satisfies an LTL property \( \varphi \), we can construct a deterministic Rabin automaton (DRA) from \( \varphi \) that accepts the run of \( \tau \) on the Rabin automaton if and only if \( \tau \models \varphi \).

**Definition 5.2.1.** A deterministic Rabin automaton is a tuple \( \mathcal{R} = (Q, \Sigma, \delta, q_0, F) \) where \( Q \) is the set of states; \( \Sigma \) is the input alphabet; \( \delta : Q \times \Sigma \rightarrow Q \) is the transition function; \( q_0 \) is the initial state; and \( F \) is the acceptance condition: \( F = \{(G_1, B_1), \ldots, (G_{n_F}, B_{n_F})\} \) where \( G_i, B_i \subset Q \) for \( i = 1, \ldots, n_F \).

A run of a Rabin automaton is an infinite sequence of states \( r = q_0, q_1, \ldots \) where \( q_0 \in Q \) and for all \( i > 0, q_{i+1} \in \delta(q_i, \sigma) \) for some input \( \sigma \in \Sigma \). Given a run \( r \) of the Rabin automaton, \( \inf(r) \in Q \) is the set of states that are visited infinitely often in the sequence \( r \). A run \( r \) is accepting if there exists \( i \in 1, \ldots, n_F \) such that:

\[
\inf(r) \cap G_i \neq \emptyset \quad \text{and} \quad \inf(r) \cap B_i = \emptyset
\]  

(5.2)

We can construct a DRA corresponding to any LTL property \( \varphi \) defined over a set of atomic propositions \( \Pi \), denoted as \( \mathcal{R}_\varphi \). The DRA \( \mathcal{R}_\varphi \) has the input alphabet \( \Sigma = 2^\Pi \), and accepts all and only words over the alphabet \( \Pi \) that satisfy \( \varphi \) \[83\].
In this work, we use LTL formulas to capture behavior or properties of behavior of the system that the users would like to query. Section 5.3.1 discusses our approach to formulate behavior-based queries from the users in LTL. The formulation of DRAs corresponding to LTL formulas enables us to generate why-not contrastive explanations in response to the behavioral queries, as discussed in Section 5.4.2.

5.2.2 Markov Decision Process Planning with Linear Temporal Logic Constraints

We can solve for a policy for a MDP such that the resulting traces of the MDP satisfy a LTL property. We use a labeled Markov decision process as a planning model, where the labels on the states are the truth assignments of all atomic propositions $\Pi$. In other words, the labels provide descriptions for the states using propositional logic. The LTL formulas that are applicable to the labeled MDP are built from the same atomic propositions $\Pi$.

In this section, we describe the formal technique proposed by [82] for computing a policy for a labeled MDP that satisfies a given LTL property. Their approach focuses on computing a finite memory policy that satisfies a given LTL property, but not simultaneously optimizing for other objective functions (i.e., objectives that are unrelated to satisfying the LTL property). For our use case, we need to additionally handle multi-objective optimization as well as LTL constraint satisfaction. Section 5.4.2 discusses our approach that applies the existing technique from [82] to do so.

Definition 5.2.2. A labeled Markov decision process is a tuple $\mathcal{M} = \langle S, A, P, s_0, \Pi, L \rangle$, where $S$ is the finite set of states of the MDP; $A$ is the finite set of possible actions and $A : S \rightarrow 2^A$ is the mapping from states to their applicable actions; $P : S \times A \times S \rightarrow [0, 1]$ is the transition probability function; $s_0 \in S$ is the initial state; $\Pi$ is the set of atomic propositions, and $L : S \rightarrow 2^\Pi$ is the labeling function that labels the states with atomic propositions.

Given a labeled MDP $M = \langle S, A, P, s_0, \Pi, L \rangle$ and an LTL specification $\varphi$. We want to find a finite memory policy for $\mathcal{M}$ such that the induced Markov chain has all of its runs satisfy $\varphi$ with probability one.

Definition 5.2.3. A finite memory policy for $\mathcal{M}$ is a function $\pi : S^+ \rightarrow A$ such that $\pi(s_0s_1...s_n) \in A(s_n)$ for all $s_0s_1...s_n \in S^+$, where $S^+$ is the set of all finite sequences of states in $S$.

A finite memory policy $\pi$ for an MDP $\mathcal{M}$ induces a Markov chain with finite memory, denoted by $\mathcal{M}_\pi$. A run of a Markov chain is an infinite sequence of states $s_0, s_1, ...$, where $s_0$ is the initial state of $\mathcal{M}$, and for all $i$, $P(s_i, a, s_{i+1})$ is nonzero for some action $a \in A$ of $\mathcal{M}$.

To compute a finite memory policy $\pi^*$ for $\mathcal{M}$ such that the runs of $\mathcal{M}_{\pi^*}$ satisfy the LTL property $\varphi$, we can compose $\mathcal{M}$ and the deterministic Rabin automaton (DRA) $\mathcal{R}_\varphi = \langle Q, \Sigma, \delta, q_0, F \rangle$, whose acceptance condition corresponds to satisfaction of $\varphi$. The composition is a Rabin weighted product MDP, denoted as $\mathcal{P}$. The set of states $S_{\mathcal{P}}$ in $\mathcal{P}$ is a set of augmented states with components from the states in $\mathcal{M}$ and $\mathcal{R}_\varphi$. The set of actions $A_{\mathcal{P}}$ in $\mathcal{P}$ is identical to the set of actions in $\mathcal{M}$.

Definition 5.2.4. A Rabin weighted product MDP or product MDP between a labeled MDP $\mathcal{M} = \langle S, A, P, s_0, \Pi, L \rangle$ and a DRA $\mathcal{R}_\varphi = \langle Q, \Sigma, \delta, q_0, F \rangle$ is defined as a tuple $\mathcal{P} = \langle S_{\mathcal{P}}, A_{\mathcal{P}}, P_{\mathcal{P}}, s_{\mathcal{P}0}, F_{\mathcal{P}}, W_{\mathcal{P}} \rangle$, where:

- $S_{\mathcal{P}} = S \times Q$ is the set of states.
• \(A_P\) is the mapping from states to actions from the MDP \(M\): \(A_P((s, q)) = A(s)\).

• \(P_P\) is the transition probability function:

\[
P_P(s_P, a, s'_P) = \begin{cases} P(s, a, s') & \text{if } q' = \delta(q, L(s)) \\ 0 & \text{otherwise} \end{cases}
\] (5.3)

where \(s_P = (s, q) \in S_P\) and \(s'_P = (s', q') \in S_P\).

• \(s_{P0} = (s_0, q_0) \in S_P\) is the initial state.

• \(F_P\) is the acceptance condition given by

\[
F_P = \{(G_1, B_1), ..., (G_{n_P}, B_{n_P})\}
\]

where \(G_i = S \times G_i\) and \(B_i = S \times B_i\).

• \(W_P = \{W_P^i\}_{i=1}^{n_P}\) is the set of reward functions corresponding to the acceptance condition. Each reward function \(W_P^i : S_P \rightarrow \mathbb{R}_{\geq 0}\) is defined by:

\[
W_P^i(s_P) = \begin{cases} w_G & \text{if } s_P \in G_i \\ w_B & \text{if } s_P \in B_i \\ 0 & \text{if } s_P \in S_P \setminus (G_i \cup B_i) \end{cases}
\] (5.4)

where \(w_G > 0\) is a positive reward and \(w_B < 0\) is a negative reward. Note that our approach in Section 5.4.2 uses cost functions instead of reward functions. This is to make the model of the acceptance condition compatible with cost objective optimization in our planning applications. Nonetheless, the principles of the approach here hold for our approach as well.

To find a finite memory policy \(\pi^*\) for \(M\) such that \(M_{\pi^*}\) satisfies \(\varphi\), it is sufficient to consider stationary policies for the corresponding product MDP \(P\). A stationary policy for \(P\) has a corresponding finite memory policy for \(M\).

**Definition 5.2.5.** A stationary policy \(\pi\) for a product MDP \(P\) is a function \(\pi : S_P \rightarrow A_P\) that maps states to actions.

Let \(\pi\) be a stationary policy for \(P\), the Markov chain induced by applying \(\pi\) to \(P\) is denoted by \(P_{\pi}\). Let \(r = s_{P0}s_{P1}...\) be a run of \(P_{\pi}\).

**Definition 5.2.6.** For any stationary policy \(\pi\) of a Rabin weighted MDP \(P\) that is a product of a MDP \(M\) and a DRA \(R_\varphi\) corresponding to a LTL formula \(\varphi\), the induced Markov chain \(M_{\pi}\) satisfies \(\varphi\) with probability 1 if:

\[
Pr\{r : \exists (G_i, B_i) \in F_P(s) \\
inf (r) \cap G_i \neq \emptyset \land \inf (r) \cap B_i = \emptyset\} = 1
\]

where \(r\) is a run of \(P_{\pi}\).

Let \(i\) be an index of the Rabin acceptance condition \(W_P\) for the property \(\varphi\). Each reward function \(W_P^i\) is designed to bias the policy towards satisfying the Rabin acceptance condition \((G_i, B_i)\): The states in \(B_i\) and in \(G_i\) are assigned negative reward \(w_B\) and positive reward \(w_G\) to
incentivize the policy to only visit $B_i$ states finitely often, and to visit $G_i$ states infinitely often, respectively. The remaining states are assigned a neutral reward of 0. We rewrite the reward function $W_P^i$ as a vector $W^i \in \mathbb{R}^{|S_P|}$ of dimension $|S_P|$.

**Definition 5.2.7.** For $i \in \{1, \ldots, n_F\}$, the expected discounted utility for a policy $\pi$ for $P^i$ with a discount factor $0 < \gamma < 1$ is a vector $U^i_{\pi} = [U^i_{\pi}(s_0)\ldots U^i_{\pi}(s_{|S_P|})]$ for $s_k \in S_P$ such that:

$$U^i_{\pi} = \sum_{n=0}^{\infty} \gamma^n P^n_{\pi} W^i$$  \hspace{1cm} (5.5)

where $P_{\pi}$ is a $|S_P| \times |S_P|$ matrix of the probabilities $P_P(s_P, \pi(s_P), s'_P)$.

**Definition 5.2.8.** For $i \in \{1, \ldots, n_F\}$ of the Rabin acceptance condition, a policy that maximizes the expected discounted utility for every state is an optimal policy $\pi^*_i = [\pi^*_i(s_0)\ldots \pi^*_i(s_{|S_P|})]$:

$$\pi^*_i = \arg \max_{\pi} \sum_{n=0}^{\infty} \gamma^n P^n_{\pi} W^i$$  \hspace{1cm} (5.6)

We can solve for a set policies $\{\pi^*_i\}_{i=1}^{n_F}$ where $\pi^*_i$ is an optimal policy under the reward function $W_P^i$. Then, we can use Definition 5.2.6 to determine whether any policy $\pi^*_i$ satisfies $\varphi$ with probability 1, by using existing efficient model checking algorithms [8].

**Theorem 1.** Given a labeled MDP $M$ and a LTL formula $\varphi$ with a corresponding Rabin weighted product MDP $P$. If there exists a (finite memory) policy $\bar{\pi}$ for $M$ such that $M_{\bar{\pi}}$ satisfies $\varphi$ with probability 1, then there exists $i^* \in \{1, \ldots, n_F\}, \gamma^* \in [0, 1)$, and $w_B^* < 0$ such that any algorithm that optimizes the expected future utility of $P^{i^*}$ with $\gamma \geq \gamma^*$ and $w_B \leq w_B^*$ will find a stationary policy for $P$ that corresponds to $\bar{\pi}$.

Theorem [1] proven by [81], shows that optimizing the expected discounted utility of $P^{i^*}$, using sufficiently large $\gamma$ and $|w_B|$, produces a policy $\pi^*_i$ such that the induced Markov chain $M_{\pi^*_i}$ satisfies $\varphi$ with probability 1 if such a policy exists.

In our work, we use MDP planning with a LTL constraint to find an alternative behavior of the agent that conforms to a partial behavior or properties of a behavior that the user has queried. Section 5.4.2 discusses our approach to formulate a Rabin weighted product MDP from the agent’s task planning labeled MDP and the DRA capturing a behavioral query from the user. An optimal policy computed from the product MDP is used as a foil in a why-not contrastive explanation to the query.

### 5.3 Why-Not User Queries

Users can pose a why-not question to ask a planning agent to explain (from the agent’s perspective) the absence of a specific behavior or property of a behavior that they expected the agent to exhibit. A queried behavior or property of a behavior can be in many forms. In this work, we investigate an approach to capture why-not questions from two categories: behavior-based questions and value-based questions. Behavior-based questions target specific decisions or trajectories of decisions in an agent’s policy. On the other hand, value-based questions target the evaluation of the agent’s policy with respect to specific planning objectives. In this section, we
discuss our approach to formulate why-not questions as behavior-based and value-based queries on Markov decision process policies.

5.3.1 Behavior-based Queries

Behavior-based queries describe how the user expects the agent to act differently from what the agent had planned. We consider two ways of expressing behavior-based queries: via Markov queries and non-Markov, or sequential-behavior, queries.

Markov Queries

Queries about alternative decisions at certain states in an agent’s policy can capture basic why-not questions about the agent’s behavior. For instance, in a shared autonomy setting of a human-UAVs team, a question may arise: why would the robot not transfer the control to its human operator when it gets near the boundary of its typical operating conditions, e.g., the robot is flying close to an adversarial terrain. In this case, a query is an alternative action of the robot – transferring control to the human – in a particular state – when the robot is flying close to an adversarial terrain. In this work, we refer to such query as a Markov query, where the decision to take a particular action only depends on the current state. More specifically, a Markov query is a pair of state and action: \((s_q, a'_q)\), where \(s_q\) is a reachable state in the agent’s policy being queried, and \(a'_q\) is an alternative action that is not taken in state \(s_q\) in the agent’s policy.

Note that a query state \(s_q\) must be a fully described state (i.e., it must specifies the values of all state variables). This is to avoid any ambiguity in a single-decision query. However, if the users’ why-not questions must be specified in terms of a subset of state variables, then sequential-behavior queries can be used, where propositions on the state variables can be described in the linear temporal logic properties.

We will discuss our approach to generate consequence-oriented contrastive explanations for Markov queries in Section 5.4.1.

Sequential-Behavior (non-Markov) Queries

Beyond Markov queries, users may have questions about particular patterns in an agent’s behavior that are sequential or temporal in nature. As planning is sequential, such questions can capture users’ expectation of an agent’s behavior with greater expressivity than Markov queries. Sequential patterns in a policy can be expressed as a Linear Temporal Logic (LTL) property. In this work, we consider a sequential-behavior (or a non-Markov) query to capture a question: why does the agent not follow a particular sequential or temporal pattern \(\varphi\), starting from a particular state \(s_q\). Our approach assumes that user questions are already given in the form of linear temporal logic queries. The problem of translating user questions in natural language into the corresponding linear temporal logic queries is out of scope of this work.

User queries expressed as arbitrary LTL properties can be used in our approach. Table 5.1 shows an example set of interpretable LTL templates that can be used as a basis for forming sequential-behavior queries. These LTL templates are commonly used in software engineering.
<table>
<thead>
<tr>
<th>Template</th>
<th>Formula</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global</td>
<td>$Gp$</td>
<td>$p$ is true throughout the policy.</td>
</tr>
<tr>
<td>Eventuality</td>
<td>$Fp$</td>
<td>$p$ eventually occurs (may later become false).</td>
</tr>
<tr>
<td>At-most-once</td>
<td>$G(p \rightarrow (p \mathbf{WF} \neg p))$</td>
<td>Only one contiguous interval exists where $p$ is true.</td>
</tr>
<tr>
<td>Stability</td>
<td>$FGp \land G(p \rightarrow (p \mathbf{WG} \neg p))$</td>
<td>$p$ eventually occurs and stays true forever.</td>
</tr>
<tr>
<td>Until</td>
<td>$p U q$</td>
<td>$p$ is true until $q$ eventually occurs.</td>
</tr>
<tr>
<td>Response</td>
<td>$G(p \rightarrow XFq)$</td>
<td>If $p$ occurs, $q$ eventually follows.</td>
</tr>
<tr>
<td>Precedence</td>
<td>$(q \land \neg p) R \neg p$</td>
<td>If $p$ occurs, $q$ occurred in the past.</td>
</tr>
</tbody>
</table>

Table 5.1: Commonly used interpretable LTL templates [52] that can be used as a basis for forming sequential-behavior queries, where $p$ and $q$ are state propositions.

and verification [29], and have been used in explaining temporal differences between two sets of plan traces [52].

Formally, a why-not sequential-behavior query is a tuple $Q = \langle s_q, \varphi \rangle$, where $s_q$ is the query’s starting state and $\varphi$ is a LTL property describing the sequential behavior in question. Suppose that the agent had originally planned a policy $\pi_0$ for its task, and the user asks a why-not question about this policy. Here we assume that the user asks the question at a particular state, $s_q$, in the policy $\pi_0$. The sequential behavior in question, $\varphi$, is not satisfied by the policy $\pi_0$ starting from state $s_q$. Importantly, we assume that all state propositions used in a query $\varphi$ are modeled the agent’s world model.

The specific forms of $\varphi$ in user queries will depend on problem domains. The following are some examples of the LTL properties for motion planning for mobile robots [34, 35, 55], and example properties derived from the basic subset of the LTL templates shown in Table 5.1: $Gp, Fp$, and $p U q$.

**Sequencing**  The user asks why the agent’s policy does not follow a particular sequence of state propositions $p_1, p_2, \ldots, p_n$ in order. Here the states are not necessarily immediately following one another, as long as the order in the sequence is followed. For instance, in navigation-related domains, this can be a query about following a particular path (i.e., a sequence of locations) that is different from what the agent originally planned. The corresponding LTL property for the why-not query is: $p_1 \land Fp_2 \land \ldots \land Fp_n$

**Avoiding Prohibited States**  The user asks why the agent does not avoid certain prohibited state propositions $o_1, o_2, \ldots, o_n$ while reaching for a goal $s_g$. For instance, in a mobile robot navigation scenario, the agent should avoid the locations $o_1, o_2, \ldots, o_n$ which have obstacles or are in hazardous zones, while navigating to a destination – instead of traveling through them as the agent originally planned. The corresponding LTL property for the why-not query is: $\neg(o_1 \lor o_2 \lor \ldots \lor o_n) U s_g$.  
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Coverage The user asks why the agent does not cover all regions $r_1, r_2, ..., r_n$ of interest, in any order. For instance, in a mobile service robot scenario, the agent should visit the rooms and areas that it misses in its original policy. The corresponding LTL property for the why-not query is: $Fr_1 \land Fr_2 \land ... \land Fr_n$.

Holding-Until The user asks why the agent does not maintain certain conditions $c_1, c_2, ..., c_n$, until reaching a certain state proposition $p$. For instance, in a mobile service robot scenario, the agent should not enter a target room until it receives a permission to enter – instead of proceeding without permission as the agent originally planned. (Note that we assume that all state propositions used in a query are modeled the agent’s world model. That is, in this example, the agent is assumed to have a knowledge of permissions to enter rooms.) The corresponding LTL property for the why-not query is: $(c_1 \land c_2 \land ... \land c_n) \cup p$.

Mutual Exclusion The user asks why the agent holds these particular conditions $c_1, c_2, ..., c_n$ at once. For instance, the agent plans to use a combination of configuration settings that the user thinks should not be used together. The corresponding LTL property for the why-not query is: $G\neg(c_1 \land c_2 \land ... \land c_n)$.

Note that the LTL property in a sequential-behavior query does not necessarily describe a complete policy of the agent. An explanation to a query $Q = \langle s_q, \varphi \rangle$ essentially predicts what would happen if the agent behaves in a way that satisfy $\varphi$ starting from state $s_q$, and contrasts the expected consequences of that behavior to those of the agent’s original policy. In Section 5.4.2, we discuss our approach to generate contrastive explanations for why-not sequential-behavior queries.

5.3.2 Value-based Queries

We use value-based queries to capture quantitative properties that the user expects the agent’s behavior to have. A quantitative property of an agent’s behavior is expressed as an upper bound on the expected value of the agent’s policy of a particular minimization objective (or, a lower bound for a maximization objective). For instance, consider an indoor mobile robot navigation scenario similar to one in Section 3.1.1. Suppose the robot is tasked to navigate from one room to another (e.g., to deliver an item). The user may expect that the robot should be able to complete the task within 4 minutes. If the robot’s policy turns out to have a longer expected travel time than that, the user may ask a value-based query, such as, “Why not complete the task within 4 minutes?”.

More formally, let $\mathcal{M}$ and $\pi_0$ denote a planning problem and the agent’s solution policy, respectively. A value-based query on the policy $\pi_0$ on an objective $\phi$ is expressed as a constraint on the $\phi$-value function, denoted as $J_{\phi}$, for the planning problem $\mathcal{M}$: $J_{\phi}(s_q) \leq \theta_{\phi}$, where $s_q$ is a query state (which can be the initial state of $\mathcal{M}$), and $\theta_{\phi}$ is an upper bound value obtained from the user, such that $\theta_{\phi} < J_{\phi}(s_q)$. That is, the query upper bound value should be less than what the agent’s current policy exhibits. The value $\theta_{\phi}$ can be specified directly by the user. Otherwise, if the user only indicates that they expected the agent to perform better in objective $\phi$ than its current
policy does, our approach will formulate the query using the constraint $J_\phi(s_q) \leq J_{\pi^0_\phi}(s_q) - \delta_\phi$ instead, where $\delta_\phi$ is an appropriate offset as discussed in Chapter 3.

To respond to a value-based query, we use a contrastive explanation to explain the tradeoff decision that the agent made involving the objective in query. For instance, in the robot navigation scenario discussed above, an explanation in response to the query could be that the robot could take another path to the target room that is shorter in distance. However, the alternative path would be more intrusive to the building occupants as it goes pass private offices areas. Note that this contrastive explanation approach is the same the technical approach as described in Section 3.4.2. The difference is that instead of explaining all tradeoff decisions that the agent made, an explanation to a value-based query targets a tradeoff involving a specific objective of interest to the user.

To find an alternative policy for a contrastive explanation, we use the mixed-integer linear programming approach described in Section 3.5 to solve $M$ with the following constraint on the $\phi$-value function: $J_\phi(s_q) \leq \theta_\phi$.

In the case where no policy exists that satisfies the hard constraint from the query, the explanation will first indicate that $\theta_\phi$ is not achievable. However, as the user’s query can be imprecise and can have tolerance to a small value difference, our approach attempts to find an alternative policy whose $\phi$ value is close to $\theta_\phi$. To this end, we re-solve $M$ again the following constraints: $J_\phi(s_q) < J_{\pi^0_\phi}(s_q)$ and $J_\phi(s_q) \leq_{\text{soft}} \theta_\phi$, using our approach discussed in Section 3.5.2. The first constraint is a hard constraint, ensuring that any alternative policy to $\pi_0$ will have an improvement in the $\phi$ objective. The second constraint is a soft constraint, which allows some violation of the upper bound $\theta_\phi$, depending on the design of the penalty function. Let $\pi'$ denote a constraint satisfying policy, the resulting explanation is in the following form:

"I cannot find a policy whose expected [Obj. $\phi$] value is within [$\theta_\phi$ unit(s)]. However, I found this policy [$\pi'$] that has the expected [Obj. $\phi$] value of [$\phi$-value of $\pi'$]."., followed by a consequence-oriented contrastive explanation between the original solution policy $\pi_0$ and the computed alternative $\pi'$, as discussed in Section 3.4.2.

## 5.4 Why-Not Explanations of User Queries

Why-not explanations allow users to ask about the absence of specific behaviors, or properties of behaviors, of agents. These can allow the users to address their unmet expectations of the agents’ behaviors, or to explore potential alternative behaviors. This section presents our approaches to generate why-not explanations for behavior-based queries[7] Section 5.4.1 and Section 5.4.2 discuss our explanation approaches for Markov queries and non-Markov queries, respectively.

### 5.4.1 Markov Query Why-Not Explanations

A Markov query captures a why-not question about an alternative decision at a certain state in an agent’s policy. We propose to use a consequence-oriented contrastive explanation to respond to such query. That is, we explain that if the agent were to take the queried alternative action

---

1The explanation approach for value-based queries is discussed in Section 5.3.2.
at the queried state, the impact it would have on the subsequent decisions and on the planning objectives is less desirable (with respect to the agent’s cost objective) compared to that of the agent’s original policy.

Consider the example scenario described in Section 5.3.1 of shared autonomy in a human-UAVs team. A question may arise: why would the robot not transfer the control to its human operator when it gets near the boundary of its typical operating conditions, e.g., the robot is flying close to an adversarial terrain. In this scenario, an example of a consequence-oriented explanation could be that transferring the control to the human operator would take time and that increases the risk of being attacked by the adversary. Thus, the robot chooses to not transfer the control.

Our approach aims to generate consequence-oriented contrastive explanations for why-not Markov queries. Formally, this type of query is a state-action pair, denoted as \( \langle s_q, a_q \rangle \). An explanation to a query presents the following information:

- Subsequent decisions that would follow if the planning agent took action \( a_q \) in state \( s_q \) – i.e., what a full alternative policy would look like.
- Impact of the query decision on the quality attributes of the whole alternative policy, in contrast to those of the agent’s original policy. This provides a justification for the planning agent’s original decision to not take action \( a_q \) in state \( s_q \).

To find an alternative policy that takes the query decision \( \langle s_q, a_q \rangle \), we also need to ensure that the policy has the net effect of the query action \( a_q \). That is, the subsequent actions in the policy after \( a_q \) is taken do not revert its effect (an action’s effect is defined in terms of a subset of state variables it changes). When the effect of a query action is reversible, such guarantee is generally not possible in arbitrary planning [36]. This is because there may be many possible sequences of state-action pairs after \( \langle s_q, a_q \rangle \) that can undo the effect of \( a_q \) – even when the sequences do not cycle back to the state \( s_q \). For instance, a mobile robot moves from point A to B, changes its configuration, and then moves back from point B to A. In this case, the net effect of the first move action is reverted (i.e., the robot’s location is back to A), without the robot returning to its initial state (i.e., the robot’s configuration has changed).

For MDP planning with all positive costs, we use the following heuristic to lessen this issue: Assume that the user has an intention for their query decision to lead to an improvement in a particular planning objective, which we will referred to as a target objective, compared to the original policy. If we find an alternative policy that takes the query decision and improves the target objective, that policy is likely to not revert the net effect of the query action – as reverting it would likely not improve the objective and accumulate more costs. (Note that improving a target objective will necessarily deteriorate at least one other planning objective, since the original policy is Pareto optimal.)

An exception when this heuristic will not work to this is if the query decision leads to worse value for the target objective. In such case, our approach will determine that there is no alternative policy, constrained by the query decision, that improves the target objective. Our approach will then compute a best alternative policy with respect to the original planning cost function, constrained only by the query decision but not by the target objective value. In this situation, if the effect of the query action is reversible, its net effect may be reverted. This is a key limitation of explaining a single Markov query approach. In Section 6.2, we will discuss an early investi-
gation of a potential approach to mitigate this issue by means of iterative query and explanation.

Note that however, if the effect of the query action is irreversible, then our approach will be able to find an alternative policy with the intended effect of the query decision – even if that does not lead to the intended improvement of the target objective. For instance, in the shared autonomy example discussed above, the query action of transferring control to the human operator has an irreversible effect. Suppose the target objective of this query is to reduce the risk of getting attacked by the adversary. Our approach can find an alternative policy that does transfer control to the human operator when the robot is flying close to an adversarial terrain, and show that the action in fact leads to the increase risk of being attacked (due to the introduced robot-to-operator handover delay).

**Problem Statement and Approach** Generating a why-not explanation for a Markov query on a policy is a problem of finding an alternative policy that conforms to the query, and contrasting it to the policy being queried. The input to the problem is a tuple \( \langle M', \pi_0, q \rangle \), where \( M \) is a Markov decision process of the original planning problem, \( \pi_0 \) is an optimal policy computed from \( M \), and \( q \) is a why-not Markov query on \( \pi_0 \) at a state \( s_q \). The output is an alternative policy \( \pi'_q \) that diverges from the original policy \( \pi_0 \) at state \( s_q \), and its contrastive explanation to \( \pi_0 \) based on the expected planning objective values.

We assume an explicit user intention is given along with the query decision, in a form of which planning objective they expect to have improved. With this additional input, a why-not Markov query is described as a tuple \( q = \langle s_q, a_q, \phi \rangle \), where \( s_q \) denotes a query state, \( a_q \) denotes a query action, and \( \phi \) denotes a target objective. We assume that \( s_q \) is a reachable state within the policy \( \pi_0 \) being queried, and \( \phi \) is one of the component objectives of the cost function of \( M \).

To find an alternative policy \( \pi'_q \), we use planning with constraints based on the query \( q \). We create a new planning problem \( M'_q \). Informally, \( M'_q \) models a similar planning problem to \( M \). It aims for the same goal as \( M \), but differs in that it starts from a query state (hence the subscript \( q \)), and has a constraint on the target objective \( \phi \). More formally, \( M'_q \) is equivalent to \( M \) except in the following ways: First, \( s_q \) is set to be the initial state of \( M'_q \). Second, \( a_q \) is set to be the only applicable action in state \( s_q \). Third, we add a constraint to the planning problem such that a solution policy to \( M'_q \) must yield a better expected objective value of \( \phi \) (e.g., lower value when \( \phi \) is a minimization objective) than that of the policy \( \pi_0 \) starting from state \( s_q \). Specifically, let \( J^\pi_0(\phi) \) be the value function for the objective \( \phi \) of the policy \( \pi_0 \). \( J^\pi_0(\phi)(s_q) \) is the expected \( \phi \)-value of the policy \( \pi_0 \) starting from state \( s_q \). We denote this quantity as \( \theta_\phi \), representing the threshold value of the \( \phi \)-value constraint on \( M'_q \). Formally, the \( \phi \)-value constraint is: \( J^\pi_q(\phi)(s_q) \leq \theta_\phi \) for any solution policy \( \pi \) of \( M'_q \). We use the mixed-integer linear programming approach described in Section 3.5.1 to solve for an optimal policy of \( M'_q \) with \( \phi \)-value constraint. We denoted such policy as \( \pi'_q \).

Since \( \pi'_q \) is computed from an initial state \( s_q \), when providing a contrastive explanation, we must contrast \( \pi'_q \) to the partial policy that is a trajectory following \( \pi_0 \) that starts from state \( s_q \). We denote such partial policy as \( \pi_{0q} \), which can be obtained by filtering only the state-action pairs \( (s, a) \) in \( \pi_0 \) such that \( s \) is reachable from \( s_q \) following the state trajectory induced by \( \pi_0 \). If \( \pi'_q \) exists, then we use the policy explanation scheme described in Section 3.4 to generate an explanation, contrasting \( \pi'_q \) to \( \pi_{0q} \), in the following form:
“If I were to [(1) perform action \(a_q\)] when [(2) in state \(s_q\)], I would subsequently [(3) follow this alternative policy \(\pi'_q\)]. Although this would [(4) improve the target objective \(\phi\) – and other objectives if any – by these amounts], it would also [(5) worsen these other objectives by these amounts].”

The statement fragments (1) and (2) reiterate the state and action query. (3) describes the subsequent alternative policy that the agent would follow after taking action \(a_q\) in state \(s_q\). The policy is described using a graphical illustration, as discussed in Section 3.4.1. (4) describes the quantitative improvement in the target objective \(\phi\), and potentially any other objective improvement, achieved by this alternative policy \(\pi'_q\), compared to \(\pi_0q\). (5) describes the quantitative compromise on other objective(s). Note that since \(\pi_0\) is a Pareto optimal policy for \(\mathcal{M}\), there is no policy that dominates it on all objectives. Thus, for any \(\pi'_q\), there must be at least one compromised objective value compared to that of \(\pi_0q\).

However, if \(\pi'_q\) does not exist (i.e., there is no policy in \(\mathcal{M}'_q\) that satisfies the \(\phi\)-value constraint), that means the query decision does not lead to the user’s intended effect on the target objective. In this case, we remove the \(\phi\)-value constraint and solve for an optimal policy for \(\mathcal{M}'_q\), denoted as \(\tilde{\pi}_q\). Similar to the explanation scheme above, we generate an explanation contrasting \(\pi'_q\) to \(\tilde{\pi}_q\) in the following form:

“If I were to [(1) perform action \(a_q\)] when [(2) in state \(s_q\)], I would subsequently [(3) follow this alternative policy \(\pi'_q\)]. However, this does not [(4) improve the target objective \(\phi\), as value of \(\phi\) remains the same or worsen by this amount]. [(5) Improvement or deterioration in other objectives, if any].”

The statement fragments (1), (2), and (3) are generated the same way as the explanation scheme above. (4) indicates that the alternative policy \(\pi'_q\) does not lead to an improvement in \(\phi\), or even worsen it. Optionally, if \(\pi'_q\) yields different values of other planning objectives, (5) describes those differences.

Our why-not explanation approach demonstrates to the user what would happen if the planning agent decides to take a particular action in a particular state, in terms of the subsequent decisions to the query point, and the expected consequences of those decisions on the planning objectives. With this knowledge of the impact of changing a particular decision of the planning agent’s policy, it is up to the user to determine whether the change is desirable.

### 5.4.2 Sequential-Behavior (non-Markov) Query Why-Not Explanations

A sequential-behavior query captures a why-not question about a partial behavior, or a pattern of behavior, in an agent’s policy that is sequential or temporal in nature. In this work, we explore an approach to explain a sequential-behavior query via a contrastive explanation where the foil is an alternative solution policy that subsumes the sequential behavior in question. Often, a sequential behavior posed by the user will not describe a full behavior of the agent from the queried point on, as such can be too complex for the user to determine, or too precise or tedious for the user to specify. Thus, a contrastive explanation must complete the behavior gap by determining a foil that is a rational full behavior of the agent – with respect to its planning objectives.

As an example, consider the following indoor delivery robot scenario: Suppose the robot is tasked to navigate across the building to deliver an item, and it has an objective to minimize the duration of the task. Along the way to the destination, a locked door is blocking the robot from
traveling the shortest path. Upon reviewing the robot’s policy, the user sees that when the robot arrives at the locked door, it turns to the adjacent hallway and takes the more roundabout path to the destination. The user has a knowledge that there are people behind the locked door and that the robot is able to call people for help to unlock the door and let it pass through. The user thus asks the question: why would the robot not call for help and wait until the door is unlocked? Such query describes only a partial behavior. However, the only rational behavior of the agent – with respect to its time minimization objective – once the door is unlocked is to continue traveling the shortest path to its target. An explanation to this query therefore must answer why the robot does not call for help, wait until the door is unlocked, and then travel through the shortest path.

As with our explanation approach for Markov queries, we propose to respond to a sequential-behavior query by explaining the impact of the agent behaving according to the query on the subsequent decisions it would make, and the overall impact on the planning objectives. It argues that such impact is less desirable (with respect to the agent’s cost objective) compared to that of the agent’s original policy. For instance, an explanation in the delivery robot scenario could be that: if the robot were to wait for the people to unlock the door, then the overall duration of the task is longer than if the robot were to take the roundabout path according to its original policy (because the wait time is long).

**Problem Statement and Approach** Generating a why-not explanation for a sequential behavior query on a policy is a problem of finding an alternative policy that conforms to the query, and contrasting it to the policy being queried. The input to the problem is a tuple \( \langle M, \pi_0, Q \rangle \), where \( M \) is a Markov decision process of the original planning problem, \( \pi_0 \) is an optimal policy computed from \( M \), and \( Q \) is a why-not sequential-behavior query on \( \pi_0 \): \( Q = \langle s_q, \varphi \rangle \), where \( s_q \) is the query’s starting state and \( \varphi \) is a Linear Temporal Logic (LTL) property describing the sequential behavior in question. The output is a finite-memory alternative policy \( \pi_q^* \) that satisfies the property \( \varphi \) starting at state \( s_q \), and its contrastive explanation to \( \pi_0 \) based on the expected planning objective values.

To find an alternative policy \( \pi_q^* \), we impose the LTL specification \( \varphi \) from the query as a constraint on the planning MDP \( M \), and solve for an optimal policy where the initial state is \( s_q \). A LTL formula capturing a sequential-behavior query is built of atomic propositions \( \Pi \) that are over the states of the MDP \( M \). A finite-memory policy \( \pi^* \) for \( M \) satisfies a LTL specification \( \varphi \) if all the runs of the induced Markov chain \( M_{\pi^*} \) satisfy \( \varphi \) with probability one – where a run of a Markov chain is a possible sequence of states described by its stochastic process.

We base our approach on the work from [82], which contributes an approach to find a finite-memory policy for a MDP that satisfies a LTL constraint. We adapt their problem formulation such that it can find a policy that minimizes the expected total objective cost of the MDP in addition to satisfying the LTL constraint. Specifically, the approach from [82] constructs a product MDP \( P \) from the original MDP \( M \) and a deterministic Rabin automaton (DRA) generated from the LTL property constraint. The cost function \( W_P \) of the product MDP \( P \) is defined from the acceptance condition of the Rabin automaton. Our approach adds to the formulation the additional cost function \( C_P \) of the product MDP \( P \) that captures the optimization objectives from the original MDP \( M \). This construction allows any algorithm that optimizes the expected total cost to be applied to find a constraint-satisfying optimal policy for the original MDP.
We first construct a deterministic Rabin automaton (DRA) from a given LTL property \( \varphi \), denoted as \( \mathcal{R}_\varphi = \langle Q, \Sigma, \delta, q_0, F \rangle \), where \( Q \) is the set of states; \( \Sigma \) is the input alphabet; \( \delta : Q \times \Sigma \to Q \) is the transition function; \( q_0 \) is the initial state; and \( F \) is the acceptance condition corresponding to satisfaction of \( \varphi \): 
\[
F = \{(G_1, B_1), \ldots, (G_{n_F}, B_{n_F})\},
\]
where \( G_i, B_i \subset Q \) for \( i = 1, \ldots, n_F \). A run of \( R_\varphi \) is accepting if and only if for some pair \((G_i, B_i)\), some of the states in \( G_i \) are visited infinitely often, and the states in \( B_i \) are visited finitely often.

The original MDP is modeled as a labeled MDP with costs: \( M = \langle S, A, P, C, s_0, \Pi, L \rangle \), where \( S \) is the set of states of the MDP; \( A \) is the set of actions and \( \mathcal{A} : S \to 2^A \) is the mapping from states to actions; \( P : S \times A \times S \to [0, 1] \) is the transition probability function; \( C : S \to \mathbb{R}_{\geq 0} \) is the cost function – which can have multiple sub components capturing multiple objectives; \( s_0 \in S \) is the initial state – this is the query state \( s_q \); \( \Pi \) is the set of atomic propositions, and \( L : S \to 2^\Pi \) is the labeling function labeling states with atomic propositions. Given the DRA \( \mathcal{R}_\varphi \) and the labeled MDP \( \mathcal{M} \), we construct a Rabin weighted product MDP, denoted as \( \mathcal{P} \), as follows:
\[
\mathcal{P} = \langle S_\mathcal{P}, A_\mathcal{P}, P_\mathcal{P}, s_{\mathcal{P}0}, F_\mathcal{P}, W_\mathcal{P}, C_\mathcal{P} \rangle
\]
where:
- \( S_\mathcal{P} = S \times Q \) is the set of states.
- \( A_\mathcal{P} \) is the mapping from states to actions from the original MDP \( \mathcal{M} \): \( A_\mathcal{P}((s, q)) = \mathcal{A}(s) \).
- \( P_\mathcal{P} \) is the transition probability function:
\[
P_\mathcal{P}(s_\mathcal{P}, a, s'_\mathcal{P}) = \begin{cases} 
P(s, a, s') & \text{if } q' = \delta(q, L(s)) \\
0 & \text{otherwise} \end{cases}
\]
where \( s_\mathcal{P} = (s, q) \in S_\mathcal{P} \) and \( s'_\mathcal{P} = (s', q') \in S_\mathcal{P} \).
- \( s_{\mathcal{P}0} = (s_0, q_0) \in S_\mathcal{P} \) is the initial state.
- \( F_\mathcal{P} \) is the acceptance condition given by
\[
F_\mathcal{P} = \{(G_1, B_1), \ldots, (G_{n_F}, B_{n_F})\}
\]
where \( G_i = S \times G_i \) and \( B_i = S \times B_i \).
- \( W_\mathcal{P} = \{W_\mathcal{P}^i\}_{i=1}^{n_F} \) is the set of cost functions corresponding to the acceptance condition. Each cost function \( W_\mathcal{P}^i : S_\mathcal{P} \to \mathbb{R}_{\geq 0} \) is defined by:
\[
W_\mathcal{P}^i(s_\mathcal{P}) = \begin{cases} 
w_G & \text{if } s_\mathcal{P} \in G_i \\
w_B & \text{if } s_\mathcal{P} \in B_i \\
w_\epsilon & \text{if } s_\mathcal{P} \in S_\mathcal{P} \setminus (G_i \cup B_i) \end{cases}
\]
where \( w_G = 0, w_B > 0 \) is a positive cost, and \( w_\epsilon > 0 \) is a relatively small positive cost \( w_\epsilon \ll w_B \). Note that the original approach in [82] uses reward functions for \( W_\mathcal{P} \) instead of cost functions. However, as many application domains we explore in our work are concerned with minimization objectives (e.g., task duration, intrusiveness, etc.), our approach modifies the formulation of \( W_\mathcal{P} \) to use cost functions instead.
• \( C_P = \{ C^i_P \}_{i=1}^{n_P} \) is the set of cost functions, one for each index \( i \) of the acceptance condition, that captures the optimization objectives from the original MDP \( \mathcal{M} \). Each cost function \( C^i_P : S_P \to \mathbb{R}_{\geq 0} \) is defined by:

\[
C^i_P(s_p) = \begin{cases} 
0 & \text{if } s_p \in G_i \\
C(s) & \text{otherwise, where } s_p = (s,q) \text{ for some } q.
\end{cases}
\]  

(5.10)

The cost function \( C_P \) is designed to not interfere with the effects of \( W_P \) for the acceptance condition. For each index \( i \) of the acceptance condition, any state in \( G_i \) will have a \( w_G = 0 \) combined cost; any state in \( B_i \) will have a combined cost that is \( \geq w_B \); and any other state will have a combined cost that is \( \geq w_\epsilon \).

We use \( P^i \) to denote a product MDP with the cost function \( W^i_P \) corresponding to \( (G_i, B_i) \) in the acceptance condition \( F_P \). The combined cost function of \( P^i \) is therefore \( W^i_P + C^i_P \).

**Cost Design** The design of the cost functions in \( W_P \) incentivizes a policy towards satisfying the Rabin automaton’s acceptance condition. The cost function \( W^i_P \) for each index \( i \) of the acceptance condition assigns a positive cost \( w_B \) to states \( s_p \in B_i \) since they should be visited only finitely often (i.e., minimize or avoid the visits to states in \( B_i \)). Meanwhile, states \( s_p \in G_i \) are assigned zero cost \( w_G = 0 \) to bias a policy to visit those states infinitely often (i.e., maximize the visits to states in \( G_i \)). The remaining neutral states \( s_p \in S_P \setminus (G_i \cup B_i) \) are assigned a relatively small cost \( w_\epsilon \ll w_B \). That is, it biases a policy more towards minimizing the visits to states \( B_i \) than to the neutral states.

The challenge in adding the cost functions \( C_P \) to the product MDP \( P \) formulation is that it must not interfere with the effects of the cost functions \( W_P \) for the acceptance condition, as discussed above. To this end, we must design the values of \( w_B \) and \( w_\epsilon \) for \( W_P \) to the appropriate values given the cost function \( C \) of the original MDP \( \mathcal{M} \). For each index \( i \) of the acceptance condition, the combined cost of a state \( s_p \in S_P \) is:

\[
W^i_P(s_p) + C^i_P(s_p) = \begin{cases} 
w_G & \text{if } s_p \in G_i \\
w_B + C(s) & \text{if } s_p \in B_i, \text{ where } s_p = (s,q) \text{ for some } q \\
w_\epsilon + C(s) & \text{otherwise, where } s_p = (s,q) \text{ for some } q
\end{cases}
\]  

(5.11)

where \( w_G = 0 \) and \( s \in S \) is a state in the original MDP \( \mathcal{M} \). For a given problem domain, \( w_B \) must be set to a sufficiently large value relative to \( C(s) \), to bias a policy towards satisfying the Rabin automaton’s acceptance condition and simultaneously optimizing the cost objective \( C \).

**Solving Product MDPs** A stationary policy (see Definition 5.2.5) for the product MDP \( P \) is \( \pi : S_P \to A_P \), and it has a corresponding finite-memory policy (see Definition 5.2.3) for the original MDP \( \mathcal{M} \). Let \( P_\pi \) denote the induced Markov chain from applying \( \pi \) to \( P \). Let \( \mathcal{M}_\pi \) denote the induced Markov chain from applying the corresponding finite-memory policy of \( \pi \) to \( \mathcal{M} \). From Definition 5.2.6, we know that \( \mathcal{M}_\pi \) satisfies \( \varphi \) with probability 1 if

\[
Pr(\{ r : \exists (G_i, B_i) \in F_P(s) \\
inf(r) \cap G_i \neq \emptyset \land \inf(r) \cap B_i = \emptyset \}) = 1
\]
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where \( r \) is a run of \( \mathcal{P}_\pi \) initialized at \( s_{\mathcal{P}0} \), and \( \inf(r) \in S_{\mathcal{P}} \) is the set of states that are visited infinitely often in the sequence \( r \).

From Theorem 1, we know that if there exists a (finite-memory) policy \( \bar{\pi} \) for the original MDP \( \mathcal{M} \) such that \( \mathcal{M}_{\bar{\pi}} \) satisfies \( \varphi \) with probability 1, then there exists \( i^* \in \{1, \ldots, n_F\} \) and \( w_B^* > 0 \) such that any algorithm that optimizes the expected total cost of \( \mathcal{P}^{i^*} \) with \( w_B \geq w_B^* \) will find a stationary policy for the product MDP \( \mathcal{P} \) that corresponds to \( \bar{\pi} \).

Based on Theorem 1, we can find an optimal policy for the original MDP \( \mathcal{M} \) such that the induced Markov chain satisfies the LTL property \( \varphi \) via the following approach: From the product MDP \( \mathcal{P} \), we compute a collection of stationary policies \( \{\pi_i^*\}_{i=1}^{n_F} \) that optimize the expected total cost of each \( \mathcal{P}_i \), by using a sufficiently large positive cost \( w_B \), for each \( W_i^{\mathcal{P}} \). Then, we check whether any of the policies \( \pi_i^* \) satisfies \( \varphi \) with probability 1, by using any of the existing efficient model checking algorithms \( [8] \) to check whether the induced Markov chain \( \mathcal{M}_{\pi_i^*} \) satisfies \( \varphi \) with probability 1. If any \( \varphi \)-satisfying policies exist, we select one that has the lowest expected total cost. Finally, we map the stationary policy for the product MDP \( \mathcal{P} \) to the corresponding finite-memory policy for the original MDP \( \mathcal{M} \). This becomes the alternative policy \( \pi_q' \) for our contrastive explanation for the query \( Q \). If none of the policies \( \{\pi_i^*\}_{i=1}^{n_F} \) induces a Markov chain that satisfies \( \varphi \), then we can conclude that there is no policy for the original MDP \( \mathcal{M} \) that satisfies the LTL property \( \varphi \).

Once we have obtained the alternative policy \( \pi_q' \) for the query \( Q \), or have determined that such policy does not exist, we can generate a why-not explanation for \( Q \) using our consequence-oriented contrastive explanation scheme. That is, if exists, we use \( \pi_q' \) as the foil to the original policy \( \pi_0 \) for the original MDP \( \mathcal{M} \) in a contrastive explanation. We use the explanation scheme described in Section 5.4.1 to explain the impact of behaving in compliance with \( \varphi \) from state \( s_q \) on the subsequent decisions that the agent would make (i.e., the full alternative policy \( \pi_q' \)), and the expected consequences of those decisions on the planning objectives – in contrast to those of the original policy. On the other hand, if \( \pi_q' \) does not exist, our explanation simply indicates that it is impossible for the agent to behave according to \( \varphi \) from state \( s_q \).

5.5 Conclusion

In this chapter, we have contributed a formal framework and approaches for user-guided explainable planning, in the consequence-oriented contrastive explanation paradigm. We introduce three types of why-not queries that the users can employ to ask the planning agent to address unexpected decisions: single-decision (Markov) queries, sequential pattern (non-Markov) queries, and value-based queries. We propose approaches to formulate such why-not queries as constraints imposed on the agent’s original MDP model, and to solve the constrained MDP to obtain alternative policies that conform to the users’ queries. Such alternative policies are then used as contrastive foils against the agent’s original policy in the consequence-oriented contrastive explanations. An important step for the future work is to study the impact of enabling the users to ask different types of why-not queries, on the effectiveness of the contrastive explanations they receive as a result.
Chapter 6

Discussion and Future Work

In this chapter, we discuss the assumptions, the scope, and the limitations of our explainable
planning approaches and frameworks presented in this thesis. We also discuss some of the po-
tential future research directions that expand our consequence-oriented contrastive explanation
paradigm to the broader explainable agency capabilities.

6.1 Assumptions, Scopes, and Limitations

In this thesis, we build the consequence-oriented contrastive explanation frameworks and ap-
proaches for Markov decision processes as a sequential decision framework. We make a set of
assumptions on the technical characteristics of the problem domains that our approaches can sup-
port. In this section, we discuss these assumptions and the implications they have on the scope
of problem domains to which our work is applicable.

Optimality Criteria We assume that the desirable behavior of an agent performing a given task
can be captured by Markovian rewards or costs (i.e., rewards and costs depend only on the current
state and action of the agent). The desirable behavior can therefore be obtained by computing a
policy that maximizes the total rewards (or minimizes the total costs) over the horizon of the task.
This assumption underpins all standard MDP planning and reinforcement learning approaches.

This Markovian reward assumption has an implication on the scope of the problem domains
that our approaches can support. Namely, our explainable planning approaches are only appli-
cable to problem domains in which the desirable agent behavior can be reduced to maximizing
or minimizing long-term rewards or costs, respectively. We argue that there are many problem
domains that fall into this scope. An extensive survey of applications of MDPs [10] shows a
wide range of application areas, including agriculture, manufacturing, finance, and healthcare
among many others.

We argue that the key to enable the scope of our work to include a wide range of application
areas is to support a wide range of objective functions. Fortunately, this boils down to supporting
a handful of different optimality criteria for solving MDPs. To this end, our explainable planning
approaches support two classical optimality criteria for MDPs: the expected total cost and the
long-run average cost criteria. As evident in the survey [101], these two types of cost criteria cover most of the objective functions used in 18 application areas.

**Reward Decomposition** Following the assumption of Markovian rewards or costs, we further assume that the rewards or costs that capture the desirable agent behavior can be decomposed into multiple interpretable components. This assumption is crucial to our consequence-oriented contrastive explanation paradigm. Our approaches rely on the interpretable components of the agent’s rewards or costs to explain the agent’s optimization and tradeoff decisions. For instance, in a mobile robot indoor navigation domain discussed in Chapter 3, we assume that the costs that capture the desirable behavior of the mobile robot in a navigation task can be decomposed into components corresponding to travel time, collisions with obstacles, and intrusiveness to the building occupants. Our explanation approaches leverage these components to explain the agent’s decisions in terms of its reasoning to balance optimizing travel time, collisions, and intrusiveness while navigating to the destination.

This assumption on decomposable rewards or costs puts a scope on the types of problem domains our explanation approaches can support. We argue that problem domains that have structured environments will often have a set of well-defined objectives that capture various concerns in a given problem. These well-defined objectives can then be used to define the interpretable components of rewards or costs of MDPs. Problems in various domains of engineering, productions, management and logistics are some examples that have structured environments. We argue that our explanation approaches are applicable to such well structured domains.

On the other hand, most of the fundamental challenges pertaining to designing intelligent agents to interact with the real world involve highly unstructured and dynamic environments. In such domains, the expectations of a desirable agent behavior can be complex and may not be decomposable into well-defined or interpretable objectives. For instance, for reinforcement learning agents that must learn optimal policies based on reward signals received from humans, the rewards can often be sparse and non-decomposable [98]. Our explanation approaches are not applicable to such unstructured or sparse rewards domains.

**Preference Models** Following the assumption of decomposable rewards or costs, we further assume that the preference models for the multiple objectives are additive models [49]. An additive preference model assumes that the strength of preference for the values of one objective can be expressed independently of the values of others. Particularly, we assume that multi-objective MDPs are converted to single-objective MDPs with additive returns, using a linear scalarization function [78]. The key benefit of this approach is its computational efficiency in finding a Pareto optimal policy on the convex hull.

The key limitation of additive preference models such as linear scalarization is that they are not always adequate for expressing a wide range of user or stakeholder preferences. For instance, the user preference for one objective may depend on the value of another objective. In such cases, more complex preference models such as nonlinear scalarization [78] or generalized additive models [13] can be more suitable. In terms of the technical solutions, our explanation approaches current cannot support such models, as the agent’s reasoning to balance multiple optimization objectives in such cases are mathematically different from the additive model case.
However, the concept of consequence-oriented contrastive explanations in our approaches can potentially be formalized and implemented for more complex preference models.

**Agent’s World Model**  Our user-guided explainable planning approaches in Chapter 5 assume that why-not queries from the users are expressed only in terms of the state variables, actions, and objective functions that are present in the agent’s world model. In other words, the users can only ask why-not questions about the concepts that the agent has in its knowledge. This also entails that the users have a knowledge about the capabilities of the agent that may not have been exhibited in the agent’s policy so far. Capabilities can include what the agent can sense and have the understanding of the stimuli (e.g., the agent understands the concept of receiving permission to enter a room), and what the agent can act (e.g., the agent is able to request help from humans). This assumption is important to the utility of a user-guided contrastive explanation paradigm: The users must be able to ask questions about the foil cases (i.e., decisions the agent did not make) that can help them better understand the agent’s reasoning and reconcile any unexpected decisions the agent made.

We may not expect lay users to have a full knowledge of the agent’s capabilities. However, we argue that this requirement can potentially be met via an additional user interaction mechanism that allows the agent to describe or explain its capabilities to the users. Such mechanism will allow the users to have a shared world model with the agent, and can therefore ask more informed why-not questions.

### 6.2 Future Research Directions

In this section, we discuss some of the future research directions that expand our consequence-oriented contrastive explanation paradigm to the broader explainable agency capabilities.

**Human Subjects Evaluation of User-Guided Explainable Planning**

In Chapter 5, we investigate a formal framework and approaches for user-guided explainable planning, in the consequence-oriented contrastive explanation paradigm. An important step for the future work is to study the impact of enabling the users to ask different types of why-not queries, on the effectiveness of the contrastive explanations they receive as a result. In particular, the study may investigate an interplay between the cognitive effort required from the users to determine what why-not questions to ask, and the benefit from receiving contrastive explanations that can directly address the users’ surprises or confusions about the agent’s decisions. As we discuss in this thesis, the effectiveness of explanations should be evaluated based on measurable task performance of the users. To this end, our human subjects study design in Chapter 4 can be applied to the user-guided explainable planning settings.

**Summarizing Landscape of Alternative Policies**

Our current approaches for contrastive explanations identify individual alternative policies to be used as contrastive foils. However, as the space of potential solution policies for a given plan-
ning problem is large, it can be more informative for the users or stakeholders to understand the landscape of alternative policies and their characteristics. An opportunity for a future research direction is to investigate approaches to summarize a large number of alternative policies, in order to provide contrastive explanations in a more appropriate level of abstractions. For instance, clustering potential alternative policies based on their structural patterns or quantitative properties, and inferring high-level properties of those clusters to summarize and explain the policies may be a promising direction to explore.

Explanations for Other Sequential Decision Frameworks

The idea of consequence-oriented contrastive explanations at a high level is broadly applicable to other types of sequential decision problems beyond Markov decision processes. However, the technical approaches for identifying alternative policies as contrastive foils must be designed for the specific mathematical frameworks of the sequential decision problems. In particular, our current explanation approaches are designed for MDPs with known transition models and known reward models. Related frameworks such as reinforcement learning (RL) and Markov games allow more flexible views on sequential decision problems, where the dynamics of the environment are unknown and there are multiple adaptive agents with interacting or competing goals [63], respectively.

We suggest a future research direction in exploring how consequence-oriented contrastive explanation paradigm can be implemented in other sequential decision frameworks such as RL and Markov games. By and large, we believe that our current technical approaches for computing alternative policies as contrastive foils, such as constrained planning and planning with linear temporal logic specifications, are transferable from MDP settings to RL or Markov games settings. We anticipate that the key challenges for implementing such techniques in the new frameworks are computational efficiency and sample efficiency in the case of RL.

Iterative Queries and Explanations

Building upon our investigation into the user-guided explainable planning approaches in Chapter 5, we discuss our idea for supporting iterative queries and explanations. As the user asks a why-not query to the agent and receives an explanation, they may wish to ask a follow-up query or refine the previous query. This can be due to multiple reasons, such as:

- The user has multiple non-overlapping queries to ask the agent.
- Via the explanation, the user has seen how their query translates to a possible full behavior of the agent, and wishes to refine their query to ask about a different behavior.
- The user has in mind a different full behavior of the agent than the one presented as a foil in the contrastive explanation, but their query under-specified the behavior.

User queries are exploratory, and one-shot explanations may not be sufficient for the user’s understanding of the planning landscape and the agent’s rationale. The foil in a contrastive explanation to a why-not behavioral query may not address the latent expected behavior in the user’s mind, due to the inherent under-specification of a query. Moreover, even when the contrastive
As an early investigation and a future work direction, we explore an approach to enable iterative queries and explanations, to allow the user to more easily explore the planning space and the consequences of different behavior of the agent. The goal of this approach is to allow the user to compose and refine multiple simpler queries to form a specific complex behavior of the agent for which they would like a why-not explanation. To do so, we propose maintaining a tree structure of multiple planning model variants of the same planning domain. The root node of the tree corresponds to the original planning model, and each descendent node corresponds to a hypothetical model that encompasses a series of constraints imposed on the original model by the user’s iterative queries. Each hypothetical model will be used to generate a contrastive explanation in which the foil addresses the complex behavioral pattern of the agent that the user is cumulatively querying so far.

**Problem Statement and Approach**  Let $\mathcal{M}$ denote an original planning MDP, and $\pi_0$ denote an optimal policy for $\mathcal{M}$. Our goal is to allow the user to construct a complex why-not behavioral query $Q$ that can be composed of multiple simpler Markov or non-Markov queries on $\pi_0$ and $\mathcal{M}$, and to generate a contrastive explanation in response.

We construct a tree structure where the root node corresponds to the original MDP $\mathcal{M}$, and the rest of the nodes correspond to different hypothetical models that are variants of $\mathcal{M}$. Each edge connecting a parent node to a child node corresponds to a why-not behavioral query asked on the (original or hypothetical) model in the parent node, that results in the hypothetical model in the child node. Starting from the root node, suppose the user asks a query $Q_0$ on the policy $\pi_0$ for the original MDP $\mathcal{M}$. We expand the tree by creating a child node that corresponds to the hypothetical model $H_1$ resulting from imposing the constraint from $Q_0$ on the model $\mathcal{M}$.

For instance, suppose the user query is a non-Markov query $Q_0 = \langle s_{q0}, \varphi_0 \rangle$, where $\varphi_0$ is a LTL property starting at a query state $s_{q0}$. The hypothetical model is therefore a product MDP of the original MDP $\mathcal{M}$ and the DRA constructed from the LTL property $\varphi_0$ and the query state $s_{q0}$: $H_1 = \mathcal{M} \otimes R_{\varphi_0}$. From the hypothetical model $H_1$, we compute its optimal policy $\pi_{H_1}$, and use it as the foil in a contrastive explanation in response to the query $Q_0$.

We can recursively expand the tree from any node on which the user asks a new query. For notation purposes, we use $H_0$ to denote the original MDP $\mathcal{M}$, and $H_i$ for $i \geq 1$ to denote hypothetical models. Let $H_i$ denote the model corresponding to the node $N_i$, and $Q_i$ denote the new query. By construction of the tree, we know that $H_i$ is a result of imposing the constraint from the query $Q_{i-1}$ on the parent model $H_{i-1}$ That is, $H_i = H_{i-1} \otimes R_{\varphi_{i-1}}$, where $R_{\varphi_{i-1}}$ is a DRA for the query $Q_{i-1}$. In other words, $H_i$ is already constrained by $Q_{i-1}$. Inductively, we know that:

$$H_i = H_0 \otimes R_{\varphi_0} \otimes R_{\varphi_1} \cdots \otimes R_{\varphi_{i-1}} \quad (6.1)$$

where $H_0$ is the original MDP and $R_{\varphi_j}$ for $0 \leq j \leq i - 1$ are the DRAs constructed from the queries corresponding to the edges from the root node $N_0$ down to $N_i$. Therefore, when the user asks a new query $Q_i$ on a model $H_i$, they effectively compose the new query with the previously asked queries back to the original MDP $H_0$.

Implementation-wise, however, to create a new hypothetical model $H_i$ from a parent model
\( \mathcal{H}_{i-1} \) and a query \( Q_{i-1} \), when \( i > 1 \), we may not want to compute a product MDP between \( \mathcal{H}_{i-1} \) and the DRA \( \mathcal{R}_{\varphi_{i-1}} \) as described in Equation \([5.7]\). Doing so would result in an exponential grow in the size of the state space of the resulting product MDP at every step \( i \) when the user asks a new query, due to the cross product of the states of \( \mathcal{H}_{i-1} \) and the states of \( \mathcal{R}_{\varphi_{i-1}} \). Instead, we implement the following approach in order to perform cross product of the states only once: We keep track of the LTL formula \( \varphi_0 \) in the first query \( Q_0 \) that the user asks on the original MDP \( \mathcal{H}_0 \). We construct the hypothetical model \( \mathcal{H}_1 \) as a product MDP between \( \mathcal{H}_0 \) and \( \mathcal{R}_{\varphi_0} \) according to Equation \([5.7]\). Given a new query \( Q_1 \) on the model \( \mathcal{H}_1 \), we compute the conjunction of the LTL formulas \( \varphi_0 \land \varphi_1 \), where \( \varphi_1 \) is the LTL formula in the query \( Q_1 \). We then compute the corresponding DRA \( \mathcal{R}_{\varphi_0 \land \varphi_1} \). Finally, we compute the new hypothetical model \( \mathcal{H}_2 \) as a product MDP between the original MDP \( \mathcal{H}_0 \) and the DRA \( \mathcal{R}_{\varphi_0 \land \varphi_1} \). With this approach, we can recursively compute a new hypothetical model \( \mathcal{H}_i \), given a new user query \( Q_{i-1} \) on the existing model \( \mathcal{H}_{i-1} \), for any \( i > 1 \) as follows:

\[
\mathcal{H}_i = \mathcal{H}_0 \otimes \mathcal{R}_{\varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1}}
\]

(6.2)

where each \( \varphi_j \) is the LTL formula in a query \( Q_j \) asked on the model \( \mathcal{H}_j \).

Once a new hypothetical model \( \mathcal{H}_i \) is created, our goal is to generate an explanation to a why-not query captured by the LTL formula \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \) imposed on the original MDP \( \mathcal{H}_0 \). To this end, we compute an optimal policy \( \pi_{\mathcal{H}_i} \) for the product MDP \( \mathcal{H}_i \), which, if exists, satisfies the LTL formula \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \). We use \( \pi_{\mathcal{H}_i} \) as a foil in a contrastive explanation for the original policy \( \pi_0 \) for \( \mathcal{H}_0 \).

**Depth and Breadth Expansion** Once the user received an explanation of \( \pi_{\mathcal{H}_i} \) from the latest hypothetical model \( \mathcal{H}_i \) (which corresponds to a leaf node in the tree), if the user wishes to ask further questions about the agent behavior, they may:

- Ask a new query \( Q_i \) on the model \( \mathcal{H}_i \). This step will create a new hypothetical model \( \mathcal{H}_{i+1} \), which will be added as the first child node of the node for \( \mathcal{H}_i \) in the tree. We refer to this as a **depth expansion** of the tree. Such expansion allows the user to guide the explanation process to address a more specific agent behavior of their interest, since such query increases the specificity of the constraint on \( \mathcal{H}_0 \) from \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \) to \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \land \varphi_i \).

- Ask a new query \( Q_{i-1} \) on the parent model \( \mathcal{H}_{i-1} \) that is different from the previously asked query \( Q_{i-1} \). This step will create a new hypothetical model \( \mathcal{H}_{i}' \), which will be added as the next sibling node of the node for \( \mathcal{H}_i \) in the tree. We refer to this as a **breadth expansion** of the tree. Such expansion allows the user to explore diverse behavior of the agent, since such query changes the constraint on \( \mathcal{H}_0 \) from \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \) to \( \varphi_0 \land \varphi_1 \ldots \land \varphi_{i-1} \land \varphi_{i-1}' \).

The benefit of incrementally and iteratively asking a query and getting an explanation is not only that the user can form a complex query by building up on simpler queries as indicated in Equation \([6.2]\), but also that an explanation given at each step \( i \) can inform the user’s incremental query \( Q_i \) or \( Q_{i-1}' \). The alternating between queries and explanations allow the user queries to guide explanation generation, as well as the explanations to guide what the user will query next.
Chapter 7

Conclusion

In this thesis, we develop approaches and a framework for enabling a Markov decision process (MDP) planning agent to communicate its goals and explain the rationale for its sequential decisions to the end-users. This thesis is motivated to address problem domains in which multiple optimization objectives are involved in the planning tasks. The type of explainability problem focused on in this thesis is that of algorithm-agnostic, model-based inference reconciliation of MDP planning. In particular, our work aims at explaining to the end-users why the planning agent’s solution policy is optimal with respect to the task objectives. To this end, we investigate contrastive explanations as a mean for explaining why the agent’s decisions are optimal in context of other possible decisions, as optimality is inherently a comparative property.

The key challenge addressed in this thesis is in how to instantiate the concept of contrastive explanations and implement the mechanisms for an explainable MDP planning framework. In much of explainable AI literature, contrastive explanations are often viewed through the lens of causality of events, or of the properties and relations inherent to a system in different circumstances. However, these common views are not necessarily suitable or amenable to implementing a scalable approach for explaining optimality of planning solutions. Defining an appropriate formulation of contrastive explanations for this purpose, as well as designing algorithmic approaches to generate such contrastive explanations are the main goals in this thesis.

We propose a consequence-oriented contrastive explanation framework, in which an argument for a policy is in terms of its expected consequences on the task objectives, put in context of the selected viable alternatives to demonstrate the optimization and tradeoff reasoning of the agent. In Chapter 3, we develop: (a) a modeling framework that supports reward decomposition and augments MDP representation to ground the components of the reward or cost function in the domain-level concepts and semantics, to facilitate explanation generation; and (b) a method for computing policy-level contrastive foils that describe the inflection points in the agent’s decision making in terms of optimization and tradeoff reasoning of the decomposed task objectives. Our method computes the contrastive foils by replanning with hard and soft constraints on the value functions of the decomposed task objectives. In Section 3.6, we demonstrate the applicability of our proposed explainable planning framework by applying our approach to three planning problem domains: waypoint-based indoor robot navigation, Unmanned Aerial Vehicles (UAV) mission planning, and outpatient clinic scheduling.

In Chapter 5, we investigate the feasibility of a user-guided approach to our consequence-
oriented contrastive explanation paradigm. We explore proof-of-concept approaches to formulate “Why-Not” queries as state-action constraints and linear temporal logic (LTL) constraints on the planning problem, and to solve for satisfying policies in order to explain the full impact that the queried behavior has on the subsequent decisions and on the task objectives. Finally, in Chapter 4 we design and conduct a human subjects experiment to evaluate the effectiveness of explanations based on measurable task performance.
Appendix A

User Study Instructions

Below are the instructions given to the participants in our user study in Chapter 4.
Introduction

Our research aims to understand how people interpret and understand the objectives of an autonomous agent (e.g., a robot) by observing its behavior. In this study, consider a mobile robot navigating inside a building. Its task is to move from its current location to a given destination (see Figures 1 and 2 for illustration). The robot must navigate to the destination while optimizing for 3 objectives, namely, minimizing its (1) driving time, (2) expected collisions with obstacles, and (3) intrusiveness to human occupants in the building (see Figures 3-7 for details).

**Figure 1:** The robot has to navigate from its current location to a given goal.

**Figure 2:** The map of the building in Figure 1 is represented abstractly by a set of waypoints and connections among them. Each waypoint represents a location in the building, and a connection between 2 waypoints means that Robot can move between the 2 locations. The distances between waypoints are to scale, and waypoints 1 and 2 are 10 meters apart.
Figure 4: In an abstract map, obstacles are represented on a connection between 2 waypoints. The expected collision when the robot moves from one waypoint to the next depends on the speed of the robot and the obstacle density, as shown in Figure 5.

<table>
<thead>
<tr>
<th></th>
<th><strong>Full Speed</strong> (0.7 meters/second)</th>
<th><strong>Half Speed</strong> (0.35 meters/second)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>No Obstacle</strong></td>
<td><img src="image1" alt="Diagram" /> No collision</td>
<td><img src="image2" alt="Diagram" /> No collision</td>
</tr>
<tr>
<td></td>
<td>(Expected collision = 0.0)</td>
<td>(Expected collision = 0.0)</td>
</tr>
<tr>
<td><strong>Sparse Obstacles</strong></td>
<td><img src="image3" alt="Diagram" /> Probability of collision = 20%</td>
<td><img src="image4" alt="Diagram" /> No collision at low speed</td>
</tr>
<tr>
<td></td>
<td>(Expected collision = 0.2)</td>
<td>(Expected collision = 0.0)</td>
</tr>
<tr>
<td><strong>Dense Obstacles</strong></td>
<td><img src="image5" alt="Diagram" /> Probability of collision = 40%</td>
<td><img src="image6" alt="Diagram" /> No collision at low speed</td>
</tr>
<tr>
<td></td>
<td>(Expected collision = 0.4)</td>
<td>(Expected collision = 0.0)</td>
</tr>
</tbody>
</table>

Figure 5: The robot may drive at its full speed: 0.7 meters/second (indicated by dark-blue line), or at half speed: 0.35 meters/second (indicated by light-blue line). The robot can avoid collision with obstacles when it moves at half speed. That is, the expected collision of moving at half speed is always 0.0.

Every time the robot moves at full speed through sparse obstacles, and through dense obstacles, it has 20% and 40% probability of colliding, respectively. In other words, the expected collision of moving at full speed through each waypoint-connection with sparse obstacles and dense obstacles is 0.2 and 0.4, respectively.
Figure 6: The building has private offices (in red) and semi-private conference rooms.

Figure 7: In an abstract map, each waypoint is color-coded to represent the intrusiveness of the robot if it drives to that location. When the robot drives to a PUBLIC waypoint, it does not receive any intrusiveness penalty. However, each time the robot drives to a SEMI-PRIVATE or a PRIVATE waypoint, it receives a penalty of 1 or 3, respectively.

It is not always possible to find a way to the destination that takes the shortest amount of time, has the lowest expected collisions, and is the least intrusive to human occupants. The robot may need to make a tradeoff among these objectives. For instance, the robot may need to take a detour to the destination to minimize its intrusiveness. Or it may take the shortest route to the destination, but at the expense of being more intrusive. Which option is better depends on how one weighs the importance of each of the objectives.

Suppose a user of the robot wants the robot to deliver a package at some destination. The user has in mind how they would weigh the importance of each objective. For instance, the user may mainly care about the robot minimizing its expected collisions because the package is fragile, and not care much about the package being delivered very quickly. The user’s concerns can be represented by a cost profile, for instance:

<table>
<thead>
<tr>
<th>Cost ($)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 second of travel time</td>
<td>$1</td>
</tr>
<tr>
<td>0.1 expected collision</td>
<td>$9</td>
</tr>
<tr>
<td>1 intrusiveness-penalty</td>
<td>$5</td>
</tr>
</tbody>
</table>

A total cost of a navigation plan can be computed from the cost profile. For example, a navigation plan that takes 120 seconds, has 0.2 expected collision, and has intrusiveness penalty of 7 would have a total cost of $173:

\[
\text{Total cost} = (\$1 \text{ per 1 second} \times 120 \text{ seconds}) + (\$9 \text{ per 0.1 exp. collision} \times 0.2 \text{ exp. collision} / 0.1) + (\$5 \text{ per 1 intrusive penalty} \times 7 \text{ intrusive penalty}) = \$173.
\]

A best navigation, with respect to a particular cost profile, is one that has the lowest total cost.

Unfortunately, the user cannot control how the robot weighs its objectives. The robot will make its own decision on how to navigate to the destination, and its decision may or may not be in agreement with how the user would weigh the objectives. However, the robot will present its navigation plan to the user before it is taking off.
Imagine that you are the user of the robot. You will be given a cost profile, similar to the one shown above. You will be presented with a series of 4 navigation problems (each with a different map) and the corresponding navigation plans that the robot came up with. You task is to determine whether the robot’s plan is the best available option for you.

Example

Suppose that you are given the cost profile above. Suppose that the robot presents the following plan and informs you that the navigation will take 80 seconds:

You can calculate the total cost of the robot’s presented navigation plan in Figure 9: \((80 \text{ seconds}) \times \$1 + (0.4 \text{ exp. collision}) \times \$9 + (10 \times \text{intrusive penalty}) \times \$5 = \$166\). However, this plan is NOT the best available option according to the cost profile, because the following alternative navigation would be a better option:
Figure 11: This is the abstract navigation plan of Figure 10. Here, the robot plans to drive through waypoints 1-2-3-8-9-10-11-6 at full speed except from waypoints 9-10, where there are sparse obstacles.

This plan incurs intrusiveness-penalty of 4 (since it drives through a SEMI-PRIVATE waypoint 1 time and a PRIVATE waypoint 1 time), which is the lowest among all possible plans. It also has the lowest expected collision (no collision). However, this plan takes more time to reach the destination than the plan in Figure 9.

You can calculate the total cost of the alternative navigation plan in Figure 11: $(1 \times 128 \text{ seconds}) + (9 \times 0.0 \text{ exp. collision} / 0.1) + (5 \times 4 \text{ intrusive penalty}) = $148. This plan costs less than the one that the robot presented.

Once you have read and understand the instruction, click the button below to continue to the task. The information presented above regarding how to interpret symbols in a map and a navigation plan (e.g., obstacles, intrusiveness, robot’s speed, probability of collision, etc.) will be provided in a legend box next to each navigation problem.


[28] Dmitri A. Dolgov and Edmund H. Durfee. Stationary Deterministic Policies for Constrained MDPs with Multiple Rewards, Costs, and Discount Factors. In *Proceedings of the International Joint Conference on Artificial Intelligence (IJCAI)*, 2005. [1b, 3.5.1, 3.5.1, 3.5.1, 3.5.1]


[38] Moritz Göbelbecker, Thomas Keller, Patrick Eyerich, Michael Brenner, and Bernhard Nebel. Coming up with good excuses: What to do when no plan can be found. In *Twentieth


[56] Christophe Labreuche. A general framework for explaining the results of a multi-attribute preference model. *Artificial Intelligence*, 175(7-8), 2011. 3.7


[58] Pat Langley, Ben Meadows, Mohan Sridharan, and Dongkyu Choi. Explainable agency for intelligent autonomous systems. In *Twenty-Ninth IAAI Conference*, 2017. 2


101


[81] Dorsa Sadigh, Eric Kim, Samuel Coogan, S. Shankar Sastry, and Sanjit A. Seshia. A learning based approach to control synthesis of markov decision processes for linear temporal logic specifications. Technical Report UCB/EECS-2014-166, EECS Department, University of California, Berkeley, Sep 2014. URL http://www2.eecs.berkeley.edu/Pubs/TechRpts/2014/EECS-2014-166.html. 5.2.2

[82] Dorsa Sadigh, Eric S Kim, Samuel Coogan, S Shankar Sastry, and Sanjit A Seshia. A learning based approach to control synthesis of markov decision processes for linear tem-
poral logic specifications. In *53rd IEEE Conference on Decision and Control*, pages 1091–1096. IEEE, 2014. 4, 5.2.2, 5.4.2, 5.4.2


[96] Felipe Trevizan, Sylvie Thiébaux, Pedro Santana, and Brian Williams. Heuristic search in dual space for constrained stochastic shortest path problems. In Twenty-Sixth International Conference on Automated Planning and Scheduling, 2016. 3.5.1


[100] Jacob Westfall, David A Kenny, and Charles M Judd. Statistical Power and Optimal Design in Experiments in Which Samples of Participants Respond to Samples of Stimuli. Journal of Experimental Psychology: General, 143(5), 2014. 4.2.2


