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Abstract
Today the borderless internet is used by state and non-state actors to manipulate

information and societies in ways that were unheard of 50 years ago. Malicious
actors can rapidly conduct information maneuvers with little cost at unprecedented
scales to achieve far reaching consequences across the internet. They do this by
exploiting features of the various social media platforms and the way humans natu-
rally understand what they read and hear. These cyber-mediated threats to open and
democratic societies have led to an emerging discipline known as social cybersecu-
rity.

While various aspects of these campaigns have been explored, little research has
focused on the campaign level of engagement. Our research seeks to answer the
question: How can information warfare campaigns be identified and characterized
quickly? Our goal is to 1) Improve understanding of information operations, and 2)
Develop techniques to rapidly identify key factors such as bots and memes.

To accomplish this, I present the strategic context of the information warfare that
we see today, and identify and define information warfare forms of maneuver. I de-
velop various supervised and unsupervised methods to identify bots at four different
data granularities. I present a deep learning model to classify memes as well as study
the evolution of memes within a conversation. I present a template for understand-
ing the major components of an information campaign and develop automatic ways
to populate this template for a specific event. Finally, we present a Bot, Cyborg,
and Troll Field Guide to help analysts and the general population understand these
entities.
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Chapter 1

Strategic Context

“...a new-generation war will be dominated by information and psychological war-
fare that will seek to achieve superior control of troops and weapons and to depress
opponents' armed forces personnel and population morally and psychologically. In
the ongoing revolution in information technologies, information and psychological
warfare will largely lay the groundwork for victory.” [62]

- RussianMilitary Thought, 2013

“Russia is waging the most amazing information warfare blitzkrieg we have ever
seen in the history of information warfare.”

–Gen Philip Breedlove, NATO Wales summit, September 2014

1.1 Introduction

Social cyber security is an emerging subdomain of national security that will affect all levels
of future warfare, both conventional and unconventional, with strategic consequences. Social
cybersecurity “is an emerging scienti�c area focused on the science to characterize, understand,
and forecast cyber-mediated changes in human behavior, social, cultural and political outcomes,
and to build the cyber-infrastructure needed for society to persist in its essential character in a
cyber-mediated information environment under changing conditions, actual or imminent social
cyber-threats” [56]. Technology today is enabling both state and non-state actors to manipulate
the global marketplace of beliefs and ideas at the speed of algorithms, and this is changing the
battle�eld at all levels of war.

While recently viewed through the lens of “hybrid” warfare, information warfare is becom-
ing an end unto itself. Dmitry Kiselev, coordinator of the Russian state agency for international
news, states that “information wars are...the main type of war” [259]. Information is used to
strengthen your narrative while attacking, disrupting, distorting and dividing the society, culture,
and values of other competing states and organizations. By weakening trust in national insti-
tutions, consensus on national values, and commitment to those values across the international
community, an actor can win the next war before it has even begun. In fact, re�ecting the change
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from periodic con�ict to continual competition [232], Senior leaders in the Russian General Staff
have claimed that “Wars are not declared but have already begun” [106].

Information is strengthening its position within the elements of national power. Strategy is
often viewed through the Elements of National Power: Diplomatic, Information, Military, and
Economic (DIME). Technology now allows state and non-state actors to extend their power in
theInformationdomain at a scale and complexity long thought impossible. If left unchecked, this
emerging `information blitzkrieg' will have strategic effects on par with the physical blitzkrieg
unleashed at the outset of World War II.

War is ultimately a human endeavor. The ways that technology transform humanity is at the
heart of emerging trends. Human interaction has dramatically increased due to social media, and
access to information and ideas has also dramatically increased. Social media allows rapid mo-
bilization of masses around ideas. This technological trend offers opportunity to those who are
adept at wielding informational power. Because of this, information may become the preeminent
commodity and decisive factor in future con�ict [117].

While technical in nature, social cyber security differs from traditional cyber security. Tra-
ditional cyber security involves humans using technology to `hack' technology. The target is
information systems. Social cyber security involves humans using technology to `hack' other
humans. The target is humans and the society that binds them. This twist on the traditional cyber
paradigm is sometimes referred to as `cognitive hacking.' While leveraging the cyber medium
for mass delivery, this emerging information warfare leverages advances in targeted (or micro)
marketing, psychology and persuasion, policy gaps at and between private and government in-
stitutions, and understanding of the social sciences to deploy coordinated information operations
with strategic effect.

Social cyber security is inherently multi-disciplinary computational social science. “Emerg-
ing theories blend political science, sociology, communication science, organization science,
marketing, linguistics, anthropology, forensics, decision science, and social psychology” [56].
Many researchers in this �eld are leveraging computational social science tools such as network
analysis, spatial analysis, semantic analysis, and machine learning. These are applied at multiple
levels, from the individual through the conversation level to the larger community level.

This chapter will introduce and de�ne this emerging discipline, brie�y discuss its history
and the socio-technological changes that enable it, and �nally discuss current and emerging
social cyber security `forms of maneuver'. Throughout this process we will elaborate on the
similarities and differences between social cyber security and traditional cyber operations. Parts
of this chapter were published in [34] and [35].

1.2 Understanding Information

“Information is the Resolution of Uncertainty”
–Claude E. Shannon, 1948

Before we de�ne disinformation and misinformation, we �rst must develop and re�ne our
notion of information. Following the massive increase in communications and data used during
World War II, several individuals began to develop the theory of information. Norbert Wiener
clari�ed that “information is neither matter, nor energy” [252]. Claude Shannon, a brilliant
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mathematician at Massachusetts Institute of Technology who worked on anti-aircraft algorithms
during the Second World War, believed that information was “the most mathematical of the
engineering sciences.” He eventually re�ned his thesis to de�ne information as the “resolution
of uncertainty” [210]. For Shannon (see Figure 1.1), the easiest way to envision this resolution
of uncertainty is with the �ip of a coin. He envisioned that all information could be represented
by a coin �ip, or a binary category of heads and tails. The notion of the bit was born, and the
computer and the entire digital age was built on this theory, launching what is known today as
the “Age of Information” [156].

Figure 1.1: Claude Shannon, Father of the Bit and the Information Age

We intuitively understand that data is underlying information, but are data and information
one and the same thing? A humorous quote among statisticians is “In God we Trust, all others
must bring data” (attribution disputed). This quote, while humorous in intent, implies that data,
like information, is an essential resource for “resolving uncertainty.” The Data! Information
! Knowledge! Wisdom Paradigm helps explain a bit of this difference. This paradigm is
generally attributed both to a 1934 poem by T.S. Eliot entitledThe Rock[88] and a 1989 article by
Arkoff [5], and has had multiple additions and modi�cation by various authors and organizations
(for example, the US Army replaced/de�ned “Wisdom” with “Shared Understanding”. While
it does have some notable critics [269], it is nonetheless helpful for our endeavors. For a full
explanation of the DIKW hierarchy, see Rowley's work [199] in addition to the original by
Arkoff. In the DIKW hierarchy,data is an observation (made by a human or sensor) that is
often recorded on computers using Shannon's bits.Informationis often descriptive, and answers
the basic questions of who, what, when, where, and how.Knowledgemakes the information
usable by humans by converting it to instructions. These instructions can be gained through
transmission or through experience. Intelligence increases ef�ciency, whilewisdomincreases
effectiveness, often adding values judgements (moral and ethical judgement). Rowley succinctly
summarizes this by saying the data is simply bits, information provides thewhat, knowledge
provideshow, and wisdom provideswhy[199]. Having de�ned information as the “resolution of
uncertainty” and expanding on this de�nition with the DIKW hierarchy, let's examine distortions
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of information.

1.2.1 Terms used for Information Manipulation

If information allows a person to “resolve uncertainty” in the search of truth, then manipulating
information can cause that same person to arrive at an alternate truth. Today, nation states as well
as various domestic and international actors manipulate data and information in order to sway the
actions (knowledge) and beliefs (wisdom) of target audiences. This manipulation is undertaken
to achieve strategic ends. Any change of facts (information) is consideredmisinformation, and
includes both intentional and accidental manipulation. Accidental manipulation can happen early
in reporting around an emerging event when well-meaning news and government agencies have
not checked and veri�ed facts (information). Disinformation is de�ned as misinformation that is
intentional and harmful manipulation of data and information in order to change beliefs and both
individual and collective action.

When information is used to in�uence a population, it is often called propaganda. Propa-
ganda, while manipulative, is not necessarily false. Propaganda is simply using information,
both fact and �ction, to in�uence. In this respect, not all propaganda is disinformation. In recent
political dialogue, however, the lines of separation between disinformation and propaganda are
blurring, and disinformation is becoming synonymous with propaganda, de�ning any manipula-
tion of information, not just those that use lies [72].

Note that propaganda is often separated into three categories:black, grey, andwhitepropa-
ganda.Blackpropaganda is designed to appear as if it was created by the organization it aims to
discredit.Greypropaganda attempts to hide the source of the propaganda, andwhitepropaganda
does not attempt to obfuscate its source, and is sometimes calledovertpropaganda.

1.2.2 De�ning Information Operations

De�ning information operations is the toughest de�nition to nail down. Social media companies
seem to equate information operations with fake news, meaning that if all your facts are together,
you're not conducting information operations. This also means that if you tell a social media
company that your organization is conducting information operations, they believe that you are
inherently spreading lies [51]. The Navy and Air Force focus more on the technical �ow of
information, and therefore information operations is primarily traditional cyber and electronic
warfare. The Army and Marines focus more on the human side, and therefore information op-
erations is more of a concerted effort to in�uence a target audience to change their beliefs or
behavior [51]. Additionally, the US military view of information operations has primarily fo-
cused on tactical IO after the onset of hostilities. In fact, one expert has said that the West's view
of “IW is almost by de�nition countercommand and control warfare” [44]. Russia and other
nations, on the other hand, view it as an ongoing activity (during peacetime and war) [107]. Ad-
ditionally, Russia does not distinguish between cyber and information warfare. They do not have
a distinct cyber division in organization and thinking as the West (US/NATO) do [107], which
allows them to more easily synchronize cyber and non-cyber information warfare.

Within US military doctrine, the most recent Joint Publication on Information Operation mil-
itary doctrine breaks the information environment down into the cognitive dimension (human-
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centric), the information dimension (data-centric), and the physical dimension (real and tangible)
(see Figure 7.1 in Chapter 7) [221]. It de�nesinformation operationsas “the integrated employ-
ment, during military operations, of information-related capabilities in concert with other lines of
operation to in�uence, disrupt, corrupt, or usurp the decision-making of adversaries and poten-
tial adversaries while protecting our own” [221]. Information-related capabilities are any “tool,
technique, or activity employed within a dimension of the information environment that can be
used to create effects and operationally desirable conditions” [221]. The manner with which
information operations are used is further de�ned as

“The �rst step in achieving an end(s) through use of the information-in�uence rela-
tional framework is to identify the target audience. Once the target audience has been
identi�ed, it will be necessary to develop an understanding of how that target audi-
ence perceives its environment, to include analysis of target audience rules, norms,
and beliefs. Once this analysis is complete, the application of means available to
achieve the desired end(s) must be evaluated. Such means may include (but are not
limited to) diplomatic, informational, military, or economic actions, as well as aca-
demic, commercial, religious, or ethnic pronouncements. When the speci�c means
or combinations of means are determined, the next step is to identify the speci�c
ways to create a desired effect. In�uencing the behavior of target audiences requires
producing effects in ways that modify rules, norms, or beliefs. Effects can be created
by means (e.g., governmental, academic, cultural, and private enterprise) using spe-
ci�c ways (i.e., information related capabilities) to affect how the target audiences
collect, process, perceive, disseminate, and act (or do not act) on information. Upon
deciding to persuade or coerce a target audience, the commander must then deter-
mine what information related capabilities it can apply to individuals, organizations,
or systems in order to produce a desired effect(s). As stated, information related
capabilities can be capabilities, techniques, or activities, but they do not necessarily
have to be technology-based. Additionally, it is important to focus on the fact that in-
formation related capabilities may come from a wide variety of sources. Therefore,
in IO, it is not the ownership of the capabilities and techniques that is important, but
rather their integrated application in order to achieve a joint force commander's end
state. ” [221]

The increased importance of information in strategic competition is further highlighted by
the US Department of Defense when the Chairman of the Joint Chiefs of Staff issued a change
to Joint Publication (JP) 1, “Doctrine for the Armed Forces of the United States” introducing
information as a new joint function [117]. In US Joint Doctrine “Joint functions represent related
capabilities and activities placed into basic groups to help commanders synchronize, integrate,
and direct operations” [117]. Addinginformationto the original 6 joint functions (Command
and Control (C2), Intelligence, Fires, Movement and Maneuver, Protection, and Sustainment)
shows a doctrinal re-prioritization of information in the modern strategic context. This addition
acknowledges that, while con�ict, violence, and war endure, the methods through which nations
pursue political goals are evolving [205].

The information function encompasses the management and application of informa-
tion and its deliberate integration with other joint functions to in�uence relevant actor
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perceptions, behavior, action or inaction, and human and automated decision mak-
ing. The information function helps commanders and staffs understand and leverage
the pervasive nature of information, its military uses, and its application during all
military operations. This function provides JFCs the ability to integrate the gener-
ation and preservation of friendly information while leveraging the inherent infor-
mational aspects of all military activities to achieve the commander's objectives and
attain the end state. [223]

For our research, we will de�ne information operations asthe combination of physical, vir-
tual, and cognitive endeavors undertaken to in�uence a target audience, organization, or indi-
vidual to act (or not act) in way that is bene�cial to the perpetrator(combines concepts from
[221] and [51]). While we acknowledge that information operations span the physical, virtual,
and cognitive domains, we will focus our research on the virtual and cognitive lines of effort.
Additionally, while acknowledging that this de�nition intentionally includes everything ranging
from commercial marketing of products to military deception, we will focus on political disin-
formation that targets another society, or speci�cally its political structures, leaders, or national
security entities. Prier says that this type of information operations “hinges on four factors: (1) a
message that �ts an existing, even if obscure, narrative; (2) a group of true believers predisposed
to the message; (3) a relatively small team of agents or cyber warriors; and (4) a network of
automated `bot' accounts.” [195]

For further reading on information operations, see [195] for information operations in social
media. See [91] for Russian thought on operations in information space, [198] for Chinese
approaches, and [221] for US military doctrine and operational approaches.

1.3 Backdrop: Russian information blitzkrieg

“Russia is waging the most amazing information warfare blitzkrieg we have ever
seen in the history of information warfare.”

–Gen Philip Breedlove, NATO Wales summit, September 2014

The Russian connection to modern disinformation operations is highlighted by the fact that
the word disinformation didn't enter the English language until the 1980's, and is a direct translit-
eration of the Russian wordäåçèíôîðìàöèÿ (pronounceddezinformatsiya). Stalin allegedly
developed the term, intentionally making it sound Western, and therefore creating disinforma-
tion with the very origin of the word [202]. The word was soon used as the title for a division of
the KGB that focused on black propaganda. These activities were in line with traditional KGB
operations known as `active measures'. These were described by KGB Major General Oleg Kalu-
gin as “active measures to weaken the West, to drive wedges in the Western community alliances
of all sorts, particularly NATO, to sow discord among allies, to weaken the United States in the
eyes of the people in Europe, Asia, Africa, Latin America, and thus to prepare ground in case
the war really occurs” [3]. This quote highlights one of the critical roles of the Russian informa-
tion blitzkrieg is to drive wedges in every �ssure possible, fracturing a nation or coalition. This
includes driving wedges between political parties, between races, between religions, between a
nation and its military, and between a nation and its allies. A fractured nation is inherently a less
potent nation.
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Active measures, which have been discussed in Soviet political circles since the Bolshevik
Revolution [167], involves much more than just disinformation. In addition to disinformation,
McCauley indicates that active measures included clandestine operations, military deception,
provocations, fabrications/forgeries, agents of in�uence, diversion/sabotage, and “wet affairs”
(assassinations, kidnappings, etc). Disinformation involved both overt (propaganda, diplomacy,
cultural organizations) and covert (agents of in�uence, written/oral, front organizations, forg-
eries) operations [167].

Closely related to “active measures” is re�exive control. Originally developed by Vladimir
Lefebvre in 1936 [152], re�exive control is a mathematical model that “uses a specially prepared
information message, while hiding the fact that in�uence is being conducted, in order to con-
trol or in�uence human- or computer-based decision making to voluntarily take a predetermined
action.” [167]. Re�exive control takes into account the adversary's perception of the situation,
goals, decision making process (or algorithm), and the act of making the decision [197]. With de-
tails classi�ed by the KGB [167], re�exive control provides the mathematical and psychological
theory behind many Russian disinformation operations.

This Russian Propaganda apparatus, long directed at its own society as well as the satellite
states of the former Soviet Union, is now being exported abroad. In 2013 General Valery Ger-
simov identi�ed information warfare as an important aspect of Russian warfare going forward
in his now famous article “The Value of Science is in the Foresight” [106]. While the West has
viewed this article backwards through the lens of the Ukrainian con�ict and has arguably mis-
attributed it as the start of hybrid warfare for Russian armies [22]. His article was his perspective
of the Arab Spring as well as US operations in Yugoslavia, Iraq, and Afghanistan. In his view,
the Arab Spring and US-led coalitions relied heavily on resources other than conventional mil-
itary forces to shape these events, including information operations, introducing military forces
only at the last minute. Having studied these con�icts, he sought to accelerate ongoing infor-
mation warfare initiatives, stating “Information warfare opens wide asymmetric possibilities for
decreasing the �ghting potential of the enemy.”

As indicated above, most of the Russian writing on information operations is defensive in
nature [11]. Dating all the way back to 1839, European thought indicated that “the political
system of Russia could not withstand twenty years of free communication with Western Europe”
[78]. This remained true through the Cold War and persists today. In general, they fear the spread
of the internet and what they view as biased reporting by Western Media that is eroding their
traditional and cultural values [11]. For this reason, Russian leadership view Western information
and ideas as a strategic threat and have developed sophisticated ways and means to battle it.

The emerging manifestations of Russian information operations are built on a long history of
Soviet era propaganda operations. In 1951 then Yale Law Professor Harold Lasswell summarized
the Soviet Propaganda machine by concluding:

“...the chief strategic aim of [Soviet Propaganda] is to economize the material cost
of protecting and extending the power of the Russian elite at home and abroad. Such
propaganda is a struggle for the mind of man, from the Soviet point of view, only in
the sense that it is a struggle for the control of the material means by which the minds
of the masses are believed to be molded. Hence the purpose of Russian propaganda
is not peaceful persuasion of the majority of the people in a given country as a
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prelude to taking power. Rather, the task is conceived as that of a minority that must
remain an ideological minority until it succeeds in accumulating the material means
of obtaining consensus...Soviet propagandists and their agents can lie and distort
without inner restraint, for they are largely immunized from the claims of human
dignity in any other sense than the dignity of...contributing to the present and future
power of the Kremlin elite.” [148]

This general approach continues to this day, building a small nuclei while dividing all opposing
organizations and institutions, leveraging disinformation at all times. Today, however, technol-
ogy enables this at a scale and distance unheard of in 1951.

The Russian state is not approaching this haphazardly. Since as early as 2003 the Russian
Academy of Sciences has conducted basic research to develop advanced applied mathematical
models of information warfare and its application to a society. Their researchers combine social
science and mathematical modeling to produce research such as “Mathematical Modeling of
Rumors and Information Propagation in Society”. While these articles claim to be defensive,
their application in offensive operations is assumed.

The Russian military views information warfare broadly and inclusive. InConceptual Views
Regarding the Activities of the Armed Forces of the Russian Federation in the Information Space,
they de�ne information operations as confronting a state in the information space by damaging
information systems, processes, and resources [91]. During the Cold War, some estimate that the
Soviet Union had 15000 personnel and up to 5 billion dollars dedicated to active measures [110].

These operations are synchronized by a growing cadre of political technologists. These are
leaders, both inside and outside the government, that understand both the human, political, mil-
itary, and technological domains. Leveraging this `multi-domain' understanding, they develop
and coordinate shaping operations that leverage the cyber and technological domain to affect the
social, political, and military domains. As an example, Alexander Malkevich, a Moscow based
technologist, recently established the Moscow based www.USAreally.com website in advance of
the 2018 mid-term elections in the United States. His mission was to spread twisted narrative and
agitation that is picked up by mainstream American news, or at least mainstream news aggre-
gators. The translated personaldescriptionfrom his Twitter account states: “Journalist. Media
man. A person who is interested in life. And he is not afraid to work in the regions of Russia.
And in the name of Russia.” This is a political technologist.

According to an article by Kuleshov et al entitled “Information-psychological confrontation
in modern conditions: theory and practice” published in the Russian Bulletin of the Academy of
Military Sciences, the primary methods of information manipulation from the Russian perspec-
tive are:

� “Direct lies for the purpose of disinformation both of the domestic population and foreign
societies;

� Concealing critically important information;
� Burying valuable information in a mass of information dross;
� Simpli�cation, con�rmation and repetition (inculcation);
� Terminological substitution: use of concepts and terms whose meaning is unclear or has

undergone qualitative change, which makes it harder to form a true picture of events;
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� Introducing taboos on speci�c forms of information or categories of news;
� Image recognition: known politicians or celebrities can take part in political actions to

order, thus exerting in�uence on the world view of their followers;
� Providing negative information, which is more readily accepted by the audience than pos-

itive.” [145]
All of these contribute to increase the Clauswitzian fog of war [11]. Even when not speci�cally
attempting to in�uence a speci�c decision, these operations increase the fog of war and make
all decisions more dif�cult. Additionally, these methods are taken with the full understanding
that democratic nations must build consensus among citizens. When this fog of disinformation
is widely distributed, it is dif�cult for leaders of democratic nations to build national consensus
and act decisively on the world stage. Finally, [11] highlights that information warfare doesn't
have clear redlines like conventional or nuclear warfare. Lack of redlines and dif�cult attribution
increases the fog of war. This has complicated and confused our deterrence mindset and policies.

What is the overall strategic goal for Russian disinformation? “. . . the main aim of information-
psychological con�ict is regime change in the adversary country (through destroying the organs
of government); by means of mass in�uence on the military-political leadership of the adversary
achieving as a minimum an increase in the amount of time available for taking command deci-
sions and lengthening the operational cycle; by means of in�uence on the mass consciousness
of the population – directing people so that the population of the victim country is induced to
support the aggressor, acting against its own interests. (Translated)” [145]

Any discussion of Russia must consider the full strategic context (evaluated against all as-
pects of DIME). While Russia possesses a large nuclear deterrent, a modern and combat experi-
enced military force, a competent and proven information warfare capability, and an increasing
diplomatic role in the Middle East and elsewhere, Russia's economy does not make it in the top
10 world economies (as measured by Nominal Gross Domestic Product). Other rising nations
(China, Brazil, and India) all outpace Russia economically. In 2019 for example, China's econ-
omy was approximately 8 times larger than Russia's economy as measured by nominal gross
domestic product.

For further reading on Soviet and Russian active measures, Ajir provides a short summary
[11], Gobson testimony to the Senate [110], McCauley provides a thorough examination with
description of organization hierarchy and speci�c examples [167] while Giles provides a sum-
marization [107].

1.4 Notes on China Information Operations

China disinformation is fundamentally different from Russian disinformation. This is partially
due to differences in culture. Mattis attempts to summarize the difference between Russian
and Chinese information operations with three overarching differences: “set-piece operations vs.
playing the man; service-led operations vs. service-facilitated operations; and agents of in�uence
vs. in�uenced agents” [166]. Russia focuses on set-piece operations focused on strategic ends,
whereas China focuses on person-to-person relationships and in�uencing the individual. Many
of China's diplomats and negotiators started their careers in intelligence, which is evidence of
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China's focus on personal in�uence [166]. For Russia, intelligence services are the primary
executor of their `active measures.' For China, intelligence services may at times facilitate, but
the leading role goes to more political and diplomatic organizations such as Liaison Department
of the PLA's Political Work Department and the United Front Work Department. Finally, Russia
depends heavily on intelligence case of�cers operating as `agents of in�uence', whereas China
works through `softer' methods, using `gatekeepers' to facilitate foreigner engagement in China
and thereby in�uence these individuals [166].

Additionally, Russia operations are often negative, characterized by higher risk and higher
reward. China, on the other hand, primarily focuses on �ooding social media with a positive
narrative about China and the Chinese Communist Party. This is largely performed by the `50-
cent Army', government workers and other recruited and trained individuals who are expected
to produce positive narrative in social media [198]. In this way, China arguably conducts the
largestastro-tur�ng operation in history (astro-tur�ng is when an organization pays for virtual
or physical support in order to produce what appears to be an organic grass roots movement).

We have also observed that Russia frequently and adeptly uses internet memes and other
means of creative multi-media. China seems to shy away from this, and at times bans memes
completely [168]. Russia leverages the evolution of memes to propagate their narrative, whereas
China is concerned that the evolution of memes, particularly in their own population, may take a
turn and result in negative perception of the CCP. This will be discussed further in Chapter 5.

1.5 Change in the Strategic Center of Gravity

The 20th century dawned with the most symmetric and kinetic wars in the history of warfare,
while the 21st century, spring boarding off of decades of Cold War competition, has dawned with
numerous asymmetric and non-kinetic con�icts. During World War I, nations sacri�ced hundreds
of thousands of lives for mere yards of physical terrain. Today, many actors develop complex
information operations designed to slowly gain `yards' in the human domain with rami�cations
for the physical domain.

Geography still matters today. The United States' two greatest security measures are still
called the Paci�c and Atlantic Oceans [266]. Crimea was annexed largely because of the strategic
importance of its Black Sea Port (as well as energy implications) [41]. Afghanistan instability
will persist partly because of its geography [135]. Geography does and always will matter.
However, numerous factors, to include technology, have arguably shifted the pendulum toward
the human dimension.

This shift toward the human domain was hotly debated inside the US military during the War
on Terror. After years of debate, the majority seemed to agree with the quote from a 2009 article
in Small Wars Journal: “One of the most profound changes the U.S. military must make to be
effective at countering insurgency is to shift strategic centers of gravity from the physical to the
human aspects of warfare” [104]. While generally accepted in counter-insurgency environments,
it remains to be seen how this shift toward the human domain will change large scale combat
operations (LSCO).

This view of the population as the center of gravity took on new meaning in the aftermath of
the Arab Spring, as decentralized population movements, enabled by technology, organized and
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overthrew multiple established autocratic regimes. These actions shocked the world and have
been studied by leaders from both the East and the West. These events underscored the power
of the human dimension as well as the power of social media to mobilize the masses. Multiple
articles in military journals have documented these movements, with a speci�c focus on the social
media that enabled them. Even General Gerasimov's 2013 article in Russia's Military-Industrial
Kurier, studied across the West as the genesis ofhybrid or grey warfare, is more a personal
re�ection of the Arab Spring (as well as the con�icts in Iraq, Afghanistan, and Yugoslavia), than
an attempt to create a new type of warfare [22].

Multiple other state and non-state actors observed these changes and began exploring the
idea of manipulating these movements through cyberspace. Many of these states and actors
already had experience manipulating their own populace or organization through information
operations[148], and now sought to extend that experience to other populations and societies.
Directly targeting the fabric of society, the true center of gravity of a nation, has massive rami�-
cations for the tactical through strategic levels of war, and is the genesis of this emerging domain
of social cyber security.

1.6 Enabling changes

Two changes in human communication and societal information �ows have enabled the social
cyber threat. First, technology has waived the requirement for physical proximity to in�uence a
society, and the decentralization of information �ows has reduced the cost of entry. Fabio Rugge
(Italian Institute for International Political Studies) sums this up with the statement “Cyberspace
is a powerful multiplier of the destabilizing effects of manipulated information because it allows
high connectivity, low latency, low cost of entry, multiple distribution points without intermedi-
aries, and a total disregard for physical distance or national borders. Most importantly, anonymity
and the lack of certain attribution of an attack make cyberspace the “domain of ambiguity” [201].

1.6.1 Decentralization

Over the last 30 years we have watched as information �ows rapidly decentralized. Historically
governments, large organizations, and a few large news outlets controlled most of the formal
print, broadcast, and televised news coverage. These organizations controlled the �ow of infor-
mation, and generally distributed it uniformly across a society. With the rise of blogs, micro-
blogs, and social networks, most of the world now consume their information in a non-uniform
way on social media [211]. There is now a low cost of entry, �nancial incentive to create viral
content, and anonymity is relatively easy to accomplish. This decentralization has facilitated the
entry of external actors with minimal attribution.

Decentralization means that quality control is now decentralized. Fact checking is now con-
ducted at the user level rather than the journalist level. Users, many who grew up in an era where
news was largely trusted, are now unprepared to digest news in an era where truth and untruth
are mixed, especially if distortions of the truth are designed to validate their own biases.

The decentralization of news has also opened the door to a wide spectrum of news catering
to speci�c audiences and biases. While most large news organizations traditionally centered
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themselves near the political center, decentralization creates niche news and discussions designed
for every part of the political spectrum. Sometimes called “preference bubbles” [250], these
bubbles not only create polarization, but also make it relatively easy for information operations
to target speci�c groups within a society.

The traditional journalism business model requires truth. Journalists lose their jobs and news
organizations lose business if they are consistently in error. The social media business model,
largely focused on overall traf�c and advertising, does not rely as much on fact checking (though
this is slowly changing, as was observed in the August 2018 stock decline for both Twitter and
Facebook, largely attributed to their slow growth while they clean up their platforms).

While recent legislation across the world is trying to �nd a way to centralize control, in all
cases this involves some type of censorship and reduced freedom of speech. In some cases, it
could end up in absolute chaos, especially if social media companies are required to provide
a platform functionality for people to �ag fake or malicious information. If this type of func-
tionality is exposed to users either through the Application Programming Interface (API) or the
web/mobile interface, then the same bots that post fake news can now �ag all kinds of content as
fake at the speed of algorithms, causing exponentially greater damage.

1.6.2 Physical Presence not required

For most of history, in�uence required physical presence, or at least physical proximity. To in-
�uence the conversation of the Roman forum, the heartbeat of Roman society, an actor or proxy
must be physically present in the Forum or at least in Rome, clearly identi�able, and active in the
conversation. “Cloak and dagger” operations occurred, but even these operations required physi-
cal presence. This requirement held true through the �rst part of the 20th Century, at which time,
radio and lea�et operations emerged, not requiring direct physical presence but rather require
some level of proximity. Even robust Soviet era propaganda operations were largely restricted
to Eastern Europe and Asia due to geographical limitations. The internet has erased this require-
ment, with most societies interacting in free and open online environments that allow actors to
participate from the far corners of the globe with few national borders in the cyber domain.

Those nations that value freedom of speech and open marketplace for opinions and ideas are
more vulnerable to these threats [24]. This is most evident by the fact that North Korea, arguably
the most closed nation on earth, is still largely immune to social manipulation through the inter-
net. Directly in�uencing the North Korean society still requires physical presence/proximity.

This vulnerability of open societies is exacerbated by the fact that most of these strategic
information efforts are launched on global social media platforms that are privately owned and
outside of the direct supervision of governments (though in�uenced by regulation). While all
social media companies censor content on their platform, their motivation is generally focused
on improving user experience for the greatest number of people across the world, not national
security concerns of any single nation. Choosing sides on any issue is generally bad for business,
because is alienates a segment of their customer base. Government censorship of content is
assumed to be partisan and violates the freedom of speech espoused by these governments. Third
party efforts to censor content have been initiated, but to date these have been narrowly focused
and easily circumvented. An example of third party efforts is theSocial Science Oneinitiative,
a creative partnership between academic researchers, private industry, and funding from across
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the political spectrum that facilitates third party research on social media data while maintaining
individual privacy. Efforts like this are still in their infancy.

1.7 Conclusion

“...a new-generation war will be dominated by information and psychological war-
fare that will seek to achieve superior control of troops and weapons and to depress
opponents' armed forces personnel and population morally and psychologically. In
the ongoing revolution in information technologies, information and psychological
warfare will largely lay the groundwork for victory.” [62]

- RussianMilitary Thought, 2013

Arguably, the greatest strategic weakness for any country is internal, not external. Leaders
must understand social cyber security in order to defend these internal weaknesses from external
manipulation. We as military leaders must understand that one of the information blitzkrieg lines
of effort will be to drive a wedge of distrust between us and the society we defend as well as
civil leadership that leads us. An untrusted institution will be under-funded, under-used, and
under-performing.

If one of our primary missions is to “sustain American in�uence abroad” (2018 DoD Mission
Statement), then we need to �nd our role in promoting American values in this international
marketplace of beliefs and ideas within a coordinated interagency effort. This in�uence will
range from online interaction to the handshake from a forward deployed platoon leader.

Military leaders must enact policies that enable freedom of maneuver in the relevant infor-
mation environments. A recent RAND Information Operations report concluded that the De-
partment of Defense must change its policy in order to fully enable ethical maneuver within
the information domain [165]. Most social cyber security practitioners (both bot creators and
bot defenders) use Application Programming Interface (API's) and open source technology to
access and maneuver in this data environment. In other words, API's are the access point for
both offensive and defensive social cyber operations. In the military, policies and authorities to
access API's are severely restricted for some organizations while not well-de�ned for others. We
need agile policies that enable initiative in a dynamic information environment while protecting
the privacy of well-intentioned individuals and remaining within the authorities granted to the
Department of Defense.

In summary, we must directly educate our force and indirectly educate our society about the
decentralized nature of the modern information environment, the risks that exist, and ways and
means to individually vet the facts and opinions that we digest and allow to shape our beliefs
and attitudes. We must develop a multi-disciplinary approach to social cyber security. We must
build relevant policy that enables social cyber security. We must seek to remove any wedge of
distrust arti�cially driven between our military and the society we defend. We must search for
the Department of Defense role in an interagency effort to combat the information blitzkrieg we
face today. Social cyber security is a required discipline for the foreseeable future.

The Western World must approach this holistically, and not constrain our aperture to just
looking at social media and other cyber-enabled technologies. For example, a huge part of Rus-
sian disinformation includes traditional lobbying, purchasing newspapers, and running full page

13



ads in prominent western newspapers [11]. These avenues of approach must be part of our con-
sideration.

Finally, while much of the subsequent chapters focus on identifying and characterizing social
cybersecurity threats, we must also initiate research that explores social cybersecurity policy as
well as methods to respond to and mitigate the threat. The multi-disciplinary approach to policy
must consider the trade-offs of privacy and openness vs. the damage that an undetected threat
can have on a society. Policy research must address whether or not “red-lines” are relevant to this
threat, and what the response will be if these “red lines” are crossed. These are all recommended
lines of investigation for future research.
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Chapter 2

Information Warfare Forms of Maneuver:
BEND

In this chapter we de�ne and describe information warfare “forms of maneuver.” These are the
information equivalent of the physical forms of maneuver that describe offensive land warfare.
The physical forms of maneuver are “...distinct tactical combinations of �re and movement with
a unique set of doctrinal characteristics that differ primarily in the relationship between the ma-
neuvering force and the enemy” [122]. The US Army identi�es �ve offensive forms of maneuver:
1) turning movement, 2) envelopment, 3) penetration, 4) in�ltration, and 5) frontal assault. In
light of these offensive forms of maneuver for land warfare, we developed appropriate forms of
maneuver for information warfare. Parts of this Chapter were published in [34] and [35].

Fire and maneuver is the basis for modern ground tactics, and has been used successfully in
every major combat engagement since Swedish king Gustavus Adolphus �rst used it in the 30
Years War (1618 to 1648). At its basic level, �re and maneuver involves one or more tactical units
�xing and enemy with direct and indirect �res, while one or more tactical units maneuver to close
with and assault the enemy. In the information world the narrative plays a similar role to “�res”,
while network manipulation and preparation plays the role of “maneuver”. Like traditional �re
and maneuver, the interplay between network maneuver and targeted narrative must be carefully
coordinated. Our overarching premise and largest contribution is de�ning information maneuver
in terms ofBOTH narrativeAND networks.

In developing the information warfare forms of maneuver, we build on thedismiss, distort,
dismay, anddistractparadigm introduced by Ben Nimmo at the Atlantic Council's Digital Foren-
sic Research Lab [181]. Nimmo developed `the 4 D's' to describe emerging Russian information
operations. We found these were helpful, but were not suf�cient to describe all maneuver we
were observing. The 4 D's only describe maneuver in narrative, while ignoring any manip-
ulation of or maneuver in the network. Secondly, Nimmo's four D's only describe negative
maneuver (attacking a narrative), while not addressing positive maneuver (supporting a narra-
tive). We therefore developed four B's to describe supporting network maneuver, four E's to
describe supporting narrative maneuver, four N's to describe attacking network maneuver, and
used Nimmo's four D's to continue to describe attacking narrative maneuver. Combined these
become the `BEND' forms of maneuver.

The BEND forms of maneuver describe how an actor can manipulate the marketplace of
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beliefs and ideas in order to achieve a desired endstate (this endstate could simply be increased
agitation or polarization of the target audience). The BEND Forms of maneuver, with de�nitions,
are provided in Table B.2 (note that each of the four quadrants of the forms of maneuver begin
with a letter from the acronym BEND).

In the following sections we will describe these in more detail and provide examples. We
constrained all of our examples of disinformation to examples from overt state actors or, in
some cases, alleged proxies of state actors. Note that information operations are not restricted to
state actors, and many international as well as domestic actors conduct information operations.
These actors include businesses, non-governmental organizations (NGO's), political parties and
political groups, as well as terrorist and criminal organizations.

Table 2.1: The BEND model of describing social cyber securityforms of maneuver

Network Maneuver Narrative Maneuver

Social network manipulation Knowledge network manipulation

Things you can do by effecting
“who is talking/listening to whom”

Things you can do by effecting
“what is being discussed”

C
on

st
ru

ct
iv

e

Back
actions that increase the im-
portance of the opinion leader

Engage
discussion that brings up a re-
lated but relevant topic

Build
actions that create a group or
the appearance of a group

Explain
discussion that provides de-
tails on or elaborates the topic

Bridge
actions that build a connection
between two or more groups

Excite
discussion that beings joy,
happiness, enthusiasm to the
group

Boost
actions that grow the size of
the group or make it appear
that it has grown

Enhance
discussion that encourages the
group to continue with the
topic

D
es

tr
uc

tiv
e

Neutralize
actions that limit the effective-
ness of opinion leader

Dismiss
discussion about why the
topic is not important

Nuke
actions that lead to a group be-
ing dismantled

Distort
discussion that alters the main
message of the topic

Narrow
actions that lead to the group
becoming sequestered from
other groups

Dismay
discussion about a topic that
brings worry, sadness, anger
to the group

Neglect
actions that reduce the size of
the group or make it appear
the group has grown smaller

Distract
discussion about a totally dif-
ferent topic and irrelevant
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