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g: Average fixation time (Fixation time per glance) to outside (= f / b) 

h: Total fixation time for each route (= d + f) 

i: Average fixation time (Fixation time per glance) (= h / c) 

j: Number of glances to navigational display per crossroad (= a / 

NUM_OF_CROSSROAD) 

k: Number of glances to outside per crossroad (= b / NUM_OF_CROSSROAD) 

l: Total number of glances per crossroad (= c / NUM_OF_CROSSROAD) 

m: Total fixation time to navigational display per crossroad (= d / 

NUM_OF_CROSSROAD) 

n: Total fixation time to outside per crossroad (= f / NUM_OF_CROSSROAD) 

o: Total fixation time to navigational display per crossroad (= h / 

NUM_OF_CROSSROAD) 

5.2.3.3 Error rate 

Error rate was recorded as crossroad-based, when the subjects gave wrong direc-

tions. Error rate for each route can be calculated as follows: 

error_rate = NUM_OF_ERRORS / NUM_OF_CROSSROAD 

5.3 Results and discussion 

Eighteen subjects from the university community, aged 19-54, 9 male and 9 fe-

male, completed the study. For data analysis, we first compared the number of 

glances (a, b, c) of each route type. Table 5.1 shows the mean of each route map 

style.  

As the comparison table shows, we have slightly better results (low num-

ber of glances) with the selected-context map but the result is not statistically 

significant. The comparison of the number of glances per crossroad also shows 
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similar result (Table 5.2). Although the selected context map shows better result, 

the ANOVA test result didn’t show the mean comparison as statically significant. 

Full Context Selected Context No Context  

NavDisplay (a) 75.83 (SD = 16.06) 69.72  
(SD = 15.75) 

77.67  
(SD = 21.83) 

F(2, 51) = 0.95,  
p = 0.39 

Outside (b) 82.11 (SD = 19.07) 69.61  
(SD = 17.41) 

81.83  
(SD = 24.50) 

F(2, 15) = 2.17,  
p = 0.12 

Total (c) 157.94 (SD = 
29.10) 

139.33  
(SD = 29.45) 

159.50  
(SD = 35.49) 

F(2, 51) = 2.29,  
p = 0.11 

Table 5.1 Number of glances (mean, ms)  

 Full Context Selected Context No Context  

NavDisplay (j) 3.53 (SD = 0.96) 3.17 (SD = 0.50) 3.53 (SD = 0.77) F(2, 51) = 1.32,  
p = 0.28 

Outside (k) 3.78 (SD = 0.87) 3.17 (SD = 0.65) 3.75 (SD = 1.12) F(2, 51) = 2.61,  
p = 0.08 

Total (l) 7.30 (SD = 1.61) 6.34 (SD = 0.92) 7.28 (SD = 1.33) F(2, 51) = 3.13.  
p = 0.05 

Table 5.2 Number of glances per crossroad (mean, ms) 

However, when we compare the fixation time of each route style, we 

found that the route map with selected context shows much better results and 

they are all statically significant (Table 5.3). 

As Table 5.3 shows, subject’s fixation time to the navigational display with 

the selected context map was decreased by nearly half when comparing it to the 

full-context map. The fixation time is also decreased even when watching outside, 

checking road sign for navigation. Overall, the fixation time of the no-context 

map is shorter than the full-context map, but if we just compare the cases when 

the participants look outside, the difference between no-context map and full-

context map becomes nominal. This could be because the subjects had ambiguity 

with the no-context map during the navigation since they didn’t know where 
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they are in the route, and hoped to derive that information from the display. A 

post-survey response from one of the subjects in this study clarified this issue. She 

said she didn’t like the no-context map because it made her pay attention to 

every intersection until she got to the street where she needed to make a turn. So, 

contrary to the our initial assumption that subjects will spend less time watching 

navigation display and outside with a no-context map, they actually spent more 

time with this display, although the difference was nominal. 

 Full Context Selected Context No Context  

NavDisplay (e) 980.24 
(SD = 144.75) 

478.97 
(SD = 73.22) 

773.74 
(SD = 242.52) 

F(2, 51) = 40.26,  
p < 0.01 

Outside (g) 956.87 
(SD = 219.10) 

555.54 
(SD = 101.24) 

902.07 
(SD = 225.66) 

F(2, 51) = 23.42,  
p < 0.01 

Total (i) 965.76 
 (SD = 149.49) 

515.55 
(SD = 71.23) 

830.71 
(SD = 146.13) 

F(2, 51) = 59.10, 
p < 0.01 

Table 5.3 Average fixation time per glance 

 Full Context Selected Context No Context  

NavDisplay (m) 3391.67 
(SD = 796.56) 

1512.61 
(SD = 331.45) 

2661.38 
(SD = 737.22) 

F(2, 51) = 37.62,  
p < 0.01 

Outside (n) 3566.36 
(SD = 907.60) 

1727.75 
(SD = 336.00) 

3306.62 
(SD = 999.37) 

F(2, 51) = 27.63,  
p < 0.01 

Total (o) 6958.02 
(SD = 1297.54) 

3240.35 
(SD = 501.69) 

5967.99 
(SD = 1136.95) 

F(2, 51) = 62.01,  
p < 0.01 

Table 5.4 Total fixation time per crossroad 

This result indicated that even though the number of glances to the dis-

play or outside didn’t significantly change depending on the route map visualiza-

tion style, the time spent reading information on the display could vary depend-

ing on the style. Among our three stimuli, time was considerably decreased with 

the selected-context map display. 
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We used an additional data analysis to verify this. We compared the mean 

total fixation time per crossroad to the navigational display or outside. Table 5.4 

shows the statistically significant results. As the results clearly show, selected-

context map decreased the fixation time by nearly half in every measure. 

Next, we compared the error rate of the route styles. The analysis shows 

very interesting results. As Table 5.5 depicts, no context map shows the worst 

error rate and the selected context map shows the lowest error rate. This explains 

that the selected map increases navigational performance as well as decreases per-

ceptual loads. As we expected, the participants had more errors with no context 

map. It is an understandable result since the no-context map doesn’t provide 

enough route data. In case of the full context map, since it draws more attention 

than others, the participants may have problem in reading the map and matching 

it to the real world.   

 Full Context Selected Context No Context  

Error rate 0.045 (SD = 0.038) 0.013 (SD = 0.028) 0.072 (SD = 0.064) F(2, 51) = 7.59,  
p < 0.01 

Table 5.5 Error rate for navigation task 

However, we didn’t find any significant difference in the first task per-

formance measures (Table 5.6).  Even though we could see slightly better results 

with the selected-context map in the “distance off from the road” measure, it is 

not statically significant. In case of “number of collected coins” measure, we 

didn’t really see any difference between the route styles. 

 Full Context Selected Context No Context  

Distance off from 
road 29.65 (SD = 18.85) 22.67 (SD = 11.24) 26.12 (SD = 14.87) F(2, 51) = 0.94,  

p = 0.40 
No. of collected 

coins 0.68 (SD = 0.16) 0.67 (SD = 0.16) 0.69 (SD = 0.16) F(2, 51) = 0.08,  
p = 0.93 

Table 5.6 Performance of the driving game task by route map style 
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When we compare the performance measures by session number, we 

could see clear performance gains with “distance off road” measure in sessions 2 

and 3 as Table 5.7 depicted. This could be evidence that there was a learning 

effect on the primary task. However, we could see a similar pattern with the 

“number of collected coins” measure, but the results are not statistically sig-

nificant. Interestingly in both measures, sessions 2 and 3 shows almost identical 

results, so we could see the subjects needed time to get accustomed to the primary 

task during the session 1. However, the order of route style was counter balanced, 

so the other result wouldn’t be affected by the learning effect caused in session 1.  

 Session 1 Session 2 Session 3  

Distance off from 
road 35.21 (SD = 15.27) 21.76 (SD = 13.37) 21.47 (SD = 13.63) F(2, 51) = 5.57,  

p < 0.01 
No. of collected 

coins 0.61 (SD = 0.14) 0.71 (SD = 0.16) 0.71 (SD = 0.16) F(2, 51) = 2.37,  
p = 0.10 

Table 5.7 Performance of the driving game task by session number 
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6 _  C O N C L U S I O N  

6.1 Summary of work 

In this dissertation, we explored the domain of situationally appropriate interac-

tion. Within this problem area, we chose to focus on perceptually optimized dis-

plays. Most current user interfaces do not carefully consider particular “situa-

tions” or contexts of use, thus providing information to the user with the same 

demands of attention no matter what the user’s attentional state is. This can re-

sult in serious breakdowns in communication between the user and the system, 

and is witnessed very often in our daily lives. 

The driving context is a good example of a need for situationally appro-

priate interaction. Many people are now using navigation systems in their vehi-

cles.  However, displays created by location-based software, such as GPS mapping 

applications, are often not straightforward when used in the context of driving. 

Information is crowded and overloaded on the display. Critical information is 

designed and presented in a way that slows down the rate of uptake, interfering 

with the process of learning and remembering the route, encoding the informa-

tion in memory, and making decisions at critical points.  
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In response to this, we designed and developed the MOVE system, a per-

ceptually optimized map display. This system presents optimized geographic in-

formation, and works on the principle that different information has different 

importance within a given situation, and the driver’s attention should be used on 

the more important information. 

This research set out to examine how visualizing complex mapping in-

formation might be useful, by displaying optimized information to the user. We 

theorized that the information the user sees will change based on the user’s prior 

familiarity with a route; whether the user prefers navigating by using landmarks, 

route information, a highly schematized survey information or current position 

and proximity to critical points.  To accomplish this goal, the following research 

activities were undertaken: 

1. Ethnographic research and a literature review of behavioral theory were 

performed to model the overall mechanism of the system.  

At the beginning of this research, a study on navigation was conducted to 

achieve general understanding about how people read, draw and use maps for 

navigation (Lee, Forlizzi, & Hudson, 2008). In this study, participants generated 

route maps from given resources and then navigated the route using the map 

they generated. The study results indicated that people use landmarks, nodes, and 

paths as the primary form of representation, and divide the route into several 

chunks and setup sub-goals for navigation. Also, abstracted forms of a route were 

usually preferred over versions with full visual detail.  

2. Iterative design and evaluation were used to develop the system. 

We derived design principles from the analysis of the literature review and eth-

nographic study. These principles were used to design and prototype a system. 

Design and evaluation were iteratively performed until a desirable prototype solu-

tion was achieved. 
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The used important design principles that we learned from the prelimi-

nary studies were abstraction and dynamic information interaction. As our previ-

ous work and our preliminary studies on navigation indicated, an abstracted form 

of navigational information can reduce the driver’s perceptual load.  

In order to achieve abstraction, the first principle, we defined the five map 

generalization principles, which include: feature selection, simplifica-

tion/smoothing, relative scaling, displacement, and enhancement (Lee, Forlizzi, & 

Hudson, 2005). They were derived from the long history of cartography princi-

ples, and also from the visualization literature.   

The second overarching design principle is dynamic information interac-

tion. Considerable work on dynamic information visualization has explored how 

to present detailed information within a limited screen display without losing its 

entire context (Bier, Stone, Pier, Buxton, & DeRose, 1993; Furnas, 1986). To 

present dynamic navigation information, MOVE reserves the most detail for the 

road segment that the driver is currently passing over, relative to the user’s goal 

within the route. Four different presentation methods have been developed as po-

tential candidates for the MOVE system: Zoom in Context, Route Scrolling, 

Zoom in Context + Route Scrolling, and Zoom in Context + Overview (Lee, 

Forlizzi, & Hudson, 2005). 

After designing an initial prototype of the MOVE system, we performed a 

set of user studies. The first study we conducted was a visual search study. The 

purpose of this study was to obtain a detailed understanding of the perceptual 

effects of the renditions we had devised in our initial sketches. In this study, we 

investigated how particular renditions affect visual search, both when they are the 

targets of the search (providing positive communicative benefit), and when they 

serve as distraction from the target (inducing a negative effect). As a result of this 

study, we found that semantic renditions show better search results than symbolic 
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renditions. The result of this study was later used to create a scoring for rendition 

selection.  

The second study we conducted was an evaluation of design prototypes. 

The purpose of this study was to evaluate the relative merits of our design alterna-

tives and to compare their effectiveness with that of high quality current prac-

tices, and to determine whether our prototype design might satisfy previously 

developed safety guidelines (Green, Levison, Paelke, & Serafin, 1993).

This study used a dual task attention-saturating framework where partici-

pants performed a primary task demanding high levels of attention (using a desk-

top application reminiscent of driving) while performing a secondary task (inter-

acting with the navigation display) whose effects on the first task could be meas-

ured. LineDrive (an existing abstract display) was used for a baseline comparison, 

and the four presentation methods mentioned above were included (Agrawala & 

Stolte, 2001).  

We measured the total number of glances, total fixation time and the av-

erage distance off the road in the desktop driving task. Overall, the MOVE sys-

tem showed great improvement over LineDrive (Lee, Forlizzi, & Hudson, 2005). 

The total number of glances was decreased three times, total fixation time was 

decreased six times, and average distance off the road decreased five times.  

3. Implementing a situationally appropriate, perceptually optimized system. 

The implementation of the system was based on the five map generalization 

principles and our design principles of abstract, dynamic information presenta-

tion. 

There are four steps in the implementation process. First, the Road Layout 

Optimization process works on the principles of Simplification/Smoothing and 

Relative Scaling. It generates the entire route as simply as possible, while making 
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the important portions of the route segment salient. A numerical optimization 

process is used to maximize the length of important portions within the effective 

screen boundary while minimizing less important portions. Second, the Rendi-

tion Selection Optimization process works on the principle of Map Feature Selec-

tion, presenting map features selectively to decrease the driver’s attention to the 

display by reducing the overall amount of information presented. Third, the 

Rendition Scoring process determines how to assign scores to potential rendi-

tions, and a numerical optimization process selects the renditions which maxi-

mize the score of the overall display — maximizing the communicative ability of 

important information while reducing distraction from less important elements. 

Last, the Final Placement Tuning process uses an intervention technique to pre-

vent possible conflicts and clutter within the selected renditions when presented 

on the display. This works on the principle of Displacement.  

4. Evaluation of the perceptually optimized display. 

As a final step of this research, a study to evaluate the effectiveness of the percep-

tually optimized display was conducted. In this study, we wanted to clarify if an 

optimized route map display can reduce driver’s attentional cost when retrieving 

navigational information from the display while driving. 

The study was conducted in real driving context with a dual task atten-

tion-saturating framework; participants performed a primary task demanding 

high levels of attention while performing a secondary task at the same time 

(Wickens & Hollands, 2000). The primary task was a simple driving game, and 

secondary task was to navigate three routes using at three different route map 

displays. For safety reasons, instead of driving a vehicle by themselves, the par-

ticipants gave directions to the driver, one of our experimenters.  

The result of this study supported our theory that optimized displays can 

decrease attentional cost when retrieving information from the display. For 
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analysis, we compared number of glances and fixation time to the display and to 

the outside searching for road signs and their context information. We found 

that the number of glances did not change significantly, but the fixation time of 

the perceptually optimized display has decreased greatly in every measure.  

6.2 Contributions 

The main contribution of this work is a demonstration of a new method for de-

signing and implementing situationally appropriate user interaction. First, this 

work presents a way to construct generalizable measures for visual renditions to 

be used to select optimized renditions for certain conditions. Second, this work 

presents algorithms to build an automatic design system that considers user’s per-

ceptual load.  

To accomplish these goals, the work presented in this thesis has success-

fully embodied interdisciplinary research methods from design, cognitive psy-

chology and computer science, demonstrating how those three different ap-

proaches can be successfully used together in an HCI project. 

In Chapter 3, we first present results from the ethnographic research 

method. From the results, we derived principles of the design of route map dis-

play. The principles were later used to design the system. Then we demonstrate 

how we combined design method and psychology methods. First, we created a 

principle for designing a route map display and applied it to creating prototypes. 

Second, a visual search study was followed by a presentation to measure visual 

element’s attentional cost and benefit. Usually designers estimate these values 

through their insight and design experience, but the method presented in this 

study is generalizable and applicable to many other design projects. Third, the 

evaluation study demonstrated a way to compare design alternatives. For this, we 
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designed a dual task study by modifying Wickens’ dual task framework (Wickens 

& Hollands, 2000). Two measurements — number of glances and fixation time 

— that were devised for the comparison could be used for measuring the design 

evaluation where user’s attention is the main concern. Through this study, we 

also show that a perceptually optimized display can decrease user’s attention by 

three to six times.  

In Chapter 4, we demonstrate algorithms that build a perceptually opti-

mized display. The first contribution in this chapter is a demonstration of using 

our design principles in the implementation of the system. For this, we discussed 

the human designer’s design process and presented a way to simulate the process 

for automatic design layout. This will be beneficial to both the design and com-

puter science communities in many ways: For the design community, it will be 

more clear how to generalize the design process to be used in the automatic sys-

tem design. For the computer science community, this work demonstrates how 

to use design activities in building human-centered system.  

We also demonstrate how to build a scoring table for rendition selection 

process using the result of our visual search study. The specific scoring table cre-

ated in this process may not be applicable to other domains; however the meth-

odology used in this work to gather human-centric data and to build an algo-

rithm for computation could be generalizable and applicable to other domains.  

In Chapter 5, we presented a new evaluation study method for an in-

vehicle user interfaces. Generally, various types of driving simulators are used to 

evaluate a user interface for vehicle, but they don’t usually provide the rich con-

text of a real driving experience. In our experiment, we demonstrate a way to 

conduct an evaluation study in a real driving context while minimizing possible 

danger. This method can be applied to the evaluation of various in-vehicle user 

interface projects.  
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6.3 Future Work 

Moving forward, we are interested in extending the work on designing situation-

ally appropriate user interfaces to the ubiquitous computing environment. As 

pervasive computing will be more popular in the near future, users will be ex-

posed to more informational displays in diverse situations. Also, more advanced 

sensor technology will enable us to gather more information about users and 

their situations. From the interaction designer’s perspective, the central issues will 

no longer be retrieving, generating, and delivering information. Instead, the 

emergence of increasing needs for understanding the user’s situation and the 

costs and limitations facing the user in making use of that information will be 

important issues.  

Since it is not possible to consider every situation that users may encoun-

ter in a pervasive computing environment, it is not likely that a designer can cre-

ate a single user interface that suits every situation. Instead, by using the de-

signer’s experience and process, we can automatically generate a user interface 

that is appropriate to the user’s certain situation. The work presented in this thesis 

is an example of how technology can be used to imitate the design process and 

create a situationally appropriate display through its iterative optimization proc-

ess. 

From my personal experience as an industrial and interaction designer, I 

understand that every design process involves an optimization process. When 

designing, designers have to deal with lots of variables and constraints. For ex-

ample, when a designer lays out a page, he or she considers the target reader of 

the page, the place where the page is being presented, colors, themes, typeface 

styles, and so on. Even though an experienced designer would have built up 

his/her own design rules and disciplines through the design practice, there are al-

ways conflicts caused by constraints. When this happens, an experienced designer 
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assesses conflicts by weighing the problem, and considering the priority of the 

condition through an iterative design process. During this process, several design 

alternatives are created, and then finally one of the alternatives is selected for the 

most optimized design for the situation. As we discussed earlier in this thesis, the 

process is very similar to a numerical optimization process, which is an iterative 

method to find the best solution for multiple conditions. As the work presented 

in this thesis shows, a numerical optimization process can be used to create a user 

interface design automatically when a human designer cannot be involved.  

In conclusion, we believe if we carefully work on generalizing the de-

signer’s design process, then we can apply the resulting theory to ‘situationally 

appropriate user interfaces.’ Our future research will focus on this theory, and we 

hope to develop a system that generates adaptive user interaction while taking 

into consideration the user’s attentional states, preferences and other variables.  
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7 _  A P P E N D I X :   

D E S I G N  G U I D E L I N E S  A N D  R E C O M M E N D A T I O N S  

7.1 Introduction 

The purpose of this appendix is to provide design guidelines for navigational in-

terfaces to be used by drivers. This is not a list of strict design requirements to be 

followed during the design process. Instead, these guidelines try to provide rec-

ommendations to those designing navigational information displays. These 

guidelines are based on research from the disciplines of human factors, cognitive 

science, human-computer interaction, and information design. By providing the 

major findings from related areas, we expect designers can build their own consis-

tent rules when designing future systems.  

Our guidelines focus specifically on visual information. While many 

modern navigation devices are equipped with auditory information, and some 

research has shown that auditory information can help reducing perceptual load 

of visual displays (Walker, Alicandri, Sedney, & Roberts, 1991; Burnett, 2000; 

Liu, 2001; Gröhn, Lokki, & Takala, 2005), auditory information is out of scope of 

our present research. Also, this appendix does not consider conventional vehicle 
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controls and instrument panels such as the speedometer, tachometer, fuel gauge, 

turn signal, audio device buttons, and so on.   

This work is presented in two sections: design principles and design rec-

ommendations. In the design principles section, high-level principles are pre-

sented to give an overall of goals for designing navigational information dis-

plays. In the design recommendations section, we described more detailed rules 

that need to be considered to achieve the goals described in the previous section. 

The recommendations were generated by considering the treatment of visual 

elements and their properties such as typeface, size, and color.  

7.2 Design Principles 

Design principles presented in this section provide high-level goals to increase 

usability of systems and to decrease search time for specific information. 

7.2.1 Predictability 

Guideline: Systems should be designed with predictable alerts and warnings so 

that drivers can construct a mental model of how the system behaves. 

 
Predictability supports the user by determining the effect of future action 

based on past interaction history (Dix, Finlay, Abowd, & Beale, 2003). For exam-

ple, many current in-vehicle navigation systems provide auditory or visual feed-

back to the driver a few miles before the next turn, so that the driver can have 

enough time to prepare. Once the driver has been exposed to the system, the 

feedback is predictable, because the driver can predict what will happen in the fu-

ture.  
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7.2.2 Familiarity 

Guideline: Utilize appropriate affordances to enhance the driver’s perception 

of the system. For example, use familiar road symbols as featured in the na-

tional highway system to make the system more understandable.  

 
Familiarity extends and applies the user’s knowledge and experience in 

other real-world situations to the interactions with a new system. Familiarity has 

to do with a user’s first impression of the system. In this case, we are interested in 

how the system is first perceived and whether the user can determine how to initi-

ate any interaction (Dix, Finlay, Abowd, & Beale, 2003). 

Familiarity often accompanies what psychologists call affordances 

(Gibson, 1979). This concept states that the shape and other attributes of things 

suggest how they can be manipulated. The appearance of the object stimulates a 

familiarity with its behavior (Dix, Finlay, Abowd, & Beale, 2003). In his book, 

“The Psychology of Everyday Things (1998),” Donald A. Norman described 

affordances as follows: (Norman, 1988) 

You are approaching a door through which you eventually want to pass. 

The door, and the manner in which it is secured to the wall, permits opening by 

pushing it from its ‘closed’ position. We say that the door affords (or allows, or is 

for) opening by pushing. On approaching that door you observe a flat plate fixed 

to it at waist height on the ‘non-hinge’ side, and possibly some sticky finger marks 

on its otherwise polished surface. You deduce that the door is meant to be pushed 

open: you therefore push on the plate, whereupon the door opens and you pass 

through. Here, there is a perceived affordance, triggered by the sight of the plate 

and the finger marks, that is identical with the actual affordance. Note that the 
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affordance we discuss is neither the door nor the plate: it is a property of the door 

(the door affords opening by pushing). 

7.2.3 Consistency 

One of the most important and commonly cited principles in designing interac-

tive systems is consistency, when behavior is similarly defined for similar situa-

tions or similar task objectives (Dix, Finlay, Abowd, & Beale, 2003). Alvin Eis-

enman taught that “similar information should be presented in a similar form;” 

likewise Hugh Dubberly suggests “similar tasks should be accomplished in similar 

ways.” (Dubberly, 2008) 

The advantage of the consistently designed information system is that a 

user of the system can significantly reduce perceptual load when using the sys-

tem. For example, if a navigation system uses a consistent location and style to 

show next turn information, the driver can save time searching for that same 

kind of information in the future. However, consistency can be difficult as it can 

take many forms. It is not just a single and fixed form of a property. Instead, 

consistency can be applied relative to something (Dix, Finlay, Abowd, & Beale, 

2003). This concept will be discussed in the following section.  

The consistency rules for designing an in-vehicle navigation system can 

be categorized as follows: 

7.2.3.1 Location Consistency 

Guideline: Visual features presented on a display should have consistent loca-

tion rules. Alternative location rules should be provided in the event of a con-

flict.  



 

Appendix: Design Guidelines and Recommendations 143 

The first rule is location consistency. It conveys that all information dis-

played on the screen should be placed using consistent rules. For example, a com-

pass symbol should be always located on the top-right corner of the screen (Figure 

7.1). Or, a road name label should be always placed beneath the rendition of the 

road. If the first location choice is not possible due to screen clutter or some other 

reason, then the compass symbol can be moved to the top-left corner of the 

screen and the road label can be placed over the road as an alternative. As these 

examples describe, the location consistency does not just enforce a single and 

fixed location of an element. Instead, it should carefully define any possible alter-

natives for the location just in case the first choice is not available. By doing this, 

the driver can reduce searching time for particular elements. 

 

Figure 7.1 The preferred location and alternative location of the compass symbol 

However, there are elements that always demand the same location con-

sistency. Labels, such as speed of the vehicle, remaining time and distance to the 

destination, or heading direction (e.g., north, south, or north-east) of the vehicle 

should be placed in pre-assigned locations on the screen. In addition, the buttons 

for the destination input and the error message box should also have a fixed loca-

tion.  
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7.2.3.2 Element Consistency 

Guideline: Consistent properties should be maintained over the design of an 

entire system. 

 
The second rule is element consistency. Every element on the screen has 

its own properties — size, color, typeface, weight or style. These properties make 

it easy to distinguish one element from another.  

 

Figure 7.2 Element consistency. Drivers can stylistically differentiate the current road and the next road 

Figure 7.2 is an example of this element consistency. In this example, the 

current road labels (e.g., Main St. and Center Ave.) are consistently rendered us-

ing the same typeface, the same font size and the same color. They are precisely 

distinguished from the next road labels (e.g., Forward St. and Fifth St.). Thus, 

consistency not only will enhance the driver’s learnability, but also reduce the 

driver’s attention to the display — the driver will easily notice the type of infor-

mation with only minimal glances. Element consistency means that the same 

kind of information should be designed using the same properties.  

Table 7.1 shows a list of elements and properties that should be used in an 

in-vehicle navigation system:  
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 Size Weight Color Style Pattern Typeface 

Line  + + + +  

Shape + + + + +  

Symbol +  +    

Text + + + +  + 

Number + + + +  + 

Table 7.1 Types of visual elements and their properties 

7.2.3.3 Terminology Consistency 

Guideline: Messages, abbreviations, and other text outputs should be dis-

played using consistent rules. 

 
The third rule is terminology consistency. The messages that are induced 

by the system should have consistent form and terminology so that a user can 

quickly interpret their meaning. For example, “Oops, you should have turned left 

at the previous street” or at other times, “Error, missed left turn for previous 

street” would be inconsistent (Green, Levison, Paelke, & Serafin, 1993).  

In navigation systems, text is often abbreviated to save space. These ab-

breviations should take a consistent form. For example, for the road label “North 

Craig Street,” “N Craig St.” in one place and “N. Craig Str.” in another place is 

inconsistent. Similar to this, “H” in one place and “hlp” in the other place for 

“help” would also be inconsistent.   

Finally, units also need to be consistent. Mixed use of “km” and “miles” 

would confuse the driver. Even in the same unit system, for example metric, us-

ing “m” in one place and “km” in another place would be inconsistent.  
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7.2.3.4 Timing Consistency 

Guideline: Notifications should be delivered at consistent intervals. 

 
When the system delivers auditory or visual notifications to the user, the 

notifications should be presented at consistent intervals. For example, when a ve-

hicle is approaching a turn, if the system sometimes gives notification of the turn 

2 miles before the turn at one time, and 0.5 miles before the turn at another 

time, the notifications are not being delivered consistently.  

7.2.3.5 Affordability 

Guideline: Only an appropriate amount of information should be presented 

to reduce driver’s attention demand when looking at the display. 

 
The context of driving requires lots of attention. In such situations, an in-

vehicle navigation system should exist to support the user’s primary task rather 

than interrupting it. In his Eight Golden Rules of Interface Design, Ben Shneider-

man suggested that the system should reduce user’s short-term memory load by 

keeping displays simple and consolidating multiple page displays (Shneiderman, 

1998). 

Human short-term memory isn’t a vast resource. Therefore, a navigation 

system should only deliver information that can be processed within this re-

source. In the driving context, most of the driver’s cognitive resources are allo-

cated to the driving task. In-vehicle navigation systems should be designed as 

simply as possible while providing understandable information to the driver.  
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7.3 Design Recommendations 

Design recommendations in this section are based on a compilation of research 

findings from the fields of human factors, cognitive science, human-computer 

interaction, and information design.  

7.3.1 Legibility 

When designing a paper map, contrast between the background and the labels 

and adequate text size are employed to enhance legibility. For example, low satu-

ration colors may be used in the background to enable text to be more visible. In 

designing such features, attention should be given to the conditions in which the 

maps may need to be read. For example, poor illumination of the features will 

cause poor legibility (Wickens, Liu, & Gordon-Becker, 1998). 

Legibility may sometimes be compromised because of the need for detail 

(Wickens, Liu, & Gordon-Becker, 1998). If a lot of information must be pre-

sented within a given space, legibility will be sacrificed at some level. Electronic 

maps can display detailed without sacrificing legibility. However, they may lose 

context. For example, we can maintain legibility by zooming in to a specific loca-

tion of a map, or dynamically reducing legibility of features which are not impor-

tant.   

Guidelines for legibility can be sub-categorized as the following: 
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7.3.1.1 Character Size 

 

Guideline: Character size should be 0.25 inch (6.4 mm) high or larger 

 
Character size is an important aspect of legibility. Character size can de-

termine if information can be read and how long it will take to read the informa-

tion (Green, Levison, Paelke, & Serafin, 1993). For this reason, the legibility of 

text has been widely explored in human perception and vision studies. The litera-

ture shows that when measuring the legibility of a target visual stimulus, referring 

to its absolute size does not make any sense because its size can be different as the 

distance to the stimulus changes. For example, both a one-centimeter object at a 

distance of one meter and a two-centimeter object at a distance of two meters 

will be perceived as same size in the human retina. So, what really matters is 

visual angle, not absolute size.  

Visual angle is the angle that a visual stimulus subtends at the eye (Figure 

7.3). The visual angle of a stimulus on the retina can be calculated by taking the 

height of the stimulus divided by the distance between the stimulus and the retina 

(Figure 7.3). It is usually measured in degrees or minutes of arc (Sanders & 

McCormick, 1993). 

Texteye

distance = 28 inches

height = 0.25 inches
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Figure 7.3 Visual angle 

Calculation of the Visual Angle (after Sanders and McCormick, 1993)   

va = visual angle (in minutes) = 3438 x h/d 

where: 

d = distance between the eye and the character 

h = character height (total letter height) 

 

Based on this theory, considerable research has presented legibility predic-

tions that can be used to design a variety of information applications. Among 

them, one the most commonly referenced recommendations is the one from Pe-

ters and Adams (1959): 

Letter Height (in) = H = .0022D + K1 + K2 

where:  

D = Viewing Distance (in) 

K1  = Correction factor for illumination and reading situation  

 = 0.06 for illumination > 1.0 fc, favorable reading conditions  

 = 0.16 for illumination > 1.0 fc, unfavorable conditions or  

    illumination < 1.0 fc, favorable conditions  

 = 0.26 for illumination < 1.0 fc, unfavorable conditions  

K2  = Correction for Importance  

 = 0.075 for emergency labels, counters, scales, legend lights  

 = 0.0 for other (unimportant) panel markings  

Ah

d d’

θ θ’
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According to Peters and Adams (1959), a standard console’s viewing dis-

tance is 28 inches, and K1 is 0.16 inches. So the recommended height of unim-

portant characters are about 0.22 inches high (K2 = 0.0), and important charac-

ters are about 0.30 inches high (K2 = 0.075). However, Green et al. (1988) 

showed that the recommendations from Peters and Adams (1959) were not sup-

ported by empirical data (Green, Goldstein, Zeltner, & Adams, 1988). 

For this reason, Green et al. (1993) suggested that one of the most general 

expressions for determining required character height is Smith’s Bond Rule 

(1979), which states that the visual angle of a character should be at least 0.007 

radians (Green, Levison, Paelke, & Serafin, 1993). During his study, Smith tested 

the maximum reading distance legibility of 314 different sample test materials. In 

this study, 547 viewers walked up to the materials and stated when they could 

read them (Smith, 1979). The test material used in the study covered a wide vari-

ety of fonts, stroke widths, and spacing. The viewers participated in a study that 

also covered a wide range of visual acuity and age. The viewing conditions also 

varied. 

As Figure 7.4 depicts, the distribution of 2007 viewers’ responses showed 

that test materials were legible when the subtended viewing angle was 0.007 radi-

ans or less. With this result, Smith determined that for small visual angles less 

than seven degrees, the sine, tangent, and angle measure in radians are all equal 

to three significant figures, and the following formula to predict character height 

was developed (Smith, 1979): 
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Height = 0.007 x Viewing Distance (D, same units as height) 

 

Figure 7.4 Ratio of Letter Height to Viewing Distance (Smith 1979) 

By following Smith’s rule, Green et al. (1993) found that the character 

size of the in-vehicle display that at the standard panel viewing distance, which is 

28 inches (or 700 mm), characters should be 0.196 inches (0.007 x 29 in) high 

(4.9 mm). However, displays mounted on the center console of a vehicle are 

often at a slightly greater distance, requiring a larger character size. For displays 

mounted on top of or near the top of the center console, character height should 

be approximately 0.26 inches high (6.4 mm) (Green, Levison, Paelke, & Serafin, 

1993). 

However, the minimum legibility requirements tested under laboratory 

conditions can be generally too small for rapid reading under driving conditions. 

According to the research from Boreczky et al. (1988), the smallest character size 

tested in the driving conditions were about 5 mm, which is almost identical to 

the minimum requirement of Smith’s Bond Rule. However, the research also 

found that when increasing the character size to 9 mm, reading time of the char-
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acter was decreased by 15 to 20 percent, and increasing the size further to 12 mm 

to 16 mm resulted in further decreased reading time, although the gains were di-

minishing (Green, Levison, Paelke, & Serafin, 1993). So, it should be noted that 

the character size should be increased under the condition where the display needs 

to be read quickly. 

7.3.1.2 Typeface 

 

Guideline: Use a plain typeface designed for screen to maximize legibility.

 
In early human factors research, numerous studies examined the effect of 

fonts on reading performance. Many issues exist in applying these results to the 

design of navigational displays, because display technology has been changed 

greatly during recent years.  

For example, Plauth (1970) compared reading performance of three fonts, 

which were generally used in aircraft displays at the time. According to the study 

result, the segmented fonts — what we still can see from many digital clocks — 

should not be used in applications where accuracy is critical and exposure time is 

severely limited (Plauth, 1970). Another study from Snyder and Maddox (1978) 

examined the design variation of dot matrix fonts concerned with finding opti-

mal dot size-shape-spacing combinations for 5x7 dot matrix characters as a func-

tion of ambient illumination. The study compared three dot element shapes 

Forbes Ave
Forbes Ave

Forbes Ave

Forbes Ave
Forbes Ave

Forbes Ave

Recommended Not Recommended
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(square, horizontally elongated, vertically elongated), three element sizes (0.76, 

1.14, 1.52 mm), and three between element spacing/element size ratios (0.5, 1, 

1.5) (Snyder & Maddox, 1978). As we can see from these research examples, the 

early studies didn’t really focus on the issue of typeface design. Many studies 

showed that differences among typefaces have less impact on legibility than 

physical characteristics such as size or contrast (Cornog & Rose, 1967). 

Despite the advance of display technologies, the old argument that differ-

ences among typefaces have less impact on legibility seems still controversial. Ac-

cording to the study result from Boyarski et al. (1998), serif fonts were more legi-

ble compared to sans serif fonts (Boyarski, Neuwirth, Forlizzi, & Regli, 1998). The 

study also shows that fonts specially designed for screen display (e.g., Georgia and 

Verdana) are more legible than the ones designed for print materials (e.g., 

Times). However, following studies from Bernard et al. show that no typeface 

effects were found for perceptions of font legibility of attraction, particularly be-

tween the fonts designed for the computer screen (Bernard, Liao, & Mills, 2001; 

Bernard, Chaparro, Mills, & Halcomb, 2003). On the contrary, more recent stud-

ies from Subbaram et al. (2004) show that sans serif fonts have better legibility 

than serif fonts. This study also shows that heavier stroke widths were more legi-

ble than thin stroke widths (Subbaram, Sheedy, & Hayes, 2004). Interestingly, 

the first two studies were conducted under CRT display condition while the later 

one was conducted under LCD condition. Since most current in-vehicle naviga-

tional displays are equipped with LCD screens, it might be reasonable to rely on 

the LCD study results, but the work needs further validation. At this time, instead 

of providing specific guidelines for choosing typefaces, it may be better to for sys-

tem designers to choose. 

However, some rough guidelines can be presented. First, plain fonts are 

more preferable and more legible when compared to ornate typefaces. Previous 

research has found that older adults generally prefer sans serif fonts to serif fonts 
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for printed material (Vanderplas & Vanderplas, 1980). Green et al. (1998) also 

suggested that plain typefaces (Geneva, Helvetica) are more legible than ornate 

ones (such as London). Additionally, fonts that are designed for screen display 

(e.g., Georgia and Verdana) are preferable, because they rely on larger x-heights 

than the ubiquitous Times Roman. These founts should probably be given more 

vertical breathing room with extra line-spacing (Boyarski, Neuwirth, Forlizzi, & 

Regli, 1998). 

7.3.2  Readability (or Understandability) 

  

Guideline 1: Use mixed case instead of all capital letters. 

  

 

Guideline 2: Use consistent rules when creating abbreviations. 

 

 

 

 

Turn Right at Forbes Ave (o)

TURN RIGHT AT FORBES AVE (x)

Boulevard Blvd
Abbreviation Rule:

Baum Blvd (o)
Sunset Blvd (o)
Hollywood blvd (x)
Brookline Bld (x)
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Guideline 3: Use common abbreviations.  

 

A message that consists of mixed case, for example “Right lane closed for 

next five miles,” is much easier to read than upper case, “RIGHT LANE CLOSED 

FOR NEXT FIVE MILES” (Green, Levison, Paelke, & Serafin, 1993). Therefore, 

mixed case messages should be employed instead of all capital letters when pre-

senting a message on the screen. If messages need to be displayed in all capital 

letters, then they should be consistent 

Due to the limitations of screen real estate, words or sentences are often 

presented in abbreviated form. When creating abbreviations, it is recommended 

to use consistent rules so that people can reconstruct them (Green, Levison, 

Paelke, & Serafin, 1993). Green et al. (1998) recommended two commonly ac-

cepted abbreviation rules: vowel deletion and truncation. However, Department 

of Transportation made a list of commonly used abbreviations, so it is recom-

mended to use the common abbreviations, if available (Green, Goldstein, 

Zeltner, & Adams, 1988). Following table is an example of well-understood ab-

breviations. 

 

 

 

Boulevard Blvd
Common Abbreviation Rule:

Highway Hwy
Road Rd
Freeway Fwy
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Word Abbreviation Strategy % Agreement 

Freeway Frwy vowel deletion 100 

Highway Hwy vowel deletion 100 

Left Lft vowel deletion 100 

Parking Pking last syllable 100 

Service Serv truncation 100 

Traffic Traf truncation 100 

Warning Warn truncation 100 

Boulevard Blvd vowel deletion 96 

Speed Spd vowel deletion 96 

Center Cntr vowel deletion 92 

Entrance Ent truncation 92 

Freeway Fwy vowel deletion 92 

Information Info truncation 92 

Normal Norm truncation 92 

Shoulder Shldr vowel deletion 92 

Emergency Emer truncation 88 

Expressway Expwy vowel deletion 88 

Maintenance Maint truncation 88 

Travelers Trvlrs vowel deletion 88 

Road Rd vowel deletion 88 

Slippery Slip truncation 88 

Table 7.2 Well-understood abbreviations 
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7.3.3 Color Scheme and Contrast 

 
Guideline 1: Use high contrast. 

  

 
   (daylight)             (night)  

Guideline 2: Color scheme should consider ambient lighting condition. 

  

 
Guideline 3: Use color consistently. (e.g., same landmark with same color 

coding) 
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Guideline 4: Use color to draw attention, communicate organization, and in-

dicate status. 

 

 
Guideline 5: Limit color-coding to eight colors (four or less is preferable)  

*note: these specific 8 colors are not necessarily a recommended color set. 

 
Cobb and Moss (1928) examined the effect of four basic visual factors on 

legibility — these are target size, target luminance, background luminance, and 

exposure duration. Nine participants viewed a stimulus mounted on a disk that 

was spinning at high speed. The spinning disk then stopped for some variation of 

time for exposure. Target size was also varied and the contrast was adjusted by 

changing the background luminance and target luminance (Cobb & Moss, 

1928). The study results show that for fixed visual angles, the primary factor that 

affects visual threshold is contrast ratio. This is followed by illumination level and 

exposure duration. Therefore, it is necessary to maintain high contrast ratio for 

important features when placed on the display.  

When choosing the color scheme for a navigational display, some human 

factors guidelines recommend light characters on a dark background (known as a 

negative color scheme). Green et al. (1993) provided several reasons for this rec-

ommendation: since there are more pixels for the background than the text in 
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the foreground, using a dark background will minimize the luminous output, and 

consequently minimize glare from the display (Green, Levison, Paelke, & Serafin, 

1993). However, this recommendation is not always applicable, especially with 

new LCD technology. It is generally said that LCDs show lower luminance than 

CRT displays and are usually designed as “non-glare” screens. Instead, our rec-

ommendation is that the screen color scheme should change considering ambient 

lighting conditions — under a sunny day light condition, positive color scheme 

(dark characters on a light background) would be better for legibility, while a 

negative color scheme would be better under night vision condition.   

Also, Mayhew (1992) pointed out that color should be used consistently 

for informational displays, with each color always used for the same purpose 

(Mayhew, 1992). To achieve this goal, it is recommended that the interface 

should first be designed in monochrome, and then color should be added to draw 

attention, communicate organization, and indicate status. Color-coding should 

be limited to eight colors, but four or less color-coding is preferable (Wickens, 

Liu, & Gordon-Becker, 1998). 

7.3.4 Abstraction 

Guideline 1: Minimize the amount of information to reduce search time. 
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Guideline 2: When abstracting map information, apply generalization rules 

consistently. 

Map reading is primarily a search task (Lee, Forlizzi, & Hudson, 2008). 

When navigating, a driver keeps searching for interesting and relevant features 

from large sets of information. Thus, reducing the amount of information that is 

presented to a driver is recommended to reduce searching time. However, prior 

work (Goldstein, 2002) also found that if a pop out is provided, search time can 

be consistently fast no matter how many distracters exist. This means that con-

sidering saliency, a measure of relative importance, is another important factor 

when abstracting information. 

When designing an abstracted map, not all of the information in the dis-

play will be of equal importance (or equally likely to be the target of a visual 

search) in any given situation. Lee, Forlizzi et al. (2008) has suggested that by us-

ing the most salient and attention demanding display elements only for the 

likely high importance items, while lowering the salience or even removing oth-

ers, we can expect to achieve a perceptually efficient display (Lee, Forlizzi, & 

Hudson, 2008). 

 

Figure 7.5 Areas of different importance 

1

2 Fifth Ave.

A

B

C
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Figure 7.5 shows a depiction of how different areas of the display are as-

signed different importance. The display is divided into three regions. Region A is 

what is most important to the driver — the information about the next turn. Re-

gion B is the next most important information — the area surrounding the cur-

rent position of the vehicle, working forward to the next turn once it is close 

enough. Region C encompasses the remaining surrounding area (where minimal 

or no renditions are used). 

According to study results from Lee, Forlizzi et al. (2008), symbolic rendi-

tions show more searching time than semantic renditions. Thus, semantic rendi-

tions should be used primarily for important areas (region A, and sparingly in 

region B), while symbolic renditions should be used in areas that need less visual 

salience (region B and occasionally in region C). Finally, pop-out inducing rendi-

tions should be used very sparingly and only in locations of most likely current 

interest. 

Prior work from Lee, Forlizzi et al. (2005) has also identified five map 

generalization principles when abstracting navigational information (Lee, 

Forlizzi, & Hudson, 2005). First, Map Feature Selection is used to guide selection 

and display important features among the large set of map elements since not all 

of them are needed. Feature selection should be done based on the current vehi-

cle’s location — for example, crossroads and landmarks in front of the current 

vehicle position become candidates for selection. Second, Simplifica-

tion/Smoothing suggests that unnecessary road shape points can be removed. 

Generally, drivers are unaware of a road’s actual shape or curvature while driving. 

Third, Relative Scaling suggests that the importance of different map features can 

also be reflected through scaling. The scaling factor of a road segment can be de-

termined based on the importance of the segment in the route. Forth, Displace-

ment suggests that labels and renditions that are displayed can be offset from their 

original positions to prevent clutter. Related to this, Green et al. (1993) suggested 
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that all gaps between lines should be at least 0.6 mm (0.025 inch) wide so that 

people can discriminate each map feature (Green, Levison, Paelke, & Serafin, 

1993). However, while abstraction generally increases searching time, detail can 

enhance navigation in some places. The final principle is Enhancement, which 

suggests using details when features are important to the current driving context 

— for example, at the final destination of the route, for features associated with 

the next or current turn, and for features associated with the road segments be-

tween the current position and the next turn.  
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