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Abstract

Millions of people now participate in Massively-Multiplay Online Games (MMOGS), placing
tremendous and often unpredictable maintenance burdetiemroperators. Thus, understanding
the dynamic nature of MMOG players is critical for the deggnand implementers of the systems
and networks that host MMOGs. This paper improves our unaedsng of player dynamics in
MMOGs by collecting and analyzing a 5-month long measurdrstrdy of World of Warcratft,

a leading commercial MMOG. Our novel findings include thddwing: First, the distribution
of player session lengths is similar to that of peer-to-géersharing sessions, despite a game’s
interactive nature, but has a shorter tail. Second, we fineraégood predictors of session length,
such as in-game character level or age. Third, despite thialswture of MMOGS, interactivity
between players accounts for little of the dependence lestwgessions of different players, and
most sessions are not correlated at long time scales. Faréimges to a game’s virtual world

can cause dramatic shifts in the population densities gfaime locations, which are otherwise
relatively stable.






1 Introduction

The popularity of Massively-Multiplayer Online Games (MNBS) has grown astronomically in
the past few years, now with more than 12 million particigdt”] and market value surpassing $1
billion [20]. The most popular MMOG is Blizzard Entertainnt&s World of Warcraft [25], which
has has 8.5 million subscribers alone [26] and is the focukisfstudy.

MMOGs are computer games where thousands of players int@rdceach other online in a
persistent virtual world. Unlike other games where playens win or lose, players in an MMOG
can never reach a state where they are considered to havéagigarne and, thus, usually subscribe
to play for months or years. Players not only interact witbheather and the virtual world, but
sometimes also participate in building the virtual workkif (e.g., in Second Life [22]). The large
number of persistent connections, computation burden anhtaiaing a real-time virtual world,
and bandwidth requirements of online content distribuath place tremendous demands on
the systems and networks that host MMOGs. Therefore, amsratust understand the dynamic
nature of players in order to better manage their resources.

In order to reduce some of these burdens, there has also tieeest in building MMOGs as
distributed systems, for example, as peer-to-peer aggitawhere game clients act as peexg.(
[2], [9], [16]). In such systems, player behavior is even encritical to the reliability of the game.
In particular, distributed game designs must take into astthe churn inherent in MMOG player
participation.

This paper presents the results of an extensive study oéptiynamics in World of Warcraft,
the leading commercial MMOG. By making innovative use of Wierld of Warcraft client along
with an infrastructure to automate the client, we monitotteel dynamic behavior of over 1000
players within the game world for 5 months. In addition tostheneasurements, we contribute
detailed analysis of the variation in player participatmvrer time, the characteristics of player
session lengths, downtimes, inter-arrival times, andlaldity, the aggregate player churn rate,
the degree of player independence, and characteristicaypftisne in different locations in the
game. Our key novel findings include the following:

e The distribution of player session lengths is very simitathat of peer-to-peer file sharing
sessions, despite a game’s interactive nature, but hagtestail.

e We find several good predictors of session length, such ganme character level or age.

e Despite the social nature of MMOGs, interactivity betweéyprs accounts for little of the
dependence between sessions of different players, andsessions are not correlated at
long time scales.

e Changes to a game’s virtual world can cause dramatic shiftiserpopulation densities of
in-game locations, which are otherwise relatively stable.

The remainder of this paper is organized as follows. Se@ipresents related work. Section 3
describes our measurement methodology and data setsorségiresents detailed analysis of our
measurements. Section 5 summarizes key implications afesuits for operators.



2 Reated Work

Previous work similar to ours falls into three categoriesMMG studies, studies of other game
genres, and characterization of user behavior in other{oepeer systems.

User Behavior in MM OGs. Chenet. al.’s study of player interaction in the MMOG ShenZhou
Online [6, 7] is the most similar work to ours. There are twy kifferences that distinguish our
study: First, their measurement technique is markedleckfiit than ours, making use of network-
level packet traces collected from the local network hagstiie MMOG. Our techniques do not rely
on access to an MMOG operator’s network and thus are morly ikde applicable to other games.
Second, their study only examined player activity over gasiof less than one day, whereas we
measure and analyze player behavior over several montlesefine our study reveals long-term
trends that have not yet been studied.

The PlayOn [18] project is an on-going census and measuitestiggy of World of Warcratft,
with emphasis on social behavior and interaction [10]. &irtio our study, the PlayOn project
also uses client modifications to gather their measuremeétasever, they focus on sociological
aspects of gaming, whereas our focus is on the effects oéplaghavior on systems and networks
provisioned for MMOGs.

User Behavior in Other Games. Chambert. al. [5] conducted a measurement study of several
online games, focusing on the first-person-shooter (FPBlegaounter-Strike. While some of
the games that were measured can loosely be considered MMO&€3sajority were games that
consist of separate game rounds lasting at most a few hounsexample, in FPS games like
Counter-Strike, Quake, or Halo, rounds rarely last more B@minutes. Thus, player sessions
in such games are heavily influenced by the length of gamedouiss expected, we observe that
player behavior is markedly differentin an MMOG. Feng ef14d]] and Henderson and Bhatti [14]
also present measurements of FPS games.

User Behavior in P2P Systems. As mentioned earlier, there have been several proposals for
building multiplayer games as distributed systems [2, 9, T@us, it is useful to compare player
dynamics in an MMOG to the peer dynamics in common peer-&y-gpplications for which there
has been considerable study.

Stutzbach and Rejaie [24] conducted an analysis of chues iatP2P file sharing systems,
and provided a set of guidelines to follow when attemptingrieasure churn. We use similar
metrics for measuring player sessions in MMOGs. Sen and VJ2Bjgprovide an analysis of
peer-to-peer file sharing traffic, with some information @sson lengths. Gummasi. al. [13]
also provide a characterization of session lengths in tHe &&lication Kazaa. In contrast to
file sharing applications, MMOGs are interactive and playanly remain online while actively
participating in the game. Surprisingly, we find that somarebteristics, such as session length,
are not dramatically different in MMOGs despite this distion. Nonetheless, we also find that
there is not a stable core of long-lived players as therecarg-lived peers in file sharing networks.

Guhaet. al. [12] present a study of peer behavior in the Skype voice-tRdP2P network
and Yuet. al. [27] present a study of user behavior in a video-on-deman®}\éystem. As with
MMOGs, there has been interest in building these types désysin a P2P fashion. Although
these applications also require some user attention dpartgcipation, they do not require as much
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Experiment | Length (days) | Sample Size | Mechanism | Polling Interval (minutes)

Long-term 71 1,100 polling 5
Location 21 NA polling 2
Detailed 28 50 callback NA

Table 1: Summary of the experiments conducted.

interaction as games and are not typically social in natd@eover, the average duration of phone
calls is much shorter than the average MMOG session timdewhssions of participants in VoD
systems will be heavily influenced by the length of videoserglas MMOGs are open-ended.

3 Methodology

3.1 World of Warcraft

We first describe the object of this study, World of WarcraftolV), and aspects of the game
that are pertinent to understanding our results. All of ¢helsaracteristics have analogs in other
Massively Multiplayer Role Playing Games (MMORPGS), thestrmmmmon MMOG sub-genre.
Thus, we believe our study is representative of most MMORPGs

Realms. To accommodate 8.5 million subscribers [26], World of Waftusesealms, which are
independent copies of the game world, each hosting seveyakand players. Players choose a
realm in which they wish to play in, and their character istfeund to that realm. The typical
realm chosen for the measurement study was Frostrsivigile a realm might actually be served
by a cluster of machines, in this paper we refer to the hodt@féalm as theerver.

Most other popular MMORPGS, such as Everquest and FinalBgr®nline, use identical
mechanisms to manage large subscriber bases (realms @aaldsl shards).

Characters and Levels. A character corresponds to an in-game avatar controlled by a player,
which possesses a set of attributes as well as an invent@guwpment. The key attributes that
concern us are the charactename andlevel. A character’s name is a unique identifier, and a
character'devel is an in-game measure of the character’s experience. A hlghel character is
more powerful and has access to more content in the game. c@&argain levels by performing
actions such as killing monsters or completing quests. Aadtar’s level is strictly increasing from
1 to 70; characters cannot lose levels. Nonetheless, thaga@layer takes months to advance a
character beyond level 60. In this paper, we use the ternyepénd character interchangeably.

To our knowledge, all MMORPGs have some measure of charalbiiély such as player level.
Killing monsters and completing quests to advance levelako common traits.

Factions. In each WoW realm, there are two opposing gdaations, the Alliance and the Horde.

Frostmane is a typical Player-vs-Player realm. The otherrealm types are Player-vs-Environment, in which
the only difference is that players can not attack each ptrat Role-Playing, which are advertised as hosting only
players that act “in-character” but are not technically different. We do not believe these differences in realm $ype
dramatically impact our results.



Characters are assigned a faction upon creation. The gamenpmaembers of one faction from
discovering information about members of the other. Thusmeee only able to monitor a sin-
gle faction throughout our experiments. Since factionspanely in-game constructs, we do not
believe that there are major differences in player behawitr respect to the metrics we are con-
cerned with. The faction chosen for measurement was tharfdé.

Other MMORPGs that use factions include City of Heroes andd3Afars.

Zones. The WoW game world is partitioned intzones or different locations in the game. For
example, each town, city, and dungeon in the game is ofteffieai@ht zone. In general, movement
from one zone to another is seamless.

Although we do not know whether zones in WoW are partitionexss servers, some other
MMOGs, such as Second Life and ShenZhou Online, are knowodicdifferent zones on different
servers. MMOG middleware, such as BigWorld [3], Project k3#ar [19], and Zona [28], all
partition zones across different servers, while allowiogdeamless travel between zones.

3.2 Measurement Infrastructure

The goal of our measurement study was to characterize pthyemics. Since such information
is not made available by commercial MMOG operators and tindiastructure is closed to out-
side parties, we made use of the standard World of Warcnaittcto obtain such measurements.
Making use of the client as a measurement platform is alsargdgeous because it has minimal
impact on the game being measured. Nonetheless, since rie @eent was not designed to be
used as a measurement tool, we had to overcome a few challengeder to make use of it this
way.

Collecting Player Information. The first challenge was obtaining player information frore th
server. Fortunately, WoW implements a client-side usegrfate scripting environment where
users can write scripts to manipulate parts of the clientip&care written in Lua [15], an em-
bedded scripting language, and a collection of Lua scriptsually referred to as an addon. This
allowed us to use the client to gather information about gigy We developed a set of measure-
ment addons for each experiment that monitored playerstatar time (.e. a player’s online
status, current level and location in the game).

Controlling the Client. We developed a manager program to control the client, saitthaduld
automatically connect to the game server and collect measamts without human intervention.

3.3 Sampling the Player Population

Due to limitations in the features provided by the clientyés not possible to monitor the entire
player population. Instead, we took samples of the entipufadion and measured players in the
sample set. We developed an addon to collect as many plagesas possible, and we created
our samples by taking random subsets of the collected names.

The CensusPlus [4] addon uses a similar technique in ordeuliisp a census about WoW
characters. CensusPlus makes use of a WoW addon as wellsbgiadhers its measurements from



L ocation | Description
Stormwind City | Busy central city.
Stranglethorn Vale Quest area.
Burning Steppes| Along a popular travel route.

Table 2: List of game locations that were chosen for measeiném

results submitted by a large number of volunteers. Thus degisus reports a more accurate count
of the number of players in the game: a little over 10,000aHNte players. Our addon gathered
9,530 names, which makes the set of names we collected angeshaoiose to the entire player
population.

3.4 Experiments

We now describe the three different experiments that we eoted. Table 1 summarizes the key
features of each experiment.

Long-Term Measurement Experiment. This first experiment monitored the behavior of a ran-
dom set of 1,100 unique players over 71 days, or nearly 3 nsofitiie main goal of this experiment
was to obtain an understanding of the behavior of a large eumwiplayers over a long period of
time.

Players were monitored by polling the WoW server every 5 rti@auo determine whether a
player was online, and if so, the player’s level and currecation in the game. Due to client
limitations, polling the status of a single character toadegonds. Thus an entire poll took about
110 seconds. Polls were also spaced 5 minutes apart in artteep the amount of traffic being
sent to the game server from being too large.

Location Measurement Experiment. The location measurement experiment was designed to
characterize the nature of player movement within gamesar®ix locations (referred to asnes
in the game) were chosen and continually monitored for plagetering and leaving each location.

Table 2 lists three of the six locations we chose to measuoagawith brief descriptions.
Stormwind City is one of the capital cities for Alliance plage Stranglethorn Vale contains a
large number of quests. Burning Steppes is along the onty dadl air route between two major
game areas and thus acts as a transit area. We present thie feisthese three because they
roughly correspond to the three main in-game activitiesiazing/trading in cities, fighting in
quest areas, and traveling.

A poll-based monitoring system was used for the locatioreexrpent (though using a different
polling technique than the long-term experiment). PollseMeonducted every 2 minutes, and
attempted to obtain the details of every player found in tloafion. The exact time taken by each
poll varied, depending on how many players there were in &adtion.

Note that game zones in WoW are large areas, and some may passiseveral sub-zones
(villages, cavesgtc.). Thus it is not entirely accurate to characterize Strahglen Vale as just
a questing area because it contains several important tas/mgell. Also, all zones have quests
available to players. Nonetheless, our characterizatoaselatively accurate when compared to



the other zones in the game.

Detailed Measurement Experiment. The 5 minute polling interval used in the long-term ex-
periment implies that it did not capture changes at shomee scales (in the order of seconds
or minutes). Thus, we conducted another similar experimgtiit a much finer-grained level of
measurement.

Unlike the previous two experiments, the detailed expenithaléd not use a polling mechanism
to determine player status. Instead, a callback-baseditpot was used that allowed our addon
to be immediately notified by the server when a player’s stahanged. However, in order to use
this more accurate measurement technique, we had to reldeceimber of monitored players to
50.

3.5 Measurement Limitations

Player Aliasing. Due to limitations in the information exposed to clients bg game server, there
is no straightforward way to correlate a character with dipalar player {.e., no unique identifiers
such as IP address or account number are revealed) or vie \RIayers are able to create multiple
characters so it is not possible to tell whether two charaaetually belong to the same player or
not, introducing possible aliasing. However, players cdihog on with multiple characters at the
same time. Potential aliasing implies that individual glessymay log in more frequently than our
measurements suggest (with different characters).

Missing Players. Occasionally during polling, the measurement addon woetive an error
from the WoW stating that the player being polled was not thufhe most likely reason for this
was that the player’'s account was deleted. Another caudd souply be a case of a server error.
Whenever this happened, we recorded the player’s statusragissing. Missing players were
pruned out of our measurements. About 90% of the players wetored were active at some point
during our measurement period. In addition to this limdatiour experiments did not monitor any
players that were not subscribers at the beginning of oursoreaent periode(g., players that
joined later). Nonetheless, subscriptions generallyflastmonths, so we do not believe that the
behavior of these players would change our results sulslignt

Measurement Outages. There were several sources of outages throughout the nezasat pe-
riod. The WoW server occasionally offline for a few hours, algufor maintenance purposes.
There were also outages due to server-side errors.

The other major outages were due to patches to the game. dieto points during our mea-
surement study, patches were released that were incorfepaiih the Lua measurement addons.
In one case, the patch updated the in-game Lua interpret@rson 5.1, from version 5.0. This
caused problems with the addons because they were notwiattehe newer version of Lua. In
another case, an expansion set (The Burning Crusade) waseédlevhich caused problems with
parts of the addons that had to be fixed.

As a result of the outages, some of our datasets were paddioFigure 1 provides a visual-
ization of our measurement periods and summarizes eaclmooos measurement period.

Timezone of Players. There was no way to determine the local timezones of the mayeing
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800 | : : : : : : Experiment | Period | Days
600 Long-term 11/15/2006 - 12/4/200 19
400 | Long-term 12/10/2006 - 1/3/2007| 24

Number of polls/events per day

20 0 IO o RITITIn T Long-term | 2/5/2007 - 3/5/2007 | 28
1(1)/01/06 12/01/06 01/01/07 02/01/07 03/01/07 04/01/07 05/01/07 Loca_tlon 3/6/2007 - 3/27/2007 21
Date Detailed 3/27/2007 - 4/24/2007| 28

Figure 1. Summary of measurement period and periods of moniis measurement.

monitored, but we do know that the server was using Centraddata Time (CST). Analysis of
the data also yields a very obvious diurnal pattern, as caseba in Figure 2, represented using
Eastern Standard Time (EST). If we assume that most play¢es #he game in the evening, then
EST or CST are the most likely timezones for the majority ofypls in the game. We use EST
when discussing the results.

4 Analysis

The results of the measurement study are shown here. We ifiestagorief description of each
characteristic we discuss.

Player Count. The number of players online in the game at some point in time.

Session Length. The time between a player’s login to the game and logout floegame.
Downtime. The time a player spends offline between sessions.

Availability. The fraction of time a player is in the game.

Player Independence. A measure of the correlation and dependence of differertepka play-
times.

Playtime Concentration. A measure of how much individual players concentrate thiaiytpme
on certain times of the day or days of the week.

Inter-arrival time. The time in between two player arrivalsg.oetween one player entering the
game and the next.

Staytime. The amount of time a player spends in a particular game locati
L ocation density. The number of players in a given zone at a particular time.

4.1 Player Count

Understanding the variation in player count allows systeaperties to be adjusted based on the
load that will be experienced. To determine the player cautite long-term experiment, the total
number of players found online at each polling period wasmheined. The resulting distribution
has a median of 63 players (5.7%). There were never more D@rmplayers online at the same
time, which given our sample size of 1,100 players is less ft&2o.

Interestingly, only 993 playeraver appeared in the game, about 90% of the total population
being monitored. Many of the remainder had accounts deleted
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Player count is expected to vary with a diurnal pattern. Chemn&. al. [5] report such
a pattern in player population of three popular games, as$ ageh weekly pattern. A plot of
median player count versus the time of day the poll took ptae all polls yielded the graph in
Figure 2, which clearly demonstrates time-of-day effeBtsssible day-of-week effects were also
investigated, but no substantial patterns were fourgbeople log on no more during the weekends
than they do during the weekdays, in contrast to what wastega [5].

4.2 Session Length

We now turn our attention to session lengths. Session lsngftect the amount of churn a system

faces, and also determine how long a peer can be used to presidice in a peer-to-peer system.
Figure 3 shows the CDF of the session lengths recorded dunedong-term experiment,

plotted on a log-linear scale. The median session length miGutes. There were only 4 sessions



that lasted longer than a day.

Another useful statistic to look at is the distribution of dinen session lengths of each player.
This distribution characterizes the average behaviorsafgrs, and is also shown on the same
figure. The median of this distribution is 42 minutes. Thegest median session length was
around 12 hours, and the next longest was 7 hours.

An initial comparison of the two distributions shows thaé ttnedian distribution has fewer
extreme values. For example, the 95th percentile of themength distribution is 1,976 minutes,
as compared to that of the median distribution which is 11@ut@s. Since we are looking at a
median, this is expected, but the difference between thatsmsuggests that many of the extreme
values in the session length distribution are actuallyitsted amongst all players. In other words,
instead of there being a group of players that always havepianally long session lengths (and
thus have a very high median), every player will occasigniadlve very long sessions along with
shorter ones (yielding a more average median).

To investigate this hypothesis further, we determined thedficient of variation (ratio of stan-
dard deviation to mean) of session length for each player.oldfained a median value over all
players of slightly more than 1. This indicates large dispmr in the session lengths each
player, which agrees with our earlier speculation.

Comparison to Other Studies. The median session lengths of players in the ShenZhou Online
MMOG reported in [6] for each of their traces was 122 minuted 86 minutes, with a combined
median of 100 minutes. The discrepancy from our measurenmesly be due to their much smaller
measurement window; their median values were obtainedaiisstal methods in survival anal-
ysis, as a large number of their observed sessions wereateohclue to the small measurement
window.

Different measurement studies of P2P filesharing systews pigduced differing results for
median session lengths. These range from a few minutesqX3pse to an hour [21]. An average
session length of 42 minutes falls within this range and isthrobably not that different from
a P2P system. This in an interesting result, because theenattdilesharing applications is very
different from that of an online game; a game player is almabgays an active participant through-
out the session, whereas a person downloading a file is ltkelyave the filesharing application
running while she does something else.

Results from Stutzbach and Rejaie [24] suggest that seksigiths in P2P datasets (specifi-
cally BitTorrent) are not heavy-tailed, but best describgdNVeibull distributions. Analysis of the
session length data collected by the long-term experimieasgimilar results. A Weibull distri-
bution with shape 0.84 and scale 4914.4 yields the best fittoata. One important difference in
our results and the results obtained by [24] is that theymd=mb sessions far longer than we did;
some of their sessions lasted for weeks, whereas the losggsibn we found was slightly longer
than a single day.

Predictability of Sessions. We now turn our attention to the predictability of sessiongths.
First, we investigate if there is a relationship betweenléngths of the sessions a player has over
the first week of the long-term experiment, and the lengthallofessions a player has in total.

20ut of the 4, 2 were from the same player, and occurred slightire than 2 weeks apart. In fact the top 10
longest sessions originated from a set of 5 players.
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measurement period. (b) Level versus median length of@esstarted at that level.

Figure 4(a) shows a plot of the median session lengths okepdagver the first week versus the
overall median session lengths. Pearson’s correlatiofficeat of these variables is 0.76, which
means we can generally expect players who have had longssdsicontinue doing so.

Another parameter that appears to influence session lesgtheilevel of the player at the
beginning of the session. Figure 4(b) shows a plot of plagegllversus the median length of all
sessions initiated by a player of this level. Pearson’satation coefficient for this dataset is 0.81,
corresponding to a high degree of correlation. Thus, a mitgwel player is likely to have longer
sessions.

Due to the strictly increasing nature of player levels, drafaict that most players’ goal in the
game is to increase their level, we can generally assumepthger level reflects the amount of
time elapsed since the player created her character. Qultgasiggest that the longer a player has
been involved with the game, the longer he is likely to playgession.

Finally, we see the same diurnal pattern with respect to sesision lengths and session counts
as in Figure 2. Longer sessions all begin in the evening amigat. Sessions that begin in the
early morning tend to be short, particularly from the perfoaim 5-7am. Thus, the length of a
session could be predicted based on the time the sessioartisdst In addition, since there are
more sessions at night than in the day, this suggests thatgdtire day there are both shorter
sessiongnd fewer sessions.

Stutzbach and Rejaie [24] describe a pitfall in characitegizhurn, where long sessions are not
properly accounted for because of the limited size of thesmesment period. We believe this is
not a problem in our experiments, because sessions arg lamger than a day, as compared to our
measurement period of several weeks/months. We also igatst the effect of biases during the
end of the measurement period by filtering out all sessioaslibgan less than 2 days before the
end of our measurements. Comparing the filtered dataset tortileered one yielded negligible
differences.
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4.3 Downtime

Downtime provides an indication of the time it will take arilioke node to return online. It is of
particular relevance to distributed games where nodesgemtorage, because the data stored on
a node will be unavailable during that node’s downtime.

The distribution of downtimes and median downtimes of edelyqy is shown in Figure 5,
together with the distribution of median session lengtbhafFigure 3 for comparison. Downtimes
are longer than session lengths, as is expected since tragavaayer is likely to spend less time
in the game than out of it.

Surprisingly, the median of the median downtimes is 179.3&8utes, which is only about 3
hours. One would imagine this value be much higher, at the l&st to accommodate for 7-8
hours of sleep, not to mention around 8 hours of work.

Comparing the downtime distribution to the median distiitnt we find that there tend to
be more short downtimes than players with shorter mediamtoves. The 5th percentile of the
downtime distribution is 300 seconds, while the 5th periteof the median distribution is 2,400
seconds. This is similar to what we found with respect toisasengths and median session
lengths.

Determining the coefficient of variance of each player’s dome yielded a median coefficient
of 1.22, indicating large dispersion in the downtimes ofreplayer.

Thus, a possible explanation for the low median downtiméas players tend to have many
sessions held close to one another, resulting in many sbaenttimes, and also a few sessions held
very far apart, resulting in the much larger mean value. Tér@op of downtime when the player is
asleep or at work would then correspond to the fewer longemdioes, which also suggests that
a player has multiple sessions every night, held close heget

The longest observed downtime was about 4 days.

The relationship between downtime and the time of day as shiowigure 6 is the inverse of
that in 2, as expected. Nodes that leave in the early mornithguet return for several hours, and
nodes that leave in the evening will be back in a few hoursgs.le

It is possible to categorize the many short downtimes tretgrk experience dsansient fail-

11



Downtime (hr)

PRI U S S RS T S S ST RS T PR
00:00 04:00 08:00 12:00 16:00 20:00
Time downtime began

8
7
6
5
4
3
2
1

Figure 6: Relationship between downtime and time of day.

1
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
0.1

Frac. players < x

0
le-04 0.001 0.01 0.1 1
Frac. of time player is available

Figure 7: CDF of player availability over February.

ures, i.etemporary disconnections from the system. In particutagytmay not indicate that the
player desires to stop playing the game; rather, they mapbsead by network or machine failures,
or the user needing to leave the game for a short time. Inqudati there exists a mechanism in
WoW that causes players to be logged out of the game after anfewtes of inactivity. Thus, if
a player needs to leave his computer temporarily, she woeldisconnected from the game. In
games that do not have such a feature, the player would pisobernain connected to the game
(but not be active) for the short period of downtime we obedrv

4.4 Availability

In distributed game designs where nodes are used to store gtate, the level of replication
required in the system is directly affected by how often tbdeas are online. It is thus important to
understand player availability. The availabilities of@yers in the long-term experiment over the
month of February (specifically from the 3rd period of measuent, Feb 5 2007 to Mar 5 2007)
were determined by finding the ratio between the total amotititne spent online and the total
amount of time elapsed (28 days). The distribution is showFigure 7.
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The median availability is 0.024.e.around 2% or about 30 minutes of play time per day, on
average. Note that 20% of players have availability over 16%r 2 hours per day, on average.
The highest recorded availability was 31.5%.

Comparison to Other Studies. Gummadiet. al. [13] determined the median availability for peer-
to-peer clients to be 0.2%. This is only a lower bound, duéhtorhethods used to characterize
availability, and is far lower than our recorded 2%. Bhagweinal. [1] in contrast reports the
availability of peers in the Overnet filesharing applicatim have a median of 7%. Thus, the
availability characteristics of game players are difféfeom that of file-sharing networks, but the
distribution of peer availabilities are within an order oagnitude.

An additional complication with regards to availabilityvigether or not we can consider node
availabilities to be independent. Peer-to-peer storagtenys are very heavily influenced by de-
pendencies between nodes; assumptions are typically niele mode independence in order to
decide on a suitable level of replication. For example, CHR8atesk replicas of each object,
and assumes that thenodes the replicas are on will fail independently. Thusy@tandependence
(or lack thereof) should be taken into account when reagpabout availability. We discuss this
issue in more detail in the next section.
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45 Player Independence

Next we consider how independent player online times areat 1) we test whether we can
consider the online times of players independent at varione scales and examine sources of
dependence. As previously discussed, the degree of plagependence determines the level of
state replication needed in a distributed game. Systentdaab exploit player dependence by
finding sets of players that play during the same time. THemplayer from such a set logs on or
off, the system can then predict the other players will dommsand take preemptive measures.

Figure 8 shows a CDF of Pearson’s correleation coefficien{jglayer A,player B) for each
pair of players’ online times at various time scales. Ea@y@t's time series is represented with
a 1 when online and 0 otherwise (using 5 minute buckets, iggdimes when we are missing
measurements). We saw earlier that there is a strong dipatedrn in online times so we expect
strong daily positive dependence in when players play, awstby the “day” line. In fact, there
is also daily negative dependence between some pairs adiglagcause players focus their play
times at slightly different times of day. Nonetheless, we #&t the correlation between online
times diminishes when we examine longer time scales. Indeedtie timescale of 1 month, over
75% of player pairs have correlation coefficients betwe@rd5 and0.05 which suggests that their
online times are close to independent. This supports owiqurs finding that there did not appear
to be any longer term periodicity in online times.

Nonetheless, Figure 8 also demonstrates that a small gageenf player pairs have higher
correlation in their online times even at long time scalese Mestigate the cause of this cor-
relation by examining these player pairs. We define playend player B to begoartners if the
correlation of their online times corr(A,B} ¢.

Figure 9(a) shows a CDF of the number of partners per playenwdaking at a timescale of 1
month for several moderate correlation threshaeldBhe majority of players have no partners and
most that do have partners only have 1 or 2. Indeed, only 2%agEps have partners with corre-
lation > 0.5, so most partner relationships are fairly weak. Figure 8fmws a graph of partner
relationships for = 0.3, where each vertex is a player and an edge is present if twerdare
partners. This graph demonstrates that the majority ohparelationships are pairwise. However,
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there are 20 to 30 players that are partners with 10 to 30 dagehe same cluster. These players
tend to play more than others (all are online at least 14% etithe), but there are more players
that play just as much and have few or no partners.

Overall, these results appear to be consistent with theniysdof Chen et al. [7], which suggest
that, at session time scales, most players play solo and #yeritg of groups are “duos.” Our
results suggest that these relationships persist to lotgescales. To test this hypothesis, we
attempt to determine whether this correlation in onlineetinis actually due to “players playing
together” or whether the correlation is due to other extefaetors. We conjecture that players
that are playing together will exhibit locality in the vidguworld. That is, they will tend to play in
the same zones at the same time so that they can interact.

Figure 9(c) shows a CDF of the percentage of time, when onimaltaneously, that partners
and non-partners are in the same zonet fer0.3. We only consider player pairs that were simul-
taneously online for at least 1 hour so that we have a sufticiember of samples. If correlation
in online times is due to players playing together, we expectners to play more often in the
same zone than non-partners. This is what we observe in tinefiglowever, partners are only 2
times more likely to play in the same zone than non-partr@rsverage (6% vs. 3%). Moreover,
Kendall'sT correlation coefficient of corr(A,B) and the percentageimig spent in the same zone
is only 0.05, indicating that the relationship between thie,twhile positive, is weak. Therefore,
there must be external factors beyond players playing hayehat cause correlated online times.
This conclusion implies that interactivity between twoyaes in a game is unlikely to be sufficient
to predict how strongly their online times will be dependanlong time scales.

In summary, we find that the majority of players’ online tinaes close to pairwise independent
at timescales longer than 1 week. Of those players that haleectimes that show moderate
positive correlation, most are only correlated with 1 or Bestplayers. Some of this correlation
is explained by players playing together, but other extefaaors also appear to play a part in
dependence of online times.
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Figure 11: CDF of per-player concentration of playtime oriedté#nt days of the week.

4.6 Playtime Concentration

So far, we've only looked at player availability in aggregiatAnother question is whether indi-

vidual players concentrat their play time during particulenes of the day or days of the week.

If a player’s playtime is concentrated during particularipégs, the game can better predict when
particular players will be online and offline using theirtoiy.

Figure 10 shows a CDF of the per-player concentration of ptag bn different hours of the
day. Each line corresponds to the minimum number of hours of the day (12ARM12PM, etc.)
that cover at leasi% of total playtime. For example, the= 50 line shows that about 55% of
players spend at least 50% of their playtime during at mostférdnt hours of the day. Note that
if a player play time was uniformly spread ov&rhours, it would requireX /2 hours of the day to
cover the majority of it. The = 95 line shows that 14 different hours to account for 95% of most
players’ playtime. Therefore, it appears that the majavitplayers spend almost all of their time
playing on one half of the day, as expected (e.g., on the laifig which they are awake).

However, most players do not appear to have more specificdiaat®d” times of day during
which they play frequently. For example, the= 50 line also shows that less than 40% of players
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Figure 12: CDF of inter-arrival times.

spend the majority of their playtime during 4 or fewer hourthe day. Note that even a player that
was equally likely to play during any hour in one half of theyalzould spend the majority of their
playtime on only 6 hours of the day. Moreover, the- 95 line shows that 14 different hours are
required to account for 95% of most players’ playtime. Tiniplies that, beyond the side of the
day on which a player is awake, players do not concentratelatime during a small number
of hours.

Figure 11 shows a CDF of the per-player concentration of glag on different days of the
week (Sunday, Monday, Tuesday, etc.). The- 50 line shows that only 42% of players play
the majority of their time on at most 2 days of the week. Notd #ven if a player played equal
amounts of all days of the week, he or she would spend the ityagdtheir time on only 3.5 days.
Thep = 95 line shows that most players spread 95% of their playtime avéast 5 days of the
week. Therefore, most players do not appear to concentraiegdlay time during a small number
of days of the week.

We conclude that although most players spend the vast magdriheir play time on one side
of the day, beyond that, most players do not strongly comaentheir play time during a few hours
of the day or days of the week. This suggests that most plaiersot have “set schedules” for
when they decide to play.

47 Inter-arrival Times

We now discuss node inter-arrival time. The inter-arrivale is a useful metric for characterizing
how frequently players enter the game, and affects perfocedased on the overhead incurred
when adding a new node to the system.

An important aspect about inter-arrival times is that they lékely to become shorter when
the population increases. Thus, when measuring interehtimes over a large population such as
with the long-term experiment, we often see inter-arrivialets on the order of seconds. Since the
long-term experiment has a polling interval of 5 minutess ot suited for gathering statistics at
such a fine granularity. We thus focus on the results obtdiydtie detailed experiment instead.

Figure 12 shows the distribution of inter-arrival times asigered from the detailed experiment.
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The median of the distribution is 1189s, around 20 minutes.

While Stutzbach and Rejaie [24] suggest that inter-arrivaés are likely to deviate from an
exponential distribution due to time-of-day effects, figfiour data to an exponential distribution
yielded a decent fit with the rate parameter 0.00049, although there was deviation at the tail.
We decided to work with the assumption that the inter-artivae distribution we measured was
exponential, and used that to determine a relationshipdestwgample size and inter-arrival time.

If we consider the arrival of a player to be a Poisson procés) the inter-arrival time dis-
tribution is the result of 50 Poisson processes, each havirgge of around.00001 per second.
Thus, the mean inter-arrival time of a sample of sizs 1/(0.00001n) = 100000/ n.

There were an estimated 10,000 players on the server we oneditThis yields a mean inter-
arrival time of 10 seconds, which is quite short.

Churn Rate. We also determined thehurn rate of players entering and leaving the gamethe
rate of both arrivals and departures. Our results show thatvarage of of 1.1 events per minute.
In addition, each event roughly corresponded to a singlgepjeover an interval of 30 minutes,
each player who entered or left the game during the periodriboed an average of 1.2 events.
This agrees with the finding that inter-arrival times areeirsely proportional to the population
size.

If we assuming that each event was caused by a unique pléy®istequal to 0.1% of the
population either entering or leaving the game every min@eéven that the median number of
players online at any time is close to 6% of the total popaigtthat amounts to 1.6% of the online
population.

4.8 Stay Time

The staytime of a zone has similar impacts on location-basbdmes as session lengths do on
systems in general. For example, if a system partitions #@meegworld such that each location is
handled by a different machine, short staytimes imply fesgumigration of players between those
machines.

We expect staytime to vary according to characteristicaoheone. Staytime was determined
from the location measurement experiment.

Figure 13 shows the distribution of stay time for 3 of the zomeonitored in the location
measurement experiment. Note that all 3 curves begin at the@te mark, because the minimum
staytime we were capable of recording was 2 minutes. It af&s chot make sense to discuss a
staytime of 0, since that would correspond to a playetrbeing in the location.

As is expected, the staytime for Burning Steppes (alongresprart route) is very short, with
the majority of players leaving the location within 2 minsiteStormwind City in contrast has
a median staytime of about 7 minutes, and Stranglethorn {&alguesting area) has a median
staytime of 18 minutes. The distributions of staytime faa8glethorn Vale and Burning Steppes
were very positively skewed, less so for Stormwind City. Weevable to fit Stormwind City’s
staytime distribution to an exponential distribution, \wes the other locations were better fit by
Weibull distributions.

Level and Staytime. The relationship between player level and staytime was ialgsstigated.
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Figure 14 shows the variation in the median staytime (of laly@rs of a certain level) over player
levels. We leave out the staytimes for levels 1 through 1@bse there were too few players of
those levels found in Stranglethorn Vale and Burning Steppe

This graph has several interesting features. First, thaaneslaytime of players in Stormwind
City seems to be independent of level. In contrast, there @tiegable peaks in the staytimes of
the other two locations, particularly at the 30-45 rangeStranglethorn Vale and the 50-60 range
for Burning Steppes. These peaks exactly correspond tbetieerange of those locations. The
level range refers to the recommended range of levels thgep should be if they wish to enter
a particular location. Players who have a level below thgeaare unable to defeat most of the
monsters in the location, while players whose level is taghtwill gain little benefit from doing
so. In addition, most of the quests in a location can only béopeed by players within the level
range or higher.

This suggests that the players who had long staytimes im@&thorn Vale and Burning
Steppes were mainly there to perform quests, which take samee Players who visited Stormwind
City however were probably there for trade purposes (puitlgatems, selling items) and left the
area once their business was done. Finally, the players vgited/ Burning Steppes not to perform
guests were on their way to someplace else and passed threngbuickly.

One would expect that the session lengths of players in didvcaf appropriate level would
be longer than that of other players, at the very least by@idf the fact that their staytimes are
long. To find a relationship between location, level andisesength, we used the data from the
long-term experiment and determined the remaining amoiuinthe a player spent in the game (as
opposed to just the location) after the player entered uarlocations. Despite our expectation,
there was no discernible relationship between a playevisl lend the amount of remaining time
she spent in the game upon entering a fixed location, nor was th relationship between the
current location and the remaining game time. We did howgrdra relationship between player
level and staytime similar to that between player level aass®n length in the long-term dataset.

We speculate the lack of relationships are due to the fattplagers do not spend all their
online time in a single location. A low-level player mightespl a short time in a high-level area,
before proceeding to a low-level area where she spend a tohef Calculations of the amount of
locations a player passes through in a session, which wertebnity, yielded a median mobility
of 3 locations per session.

There are likely to be various other location properties #ffect a player’s staytime, for exam-
ple the presence of more treasure or special quests. Howegatifficult to accurately character-
ize game locations in order to make these relationshipseatjdo these characterizations remain
as future work.

4.9 Location Density

Another location-related metric we studied is the locatlensity. Dense areas with many players
generally require more processing and bandwidth usageulsedhere is likely to be more inter-
action between players. It is particularly interesting tiserve thestability of location density
in the game worldj.ehow the densities of various locations change over times Thn impact
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load balancing decisions, for example how often systemaldhre-evaluate resource assignment
to locations.

We make use of data from the long-term experiment to detexoication density, as opposed
to from the location experiment, because we wish to chariaeta large number of locations. In
the course of the long-term experiment, players were foorizktin a total of 117 zones. Location
density was determined by counting the number of playersviieae in a particular zone at each
poll. Note that this is the number of players out of the sanseleof 1,100 players, not the entire
population.

Out of the 117 locations found, 33 were locations that wellg ancessible to players after
the release of the expansion set. Thus, there were no playerd in these locations before the
February dataset. In order to differentiate between theselocations and the old ones, they were
grouped together as locations 84-117 in our results.

Figure 15 shows the differences in mean location densities December and over February,
for each of the 117 locations. The vertical line delineabesdcations present in the original game
and the new locations only present in the expansion. A negatlue indicates that there were
less players in this location overall during February as gared to during December.
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As can be seen from figure, the change for most locations wgetime, which meant that there
were more players in those locations in December than there i February. In addition, we
found that a large majority of players were spending thenetin the expansion locations. Thus,
there was a definite shift in density before and after theasdef the expansion.

In Figure 16, the differences in density were divided by treamdensity over December. We
assigned a ratio of O for locations where the mean densityldgeember was zero, and we omitted
the expansion locations since they did not exist in Deceniidex location with the largest density
ratio is actually truncated; its density ratio is close fo 8gain, we can see that the densities of
many locations dropped by at least 50%.

We also found that were in general a few very dense areas, angt more less dense areas.
This was particularly true for December, where we observagllocation with very high density.
This location turned out to be Ironforge, a capital city whadso holds the auction-house, where
players may bid for and offer items.

The distribution of the mean location density of each larais shown in Figure 17. This
clearly confirms the earlier observation of there being a éaaeptionally dense areas, as the tail
of the graph is very long.

Finally, we observed the variation in density over the maftRebruary for various locations.
We found that density was stable over the month; althoughoitegion density varied depending
on the number of players who were online, in general locatwith high location densities had
values that remained high throughout the month.

These results indicate that over a moderate time-peegd @ month), location densities are
likely to be stable, but popularity will shift dramaticalue to in-game changes. There are also
locations in the game which will almost always be crowded] athers that are usually nearly

empty. A similar claim was presented in [7]; our results al®monstrate the stability of this
property over time.

3A new dungeon was added to this location (Deadwind Passgimsthansion, which caused the popularity of the
location to increase sharply.
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5 Summary and Implications

This section summarizes our results and discusses thelicetipns for the design of massively
multiplayer games.

5.1 Summary

Although most session lengths in MMOGs are not long, theysalewithin acceptable levels for
many P2P support systems, such as DHTs. We also find seveditiars of session lengths, such
as a player’s level and a player’s previous median sessiathe

Nonetheless, session lengths are generally distributedlgamongst all players, as opposed
to there being particular players with consistently longssens. In addition, the longest game
sessions found were far shorter than the longest peerdofiiesharing sessions observed by other
studiesj.egame players are less long-lived than filesharing peerseifirttit.

In terms of player availability, players spend less timdrmthan they do offline, as expected.
Nonetheless, most are available 2% of the time and 20% draetie available more than 10% of
the time, well within an order of magnitude of most fileshgrpeers, which is surprising given a
game’s interactive nature. This corresponds to most pesngfonline for at least 29 minutes every
day, on average, and 20% of players being online for more 2{awurs every day, on average.

The distribution of inter-arrival times we have found susfgean inverse relationship between
inter-arrival times and population size, where the inteval-time of a population of size is
100000 /n.

Players appear to play at independent times over longestiales (more than a week), and
while some dependence is due to players playing togetheer @ixternal factors also appear to
contribute to correlation. At shorter timescales, the dalireffect causes to dependence in play
times.

Players spend long periods of time only in areas where tladso gain benefits and advance
in the gamei(e.areas with suitable quests). In this regard, players apjeeact rationally with
respect to game rules. The distribution of location deesiis very skewed, with some locations
much more popular than others. Density is also stable owtestperiods of time, although major
in-game changes, such as the addition of new locations,ausealensity to shift.

5.2 Recommendations

Overall, our results suggest that multiplayer game dessposild take into account the high churn
rate present in large games, and ensure that any overhaadgdavhen players join and leave the
game is sufficiently low. This also applies to systems whieeeet is overhead in a player entering
and leaving a game location, such as games where differeeszre hosted on different servers.
In addition, games should allocate more resources to poptéas as opposed to uniformly across
all locations. Dynamic load balancing is not as necessanyesdensity tends to be stable, and
drastic changes in density only appear to be caused by mhagrges in the game that can be
anticipated.
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Predictors of location staytimes can be used to determineltiog players will stay in a loca-
tion and thus use the resources associated with that locatio

Systems should also take into account daily fluctuationarameters such as population count,
for example arranging schedules such that a maximal amduesources are available during the
daily peaks.

Distributed games face challenges with regard to makingptigame clients to maintain state.
Node availability is low and churn rates are high, thus angigie where state is stored on the
clients must use heavy replication. Games should also @sertdictors of session length and
staytime we have found to identify suitable nodes for hgsgiame state. However, identifying
long-lived players in order to form a backbone like what waggested in [24] has far less benefit
in the context of distributed games than it does in fileslgpapplications, because game clients
are shorter-lived.

For state that does not last long and is frequently accedssijns must to take into account the
daily dependence in node availability due to the diurnaaff State which is longer-lived however
can benefit from player independence at longer timescalastedults also suggest that distributed
system simulations can safely model most peers as indepeimde distributed MMOG.

The session characteristics of players suggest that Busédl Hash Tables (DHTSs) that are
resilient to churn are suitable for use in distributed gami@beaet. al. [21] showed that most
DHT systems can cope relatively well with median sessiogtlesiof around 40 minutes, although
any less than this quickly leads to very poor performanceus]making use of a DHT in the
construction of a distributed game, as was done in [2, 18gdsible, as far as coping with churn
is concerned.

5.3 FutureWork

Our measurement study is a first step towards a better uadeisg of player dynamics in mul-
tiplayer games. We plan to make measurements of similareptieg in other MMOGs such as
Second Life, in order to examine what effects, if any, ddfg@rgame mechanics and rules have
on player behavior. We also hope to perform trace-drivehuatmsmn of system designs using our
observations of player behavior. In particular, we wishxaraine how such player dynamics in-
fluence the performance of recently proposed distribut@degarchitectures as well as distributed
object stores.
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