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Abstract

In essence, a neural network is an arbitrary differentiable, parametrized function.
Choosing a neural network architecture for any task is as complex as searching the
space of those functions. For the last few years, ‘neural architecture design’ has been
largely synonymous with ‘neural architecture search’ (NAS), i.e. brute-force, large-
scale search. NAS has yielded significant gains on practical tasks. However, NAS
methods end up searching for a local optimum in architecture space in a small neigh-
borhood around architectures that often go back decades, based on CNN or LSTM.

In this work, we present a different and complementary approach to architecture
design, which we term zero-shot architecture design (ZSAD). We develop methods
that can predict, without any training, whether an architecture will achieve a relatively
high test or training error on a task after training. We then go on to explain the error in
terms of the architecture definition itself and develop tools for modifying the architec-
ture based on this explanation. This confers an unprecedented level of control on the
deep learning practitioner. They can make informed design decisions before the first
line of code is written, even for tasks for which no prior art exists.

Our first major contribution is to show that the degree of nonlinearity of a neural
architecture is a key causal driver behind its performance, and a primary aspect of
the architecture’s model complexity. We introduce the nonlinearity coefficient (NLC),
a scalar metric for measuring nonlinearity. Via extensive empirical study, we show
that the value of the NLC in the architecture’s randomly initialized state before train-
ing is a powerful predictor of test error after training and that attaining a right-sized
NLC is essential for attaining an optimal test error. The NLC is also conceptually
simple, well-defined for any feedforward network, easy and cheap to compute, has ex-
tensive theoretical, empirical and conceptual grounding, follows instructively from the
architecture definition, and can be easily controlled via our nonlinearity normalization
algorithm. We argue that the NLC is the most powerful scalar statistic for architecture
design specifically and neural network analysis in general. Our analysis is fueled by
mean field theory, which we use to uncover the meta-distribution of layers.

Beyond the NLC, we uncover and flesh out a range of metrics and properties that
have a significant explanatory influence on test and training error. We go on to explain
the majority of the error variation across a wide range of randomly generated architec-
tures with these metrics and properties. We compile our insights into a practical guide
for architecture designers, which we argue can significantly shorten the trial-and-error
phase of deep learning deployment.

Our results are grounded in an experimental protocol that exceeds that of the vast
majority of other deep learning studies in terms of carefulness and rigor. We study the
impact of e.g. dataset, learning rate, floating-point precision, loss function, statistical
estimation error and batch inter-dependency on performance and other key properties.
We promote research practices that we believe can significantly accelerate progress in
architecture design research.



iv



Contents

1 Introduction 1

1.1 Reader’s guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 General summary, overview and outlook . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 The nonlinearity coefficient . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2.2 A practical guide to neural architecture design . . . . . . . . . . . . . . . . 13

1.2.3 A mean field theory of meta-distributions . . . . . . . . . . . . . . . . . . 19

1.2.4 Nonlinearity normalization . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2.5 Better practices I: well-defined metrics . . . . . . . . . . . . . . . . . . . 27

1.2.6 Better practices II: careful experimental protocol . . . . . . . . . . . . . . 30

1.2.7 Limitations and assumptions . . . . . . . . . . . . . . . . . . . . . . . . . 35

1.2.8 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

1.3 Problem setup: an overview of neural architecture design . . . . . . . . . . . . . . 41

1.3.1 From biological imitation to probabilistic inference to function optimization 41

1.3.2 The functional-gradient paradigm . . . . . . . . . . . . . . . . . . . . . . 42

1.3.3 The blessing and curse of neural architecture design . . . . . . . . . . . . 44

1.3.4 Historical bias in neural architecture design . . . . . . . . . . . . . . . . . 45

1.3.5 Programs = Functions, and the importance of computational efficiency . . . 46

1.3.6 “Designing neural networks is a dark art.” . . . . . . . . . . . . . . . . . . 46

1.3.7 The strengths and limitations of neural architecture search (NAS) . . . . . 47

1.3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

1.4 Our approach: zero-shot architecture design (ZSAD) . . . . . . . . . . . . . . . . 48

1.4.1 What is architecture performance? . . . . . . . . . . . . . . . . . . . . . . 50

1.4.2 ZSAD guidelines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

1.4.3 ZSAD is not a “generalization measure” - on the pre-eminence of the initial
state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

v



1.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

2 Background, notation, terminology and conventions 57

2.1 Machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

2.1.1 Program / function overloading . . . . . . . . . . . . . . . . . . . . . . . 62

2.2 Training with gradient methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

2.2.1 How differentiable does f need to be? . . . . . . . . . . . . . . . . . . . . 64

2.2.2 Model Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.2.3 Hyperparameter tuning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

2.3 Neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.3.1 Neurons and depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

2.3.2 Training neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.3.3 Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

2.3.4 Neural network notation and terminology . . . . . . . . . . . . . . . . . . 68

2.3.5 Forward propagation and backpropagation . . . . . . . . . . . . . . . . . . 70

2.3.6 Batching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

2.4 Neural architecture design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

2.4.1 Layer operations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

2.4.2 High-level design strategies . . . . . . . . . . . . . . . . . . . . . . . . . 78

2.5 Deep learning pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

2.5.1 Training algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

2.5.2 Loss functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

2.5.3 Error functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

2.5.4 Data processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

2.5.5 Data augmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

2.6 Differentiability and integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

2.6.1 Handling non-differentiable networks . . . . . . . . . . . . . . . . . . . . 86

2.6.2 Assuming integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

2.7 Summary of notation, terminology and conventions . . . . . . . . . . . . . . . . . 89

2.7.1 Core terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

2.7.2 Focus of this work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

2.7.3 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

2.7.4 Technical conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

vi



2.7.5 Technical terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

3 Empirical study design 95

3.1 Study A: Fully-connected networks . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.1.1 Architectures used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

3.1.2 Training protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

3.1.3 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

3.2 Study B: Convolutional networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

3.2.1 Architectures used . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

3.2.2 Training protocol . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

3.3 Additional experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

3.4 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

3.4.1 The challenges of computing metric values . . . . . . . . . . . . . . . . . 115

3.4.2 Metric terminology, conventions and presentation . . . . . . . . . . . . . . 121

3.5 Limitations of empirical studies . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

3.5.1 Limitations of architecture choice: breadth vs relevance . . . . . . . . . . 125

3.5.2 On the sensitivity of our results to the architecture space . . . . . . . . . . 126

3.5.3 Limited hyperparameter tuning beyond learning rate . . . . . . . . . . . . 127

3.5.4 Lack of “large-scale” experiments . . . . . . . . . . . . . . . . . . . . . . 127

3.5.5 Limitations of architecture type . . . . . . . . . . . . . . . . . . . . . . . 127

3.5.6 Limitations of task setting . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.5.7 Code base limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

3.5.8 Lack of independent samples for statistical estimation . . . . . . . . . . . 129

3.5.9 Hyperparameters and the sharp valley problem . . . . . . . . . . . . . . . 130

3.6 Summary of empirical studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4 The Nonlinearity Coefficient (NLC) 137

4.1 What is nonlinearity? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.2 Deriving and defining the NLC . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

4.2.1 The NLC builds upon the functional-gradient paradigm . . . . . . . . . . . 142

4.2.2 The NLC is a nonlinearity measure . . . . . . . . . . . . . . . . . . . . . 142

4.3 An eye test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

4.4 Properties of the NLC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

vii



4.4.1 The NLC is predictive of test error and to some degree training error . . . . 145

4.4.2 The NLC is robust to data distribution and data sample . . . . . . . . . . . 154

4.4.3 The NLC is robust to random initialization . . . . . . . . . . . . . . . . . 159

4.4.4 The NLC is simple and cheap to compute . . . . . . . . . . . . . . . . . . 160

4.4.5 The NLC can (sometimes) be proxied by even simpler metrics . . . . . . . 168

4.4.6 The NLC is related to the size of linearly approximable regions . . . . . . 175

4.4.7 The NLC is related to L2 linear approximation error and underfitting . . . 179

4.4.8 The NLC is related to noise sensitivity and overfitting . . . . . . . . . . . 183

4.4.9 The NLC is related to kernel methods and model complexity . . . . . . . . 191

4.4.10 The NLC is related to effective depth . . . . . . . . . . . . . . . . . . . . 193

4.4.11 The NLC is decomposable into NLCs of individual layers . . . . . . . . . 194

4.4.12 The NLC is robust to width change . . . . . . . . . . . . . . . . . . . . . 200

4.4.13 The initial NLC predicts the final NLC . . . . . . . . . . . . . . . . . . . 201

4.4.14 The NLC is continuous from layer to layer . . . . . . . . . . . . . . . . . 202

4.5 What is the best NLC for a dataset? . . . . . . . . . . . . . . . . . . . . . . . . . 209

5 Mean field nonlinearity analysis 213

5.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

5.1.1 Mean field architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 215

5.1.2 Master theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

5.1.3 Fully-connected layers are Gaussian distributed . . . . . . . . . . . . . . . 220

5.1.4 The covariance kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

5.1.5 Wide networks are Gaussian processes . . . . . . . . . . . . . . . . . . . 223

5.1.6 Neural tangent kernel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 224

5.2 Mean field theory of meta-distributions . . . . . . . . . . . . . . . . . . . . . . . 224

5.2.1 Empirical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

5.2.2 Neural regular data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

5.3 Mean field theory of practical metrics and architectures . . . . . . . . . . . . . . . 244

5.3.1 A-architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

5.3.2 Metric limits in A-architectures . . . . . . . . . . . . . . . . . . . . . . . 245

5.3.3 Empirical analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

5.3.4 The mean field NLC and nonlinearity path equation . . . . . . . . . . . . . 265

5.4 Mean field theory of activation functions . . . . . . . . . . . . . . . . . . . . . . . 267

viii



5.4.1 The NLC of activation functions with meta-Gaussian input . . . . . . . . . 268

5.4.2 The length kernel of activation functions . . . . . . . . . . . . . . . . . . . 269

5.4.3 The covariance kernel of activation functions . . . . . . . . . . . . . . . . 271

5.4.4 The activation function NLC . . . . . . . . . . . . . . . . . . . . . . . . . 273

5.4.5 The covariance kernel of A-architectures . . . . . . . . . . . . . . . . . . 274

5.5 Explaining the NLC’s properties with mean field theory . . . . . . . . . . . . . . . 281

5.6 Defining and explaining Gaussian stability . . . . . . . . . . . . . . . . . . . . . . 282

5.7 Mean field theory of CNNs: an outlook . . . . . . . . . . . . . . . . . . . . . . . 285

6 Beyond the NLC - explaining the performance of neural architectures 289

6.1 Ensure Gaussian stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 290

6.2 Ensure scale stability, and specifically LSCALEl ≈ 1 . . . . . . . . . . . . . . . 292

6.3 Ensure training stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

6.4 Avoid neuron bias, and specifically ensure LBIASl ≈ 0 . . . . . . . . . . . . . . 296

6.5 Ensure noise stability, and specifically sufficient floating-point precision . . . . . . 308

6.6 Perform exhaustive learning rate tuning . . . . . . . . . . . . . . . . . . . . . . . 314

6.7 Summary: explaining the performance of our architectures . . . . . . . . . . . . . 324

7 Nonlinearity Normalization (nlnorm) 327

7.1 Definition and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328

7.1.1 Linearization methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

7.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 330

7.3 Properties of nlnorm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

7.3.1 nlnorm controls the NLC . . . . . . . . . . . . . . . . . . . . . . . . . . . 331

7.3.2 nlnorm finds good nonlinearity levels . . . . . . . . . . . . . . . . . . . . 333

7.3.3 nlnorm improves performance . . . . . . . . . . . . . . . . . . . . . . . . 335

7.3.4 nlnorm opens up activation function design . . . . . . . . . . . . . . . . . 337

7.4 nlnorm vs batchnorm vs layernorm . . . . . . . . . . . . . . . . . . . . . . . . . . 339

7.5 What is the best NLC for an architecture? . . . . . . . . . . . . . . . . . . . . . . 339

7.6 Impact of lack of validation set . . . . . . . . . . . . . . . . . . . . . . . . . . . . 341

7.7 Learning rates and nlnorm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 342

8 A survey and explanation of architecture design 345

ix



8.1 Layers and width . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

8.2 Linear layers and random initialization . . . . . . . . . . . . . . . . . . . . . . . . 347

8.3 Activation layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 347

8.4 Macro-layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

8.5 Plain architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 348

8.6 Depth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

8.7 Normalization layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352

8.8 nlnorm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 353

8.9 Skip connections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 354

8.10 Orthogonal initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

8.11 Bias vector initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

8.12 Scaling vector initialization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 358

8.13 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 359

9 The NLC versus related work 361

9.1 NLC vs exploding / vanishing gradients . . . . . . . . . . . . . . . . . . . . . . . 362

9.1.1 Exploding / vanishing gradients are not well-defined . . . . . . . . . . . . 363

9.1.2 Exploding / vanishing gradients are confounded by re-scaling . . . . . . . 363

9.1.3 Exploding / vanishing gradients are often entangled with layer width . . . . 367

9.1.4 Exploding / vanishing gradients lack meaning . . . . . . . . . . . . . . . . 369

9.1.5 Exploding / vanishing gradients have multiple meanings . . . . . . . . . . 370

9.1.6 Exploding and vanishing gradients can cancel each other out . . . . . . . . 375

9.1.7 Exploding gradients can be a good thing . . . . . . . . . . . . . . . . . . . 376

9.1.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 376

9.1.9 A note on the Jacobian and Lipschitz constant . . . . . . . . . . . . . . . . 377

9.2 NLC vs order / chaos / edge of chaos, depth scale, correlation preservation and
signal propagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 377

9.2.1 Order / chaos / edge of chaos is limited to simple, homogeneous architectures378

9.2.2 Order / chaos / edge of chaos is not predictive if the network does not
behave like its infinite depth limit . . . . . . . . . . . . . . . . . . . . . . 378

9.2.3 Actually, chaos is good, edge of chaos can be bad, and order is not that bad 379

9.2.4 Order is not the opposite of chaos . . . . . . . . . . . . . . . . . . . . . . 379

x



9.2.5 Order / chaos / edge of chaos is not fine-grained, but depth scale is even
more limited in scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

9.2.6 Correlation is confounded by shifting . . . . . . . . . . . . . . . . . . . . 380

9.2.7 Correlation preservation lacks general meaning . . . . . . . . . . . . . . . 381

9.2.8 Signal propagation is not well-defined and lacks meaning . . . . . . . . . . 381

9.3 NLC vs Hessian magnitude . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 382

9.4 NLC vs “use an appropriate depth” . . . . . . . . . . . . . . . . . . . . . . . . . . 384

9.5 NLC and orthogonality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 386

9.6 NLC and pseudo-linearity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 388

9.7 NLC and “use an appropriate width / parameter dimensionality” . . . . . . . . . . 389

10 General nonlinearity theory 393

10.1 Notation, terminology and conventions . . . . . . . . . . . . . . . . . . . . . . . . 393

10.2 General assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 394

10.3 Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 396

10.4 Propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 401

10.5 Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

10.5.1 Theorem 1: NLC ≥ 1 for Gaussian inputs . . . . . . . . . . . . . . . . . 407

10.5.2 Theorem 2: NLC ≥
√

2 when the least squares fit is zero . . . . . . . . . 408

10.5.3 Theorem 3: NLC depends on the least squares fit . . . . . . . . . . . . . . 432

11 Mean field nonlinearity theory 437

11.1 Notation, terminology and conventions . . . . . . . . . . . . . . . . . . . . . . . . 437

11.1.1 Neural architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 437

11.1.2 Multi-activation functions . . . . . . . . . . . . . . . . . . . . . . . . . . 438

11.1.3 Other NTCs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 439

11.2 General assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 440

11.3 Lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 441

11.4 Propositions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 449

11.5 Theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 456

11.5.1 Theorem 4: fully-connected layers are meta-Gaussian meta-distributed . . 456

11.5.2 Theorem 5: mean field limits of practical metrics and architectures . . . . . 457

11.5.3 Theorem 6: properties of the length kernel Lτ (λ) . . . . . . . . . . . . . . 485

xi



11.5.4 Theorem 7: properties of the covariance kernel Cτ (c) . . . . . . . . . . . . 490

11.6 Mean field theory of batch normalization . . . . . . . . . . . . . . . . . . . . . . . 502

11.6.1 Additional notation, terminology and conventions . . . . . . . . . . . . . . 503

11.6.2 Lemma . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504

11.6.3 Theorem 5 part 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507

11.6.4 Proposition 19 part 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 557

A Full list of study A and B architectures 563

A.1 Full list of study A architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 563

A.2 Full list of study B architectures . . . . . . . . . . . . . . . . . . . . . . . . . . . 582

Bibliography 599

xii



List of Figures

1.1 Description of the functional-gradient learning paradigm. . . . . . . . . . . . . . . 44

1.2 Definition of zero-shot architecture design and ZSAD guideline. . . . . . . . . . . 49

1.3 Our framing of ZSAD guidelines and our criteria for assessing the utility of a
guideline. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.1 The layer graph template for the fully-connected architectures used in study A.
Layers with dotted boundary are present in some but not all architectures. Each
layer in the sequence directly depends on the preceding layer. Addition layers also
depend on exactly one of the layers they are connected to with an arrow. If M = 3,
“Macro-layer M-1” is directly preceded by “Macro-layer 1”. . . . . . . . . . . . . 97

3.2 The layer graph template for the convolutional architectures used in study B. Lay-
ers with a dotted boundary are present in some, but not all, architectures. Each
layer in the sequence directly depends on the preceding layer. Addition layers also
depend on the layer they are connected to with an arrow. Even macro-layers other
than macro-layer 20 mirror macro-layer 1. Odd macro-layers other than 1, 7 and
13 mirror macro-layer 9. Macro-layer 7 mirrors macro-layer 13. . . . . . . . . . . 106

4.1 Coloring of the output sphere used for the illustrations in table 4.2, depicted as an
azimuthal projection. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

4.2 The NLC evaluated in the architecture’s initial state vs the test error evaluated in
the architecture’s final state, for all architectures in studies A and B. Graphs A, B
and C depict results from study A. Graph D depicts results from study B. Each
point in the scatter plots corresponds to a single architecture. The correlation of
the metrics plotted on the x- and y- axes, as well as the statistical significance of
that correlation, is given at the top of the graph. If a metric is depicted in log scale,
then the log of that metric is used to evaluate the correlation. The dataset used
is given above the figure. For CIFAR10, we also note whether the architectures
used were fully-connected (study A) or convolutional (study B). Inset graphs in
the bottom right are magnifications of the region 0.8 < NLC < 100. Note that
one black point in graph C is “hidden” among red points. Conclusion: The NLC
of an architecture, when evaluated in the initial state before training, is a powerful
predictor of test error after training, and attaining a right-sized NLC is essential for
attaining an optimal test error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149

xiii



4.3 NLC vs test error in the final state, for all architectures in studies A and B that
achieved a better-than-random validation error (study A) / test error (study B). Inset
graphs in the bottom right are magnifications of the region 0.3 < NLC < 10. Blue
lines indicate NLC = 1. Conclusion: The final NLC is associated with test error,
and optimal / better-than-random performance requires the NLC to lie in a narrow
range. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150

4.4 Initial NLC vs training error. In graph A, we depict CIFAR10 architectures from
study A. In graph B, we depict waveform-noise architectures from study A. In
graph C, we depict architectures from study B. Both training error and NLC were
evaluated on the training run which yielded the lowest training error after training,
as signified by the train-opt marker. Study A architectures were re-trained with-
out early stopping based on validation error. Note that the y-axis extends below the
zero point for improved visibility. Inset graphs in the bottom right are magnifica-
tions of the region 0.6 < NLC < 100. Conclusion: The initial NLC is somewhat
predictive of training error, especially when it comes to underfitting, but some
high-NLC architectures are also trainable, at least when they are fully-connected. . 151

4.5 NLC vs training error in the final state. In graph A, we depict CIFAR10 archi-
tectures from study A. In graph B, we depict waveform-noise architectures from
study A. In graph C, we depict architectures from study B. Only architectures
that achieved a better-than-random training error are depicted. Inset graphs in the
bottom right are magnifications of the region 0.6 < NLC < 100. Conclusion:
Successfully trained architectures can have very high NLC after training, at least
when they are fully-connected. A small or moderate NLC after training does not
guarantee low training error. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

4.6 Comparing NLC and test error for study A waveform-noise architectures, trained
with Adam and SGD. Inset graphs in the bottom right are magnifications of the
region 0.8 < NLC < 100 in graph A and 0.3 < NLC < 10 in graph B. The blue
line indicates NLC = 1. Conclusion: Adam behaves very similarly to SGD. . . . . 153

4.7 Initial NLC evaluated on the training set vs test set and unit Gaussian input for
study A architectures. Green markers correspond to Gaussian unstable architec-
tures (GUAs), and they are displayed in the foreground. All correlation values are
close to 1. Conclusion: The estimator of the NLC is stable for our samples. The
NLC on practical input distributions matches the NLC on Gaussian inputs. . . . . . 154

4.8 Final NLC evaluated on the training vs test set for study B architectures. Conclu-
sion: Both values are close to equal, especially when excluding GUAs. . . . . . . . 155

4.9 Initial NLC and test error as the magnitude of the inputs is varied by multiplying
with a fixed scaling factor, for depth-2 fully-connected sawtooth architectures on
waveform-noise. Conclusion: Data variance impacts both NLC and test error. . . . 156

xiv



4.10 Final NLC evaluated on the test set vs training set and unit Gaussian input for study
A architectures. Note that the x- and y-axis ranges differ significantly from figure
4.7. Throughout this work, axis ranges can vary when related, but not identical,
metric values are depicted. However, we also strive to keep axis ranges the same
for comparability when practical. Conclusion: The final NLC is still relatively
consistent across data shards and distributions. . . . . . . . . . . . . . . . . . . . . 157

4.11 Initial NLC across 100 different random seeds for 40 simple fully-connected archi-
tectures. Green markers correspond to GUAs. The highest point of each interval
indicates the largest of the 100 NLCs and the lowest point of each interval indi-
cates the smallest of the 100 NLCs. The architectures are sorted on the x-axis by
the width of the interval in log space. Conclusion: The NLC does not vary much
from one random initialization to the next. . . . . . . . . . . . . . . . . . . . . . . 159

4.12 NLC vs simpler metrics / estimators for study A architectures in the initial state.
Green markers correspond to GUAs and are displayed in the foreground, as always.
All correlation values are close to 1. Conclusion: The NLC can be proxied by
simpler metrics / estimators for fully-connected architectures in the initial state. . . 170

4.13 NLC vs simpler metrics / estimators for the second half of study A architectures
in the initial state. All correlation values are close to 1. Conclusion: The NLC can
be proxied by simpler metrics / estimators for the second half of fully-connected
architectures in the initial state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

4.14 NLC vs simpler metrics / estimators for study A architectures in the final state.
Conclusion: The more we simplify, the more the approximation deteriorates. . . . 172

4.15 The NLC vs simpler metrics / estimators for the second half of study A archi-
tectures in the final state. Conclusion: Simplifying the estimator works well, but
simplifying the metric leads to significant deterioration. . . . . . . . . . . . . . . . 173

4.16 The NLC vs simpler metrics for study B architectures. Conclusion: The simpler
metrics are insufficient approximations, especially considering the lower bound of
1 no longer holds in the initial state. . . . . . . . . . . . . . . . . . . . . . . . . . 174

4.17 GLLAD for 15 simple fully-connected architectures of depth 51 (unless otherwise
specified) in their initial state on CIFAR10 (top row) and unit Gaussian input (bot-
tom row). For each architecture, the lower curve denotes the 5th percentile over
100 random seeds. The middle curve denotes the mean over those seeds. The
upper curve denotes the 95th percentile. The density is defined over the base 10
logarithm. We set T = 2. |B| = 250 as always for fully-connected architectures.
Note that we could not compute the density in the region greater 109, due to limita-
tions associated with floating-point computation. Conclusion: All distributions are
well-behaved and can be summarized by e.g. their median. They are also relatively
robust to random seed change. Both CIFAR10 and Gaussian inputs yield the same
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

4.19 1d pictorial illustration of the connection between NLC and MGLLA. . . . . . . . 177

xv



4.18 NLC vs MGLLA for study A architectures. We set T = 2. Only architectures for
which MGLLA < 109 are depicted, due to limitations associated with floating-
point computation. Conclusion: Both metrics are highly associated, especially in
the initial state. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

4.20 NLC vs MES for study A architectures after training error minimization. We set
T = 1.05. Only architectures for which MES < 109 are depicted, due to limita-
tions associated with floating-point computation. Conclusion: The NLC predicts
the influence of input noise on error. . . . . . . . . . . . . . . . . . . . . . . . . . 183

4.21 NLC vs NCE for study A CIFAR10 architectures after training error minimization.
The noise weight w is specified on the y-axis. The black line indicates where
the NLC equals 1

w
. Architectures with final NLC greater 108 are not depicted to

improve the visibility of low-NLC architectures. However, they follow the same
trends as other high-NLC architectures. Conclusion: The NLC predicts the noise
level at which the error increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

4.22 NLC vs NCE for study A waveform-noise architectures after training error mini-
mization. The figure and its conclusion are analogous to the previous figure. . . . . 188

4.23 NLC vs a modified NCE where training set inputs are interpolated with their clos-
est test input, for study A CIFAR10 architectures after training error minimization.
The noise weight w is specified on the y-axis. The black line indicates where
the NLC equals 1

w
. Architectures with final NLC greater 108 are not depicted to

improve the visibility of low-NLC architectures. However, they follow the same
trends as other high-NLC architectures. Conclusion: Generalization is closely re-
lated to sensitivity to random noise, and that sensitivity is predicted by the NLC. . . 189

4.24 NLC vs a modified NCE where training set inputs are interpolated with their clos-
est test input, for study A waveform-noise architectures after training error mini-
mization. The figure and its conclusion are analogous to the previous figure. . . . . 190

4.25 NLC vs TTNTK for study A architectures in the initial state. Conclusion: The
NLC is related to the neural tangent kernel, and thus to kernel bandwidth and the
surrounding conceptual and theoretical machinery. . . . . . . . . . . . . . . . . . 192

4.26 NLC vs 2 measures of effective depth for study A architectures after training error
minimization. Each graph corresponds to one of two measures discussed in Philipp
et al. [2018]. Correlation values are not significant because of the non-linearity of
the relationship of x- and y-axis values. In graphs B/D, we omit architectures
with NLC > 1015 as floating-point rounding error makes comparing the Taylor
expansion with the original network impossible. Conclusion: A high NLC usually
implies a low effective depth, and hence a non-attainment of the benefits associated
with depth. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

xvi



4.27 NLC vs LNLC for study A architectures in the initial state. Green markers cor-
respond to GUAs. Red markers correspond to residual architectures that are not
GUAs. Note that in this figure, GUAs are actually displayed in the background so
that black and red markers that represent outliers are visible. We omit correlation
values due to the presence of extreme outliers. The top row gives results from
decomposing the NLC of the whole network. The bottom row gives results from
decomposing the second half of the network. There were also GUAs that exhibited
LNLC values of as low as 10−30. They are not depicted in the graphs in order to
improve visibility for non-GUAs. Conclusion: The NLC of fully-connected net-
works can usually be decomposed into the NLC of individual layers in the initial
state, except for GUAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198

4.28 NLC vs LNLC for study A architectures in the final state. Graphs are analogous
to the previous figure. Conclusion: There is only a weak association between the
NLC and its decomposition in the final state. . . . . . . . . . . . . . . . . . . . . . 199

4.29 Initial NLC for study A CIFAR 10 architectures vs equivalent architectures with
altered width. Correlation values are close to 1. Conclusion: The NLC is robust to
width change. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200

4.30 Initial NLC vs final NLC for study A and B architectures. Conclusion: The initial
NLC is associated with the final NLC. . . . . . . . . . . . . . . . . . . . . . . . . 201

4.31 NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study A CI-
FAR10 architectures that are not GUAs in the initial state. We plot the value for
a layer fl if it is a fully-connected layer, a normalization layer, an activation layer
or an addition layer, unless that layer is bypassed by a skip connection. All these
layers are placed on the x-axis according to their distance from the output layer,
measured in the (possibly fractional) number of macro-layers. The curves arise
by connecting points corresponding to neighboring layers. Conclusion: The NLC
increases smoothly from layer to layer. Often, this change is linear in log space
from macro-layer to macro-layer. Often, there is a jitter for every macro-layer. . . . 204

4.32 NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study A waveform-
noise architectures that are not GUAs in the initial state. The graph is analogous to
figure 4.31. Conclusion: The NLC still changes smoothly from layer to layer, but
the curves are less regular than in figure 4.31 and not always increasing. . . . . . . 205

4.33 NLC(fL(fl), fl(N (0, I))) at different layers fl for the same 25 architectures as in
figure 4.32 in the initial state. The graph is analogous to figure 4.31. Conclusion:
The curves closely track those of figure 4.32. . . . . . . . . . . . . . . . . . . . . 206

xvii



4.34 NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study B archi-
tectures that are not GUAs in the initial state. We plot the value for layer fl if it
is a linear layer, a normalization layer, an activation layer, an addition layer or a
pooling layer, unless that layer is bypassed by a skip connection. All these layers
are placed on the x-axis according to their distance from the output layer, measured
in the (possibly fractional) number of macro-layers. The curves arise by connect-
ing points corresponding to neighboring layers. Conclusion: The NLC changes
smoothly from layer to layer, but the curves are less regular than in figure 4.31. . . 207

4.35 NLC(fL(fl), fl(D)) at different layers fl for architectures from figure 4.31 in the
final state (top left); for architectures from figure 4.34 in the final state (top right);
for 25 randomly selected study A CIFAR10 GUAs in the initial state (bottom left);
for 25 randomly selected study B GUAs in the initial state (bottom right). Graphs
are analogous to figure 4.31 for study A and 4.34 for study B. Conclusion: The
patterns of previous figures degrade significantly in the final state, and completely
for GUAs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208

5.1 NKURT averaged across an intermediate fully-connected or addition layer. In
graph A, we depict the range across 100 random seeds and therefore 100 ran-
dom initializations for 40 simple fully-connected architectures on CIFAR10 with
a default depth of 51. The interval depicts the range of values across the random
seeds and the filled square depicts the mean. In graphs B-G, we depict the value
for study A architectures, before and after training. We place architectures on the
x-axis in ascending order. Green markers correspond to GUAs and red markers
correspond to GEAs. Some values fall outside the range of the y-axis. In graph
A, we specify those values in the graph. Conclusion: Neuron distributions in FC
layers of stable architectures in the initial state are approximately Gaussian with
respect to excess kurtosis. This is not true for GUAs / GEAs. . . . . . . . . . . . . 234

5.2 NGHI averaged across an intermediate fully-connected or addition layer. Graphs
are analogous to figure 5.1. Conclusion: Neuron distributions in FC layers of stable
architectures in the initial state are approximately Gaussian in their cumulative
distribution function. This is not necessarily true for GEAs and especially GUAs. . 235

5.3 KURTEX at an intermediate fully-connected or addition layer. Graphs are analo-
gous to previous figures. A very small number of values fall outside the range of
the y-axis in graphs E- G. Conclusion: Neuron expectations appear very Gaussian
across an FC layer, especially before training. . . . . . . . . . . . . . . . . . . . . 236

5.4 GHIEX at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. Conclusion: Neuron expectations appear very Gaussian across
an FC layer, especially before training. . . . . . . . . . . . . . . . . . . . . . . . . 237

5.5 CVNSTD at an intermediate fully-connected or addition layer. Graphs are anal-
ogous to previous figures. A very small number of values fall outside the range
of the y-axis in graphs E and G. Conclusion: Standard deviations are relatively
constant across an FC layer, especially for stable architectures before training. . . . 238

xviii



5.6 NCORR at an intermediate fully-connected or addition layer. Graphs are anal-
ogous to previous figures. Conclusion: Some correlation between neurons does
arise, especially when Gaussian initialization (graph A) is used over orthogonal
initialization (graphs B-F). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

5.7 LCV at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. Conclusion: Stable architectures have near constant layer
lengths, especially before training, whereas GUAs and GEAs often have wildly
diverging lengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240

5.8 LQM vs its mean field estimate for study A architectures. The metrics are eval-
uated at a fully-connected or addition layer halfway through the network, as in
figures in section 5.2.1, because of the narrowness of the output layer. Vertical
lines correspond to confidence intervals of 2 standard deviations. GUAs are de-
picted as blue points with green lines. GEAs are depicted as red points with red
lines. Both GUAs and GEAs are displayed in the foreground as throughout chapter
4, i.e. their markers fully or partially occlude the markers of stable architectures
when they overlap. Some graph diagonals are given in black as a visual aid. Note
that all x- and y-axis ranges of graphs across this figure, as well as across each
of the figures below, are identical to enable easier comparison. Conclusion: The
mean field estimate is highly accurate for stable architectures and GEAs before
training and still relatively accurate after training. . . . . . . . . . . . . . . . . . . 257

5.9 JACF vs its mean field estimate at an intermediate and at the input layer. Graphs
are analogous to figure 5.8. Conclusion: The mean field estimate is highly accurate
for stable architectures and GEAs before training, but not after training. . . . . . . 258

5.10 LSCALE vs its mean field estimate at an intermediate layer. GUAs are depicted
in green. GEAs are depicted in red. Both are displayed in the foreground. There
are no confidence intervals. Graphs are otherwise analogous to previous figures.
Conclusion: The mean field estimate is highly accurate for stable architectures and
almost all GEAs before training, and still relatively accurate after training. . . . . . 259

5.11 QMNEX
LSCALE

vs its mean field estimate at an intermediate layer. Graphs are analogous
to previous figures. Conclusion: The mean field estimate is highly accurate for sta-
ble architectures and fairly accurate for GEAs before training, but not after training. 260

5.12 QMNSTD vs its mean field estimate at an intermediate layer and at the output later.
Graphs are analogous to previous figures. Conclusion: The mean field estimate is
highly accurate for stable architectures and almost all GEAs before training. After
training, the range of QMNSTD values is small, so it is difficult to assess accuracy. 261

5.13 NLCNUM vs its mean field estimate, for the whole network and for the second
half of the network. Graphs are analogous to previous figures. Conclusion: The
mean field estimate is highly accurate for stable architectures and GEAs before
training. After training, the mean field estimate tends to overestimate NLCNUM,
but is still highly correlated with it. . . . . . . . . . . . . . . . . . . . . . . . . . . 262

xix



5.14 NLC vs its mean field estimate, for the whole network and for the second half of
the network. Graphs are analogous to previous figures. Conclusion: The mean
field estimate is highly accurate for stable architectures and GEAs before training.
After training, the mean field estimate usually overestimates the NLC, but it is still
highly correlated with it. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263

5.15 Metric values for study A architectures. In graphs A-C, we plot the initial vs final
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Chapter 1

Introduction

Neural networks have been highly successful on a range of machine learning tasks recently. To a
large degree, this success is based on the power of gradient methods. As long as we specify an ar-
chitecture and a parameter initialization scheme, we can use algorithms like stochastic gradient de-
scent to set millions of parameter components simultaneously and efficiently. Unfortunately, there
exists no known neural architecture that when trained with gradient methods performs well on all
machine learning tasks. Therefore, we are faced with the challenge of choosing a high-performing
neural architecture for any given task; this challenge is broadly known as ‘neural architecture de-
sign’.

Despite the ubiquity of deep learning in modern research, there is a lack of robust and general
methods that, given only the definition of an architecture, can predict and explain its performance
after training. In this work, we develop methods that can predict performance directly from the
architecture definition without conducting training. We term this approach zero-shot architecture
design (ZSAD). It has immediate practical utility, as architectures that can be predicted to perform
poorly can be discarded before training and do not need to be considered further.

While giving a complete theory of the foundations of neural architecture design is beyond the
scope of this work, we compile an unprecedented repository for understanding (i) what drives
architecture performance, (ii) why popular neural architectures are designed the way they are and
(iii) how to choose or design neural architectures for a novel task in any domain, even if no prior
art exists for that task, as well as improve existing architectures.

While this work contains many individual contributions, they can be grouped into the following
overarching contributions.

1. Establish the nonlinearity coefficient (NLC) as one of the most important metrics for neural
architecture design, as the standard practical measure of the degree of nonlinearity and ex-
pressivity of a neural architecture, and hence as a primary measure of the model complexity
of a neural architecture and a primary tool for neural network analysis in general. It (i) is
well-defined for any network with a single input and output, (ii) is easy and cheap to com-
pute, (iii) is capable of predicting the test error of an architecture without training, (iv) can
be instructively and accurately estimated from the architecture definition, (v) can be easily
controlled by the designer via our nonlinearity normalization algorithm, (vi) is conceptually
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simple, (vii) can be shown to be a measure of a network’s degree of nonlinearity through
many lenses, as well as a measure of expressivity, noise sensitivity and model complexity,
(viii) is grounded in mean field theory and has many unique theoretical properties, (ix) can
be controlled independently of other core performance drivers like width, parameter dimen-
sionality and orthogonality and (x) is robust to a wide range of confounders such as data
distribution, initial parameter draw and change of scale. Via the NLC, we show that, con-
trary to prior belief, high model complexity is harmful to generalization but not trainability
in neural networks. Main chapter: 4

2. Create a practical guide to neural architecture design by enumerating what can go wrong
when building an architecture. We assemble an arsenal of guidelines that (i) explains the
majority of test and training error variation across a wide range of randomly generated ar-
chitectures without training, (ii) explains much of the utility of some of the most popular
architecture building blocks, like ReLU, batch normalization and skip connections and (iii)
makes at least designing fully-connected architectures relatively foolproof. We both intro-
duce novel guidelines and flesh out previously known guidelines. Main chapters: 6, 8

3. Develop a mean field theory of meta-distributions . We prove and empirically show that,
under practical conditions, the value of a fully-connected layer in the randomly initialized
state is meta-Gaussian meta-distributed, i.e. the distribution of each neuron as induced by
the data is Gaussian and has a Gaussian random mean that is induced by the parameter
initialization scheme. We use this to derive simple recursive calculation rules for the mean
field limits of many properties including layer value magnitude, biasedness of neurons and
the NLC in popular fully-connected architectures. These rules reveal that the NLC of such an
architecture can be estimated simply and instructively from the nonlinearity of its activation
functions without ever evaluating the architecture. We uncover the property of Gaussian
stability, a key prerequisite for the practical predictiveness of mean field theory in general
and a driver of architecture performance. Main chapter: 5

4. Introduce nonlinearity normalization (nlnorm) , a simple algorithm that allows the archi-
tecture designer to (i) control the architecture’s NLC by tuning it like a hyperparameter, (ii)
ensure that neuron values are not too large or small (thereby ensuring ‘scale stability’) and
(iii) prevent the means of neuron distributions from deviating too far from zero (thereby
avoiding ‘neuron bias’). This achieves three of our core design guidelines. We show that
nlnorm can greatly reduce the test error of suboptimal architectures with minimal modifi-
cation. Thereby, nlnorm can capture a large fraction of the performance boost provided by
many of the most popular building blocks, like batch normalization, skip connections, and
specific activation functions. It captures several aspects of their utility. Main chapter: 7

5. A more scientific approach to architecture design research based on well-defined metrics .
A key distinguishing feature of some of our guidelines, and especially the NLC, from much
prior work is that they are based on well-defined, quantitative metrics that can be evaluated
for any network. This stands in contrast with ill-defined guidelines like “avoid exploding
gradients”, “choose an architecture on the edge of chaos” and “use an appropriate depth”.
Based on our analysis, we argue that metrics have several key advantages. (i) Generaliz-
ability: Metrics automatically generalize to any network for which they are mathematically
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valid. (ii) Lack of ambiguity: Ill-defined guidelines can behave very differently depend-
ing on how they are quantified. Metrics are already quantitative. (iii) Accountability: It
is possible to determine unambiguously when a metric fails to predict performance. (iv)
Improvability: Metrics can be replaced with better metrics via transparent comparison. (v)
Democratization: Metrics open up machine learning research to non-experts. Main chapter:
9

6. Show the value of a more scientific approach to experimental protocols . At a high level,
we advocate (i) controlling confounders, such as parameter dimensionality and loss func-
tion, (ii) independently and exhaustively tuning key hyperparameters, such as learning rate
and the NLC, (iii) covering a broad and unpredictable range of deep learning pipelines and
(iv) managing computational errors such as rounding error and estimation error. We derive
specific recommendations and show how our meticulous experimental protocol underpins
the results of our empirical studies. We believe these empirical studies can serve as a guide
for the design of analytical deep learning studies in general. Main chapter: 3

1.1 Reader’s guide

The results presented in this work are highly interdependent. While we gave the main chapter(s)
for each overarching contribution above, all chapters contribute to (almost) all overarching contri-
butions. The drawback is that in order to derive maximum utility from any part of this work, it is
necessary to read the rest. The advantage is that the overall utility is maximized.

In general, we order our material to minimize the need for understanding results presented on later
pages in order to fully appreciate results that come before. Chapter 2 can be regarded as the logical
starting point of this work, where we develop foundational concepts like ‘neural networks’ and
‘gradient-based training’, define layer operations and training algorithms, and introduce a range of
notation and terminology. Building from this, in section 1.3, we discuss the historical and current
state of deep learning and neural architecture design; and motivate the need for an approach to
architecture design that is different from and complementary to neural architecture search (NAS).
Then in section 1.4, we introduce our approach: zero-shot architecture design (ZSAD). Motivated
by the intricate challenges of neural architecture design, we detail the meticulous design of our
empirical studies in chapter 3. These empirical studies underpin our analysis, which is presented
in the “main matter” from chapter 4 through 9. Finally, we prove the theoretical results given in
chapter 4 in chapter 10 and the theoretical results given in chapter 5 in chapter 11. For novice
readers, we recommend proceeding in this order.

While we believe that reading this work in its entirety is valuable to almost any reader, we expect
that most readers will want to continue with the general summary, overview and outlook in section
1.2. Among other things, this section lists all key contributions of this work. We place a very large
number of cross-references not just in that section, but throughout this work. This should allow
readers to find and jump to those parts they are most interested in. We provide the most salient
notation, terminology and conventions from chapter 2 and sections 1.3 and 1.4 in summary section
2.7. We provide the most salient information about the design and presentation of our empirical
studies from chapter 3 in summary section 3.6. We recommend reading at least sections 2.7 and
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3.6 before any later chapters. Information from those sections, while sometimes repeated later
where applicable, is often assumed implicitly.

1.2 General summary, overview and outlook

We motivate our work (section 1.3) based on the limitations of the historical processes which
brought about the current state-of-the-art in neural architectures design, as well as the limitations
of automated design based on training many architectures, which is known as neural architecture
search (NAS). Our work is also motivated by the opportunity presented by the emergence of deep
learning across the machine learning spectrum. Because neural architectures representing black-
box, parametrized, differentiable functions are applied across a wide range of machine learning
domains and settings, novel insights in model design can be replicated across the entire spec-
trum, which massively boosts their utility. We formalize deep learning as the functional-gradient
paradigm in figure 1.1.

The central goal of this work is to formalize and advocate a different and complementary approach
to neural architecture design based on general, predictive, explanatory and, ideally, well-defined
principles that can be applied without conducting any training. We term it ‘zero-shot architecture
design’ (ZSAD; section 1.4), and each design principle a ‘ZSAD guideline’. Please see figure 1.2
for our full definition. The recent success of deep learning stands in contrast with a lack of general,
meaningful and well-defined ZSAD guidelines (section 1.3.6, chapter 9).

The modus operandi of this work is to find and flesh out ZSAD guidelines (section 1.4.2) which
encapsulate properties of (i) the definition of an architecture or (ii) an architecture’s randomly
initialized state. This makes it possible to determine whether an architecture follows one of these
guidelines without conducting training. In contrast, a ZSAD guideline must not encapsulate a
property of the final state after training, as we do not have access to such information during the
manual design stage (section 1.4.3).

We focus specifically on guidelines that apply across datasets and task domains while being them-
selves as data-independent as possible in their formulation (section 1.4.1.2, 1.4.2.2). We also focus
on guidelines that are capable of predicting test error and / or training error after training. These
are the most important aspects of architecture performance in academic ML. Hence, our guidelines
allow us to decide which architectures to train or study further. All of our analysis flows from the
search for ZSAD guidelines, and is highly interdependent.

• We introduce novel ZSAD guidelines and flesh out existing ones.

• We demonstrate a wide range of properties for our guidelines, including their ability to pre-
dict error after training, along the lines of the utility criteria given in figure 1.3.

• We uncover the deeper meaning behind the predictive power of our guidelines and thereby
advance the fundamental understanding of neural architectures, e.g. of their model complex-
ity.
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• We extend mean field theory to ground our guidelines theoretically and to understand and
predict which architectures follow our guidelines without conducting forward propagation
or backpropagation.

• We develop tools for controlling whether an architecture follows our guidelines.

• We explain popular design strategies and building blocks such as ReLU, batch normalization
or skip connections based on how they enable architectures to follow our guidelines.

• We develop research practices to make our guidelines more scientifically rigorous and advo-
cate the general application of those practices.

Each of the next 6 subsections is dedicated to one of the overarching contributions given at the
beginning of this chapter. Throughout this section, when we reference an individual contribution
based on original concepts, theory or empirical analysis, we mark it with +©. When we reference
a previously known concept or result (“background”), we use b©. When we discuss or interpret a
result, we do not use a marker. (The distinction between the three cases can be somewhat fluid and
subjective.) Finally, we summarize limitations of our work in subsection 1.2.7 and opportunities
for future work in subsection 1.2.8.

We validate most of our individual contributions empirically by using architectures trained with
a meticulous training protocol. The architectures we trained can largely be grouped into two em-
pirical studies: study A, based on fully-connected architectures trained on CIFAR10, MNIST and
waveform-noise; and study B, based on convolutional architectures trained on CIFAR10. We detail
our studies in chapter 3, summarize them in section 3.6, and discuss their most important aspects
in section 1.2.6. We detail limitations in section 3.5 and summarize them in section 1.2.7. We also
refer to these empirical studies as “our studies” for short.

1.2.1 The nonlinearity coefficient

We introduce the nonlinearity coefficient (NLC; section 4.2) +©.

NLC(f,D) =

√
Ex Tr(J (x)CovxJ T (x))

Tr(Covf )

Here, f : Rdin → Rdout is the network, D is the input distribution, x ∼ D is the row input vector,
J (x) = df(x)

dx
∈ Rdout×din is the Jacobian, Covx = Ex(x− x̄)T (x− x̄) is the input covariance matrix,

Covf = Ex(f(x)− f̄)T (f(x)− f̄) is the output covariance matrix and Tr is the trace.

We also introduce the accompanying ZSAD guideline (section 4.4.1).

ZSAD guideline definition 1. ‘Use an appropriate NLC’ requires 1 ≤ NLC ≤ 5. +©

That is, given an input distribution D, we generally recommend choosing an architecture such that
1 ≤ NLC(f,D) ≤ 5 holds, where f is the architecture’s randomly initialized state. This ensures
that the ‘degree of nonlinearity’ of the architecture is not excessive. When we refer to the value of
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a metric not based on error or loss for an architecture, such as the NLC value, we generally mean
the value in the initial state.

We now summarize the properties of the NLC by the utility criteria of figure 1.3. To our knowledge,
the NLC fulfills these criteria at least to the degree of any other ZSAD guideline. It is important
to note that many of the properties we discuss rely on ‘Gaussian stability’ (section 1.2.3 below)
and hold especially in an architecture’s randomly initialized state, which is of primary importance
(sections 1.4.2.1, 1.4.3).

Criterion 1: Well-definedness We formalize the concept of the functional-gradient paradigm
(section 1.3.2 and figure 1.1) +©, which is an abstract definition of deep learning as it exists in
the year 2020. It implies that a neural architecture can be an arbitrary function with a trainable
parameter for which an accurate local linear approximation around a given parameter value can be
found. We point out that the NLC makes no additional structural assumptions about the network
(sections 4.2.1, 4.4.4) +©, such as the presence of neurons or layers, and thus builds directly upon
the functional-gradient paradigm. It only makes a few technical assumptions, which we show to be
mild (section 4.2) +©. Hence, the NLC is valid for effectively any network with a single data input
and output. It can be formally generalized to networks that use batch normalization, and hence do
not represent a function of a single input (section 4.4.4) +©.

Criterion 2: Computability (section 4.4.4) The NLC can be implemented in a few lines of code
using a deep learning software framework +©. The denominator requires only forward-propagation
of regular inputs from the dataset and taking neuron standard deviations +©. By “piggybacking”
on the forward propagation that already takes place during training and when computing error,
the need for additional forward propagation can be eliminated and the computational cost further
reduced +©. In addition to the forward propagation of inputs, the numerator requires only back-
propagating Gaussian noise in place of the gradient of the loss function +©. This can be easily
achieved via automatic differentiation built into popular deep learning software frameworks.

Because the NLC formally depends on the input distribution, it has to be computed via statistical
estimation. Because it uses expectation and standard deviation operators, the canonical statisti-
cal estimator is stable even for small datasets (sections 4.4.2, 3.4.1, 4.4.4) +©. The NLC does
not suffer from floating-point rounding error as long as the network output itself does not suffer
from rounding error that exceeds its mathematical variation +©. The NLC can be applied to net-
works with batch normalization without modifying the program used to compute it or significantly
compromising statistical efficiency +©.

Criterion 3: Predictiveness The NLC, evaluated in the architecture’s randomly initialized state,
is predictive of test error after training and attaining a right-sized NLC is essential for minimizing
test error (section 4.4.1) +©. When controlling for neuron bias, Gaussian stability and noise stabil-
ity (summarized in sections 1.2.2, 1.2.3 below), the NLC explains the vast majority of test error
variation across our architectures (section 6.7) +©.

We observed that architectures can only attain an optimal test error with an initial NLC between 1
and 5, though this does not guarantee close-to-optimal or even better-than-random test error (sec-
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tion 4.4.1) +©. Our analysis suggests that this range is widely applicable, as we further discuss
below in section 1.2.1.3. Unfortunately, we were unable to narrow the recommended NLC range
beyond [1,5], as different types of architectures appear to require different NLC values and no spe-
cific value, either before or after training, leads to close-to-optimal test error for all types (section
7.5) +©.

While architectures with NLC greater 105 attain a random test error +©, architectures with much
larger initial and final NLC can attain a zero training error, though, again, a small NLC does not
guarantee a better-than-random training error (section 4.4.1) +©. We found a trend that an NLC
close to 1 can be associated with elevated, though better-than-random, training and test error, and
hence underfitting (section 4.4.1) +©.

Criterion 4: Predictability We use mean field theory to derive simple, recursive formulas that
allow the calculation of the value of the NLC in the infinite width limit of popular fully-connected
architectures given only the architecture definition (chapter 5). We extensively demonstrate the
practical predictiveness of that estimate. The estimate allows us to explain the NLC of an archi-
tecture instructively from its definition, specifically in terms of the nonlinearity of the activation
functions used. We summarize these contributions in section 1.2.3 below.

Criterion 5: Controllability We introduce the simple nonlinearity normalization algorithm that
is effective at controlling the NLC in the design stage and turning it into a tunable hyperparameter
(chapter 7). We summarize it in section 1.2.4 below.

Criterion 6: Simplicity Fundamentally, the simplicity of the NLC follows from its definition.
We also show that at least in the initial state of fully-connected architectures, the NLC may be
replaceable by even simpler metrics. For example, the Jacobian may be replaceable by a ratio of
loss gradients (sections 4.4.5, 5.5) +©.

Criterion 7: Meaningfulness See section 1.2.1.1 below.

Criterion 8: Theoretical grounding The NLC is theoretically grounded through its relationship
with mean field theory, which we summarize in section 1.2.3 below. We have additional theoretical
results in sections 4.2, 4.4.7 and 4.4.8, which we summarize under “well-definedness” above and
in section 1.2.1.1 below.

Criterion 9: Synergy The NLC is especially synergistic with the guidelines of ‘avoid neuron
bias’, ‘use an appropriate width / parameter dimensionality’ and ‘ensure orthogonality’, as we
summarize in section 1.2.2 below.

Criterion 10: Generality The generality of the NLC is grounded in its well-definedness and
predictiveness as summarized above. While the NLC technically depends on an input distribution
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D in addition to a network, it depends on the latter largely through either mean and variance (fully-
connected networks) or mean and covariance (convolutional networks), and these dependencies
are conceptually necessary (section 4.4.2, 4.4.5) +©. Further, the NLC of practical architectures
does not vary much from one draw of the random parameter initialization scheme to the next
(section 4.11) +©. Rather, it depends largely on the random initialization scheme itself, which we
consider part of the architecture definition and subject to direct control. Hence, the NLC can be
fundamentally regarded as an architecture property and is suitable for data-agnostic ZSAD (section
1.4.1.2), especially since mean- and variance-normalization are common data processing practices.
For example, we could view the “NLC of an architecture” as its NLC on unit Gaussian input in the
initial state.

Beyond this, the NLC is robust to changes of width as long as the initial weight variance co-varies
according to the LeCun initialization (section 4.4.12, 9.1.3) +©. It is robust to decomposition into
the sum-product of NLCs of individual layers (section 4.4.11) +©, to scaling layers and inputs
(sections 9.1.2, 9.1.4) +© and to shifting layers and inputs (sections 9.2.6, 9.1.4) +©. The NLC
changes smoothly and regularly from layer to layer (section 4.4.14, 9.1.4) +©, and tends to be
somewhat invariant during training (section 4.4.13) +©. We explain many of the above properties
via mean field theory (section 5.5) +©.

1.2.1.1 The meaning of the NLC: nonlinearity, expressivity and model complexity

The NLC is a measure of nonlinearity: elementary properties We give results that establish
the NLC as a measure of the degree of nonlinearity of a network through several different lenses.
We derive the NLC from insights about the nonlinearity of 1-dimensional functions (section 4.1)
+©. We prove the NLC is equal to 1 for linear networks (section 4.2.2) +©.

Proposition 3. Let f be linear. Then NLC(f,D) = 1.

We prove the NLC is invariant to certain linear transformations of network input and output (sec-
tion 4.2.2) +© and that the NLC is greater than 1 for non-linear networks with Gaussian inputs
(section 4.2.2) +©.

Theorem 1. Let D be Gaussian. Then NLC(f,D) ≥ 1, where equality holds if and only if f is
linear.

We further demonstrate that, at least in the initial state, the value of the NLC on the datasets we
study is very close to its value on Gaussian inputs (section 4.4.2) +©. Also on Gaussian input, we
prove the NLC is at least

√
2 for networks that do not have a linear component (section 4.4.7) +©.

Theorem 2. Let D be Gaussian and let the least squares linear approximation to f under D be
the zero function. Then we have

NLC(f,D) ≥
√

2

We prove that the square of the NLC is proportional to the L2 linear approximation error of the
network (section 4.4.7) +©.
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Theorem 3. Let D be Gaussian and assume f is not linear. Let xAf + bf be the least squares
linear approximation to f under x ∼ D and let f̃ = f − xAf − bf be the residual. Then we have

NLC(f,D)2 = 1 +
Ex||f̃(x)||22

Ex||f̃(x)||22 + Ex||(x− x̄)Af ||22
(NLC(f̃ ,D)2 − 1)

By depicting the network function corresponding to architectures in the initial state, we demon-
strate that, at least for some examples, the NLC makes visual and intuitive sense as a measure of
nonlinearity and expressivity (section 4.3) +©. We show the NLC is empirically and conceptu-
ally related to the diameter of the regions in input space in which the gradient-based local linear
approximations are accurate (section 4.4.6) +©.

The NLC is related to underfitting Because the NLC is proportional to the L2 linear ap-
proximation error of the network (see theorem 3 above), where the strength of the relationship
NLC(f̃ ,D)2 − 1 is at least 1 (see theorem 2 above), the closer the NLC is to 1, the closer the
network has to be to a linear function in an L2 sense. Hence, if a linear architecture underfits
on a task, so do low-NLC architectures, at least as long as nonlinearity does not increase during
training. We observe underfitting for convolutional architectures (section 4.4.1) +©.

The NLC is related to noise sensitivity and overfitting We prove the NLC can be considered
the first-order approximation of the sensitivity of the network output to white noise added to the
input (section 4.4.8) +©.

Proposition 9. Let δin ∼ N (0,Covx) and δout ∼ N (0,Covf ) be row vectors. Assume NLC > 0.
Then

Ex,δin ||
δin

NLC
J (x)T ||22 = Eδout||δout||22

As a rule of thumb, a random input perturbation of relative magnitude 1
NLC

will corrupt the network
output. For example, if NLC = 1000, a relative input perturbation of 0.1% is sufficient. If the
inputs are e.g. images, a random change of 0.1% to the intensity of each pixel is almost certainly
imperceptible. This explains the association of the NLC with overfitting. If the network is sensitive
to noise significantly smaller than the distance between training and test inputs in input space,
generalization fails. We demonstrate this mechanism empirically in detail (section 4.4.8) +©. In the
context of classification, high-NLC networks assign inputs that are very close together to different
classes. This is very reminiscent of the “shattering” property of VC dimension.

The NLC is a measure of model complexity We connect the NLC to model complexity via the
notion of kernel bandwidth, which is a primary measure of model complexity in the field of kernel
methods. We utilize the connection of wide networks with Gaussian processes, which is a core
feature of mean field theory. The network function in the initial state is captured by the ‘covariance
kernel’ (section 5.1.4) b© and the course of training by the ‘neural tangent kernel’ (section 5.1.6)
b©. We show a strong empirical relationship between the NLC and the neural tangent kernel, which

we capture via the TTNTK metric (section 4.4.9) +©.
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TTNTK(f, θ, `,Dtrain, Dtest) =
(E(x,y)∈Dtrain

d`(f(θ,x),y)
dθ

)(E(x,y)∈Dtest
d`(f(θ,x),y)

dθ
)T

(E(x,y)∈Dtrain
d`(f(θ,x),y)

dθ
)(E(x,y)∈Dtest

d`(f(θ,x),y)
dθ

)T

Here, ` is the loss function, θ is the trainable parameter, Dtrain is the training set, Dtest is the test
set and (x, y) is a datapoint. It is worth noting that TTNTK is an interesting metric worth studying
as a performance predictor in its own right. We go on to prove that in popular fully-connected
architectures, the mean field limit of the NLC is the first-order approximation of the bandwidth of
the covariance kernel, as summarized in section 1.2.3 below.

The NLC is the best practical measure of expressivity The notion of expressivity has been
accepted as an aspect of model complexity in neural networks and associated with many concepts
in deep learning. Out of these concepts, “exploding / vanishing gradients”, “order / chaos” and
“depth” are the most prominent ones. We argue that the NLC, together with the concept of neuron
bias, largely supersedes these concepts, at least in the context of designing feedforward architec-
tures, as we argue throughout chapter 9 and summarize in section 1.2.5 below. In a similar vein,
we show that the Hessian, a traditional measure of function nonlinearity, is ineffective at character-
izing the network when meaningful second-order information is not available. This happens when
e.g. the second derivative of activation functions used is not meaningful, which is common for
neural networks (e.g. ReLU, section 9.3) +©. Other metrics that could be considered for expressiv-
ity that arise in our work are MGLLA (section 4.4.6), which is based on the diameter of linearly
approximable regions in input space, and TTNTK (section 4.4.9), which is based on the neural
tangent kernel.

Additional properties A high NLC tends to induce low effective depth (section 4.4.10) +©.
Effective depth was the subject of one of our earlier works [Philipp et al., 2018] and was introduced
by Veit et al. [2016].

Summary We argue for the NLC as the best practical measure of expressivity and a primary mea-
sure of model complexity because (i) it captures the notion of kernel bandwidth in neural networks
via its connection to neural tangent kernel and covariance kernel, (ii) it is related to underfitting via
its connection to the L2 approximation error, (iii) it is related to overfitting via its connection to
noise sensitivity, (iv) it is advantageous relative to prior measures of expressivity, (v) as opposed to
esoteric properties, like whether the architecture can represent high-order polynomials, the NLC
has been shown to be able to efficiently determine the suitability of practical architectures (see
“predictiveness” above) (vi) of the intuitive connection between nonlinearity and expressivity and
(vii) its overall utility as demonstrated in this work.

The universal nature of the NLC is underscored by the fact that it has strong ties with and adds
understanding and meaning to every other ZSAD guideline we cover in this work, as we summarize
in sections 1.2.2 and 1.2.5 below.
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1.2.1.2 Understanding expressivity via the NLC

Expressivity is a fuzzy and ill-defined architecture property that is strongly associated with the
notion of model complexity in neural networks. At a high level, the expressivity of an architecture
refers to its ability to represent network functions that are considered complex as the parameter
varies. The most common approach to argue for the expressivity of an architecture is to define a
specific class of functions and show that the architecture can represent them with specific param-
eter values. This has been the primary strategy for arguing for the importance of depth in neural
networks. Deep networks can be shown to be able to represent certain function classes with a
moderate number of neurons whereas shallow architectures, usually of depth 2, would require an
enormous number of neurons. Gühring et al. [2020] provides a recent, detailed overview. We fur-
ther discuss this point in section 9.4. The notion of expressivity has also been formally associated
with e.g. the order / chaos / edge of chaos concept (section 9.2), as well as the number of linear
regions in the input space of a ReLU architecture [Raghu et al., 2017]. Informally, expressivity has
been linked to exploding / vanishing gradients and associated concepts like Jacobian eigenvalues
and the Lipschitz constant (section 9.1). The idea here is that the gradient of the network dictates
how similar the network output has to be for nearby inputs, and that functions where this similarity
is high are of low complexity. We also explain this in the context of kernel bandwidth (section
4.4.9). We argued for the NLC as a measure of expressivity above.

It can be viewed as a drawback that the NLC only measures the complexity of a given network
function, but not the (maximal) complexity of any network function representable by an archi-
tecture for an arbitrary parameter value. As our work is about architecture design, we focus on
properties of the architecture in the initial state, and therefore on the properties of networks ob-
tained by drawing typical parameter values from the random initialization scheme. We bridge the
initial-final state gap by observing that gradient-based training tends to approximately preserve
many key properties, including expressivity, as we further discuss below. Much of the expressivity
literature performs a best-case analysis by considering arbitrary parameter values, whereas we per-
form a typical-case analysis by considering typical parameter values. We are not aware of much
practical value derived from any theoretical result under the best-case approach. As always in this
work, we take the practical route.

Having established the NLC as an expressivity measure, we can now study the notion of expressiv-
ity via the NLC. We show that test error is suboptimal when expressivity is either too large or too
small, and that there is an intermediate “sweet spot” of expressivity that is ideal. In this way, the
concept of expressivity in deep learning corresponds to the concept of model complexity in clas-
sical machine learning. Especially in the context of depth, expressivity has often been regarded
as strictly beneficial, i.e. an increase in expressivity should lead to an increase in performance.
The more expressivity, the better. Our work refutes that view. This opens up a large unanswered
question. In what contexts is great depth truly beneficial and why?

In contrast to the concept of depth, the exploding / vanishing gradient problem has been viewed
through the lens of the “sweet spot”. The classical view is that it is suboptimal when gradients grow
too large or too small during backpropagation; and that a stable gradient is ideal. We show that this
is only true in specific contexts, which we clearly define (section 9.1.5) +©, and that the “sweet spot
of stable gradients” does not in fact correspond to the “sweet spot of desirable expressivity” and
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may in fact be suboptimal (section 9.1.6) +©. We show the same for the “order / chaos problem”
(section 9.2.3) +©.

We can achieve arbitrary NLC values at any depth by e.g. using activation functions of differing
degrees of nonlinearity (sections 9.4, 5.3.4) +©. Hence, we argue that we can fundamentally achieve
any expressivity level at any depth. This further underscores the need for new explanations of the
value of depth in neural networks. Among our fully-connected architectures, depth is positively
correlated with test error and we observe no benefits from increasing depth beyond around 10
(section 9.4) +©.

While low-expressivity architectures can have elevated training error due to underfitting, we show
that high-expressivity architectures can still be trained to zero or near-zero training error (section
4.4.1) +©. To our knowledge, we are the first to explicitly demonstrate the trainability of ultra-
high expressivity architectures. For example, Schoenholz et al. [2017] and Xiao et al. [2018]
previously argued that this was impossible. We uncover that there are a number of requirements
for successful training: small learning rate (section 6.6), lack of noise-inducing building blocks
like batch normalization or data augmentation, and high floating-point precision (sections 6.5,
6.7). When those requirements hold, we attain a low training error in our empirical studies in all
but one case, where we obtain a moderate training error.

Should expressivity be viewed as equivalent to model complexity in neural networks? Via mean
field theory, we show that the NLC can be viewed as largely independent of the width, and hence
the parameter dimensionality of the architecture (section 5.3, 5.5) +©. Parameter dimensionality is
another classical, statistical measure of model complexity that has been widely shown to also be
a key driver of neural architecture performance. Hence, the NLC and width / parameter dimen-
sionality emerge as measures of two independent axes of model complexity, which are represented
by the notions of expressivity and ‘capacity’. One is based on the complexity of the kind of func-
tions expressed by the architecture, while the other is based on how many different functions it
can represent. It would be very interesting to study specifically the differences, similarities and
interactions of these two axes of model complexity.

1.2.1.3 Initial NLC vs the complexity of the true input-label function

While we find that the initial NLC must lie in a specific range for an architecture to achieve better-
than-random performance, the NLC after training must lie in a much narrower range, which is
close to 1 and depends on the dataset (section 4.4.1) +©. Specifically, we identify two types of
architectures. The first type has an initial NLC of less than around 105 before training and tends
to have a much smaller NLC after training. In fact, there is an approximately linear relationship
in log space between initial and final NLC across those architectures with slope less than 1. The
second type has almost exactly the same NLC after training as before. It does not achieve a better-
than-random test error but can still achieve a zero training error (section 4.4.13) +©. We note that
we found a very small number of architectures that succeed with relatively large learning rates that
can drastically and unpredictably change their properties during training (sections 4.4.1, 4.4.13,
6.6) +©.

We introduce the distribution-valued PNLCD metric for measuring the apparent nonlinearity of

12



the true input-label function inherent in the dataset (section 4.5) +©. (We use the word “apparent”
because of the crudeness of the measure.) PNLCD is based on the gradient of line segments
between datapoints. According to this metric, our datasets CIFAR10, MNIST and waveform-noise
only appear slightly nonlinear as the probability mass of PNLCD concentrates around 1 (section
4.5) +©. By constructing artificial datasets with very high PNLCD sample values, we show that the
peak of the PNLCD distribution is closely associated with the NLC value at which architectures
attain the best test error values for a given dataset (section 4.5) +©. Further, we argue that the
reason PNLCD concentrates around 1 for our datasets is because they are part of a large class of
datasets we term neural regular as we further summarize in section 1.2.3 below. The existence of
such a class would make the NLC as data-agnostic a ZSAD guideline as possible (section 1.4.1.2).
The reason for our recommended [1,5] range for the NLC, beyond our raw performance values, is
that it is close to the PNLCD peak at 1. Some of our artificial datasets required initial NLC values
of up to 104.

We interpret these observations as follows. The test error of an architecture will be lower the closer
the network function is to the true input-label function after training. Specifically, it must mirror
the degree of nonlinearity. The architecture indeed tries to adopt an ideal NLC through training by
decreasing its initial NLC if it is too large. However, only if the initial NLC is less than 105 does
the architecture achieve a final state with better-than-random test error, and only if the initial NLC
is less than 5 does the architecture achieve a final state with close-to-optimal test error, assuming
the dataset is neural regular and has its PNLCD peak close to 1. If the initial NLC is too large, the
architecture can only achieve a better-than-random training error by memorizing the training set.
Solidifying this view is an interesting direction for future work.

This analysis reveals a general aspect of zero-shot architecture design. Since we study the prop-
erties of an architecture’s definition and initial state, no matter how harmful the property is to e.g.
generalization or trainability, it is usually technically possible that the architecture loses that prop-
erty early in training and achieves a low training and test error from that point forward. Through-
out this work, we find that many key properties we study, including NLC, Gaussian stability and
neuron bias, persist between initial and final state to a large degree, assuming that training was
successful, and that the best strategy is to design an architecture that has desirable properties in the
initial state, rather than relying on change during training. While it may be unsatisfying that we
do not have theoretical results that make final-state guarantees about e.g. NLC or error based on
e.g. initial NLC, we note that making guarantees of this kind that are also practical has been nearly
impossible throughout the history of deep learning. As always, we take the practical route.

1.2.2 A practical guide to neural architecture design

“Anything that can go wrong, will go wrong.” - Murphy’s Law

The space of neural architectures is as large as the space of parametrized, differentiable functions.
But, even if we are content to build a neural architecture from only popular building blocks, there
are still a large number of choices. How many layers should there be? How wide should layers be?
What activation functions and normalization layers should be used? What layer connectivity and
parameter initialization scheme should be used? With many choices, many things can go wrong.
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And the number of pitfalls further increases the more the requirements of a given ML task differ
from extensively studied benchmark tasks.

As summarized at the beginning of section 1.2.2, we formalize the concept of zero-shot architecture
design (ZSAD; section 1.4) as well as that of a ZSAD guideline (section 1.4.2) +©. We frame the
notion of architecture performance in such a way that ZSAD guidelines encapsulating properties
of the randomly initialized state can be considered performance predictors of the final state across
training algorithms, datasets and random parameter draws (section 1.4.2, 1.4.1) +©. In this work,
we present ZSAD guidelines for preventing training and / or generalization failure. In fact, we
present what we believe is the most comprehensive repository of “things that can go wrong” in
neural architecture design, alongside ways to prevent these things from going wrong. We believe
that we have made at least designing fully-connected architectures relatively foolproof, and have
substantially alleviated uncertainty regarding whether a given architecture leaves large amounts of
performance on the table.

As mentioned at the beginning of section 1.2, we also focus on guidelines that are as data-
independent as possible. We demonstrate this in detail for the NLC (see “generality” above) and
briefly discuss it for other guidelines in section 1.4.2.2 and section 1.2.3 below.

In figure 6.19, we plot the NLC vs test and training error across our range of randomly generated
architectures (sections 3.1.1, 3.2.1), and we use colors to indicate whether architectures follow or
do not follow certain ZSAD guidelines as given below. In that figure, we explain the majority
of test and training error variation across these architectures with our ZSAD guidelines +©. This
figure reveals that test and training error is largely all-or-nothing. To ensure low error, we must
follow all ZSAD guidelines. To succeed, nothing must go wrong. But, by Murphy’s law, this
means that we must ensure that nothing can go wrong.

We provide an overview of the ZSAD guidelines we discuss in this work in table 8.1, along with
building blocks that can cause or prevent an architecture from following these guidelines, as dis-
cussed throughout chapter 8. We argue that the degree to which building blocks help an architecture
follow our covered guidelines largely explains their popularity. Now we summarize our guidelines
one by one.

Use an appropriate NLC

ZSAD guideline definition 1. ‘Use an appropriate NLC’ requires 1 ≤ NLC ≤ 5. +©

We have summarized the NLC and associated guideline in section 1.2.1 above.

An effective strategy for controlling the NLC is nlnorm, as summarized in section 1.2.4 below.
The NLC can be reduced by skip connections, especially when normalization layers are not placed
between successive residual units (section 8.9) +©. It can also be reduced by using relatively linear
activation functions, like SELU or softplus (sections 8.5, 8.6). The NLC can be estimated via mean
field theory (section 1.2.3 below).

Ensure Gaussian stability Main sections: 5.2, 5.6, 6.1
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ZSAD guideline definition 2. ‘Ensure Gaussian stability’ requires that a network exhibits Gaus-
sian stability as defined in section 5.6. +©

Gaussian instability is likely to lead to high test error (sections 6.1, 6.7) +©. We summarize this
guideline further in section 1.2.3 below.

An effective strategy for inducing Gaussian stability is using activation functions that exhibit mean
field Gaussian stability (section 5.6) +©, which is at least approximately achieved by all popular
activation functions (section 5.6) +©. At least in fully-connected architectures, layer normalization
is also sufficient (sections 5.6, 8.7) +©.

Ensure scale stability Main section: 6.2

ZSAD guideline definition 3. ‘Ensure scale stability’ requires that at each layer in a network
f , the overall magnitude of neuron values across inputs and neurons is not excessively large or
small b©. Specifically, we advocate measuring this via LSCALEl ≈ 1 at each layer fl, where
LSCALEl(f,D) =

√
1
dl
Ex||fl(x)||22 is the quadratic expectation of layer quadratic means. +©

Here, fl : Rdin → Rdl is the layer as a function of the input, l is the layer index, D is the input
distribution and x ∼ D is the input vector.

As we show, scale stability is based on the insight that popular deep learning pipeline building
blocks, such as activation functions, the softmax+cross-entropy loss function and basic training
algorithms using a single learning rate for all layers, are designed to work best when the overall
neuron value magnitude at each layer is around 1 (section 6.2) +©. For example, the nonlinearity of
activation functions can grow very small or large when the inputs to those activation functions grow
small or large, which can lead to an excessive or insufficient NLC, and hence underfitting or over-
fitting (section 5.4.4) +©. However, when the properties of the building blocks of the deep learning
pipeline are understood and adjusted accordingly, scale stability becomes irrelevant (section 9.1.2)
+©.

Effective strategies for inducing scale stability include nlnorm (section 7.3.3) +©, normalization
layers (section 8.7), careful weight initialization or simply multiplying layers with fixed constants
recursively (section 7.2) b©. Scale stability has a clear meaning in mean field theory based on the
mean field estimate of LSCALEl (section 1.2.3 below). Via this estimate, we introduce ‘mean
field scale stability’ (section 6.2) +©.

Ensure training stability Main section: 6.3

ZSAD guideline definition 4. ‘Ensure training stability’ requires that the value of metrics or the
presence of properties that either directly or indirectly influence architecture performance, such as
LSCALE, LCV, NLC, LBIAS, Gaussian stability or noise stability, are not prone to change in an
uncontrolled or harmful way during training for an architecture f . +©

In order to achieve better-than-random performance, both NLC (section 4.4.1, section 1.2.1.3
above) and LBIAS (section 6.4 and below) need to be in a narrow range after training. Hence,
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we must ensure that these metrics do not increase drastically during training. We show how the
nonlinearity of many activation functions, such as tanh, increase as their inputs grow (sections 6.3,
5.4.4) +©. The parameter value tends to grow during training from gradient updates, though to
wildly varying degrees (section 5.3.3) +©. This can lead to neuron value growth, a loss of scale
stability, then to activation function nonlinearity growth and thus, finally, NLC growth (sections
5.3.3, 6.2) +©.

We suspect that it is desirable to preserve all our ZSAD guidelines more or less during training.

Effective strategies for improving training stability are the use of ReLU and normalization layers,
especially batch normalization (section 8.7) b© / +©.

Avoid neuron bias Main section: 6.4

ZSAD guideline definition 5. ‘Avoid neuron bias’ requires that absolute neuron expectations are
not excessively large b©. Specifically, we advocate measuring this via LBIASl ≈ 0 at each layer

fl, where LBIASl(f,D) =

√
Ex||fl(x)||22
||Sxfl(x)||2 is the layer bias. We especially recommend ensuring

LBIASL ≈ 0. +©

Here, Sx represents the standard deviation operator. We write LBIAS short for LBIASl evaluated
at the output layer, i.e. LBIASL. We find that neuron bias is close to its maximum across layers
at the output layer in our architectures’ initial state (section 6.4) +©.

We show that LBIAS, evaluated in the architecture’s randomly initialized state, is predictive of test
error after training. We also find that an LBIAS less than around 10 in the initial state is essential
for minimizing test error (section 6.4) +©.

This is largely explained by two things: (i) Assuming that the class frequencies in the dataset are
relatively balanced, in order for the architecture to model the true input-label function, the network
function must be relatively unbiased in the final state. Indeed, we find that all our architectures
that achieve a better-than-random error also achieve an LBIAS value close to 1 in the final state
(section 6.4) +©. Like for the NLC, it appears that this can only be achieved through training if the
initial LBIAS value is already somewhat close. (ii) Neuron biases negatively affect the training of
linear layers.

We demonstrate the impact of those two factors by introducing two methods: ‘output debiasing’
and the ‘debiased gradient descent’ training algorithm (section 6.4) +©. The first “takes care” of the
bias of the network function. The second removes the impact of the bias on linear layer training.
Architectures with very high neuron bias levels can successfully train and generalize with those
two methods (section 6.4) +©. Hence, we show that architectures that exhibit extreme vanishing
gradients and ‘order’ can both train and generalize with a slightly modified training protocol +©.
We suspect that further investigation may reveal that when deep learning pipeline building blocks
are adjusted to bias, this guideline becomes irrelevant in a similar manner as scale stability, though
this adjustment may be significantly more cumbersome.

Among plain architectures with scale stability as defined in sections 5.4.2 and 5.4.3, there exists
a trichotomy where either (i) LBIAS grows exponentially with depth, which also corresponds to
vanishing gradients and ‘order’, (ii) both NLC and LBIAS grow sub-exponentially, which also
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corresponds to ‘edge of chaos’ or (iii) the NLC grows exponentially with depth, which also corre-
sponds to exploding gradients and ‘chaos’ (sections 5.4.4, 8.5, 9.1.5, 9.2.1) +©. Hence, NLC and
LBIAS represent a fundamental tradeoff, at least in the context of plain architectures. We even find
that this tradeoff largely applies across the entire range of architectures we study empirically (sec-
tions 8.5, 9.1.5) +©. Contrary to popular belief, we argue that case (iii) is most desirable (section
8.5).

Effective strategies for avoiding neuron bias are nlnorm (section 1.2.4 below), batch normalization
(section 8.7) or unbiased activation functions like tanh or SELU (section 8.5) b©. Neuron bias
can be reduced by skip connections, especially when normalization layers are not placed between
residual units (section 8.9) +©. Neuron bias can be estimated via mean field theory (section 1.2.3
below).

Ensure noise stability Main section: 6.5

ZSAD guideline definition 6. ‘Ensure noise stability’ requires that the random choices made
when evaluating the network function do not induce output variation of a magnitude greater than
the range of predictions that can be considered accurate for a given task. In this context, floating-
point rounding error can also be viewed as noise. +©

Noise stability is a very general guideline, and we study it using the examples of floating-point
rounding error and batch selection noise induced by batch normalization (BN). We show that the
noise induced by using 32-bit rather than 64-bit floating-point precision and / or BN make ar-
chitectures with a large NLC untrainable (section 6.5) +©. The NLC is a crucial mediator for the
guideline of noise stability because it drives the noise sensitivity of the architecture (section 1.2.1.1
above). It is interesting to note that, while floating-point rounding error behaves like white noise
as studied in section 4.4.8, batch selection noise has a less severe impact on performance than its
magnitude would suggest (section 6.5) +©.

Noise stability can be ensured by eliminating sources of significant noise, like low floating-point
precision, batch normalization with a small batch size, or dropout with a high dropout rate. Cru-
cially, architectures that can perform well according to the NLC are also relatively robust to noise.

Ensure orthogonality Main section: 9.5

ZSAD guideline definition 7. ‘Ensure orthogonality’ requires that the absolute singular values
of characteristic matrices of the network should be relatively similar. These matrices include the
Jacobian, Gram matrix, covariance matrix, Hessian and Fisher matrix. b©

We discuss guidelines 7 through 9 mainly in the context of related work and results we obtained
for other guidelines. Their impact on performance is not studied explicitly in this work.

We show that mean field theory, which assumes Gaussian initialized weights, accurately estimates
values of e.g. NLC, LBIAS and LSCALE when weights are orthogonally initialized (section 5.3.3)
+©. Hence, we can improve orthogonality via orthogonal initialization without impacting those
metric values.
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In our discussion (section 9.5), we further point out that orthogonality is a natural complement to
the NLC in at least two other ways: (i) The NLC is related to the overall magnitude of singular
values of the Jacobian via the numerator, whereas orthogonality deals with the relative variation
of singular values. (ii) Next to expressivity, orthogonality is the second key ingredient for high-
performing arbitrarily deep fully-connected architectures b©.

Orthogonality can be ensured to a significant degree by orthogonally initializing linear layers. We
suspect that this is generally sufficient in practice when also following other ZSAD guidelines.

Avoid pseudo-linearity Main section: 9.6

ZSAD guideline definition 8. ‘Avoid pseudo-linearity’ requires that the network does not contain
an activation layer that is effectively identical to a linear function across the inputs it receives from
its parent in the layer graph. b©

In our discussion (section 9.6), we point out the relationships between pseudo-linearity, which was
introduced in one of our prior works [Philipp et al., 2018], and other guidelines. (i) Pseudo-linearity
tends to arise automatically in very deep networks with a right-sized NLC. This calls into ques-
tion the value of extreme depth. (ii) Pseudo-linearity tends to arise automatically when LBIASl
values are high. This underscores the need to avoid neuron bias. (iii) Pseudo-linearity tends to
be minimized when nonlinearity is spread evenly throughout the network, which corresponds to
gradient explosion (under certain definitions) and ‘chaos’. Hence, those phenomena may actually
be desirable (sections 9.1.7, 9.2.3). (iv) Pseudo-linearity is related to scale stability. For example,
tanh is almost identical to the identity function when its inputs are small.

Use an appropriate width / parameter dimensionality Main section: 9.7

ZSAD guideline definition 9. ‘Use an appropriate width / parameter dimensionality’ requires
that the network (i) has sufficient capacity to absorb information from the dataset, (ii) is sufficiently
wide to prevent harmful information loss and (iii) does not have so much capacity and does not
retain so much information that it overfits. b©

The NLC can be viewed as largely independent of width in the initial state (section 5.3, 5.5).
Hence, width / parameter dimensionality and NLC form two relatively independent axes of model
complexity, as summarized in section 1.2.1.2 above. Similarly, width can be viewed as largely
independent of any metric that has a mean field limit, such as LBIASl and LSCALEl (sections
9.7, 5.3) +©.

Perform exhaustive learning rate tuning Main section: 6.6

This is not technically a ZSAD strategy, as the learning rate is not part of the architecture definition.
However, we cover it in this section (as we cover it in chapter 6) because it is another core choice
that must be made within the deep learning pipeline that is crucial for optimal performance. Case
in point, we show that for each dataset we study in this work, the range of best starting learning
rates (SLRs) across all our architectures for minimizing validation / test error has width around 107
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in log space. Across all tasks, it has width around 1010. When minimizing training error, we find
the range of best SLRs spans 30 orders of magnitude (section 6.6) +©.

Because of the width of that range, we investigate several strategies for predicting the best SLR,
though this investigation is somewhat preliminary. Evidence suggests the following. (i) The NLC
does not help significantly with choosing SLR, at least when choosing an SLR to minimize vali-
dation / test error (section 6.6) +©. However, the best SLR scales as the inverse square NLC when
minimizing training error for high-NLC architectures. (section 6.6) +©. (ii) Architectures which
obtain the very lowest test error values have a smaller range of best SLRs (section 6.6) +©. Hence,
if we are content not to minimize the test error of architectures that cannot perform as well as other
architectures to begin with, our tuning might not have to be as extensive. (iii) The best-performing
architectures in particular have the property that the initial parameter vector has a similar length
to the change of the parameter vector during training (section 6.6) +©. This is only achieved by
a relatively narrow range of SLRs and is an intriguing thread for further investigation. (iv) Es-
pecially the best-performing architectures have the property that the initial outputs have a similar
magnitude to the change of the outputs during the first gradient update (section 6.6) +©. Again, this
is only achieved by some SLRs and is an intriguing thread for further investigation as well. This
result is also reminiscent of line search. (v) Architectures that are identical except for differing
slightly in the nonlinearity of the activation functions used can still have drastically different best
SLRs (section 7.7) +©. (vi) Architectures that have been tuned to have an optimal NLC still have a
relatively wide range of best SLRs (section 7.7) +©.

1.2.3 A mean field theory of meta-distributions

Background (section 5.1) b© Mean field theory studies the behavior of architectures in the ran-
domly initialized state in the theoretical limit as the width of layers converges to infinity. In this
limit, the value of many important quantities converges with probability 1, where randomness is
induced by the parameter initialization scheme.

Our results are grounded in the most well-studied quantities with mean field limits - (i) the ‘square
mean’ of a layer value Eifl(x(1))[i]2, whose limit we denote by q

(1)
l and (ii) the ‘co-mean’ of two

layer values Eif(x(1))[i]f(x(2))[i], whose limit we denote by c
(1,2)
l . Here, f(x)[i] denotes the value

of the i’th component of layer fl : Rdin → Rdl when evaluated on input x. Ei denotes the mean
over components.

We base our analysis on the work of Yang [2019]. They give rules for calculating q
(1)
l , q

(2)
l

(corresponding to x(2)) and c
(1,2)
l for each layer recursively from input layer to output layer,

given the input square means q(1) = Eix(1)[i]2 and q(2) = Eix(2)[i]2 and the input co-mean
c(1,2) = Eix(1)[i]x(2)[i]. In essence, the limits forward-propagate deterministically through the
architecture, starting from the corresponding input quantities. In our work, we focus on the case
q(1) = q(2). Since q

(1)
l does not depend on q(2) for any l and vice versa, we obtain q

(1)
l = q

(2)
l . For

the purpose of this summary, we write q = q(1) = q(2), c = c(1,2), ql = q
(1)
l = q

(2)
l and cl = c

(1,2)
l .

The recursive calculation of the limits is chiefly driven by the activation functions used in the
architecture. Let τ be an activation function used by some layer, which we term an ‘activation
layer’. Then the key property of τ that controls the limit calculation is its ‘covariance kernel’.
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Cτ (q, c) = Es,t∼N (µ,Σ)τ(s)τ(t) where µ =

(
0
0

)
, Σ =

(
q c
c q

)
and q ≥ c ≥ −q

The values of ql and cl at the activation layer fl using activation function τl are then ql = Cτl(qk, qk)
and cl = Cτl(qk, ck), where qk and ck are the limits at the parent layer of fl in the layer graph. Our
definition of Cτ is simplified because of the q(1) = q(2) assumption. When c = 0, the definition
simplifies to Cτ (q, 0) = (Es∼N (0,q)τ(s))2 and when c = q, the definition simplifies to Cτ (q, q) =
Es∼N (0,q)τ(s)2.

Finally, we obtain values qL and cL, where the L subscript indicates the output layer. Just like for
activation functions, the ‘covariance kernel’ of the architecture C(q, c) is the function that yields
qL = C(q, q) and cL = C(q, c), where q and c now refer to the input square mean and co-mean.

Elementwise meta-Gaussian meta-distributions The most important metrics in this work are
those that represent or measure ZSAD guidelines: NLC, LBIASl (for neuron bias), LSCALEl
(for scale stability). NLC and LBIASl are based on layer distributions via Covf / Sx respectively.
These distributions are induced by the input distribution D, but not by the parameter initialization
scheme. In other words, the metrics are computed as the input varies according to D, but after
the trainable parameter has been drawn and is fixed. However, mean field theory deals with a
random parameter. Hence, we must investigate the distribution over “layer distributions induced
by D” as the parameter varies on a meta-level. We call the layer distribution induced by D with a
fixed parameter the ‘base distribution’ and the distribution over base distributions induced by the
initialization scheme the ‘meta-distribution’.

We prove that the meta-distribution of a fixed-width fully-connected layer, as the width of all
layers between that layer and the input layer converges to infinity, converges to an elementwise
distribution generated by a meta-Gaussian (section 5.2) +©. This means the following. (i) In each
base distribution, each neuron is independent of all other neurons. (ii) In each base distribution,
each neuron is Gaussian. (iii) The standard deviation of the neurons is constant across the layer
and across base distributions. (iv) Drawing from the meta-distribution corresponds to drawing
each base distribution neuron mean independently from a Gaussian distribution with mean zero
and a standard deviation that is fixed across neurons. This meta-distribution is determined by two
parameters: the variance of the neuron base distributions and the variance of the means of the
neuron base distributions.

Our theorem depends critically on a condition that was not previously present in mean field theory,
which we term ‘elem-like(q, c)’. It requires that all inputs have the same square mean q and all pairs
of inputs have the same co-mean c. While this is technically impossible, it holds approximately
for neural regular datasets, as we discuss below. Under this assumption, the two parameters of the
meta-distribution described above turn out to be exactly ql− cl and cl respectively (section 5.2) +©.

We conduct a very large number of experiments to verify that this theoretical result is predictive for
fully-connected layers in our fully-connected architectures in the initial state, but to some degree
also in the final state (section 5.3) +©. In a nutshell, we verify each property (i) through (iv) of the
meta-distribution given above in turn. We measure independence via correlation and Gaussianity
via excess kurtosis and a comparison with the Gaussian cumulative distribution function. Only
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architectures that exhibit Gaussian instability, as we further summarize below, fail to exhibit meta-
Gaussian fully-connected layers.

Neural regular data While our investigation in this regard is preliminary, it suggests that there
is a class of datasets which we introduce as ‘neural regular’ (section 5.2.2) +©. A neural regular
dataset has the following properties: (i) The square means and co-means of its inputs have similar
respective values. (ii) Input components are relatively independent. (iii) The degree of nonlinear-
ity of the true input-label function is close to 1. In a nutshell, these datasets have inputs that are
spread out relatively far from each other across the input domain. Neural regularity enables both
ZSAD guideline 1 (section 1.2.1.3 above) and the mean field theory of meta-distributions. We
show that properties (i) through (iii) are theoretically related (section 5.2.2) +©. Our datasets CI-
FAR10, MNIST and waveform-noise (sections 3.1.3, 3.2.2) are neural regular (sections 4.5,5.2.2)
+©. We further argue that a large fraction of practical deep learning datasets is neural regular
(section 5.2.2). We suspect that neural regular datasets exhibit similar behavior in many contexts.
Investigating them as a class is an interesting direction for future work.

Mean field limits of practical architectures Using Yang [2019], it is possible to obtain mean
field limits at each layer with recursive calculation rules. It is, however, cumbersome, as practi-
cal architectures have to be re-cast in terms of the abstract layer operations in which they frame
their analysis. We prove a set of practical calculation rules for a somewhat general class of fully-
connected architectures built using popular building blocks and design strategies, which we call
‘A-architectures’ (section 5.3.2) +©. This includes the limit of the square mean of the layer gradient
with respect to the input, which we denote by gl. See especially figure 5.3.

Novel limits: NLC, neuron bias, scale stability We then go on to prove mean field limits for
metrics that depend on the base distribution (section 5.3.2) +©. This specifically yields:

limNLC =

√
gL(q0 − c0)

g0(qL − cL)

limLBIASl =

√
ql

ql − cl
limLSCALEl =

√
ql

It turns out that the mean field limit of our metrics can be expressed in terms of the basic limits
q, c and g. Hence, the recursive calculation rules can be re-used. Note that not only LBIASl and
LSCALEl have such simple mean field limits, but also other metrics that could be reasonably
used to measure neuron bias and scale stability respectively. We term the limit of the NLC ‘mean

field NLC’ and write n =
√

gL(q0−c0)
g0(qL−cL)

.

As before, we assume that the input distribution is elem-like(q, c). As before, the calculation rules
depend on the data only through q and c. Hence, any metric with a mean field limit, and hence
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any ZSAD guideline based on such a metric, is largely independent of data, as long as mean field
theory is predictive. Further, the calculation rules depend on the parameter only via its initialization
scheme. Therefore, mean field limits can be considered properties of the architecture definition.

We empirically validate the limits of both simple and more advanced metrics across our fully-
connected architectures (section 5.3.3) +©. We do this by slightly modifying the definition of the
limit quantities to enable us to compute them for architectures that are not Gaussian initialized
or not in the initial state. Indeed, we find that LSCALEl in particular is still close to this surro-
gate estimate in the final state (section 5.3.3) +©. Again, practical predictiveness breaks down for
architectures that do not exhibit Gaussian stability.

The nonlinearity path equation Using the calculation rules of figure 5.3, we derive the nonlin-
earity path equation (NPE) for A-architectures, which we give in a simplified form below (section
5.3.4) +©.

n(f, q, c) =

√∑
p∈P

w(p)
∏
τl∈p

nτl(qk, ck)
2

Here, f represents the architecture definition including parameter initialization scheme and q and
c stem from the ‘elem-like(q, c)’ condition. P is the set of directed paths through the layer graph
from input to output layer and p is a path in that set. w(p) is the weight of the path, which
is proportional to the fraction of the signal flowing through the network that flows through that
path. We have

∑
p∈P w(p) = 1. Finally, nτl(qk, ck) is the ‘activation function NLC’ of τl used

at activation layer fl with parent fk, which we show can be viewed as the value of the NLC of τl
with respect to meta-Gaussian input (section 5.4.1) +©, which is the kind of input one would expect
stemming from a fully-connected layer.

In plain words, the NPE states the following: The square of the mean field NLC of the architecture
is the weighted average of the mean field NLCs of the directed paths through the layer graph. The
mean field NLC of each path is the product of the activation function NLCs on that path. The path
is weighted according to the fraction of the total signal that flows through it.

The nonlinearity path equation instructively explains the value of the initial NLC in terms of the
activation function NLCs, which can themselves be regarded as measures of degree of nonlinearity
and expressivity. If the layer graph consists only of a single path, the mean field NLC is the
product of all activation function NLCs. Hence, expressivity compounds exponentially with depth
in certain plain architectures, which has been widely observed in the past. The nonlinearity path
equation immediately yields a wide range of other properties given in sections 5.3.4 and 5.5, as
well as in later chapters as well as throughout this and the previous two subsections.

A mean field theory of activation functions We further investigate the activation function co-
variance kernel and prove a range of results (sections 5.4, 5.3) +©. We provide an extensive repos-
itory of key information about all activation functions used in this work, including many popular
activation functions (sections 5.4, 4.4.7) +©. We then use this, together with the recursive calcu-
lation rules and the NPE, to develop a taxonomy of the behaviors of activation functions and of
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plain architectures containing those activation functions (sections 5.4, 5.6, 8.5, 8.13, 9.1.5, 9.2.1)
+©. We give the highlights below.

We prove that under mild conditions, the mean field NLC of an activation function depends simply
on its covariance kernel and is greater or equal to 1 (sections 5.4.1, 5.4.3, 5.4.4) +©.

nτ (c) =

√
C′τ (1)(1− c)
Cτ (1)− Cτ (c)

≥ 1

Here, Cτ (1, c) is shortened to Cτ (c) and nτ (1, c) is shortened to nτ (c). We focus on the case q = 1
for brevity. We then use this result to prove the equivalent statement for A-architectures (section
5.4.5) +©.

n(f, q, c) =

√
d
dq
C(q, q′)|q′=q(q − c)
C(q, q)− C(q, c)

The term on the right-hand side represents the normalized first-order approximation of the band-
width of the covariance kernel, which ties the NLC to model complexity (section 1.2.1 above).

We study the behavior of plain architectures with various activation functions. A plain architecture
is an architecture with alternating fully-connected and activation layers, where the fully-connected
and the activation layers are identical respectively, as defined in section 5.4.2.

The sigmoid activation function is a bad choice for a deep plain architecture. If weights are initial-
ized to attain mean field scale stability, mean field LBIAS grows exponentially with depth, which
makes the architecture untrainable with standard methods (section 8.5, 6.4) +©. The underlying
property of sigmoid is Cτ (1)′

Cτ (1)
< 1, which is equivalent to Es∼N (0,1)τ

′(s)2 < Es∼N (0,1)τ(s)2.

The tanh activation function does not have this issue, because Es∼N (0,q)τ(s) = 0 for all q. Hence,
if mean field LBIASl is zero at the input layer, it is also zero throughout the architecture. Instead,
the mean field NLC grows exponentially from layer to layer if scale stability holds (section 8.5) +©.
The underlying property is Cτ (1)′

Cτ (1)
> 1, or, equivalently, Es∼N (0,1)τ

′(s)2 > Es∼N (0,1)τ(s)2. How-
ever, if the initial weight variance is too small, then mean field LSCALEl collapses exponentially
to zero from layer to layer (section 8.5) +©. Conversely, if the weight magnitude is very large, the
gradient becomes unstable to the point of exploding in expectation but vanishing in probability, as
we informally explain (section 9.1.5.4). The same effect can happen when weights grow during
training, which means tanh architectures have low training stability (section 6.3) +©.

The ReLU activation function requires individual weights to be initialized with a variance of 2
over the architecture width to attain mean field scale stability, which is known as He initialization
(section 8.5) +©. However, a ReLU architecture is still relatively forgiving to a lack of scale stability
because cτReLU(s) = τReLU(cs) for all c > 0, which also implies higher training stability (sections
6.2, 6.3) +©. While mean field gradients are stable in a He-initialized ReLU architecture, both
mean field NLC and LBIAS grow linearly with depth. The underlying property is Cτ (1)′

Cτ (1)
= 1, or,

equivalently, Es∼N (0,1)τ
′(s)2 = Es∼N (0,1)τ(s)2. Hence, ReLU still turns out to be a suboptimal

choice for deep plain architectures.
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The SELU activation function is the best choice for deep plain architectures out of the activation
functions we consider. A SELU architecture exhibits mean field scale stability when the initial
weight variance is 1 over width (section 8.5) b©, which can be considered the default choice.
In that case, mean field LBIAS converges to zero (section 8.5) +©. As with tanh, mean field
NLC grows exponentially with depth, but now the growth rate is slow. The underlying property is
nτSELU(0, 1) = 1.035. Hence, by the NPE, depth can be as high as log1.035 5 ≈ 46 and n < 5 will still
hold in accordance with ZSAD guideline 1 (section 9.1.7) +©. For comparison, nτtanh(0, 1) = 1.085.

Based on the value of Cτ (1)′

Cτ (1)
, we find that there is a trichotomy in terms of how activation functions

behave in scale-stable plain architectures (see the segment on ‘neuron bias’ in section 1.2.2 above).

The above insights about popular activation functions were largely informally known to the com-
munity. The observations we make are similar to those of e.g. Poole et al. [2016]. However, to our
knowledge, we are the first to derive all these insights rigorously out of a theoretical framework.
For brevity, we do not give our main theorems 6 and 7 here. See sections 5.4.2 and 5.4.3.

Gaussian stability We discover a class of architectures among those we study that does not have
a significant fraction of the properties we demonstrate in this work. We introduce this “meta-
property” as ‘Gaussian stability’ (section 5.6) +©. The name stems from the fact that these archi-
tectures do not have meta-Gaussian linear layers in the initial state as summarized above. Unfor-
tunately, we have not reached the point of defining Gaussian stability in terms of a well-defined
metric. Hence, diagnosing which of our architectures exhibits Gaussian stability is similarly not
quite precise. Further study is required to determine the “essence” of this emergent phenomenon.
Note that we use “Gaussian instability” synonymously with “absence of Gaussian stability”.

Almost all of our architectures that can be said to exhibit Gaussian instability use either the square
(τsquare(s) = s2) or odd square (τodd square(s) = s ∗ |s|) activation function (section 3.4.2) +©. We
uncover the underlying property, which we term ‘mean field Gaussian instability’ (section 5.6) +©.

q d
dq
Cτ (q, q)

Cτ (q, q)
> 1

Specifically, for square and odd square, this value is always equal to 2. We note that this value
is equal to 1 for ReLU, which can cause architectures based on ReLU to exhibit a mild degree of
Gaussian instability, a property which we term ‘Gaussian edge’ (sections 5.2.1, 5.6) +©.

Mean field Gaussian instability causes Cτ to be unstable, i.e. to grow small perturbations. This can
cause small deviations of practical metric values from their mean field limit to explode exponen-
tially or even super-exponentially during forward propagation.

We show that many properties depend, to one degree or another, on Gaussian stability +©. They
are as follows. (i) Fully-connected layers are meta-Gaussian meta-distributed (section 5.2). (ii)
Mean field limits in A-architectures are practically predictive (sections 5.3, 5.7). (iii) The statis-
tical estimator of the NLC is stable (section 4.4.2). (iv) The NLC is robust to changes in data
distribution (section 4.4.2). (v) The NLC is relatively invariant from one draw of the random ini-
tialization scheme to another (section 4.4.2). (vi) The NLC can be approximated by even simpler
metrics (section 4.4.5). (vii) The NLC is robust to decomposition into the sum-product of NLCs of
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individual layers (section 4.4.11). (viii) The NLC is robust to width change (section 4.4.12). (ix)
The NLC changes smoothly and regularly from layer to layer (section 4.4.14).

In summary, Gaussian stability modulates the predictiveness of mean field theory and properties
that are directly tied to mean field theory (section 5.5). We note that Gaussian instability does not
affect the technical validity of mean field theory but “only” its practical predictiveness. Gaussian
stability as a crucial prerequisite for mean field predictiveness was, to our knowledge, hitherto
unknown. As we pointed out, Gaussian stability is also critical for architecture performance. Of
course, an architecture cannot even hope to have Gaussian stability if it does not contain e.g. fully-
connected or convolutional layers. Hence, this concept may hold the key to explaining the power
and necessity of linear layers for deep learning in general. This is an exciting research direction.

Application to CNNs Due to time and space limitations our mean field analysis in chapter 5
is, unfortunately, largely focused on fully-connected architectures. In mean field theory, a convo-
lutional layer is modeled as a collection of fully-connected layers. Hence, our theoretical results
technically hold for certain convolutional architectures, though interpreting them is much more
difficult. We outline this interpretation process and provide initial empirical evidence for practical
predictiveness (section 5.7) +©. The behavior of e.g. activation functions, normalization layers and
skip connections remain largely the same for CNNs, though there are a few differences. For exam-
ple, layer normalization is capable of ensuring Gaussian stability in fully-connected networks, but
not in convolutional networks (section 8.7) +©.

We validate the nonlinearity normalization algorithm (section 1.2.4 below), which is grounded in
mean field theory and specifically the nonlinearity path equation, on convolutional architectures.
This further indicates the generality of the underlying principles.

1.2.4 Nonlinearity normalization

We introduce the ‘nonlinearity normalization’ (nlnorm) algorithm as a design strategy for control-
ling the architecture’s initial NLC, LBIASl and LSCALEl values to achieve ZSAD guidelines
1 (appropriate NLC), 3 (scale stability) and 5 (avoiding neuron bias) by minimally modifying the
architecture’s activation functions. We give its form for simple architectures in figure 7.1 along
with a wider discussion (section 7.1) +©.

nlnorm is based on the insight derived from the nonlinearity path equation (section 1.2.3 above)
that changing the degree of nonlinearity of a network’s activation functions changes the degree
of nonlinearity of the network itself. Specifically, the mean field NLC n is monotonic in the
activation function NLCs nτl . Hence, replacing an activation function τ (1)

l with another τ (2)
l such

that n
τ
(2)
l

(qk, ck) < n
τ
(1)
l

(qk, ck) is guaranteed to reduce n, assuming there are no knock-on effects
on downstream q and c values.

nlnorm replaces each instance of an activation function τ(s) that occurs in the architecture by a
modified activation function cτ̈(l, s) + b, where l is a tunable hyperparameter we term the ‘lin-
earization parameter’ that controls the degree of nonlinearity. A basic choice is τ̈(l, s) = τ(s)+ ls.
Because nτ(s)+ls(1, 0)2 is proportional to the L2 linear approximation error of τ(s) + ls (section
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1.2.1.1 above), the ls term is guaranteed to control the activation function NLC with respect to
the unit Gaussian (section 7.1.1) +©. Indeed, we find that the L2 linear approximation error of
practical activation functions explains their degree of nonlinearity to a significant degree (sec-
tion 4.4.7) +©. For a given l, we jointly set b and c to attain Es∼N (0,1)cτ̈(l, s) + b = 0 and
Es∼N (0,1)(cτ̈(l, s) + b)2 = 1, which correspond to avoiding neuron bias and ensuring scale sta-
bility respectively. nlnorm uses “normalization by recursion”, where layers closer to the output are
normalized based on assumptions derived from normalizing layers closer to the input. See section
7.1 for details.

We show that nlnorm is indeed effective at controlling the NLC as intended (section 7.3.1) +©
and that it is consistently able to find good NLC levels (section 7.3.2) +©. Deploying nlnorm for
an architecture that has suboptimal NLC or LBIAS levels leads to massive reduction in test error
(section 7.3.3) +©, which implies that the NLC and neuron bias are causally related to architecture
performance.

By way of l, the NLC of the architecture becomes a tunable hyperparameter. This turns model
expressivity itself into a hyperparameter. Thus, we argue that tuning the NLC is of similar impor-
tance to tuning key hyperparameters like learning rate and width. A drawback of turning the NLC
into a hyperparameter is that it does require tuning. While we suggest the [1, 5] range for the initial
NLC, there is still a lot of room in that range. We find that different types of architectures perform
optimally with different initial NLCs, including NLCs larger than 5 for certain suboptimal archi-
tecture types (section 7.5) +©. Even for tuned architectures, the NLC appears to change chaotically
from initial to final state within a limited range (section 7.5) +©. More work is needed to make
more specific NLC recommendations.

Using nlnorm, we attain close-to-optimal test error values using a range of activation functions,
including activation functions that we designed ad hoc and which induce random error values
when nlnorm is not used (section 7.3.4) +©. This result suggests that the degree of nonlinearity
of an activation function is more important for performance than its overall shape. Hence, the
success of many activation functions proposed over the years, such as SELU [Klambauer et al.,
2017], PReLU [He et al., 2015], ELU [Clevert et al., 2016] or Swish [Ramachandran et al., 2018],
has likely more to do with their nonlinearity than with other properties. However, by improving
arbitrary activation functions, nlnorm also opens up activation function design to new possibilities
and reduces the need to use specific activation functions, such as ReLU.

We present evidence that nlnorm may significantly reduce the need for normalization layers, like
batch or layer normalization (section 7.4) +©. This is because normalization layers also control
the architecture’s scale stability and neuron bias (section 8.7). We also present evidence that nl-
norm may significantly reduce the need for skip connections (section 7.4) +©. This is because skip
connections also tend to reduce the NLC (section 8.9). Note that replacing τ(s) with τ(s) + ls
corresponds to bypassing the activation layer with a skip connection of strength l. We do not claim
that nlnorm entirely replaces these popular building blocks. For example, normalization layers
also increase training stability (section 1.2.2 above) and batch normalization has been linked to or-
thogonality [Daneshmand et al., 2020]. In our experiments, skip connections made an independent
contribution to test error reduction which is not explained by any of our ZSAD guidelines from
section 1.2.2 (section 8.9) +©.
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1.2.5 Better practices I: well-defined metrics

In section 1.2.1 above, we summarized the properties that make the NLC well-defined, meaningful
and general. In section 1.2.2, we introduced LBIASl and LSCALEl as measures for neuron bias
and scale stability respectively. While more work is necessary to determine the best measure(s) for
Gaussian stability, we suggest several (section 5.6). We also define mean field Gaussian stability
(section 5.6).

When it comes to understanding neural architectures, contemporary research often runs on the
principle of “word associations”. Studies label experimental observations with terms. These terms
later get reused by other authors when they are subjectively reminded of a study that previously
used the term. Over time, ideas get diluted and terms drift, obtain multiple meanings or lose
meaning altogether. Of course, neural networks have achieved impressive practical success under
this regime, so it is not without value. This work also picks up on some ambiguous terms like
expressivity. Nevertheless, a core objective of this work is to serve as a first step towards a tem-
plate for a different and complementary approach to understanding neural architectures based on
well-defined, widely-applicable and extensively-validated metrics. We hope that ZSAD can be an
emblem for this approach, just like NAS is an emblem for large-scale search.

In this work, we document some of the pitfalls associated with ill-defined ZSAD guidelines.
Specifically, we focus on what we believe are three of the most popular and fleshed-out guide-
lines. Our high-level criticisms are of a general nature and not specific to these three guidelines.

• “avoid exploding / vanishing gradients” (section 9.1; e.g. Bengio et al. [1994], Hochreiter
[1991], He et al. [2015], Schoenholz et al. [2017], Yang and Schoenholz [2017], Glorot and
Bengio [2010], Saxe et al. [2014], Pascanu et al. [2013], Pennington et al. [2017] and many
more)

• “choose an architecture on the edge of chaos”, “ensure correlation preservation” and “ensure
signal propagation” (section 9.2; e.g. Poole et al. [2016], Schoenholz et al. [2017], Yang and
Schoenholz [2017], Xiao et al. [2018], Chen et al. [2018], Pennington et al. [2018], Yang
et al. [2019])

• “use an appropriate depth” (section 9.4; e.g. Chatziafratis et al. [2020], Bresler and Nagaraj
[2020]; Gühring et al. [2020] provides a recent overview)

The concepts order / chaos / edge of chaos, correlation preservation and signal propagation co-
occur in the same set of studies and are used somewhat interchangeably. Hence, we study them
jointly. While the phrase “correlation preservation” is never used explicitly in prior work, we
use it to refer to the implied desideratum that the correlations of inputs should be preserved from
layer to layer during forward propagation. Throughout this subsection as in chapter 9, we shorten
exploding / vanishing gradients to EVG and order / chaos / edge of chaos to OCE.

While we are critical of the high-level discourse around architecture design, we recognize the many
invaluable contributions of the works cited above. Without, for example, mean field theory, this
work would not have been possible in its current form.

We now cover what we view as the key advantages of well-defined metrics.
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Generalizability There is no agreed-upon way to determine whether a given network exhibits
EVG (section 9.1.1). There are some measures for EVG that are valid for general networks, such
as average length of the gradient of the loss with respect to the input. However, it is not clear to
what degree any specific measure captures the EVG concept, because any property demonstrated
for EVG may only hold for whatever measure was used by the study that demonstrated it. OCE and
correlation preservation can be considered as well-defined in limited contexts via the depth scale
/ timescale metric (section 9.2.5). Regardless, determining whether a network exhibits order or
chaos is generally a question requiring expert judgment. This issue gets worse when architectures
are non-homogeneous, e.g. when they use different initial weight variances or activation functions
in different layers (section 9.2.1). Signal propagation is never quantified (section 9.2.8). The notion
of depth is inherently ill-defined (section 2.3). While there are agreed-upon definitions in limited
contexts, like plain feedforward networks, they do not easily generalize (section 9.4).

Hence, applying EVG, OCE and depth to networks or architectures remains a case-by-case judg-
ment. Therefore, it is challenging for a non-expert to apply these concepts to novel situations.
Applying a metric is automatic as long as it is mathematically valid and there are no computational
issues. Further, once properties have been demonstrated for a concrete metric in one context, it is
possible to determine their validity in another context. Checking the validity of the NLC’s proper-
ties from section 4.4 not only provides information about the value of the NLC in a novel situation,
but also about the challenges and idiosyncrasies of that situation in general. Since the “properties
of EVG” are informal beliefs, they are not subject to automated verification.

Lack of ambiguity Based on how an ill-defined concept is quantified, we obtain very different
results. For example, EVG can be measured based on the length of the gradient of the loss with
respect to layers or based on the quadratic mean of gradient components. While both measures are
similar, they behave very differently when the width of layers varies (section 9.1.3) +©. Some very
prominent papers deal with the interaction of EVG and width [Glorot and Bengio, 2010, He et al.,
2015]. However, we show that some of their recommendations are an artifact stemming from their
quantification of EVG and not reflective of a real problem that requires fixing (section 9.1.3) +©.
Because metrics do not need to be quantified every time they are used, results are unambiguous.

EVG is commonly applied to both recurrent networks and feedforward networks. We explain
that EVG has very different underlying meanings in both contexts, and that EVG has yet another
meaning for sigmoid / tanh networks (section 9.1.5) +©. While there is no metric that precisely
captures all these situations at once, they get amalgamated under a single term because they appear
similar at a very high level. In contrast, the use of metrics can lead situations that require different
metrics to be recognized as different.

Accountability Given a claim that a metric predicts performance, it is possible to study its lim-
itations by pointing to contexts where it fails to predict performance. We do this for our own
guidelines. We show that scale stability, as measured by LSCALEl, can be irrelevant depending
on the design process (section 9.1.2) +©. We show that neuron bias, as measured by LBIASl, can
be mitigated with a bespoke training algorithm, and its importance appears limited to the output
layer and the parents of linear layers (section 6.4) +©. We explain how our empirical results are
dependent on our choice of architectures (section 3.5.2). We generate artificial datasets where our
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recommended range for the initial NLC of [1,5] is not applicable (section 4.5) +©.

We point out significant issues with specific ways of measuring EVG and correlation preservation.
If EVG is measured via the length of the gradient vector, it becomes a superficial property of the
network that can be easily confounded by manipulating irrelevant aspects, such as the scale of the
input in a network with batch normalization (BN), the scale of weights in a ReLU or BN network,
or the scale of the loss function (sections 9.1.2, 9.1.4) +©. We show that the correlation of different
inputs or layer values can be manipulated to arbitrary degrees by e.g. shifting the inputs or using
intermediate bias layers (section 9.2.7) +©. In each case, EVG and correlation preservation do not
capture a robust pathology and therefore lack meaning.

“Exploding gradients are worse than stable gradients”, “chaos is worse than edge of chaos” and
“depth is beneficial” are general mantras. We show that it is just as easy to argue for their opposites.
When the property “exploding gradients” is interpreted as “exponentially growing gradients”, it
can actually be desirable (section 9.1.7) +©, whereas networks with stable gradients can exhibit
both an excessive NLC and excessive neuron bias (section 9.1.6) +©. Chaos is often preferable to
the edge of chaos for the same reason (section 9.2.3) +©. OCE has little meaning for architectures
that behave differently than their infinite depth limit (section 9.2.2) +©. In our empirical studies,
we find that depth is negatively associated with test error (section 9.4) +© and OCE does not drive
test error (section 9.2.3) +©.

Ultimately, it is difficult to criticize general mantras because they can be re-interpreted ad hoc to
excuse any shortcoming. When they fail to predict performance, the criticism can be deflected by
claiming that the guidelines were somehow not understood or were not applied correctly. They
encourage the use of the “no true Scotsman” fallacy.

Improvability We document contexts in which EVG / OCE do predict performance. In fact,
exploding gradients can correspond to excessive NLC and vanishing gradients can correspond to
excessive neuron bias (section 9.1.5) +©. Similarly, there is a chaos-NLC and order-neuron bias
correspondence (section 9.2.4) +©, as well as a correlation change-neuron bias correspondence
(section 9.2.7) +©. However, we argue that considering NLC and LBIAS directly, at least in the
context of feedforward networks, is preferable because it isolates the differences between the NLC
and neuron bias pathologies, rather than lumping both together under a single guideline. Ulti-
mately, architectures that seem ideal under EVG / OCE actually tend to suffer from both excessive
NLC and LBIAS, as mentioned above. The EVG / OCE terminology suggests that exploding and
vanishing gradients and order and chaos, respectively, are opposites, when they really correspond
to different pathologies (sections 9.1.5, 9.2.4) +©. Throughout this work, we document the robust-
ness and practicality of the NLC. The concept of depth is questionable in this regard (section 9.4)
+©.

We argue that the NLC, along with neuron bias, largely supersedes EVG / OCE / depth, at least
as a ZSAD guideline for feedforward architectures. However, we recognize that this is a difficult
argument to make, because ill-defined concepts are loaded with connotations and intuitions. Given
a set of known properties of e.g. the gradient length metric, it could be rapidly shown that another
metric like the NLC has better properties. However, if ZSAD guidelines are simply viewed as
subjective lenses for judging architectures, there is no scientific argument that any one is more
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effective than any other. Hence, progress stalls.

Democratization In order to take part in machine learning research, one must use the terms of
the machine learning community. However, it is difficult to conceptualize exploding gradients,
depth or signal propagation in the same way as an established group of researchers does. Replicat-
ing how researchers talk about vague terms becomes a barrier to entry. Common attitudes, rather
than being testable hypotheses, become linguistic gatekeepers.

However, when one actually drills into the details, one finds that even famous papers make state-
ments about EVG, OCE or signal propagation that are, at least, misleading or overly general (sec-
tions 9.1.5.5, 9.2.3, 9.2.8) +©.

1.2.6 Better practices II: careful experimental protocol

One of our goals in this work is to elevate the standard of architecture design research specifically
and deep learning research in general by deploying and promoting a careful experimental protocol.
In our opinion, protocol deficiency is by far the most pervasive and significant shortcoming among
deep learning studies.

We detail our protocol in chapter 3, which we consider a contribution in its own right +©. Most
of our experimental results are derived from two large studies: study A using fully-connected
architectures (section 3.1), and study B using convolutional architectures (section 3.2). We also
conducted some additional experiments using fully-connected architectures and the same training
protocol as study A (section 3.3). Of course, our protocol also still has limitations, which we detail
in section 3.5 and summarize in subsection 1.2.7.

Of course, not every deep learning study requires the same protocol. However, a significant fraction
of studies does the following.

• Compare different instances of a certain “target aspect” of a deep learning pipeline, e.g. dif-
ferent activation functions, different learning rate schedules or different objective functions.

• Choose one or more deep learning pipelines to embed these instances into in order to com-
pare them by executing the entire pipeline and evaluating its performance with each of the
instances. “Performance” can refer broadly to any behavior of interest. For example, differ-
ent activation functions may be compared via the test error or adversarial robustness attained
by the pipeline into which they are embedded.

Large portions of our work also fall under this “comparative study” paradigm.

Below, we give standards that we advocate for this paradigm. We detail how we followed the
standard in this work, give examples of how following the standard impacted our results and make
specific recommendations.
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Control confounders: parameter dimensionality, scale stability and loss function Changing
a target aspect of a deep learning pipeline can have side-effects on properties that are known to be
performance drivers. For example, changing depth can change parameter dimensionality, which is
a driver of test error. If this occurs, any observed performance difference may be caused by the
property that is varying indirectly, rather than the explicitly varied target aspect. For example, a
changing test error as depth varies may not be caused by the change in depth, but by the change
in parameter dimensionality. One way to counteract this is to change other aspects of the pipeline
jointly with the target aspect to keep the property that is varying indirectly approximately constant.
For example, one may change width along with depth to control parameter dimensionality.

In study A, we do just this. When varying depth, we also varied width to compensate and kept
parameter dimensionality around 1 million. In study B, we did not vary width or depth. Parameter
dimensionality is arguably the most fundamental performance driver in machine learning in general
(section 9.7) b©, and is controlled in many deep learning studies.

In both study A and B, we controlled scale stability to a significant degree. We did not choose
weight initialization schemes that differed significantly from the LeCun initialization, where the
initial weight variance is 1 over the number of multiply-adds that contribute to a neuron in a
linear layer. All of our activation functions τ were the result of scaling with a constant to achieve
Es∼N (0,1)τ(s)2 = 1. Scale stability is known to significantly impact performance ( b© and section
1.2.2 above). Because we co-vary initial weight variance with width, we were able to show how
e.g. test error and NLC are invariant in certain contexts as width changes (sections 4.4.12, 9.1.3).

In study A, we controlled the magnitude of the values that are fed into the softmax+cross-entropy
loss function. Specifically, we used an augmented version of the standard softmax+cross-entropy
loss function that scales the network outputs before applying softmax+cross-entropy (section
3.1.2). We knew that softmax+cross-entropy has a strong preference for values with an overall
magnitude around 1, as we also demonstrate (section 6.2) +©. On one occasion, we studied the
behavior of an architecture as the magnitude of the input varied, which caused the magnitude of
the output to change as well. We were only able to observe a consistent test error value as input
magnitude decreased because we used the augmented loss function (section 4.4.2). Since we were
interested in studying architecture performance, and we did not consider the loss function to be
part of the architecture, we wanted to minimize the impact of the loss function as much as possi-
ble. In general, we recommend using this augmented loss function when comparing architectures
that return outputs of differing magnitudes for classification. We know of studies that did not and
were likely subject to confounding.

In study B, we controlled both scale stability and neuron bias when varying the linearization pa-
rameter l of the activation function cτ̈(l, s) + b by also setting parameters b and c to achieve
Es∼N (0,1)(cτ̈(l, s) + b)2 = 1 and Es∼N (0,1)cτ̈(l, s) + b = 0 (section 1.2.4 above).

In study B, we fixed the depth of our convolutional architectures to control the spatial frequency
composition of the output, as studied by Xiao et al. [2018].

In general, when attempting to discover new performance drivers, e.g. the NLC, that are intended
to be synergistic and complementary to known drivers, such as those mentioned above, it can
be valuable to control those known drivers. This avoids re-discovery and diluted results (section
3.5.2). Also consider that ZSAD guidelines tend to behave in an all-or-nothing manner when
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predicting test or training error (section 1.2.2 above). Hence, unless a significant number of studied
architectures follow all guidelines to a significant degree, a large fraction of them may exhibit
random error, which would leave little performance variation to explain.

Of course, the caveat of controlling pipeline properties is that it becomes necessary to understand
the interaction of the target aspect with the properties that were controlled (e.g. sections 4.4.12,
6.2, also section 1.2.2 above) to understand the limits of generality (sections 9.1.2, 9.2.6, also
section 1.2.5 above). It is also necessary to know about potential confounders. Hence, eliminating
confounders is an iterative process of discovery.

Independently and exhaustively tune key hyperparameters: learning rate and NLC When
changing the target aspect of a deep learning pipeline, another property of that pipeline can “fit”
differently with different instances of the target aspect. If this occurs, then any observed perfor-
mance difference may be caused by the difference in fit with that property, rather than the target
aspect directly. In that case, it is necessary to exhaustively search over values of that property
(“hyperparameter”) and pair each value with each instance of the target aspect to fairly assess
performance.

The key example of such a hyperparameter that is universal to nearly all pipelines is learning rate.
We train each study A architecture independently with 40 starting learning rates (SLRs) and we
train each study B architecture independently with 20 SLRs. We divided the learning rate 10 times
by 3 (study A) / 3 times by 10 (study B) during each training run. We show that indeed, the best
SLR varies enormously across our architectures (section 6.6) +©, making this tuning essential for a
fair comparison, as we do not consider any specific SLR value as privileged over any other. Some
of our architectures could not generalize but were able to achieve close-to-zero training error when
(i) we considered an even wider range of 60 SLRs that spanned close to 30 orders of magnitude and
(ii) early stopping based on validation error was not used and architectures were allowed to train
for as long as training error kept improving. We re-trained many of our study A architectures with
these protocol changes and successfully achieved low training errors for almost all architectures for
which this was possible based on our ZSAD guidelines. Without exhaustive tuning, we would have
obtained that high-NLC, and hence high-expressivity, architectures are untrainable (section 1.2.1.2
above). On multiple occasions in this work, we find that test error is invariant when a specific
hyperparameter value varies (weight variance scaling factor: sections 6.2 and 9.1.2; loss scaling
factor: section 9.1.2). These discoveries depend on allowing the learning rate to co-vary with that
hyperparameter. Further, we find on one occasion that test error is minimized by architectures of
different NLC levels on different artificial datasets where the true input-label function has different
degrees of nonlinearity. Again, pairing high-NLC architectures with smaller learning rates was
essential for this discovery (section 4.5).

While not all deep learning studies will require considering 60 different SLRs, we advocate finding
the “best” learning rate for each individual pipeline configuration in any comparative study. The
failure to do this has likely confounded many studies. Developing efficient methods to make this
computationally feasible is an interesting topic of study. We make a guess at what range of SLRs
might be ideal for an architecture as part of our experimental protocol, and we base that guess
on the magnitude of the parameter gradient (section 3.1.2), with some success (section 6.6). We
analyze our results with respect to learning rate as summarized above in section 1.2.2.
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In this work, we choose an SLR for each architecture based on which of them yields the lowest val-
idation, test or training error, depending on context. This is a reasonable choice when comparing
architectures based on error. However, it can be problematic when comparing other architecture
properties. Specifically, there exist architectures that do not attain a better-than-random error across
any reasonable set of SLRs. Choosing an SLR based on lowest error then leads to an essentially
random choice. However, SLR still has a massive, non-random impact on properties of an architec-
ture’s final state after training, such as NLC and scale stability (section 4.4.13, 5.3.3, 6.3) +©. With
a random SLR, we cannot meaningfully associate properties of the final state with the architecture
itself. Hence, throughout this work, when plotting the value of any metric not based on error, we
discard all architectures that did not attain a better-than-random validation / test / training error
when SLR was selected based on validation / test / training error respectively (section 3.4.2).

While learning rate is the classical example of a key hyperparameter in deep learning, we uncover
the NLC as another such hyperparameter. Our nlnorm algorithm makes the NLC, and thus model
expressivity, tunable. When the NLC is controlled for via exhaustive tuning, the test error impact of
some of the most popular building blocks, like skip connections, normalization layers and various
activation functions, is very different than when the nonlinearity is ignored (section 1.2.4 above).
While we do not claim that any one building block becomes obsolete with nlnorm, we argue that
tuning the NLC when comparing deep learning pipelines (i) would not only likely have simplified
and accelerated the progression of deep learning research in the past, but (ii) will be important
going forward in order to avoid “discovering” ever more methods that reduce error indirectly by
simply reducing NLC, while being believed to succeed for various quirky reasons.

A major challenge when tuning hyperparameters for deep learning is that the architecture’s final
state is often extremely sensitive to very small perturbations in the value of hyperparameters that
affect the initial state or the training procedure. Hence, it is usually impossible to find the global
minimum of a performance measure like error across a continuous hyperparameter space, such as
the space of all SLRs or the space of all linearization parameters when nlnorm is used. When using
e.g. grid or random search or even Bayesian optimization, we have to be content with choosing the
hyperparameter configuration from a discrete set of sample points without a guarantee about the
performance of other configurations. We further discuss this point in section 3.5.9.

Cover a broad and unknown range of pipelines Above, we discussed controlling known per-
formance drivers. In addition to those, many other pipeline properties likely have a small or un-
predictable impact on behavior. Across our architectures, we varied: depth; activation function;
initial weight variance; type of weight initialization scheme; presence and initialization of bias
and elementwise multiplication layers; normalization layer; presence, type and strength of skip
connections; data processing; presence and type of pooling; presence of data augmentation. This
is a wider range than the vast majority of deep learning studies. Taking into account learning rate
tuning, we conducted nearly 300,000 independent training runs on fully-connected architectures
and nearly 12,000 independent training runs on convolutional architectures.

Of course, no matter how broad the set of pipelines considered, the outcome of a comparative study
will ultimately depend on the set of pipelines chosen (section 3.5.2). We argue that a key to making
a comparative study more scientifically valid is to vary pipeline properties where the performance
impact is not known. When choosing our architecture space, we had little understanding of how
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the properties we varied would ultimately influence the NLC and performance. For example, we
were not aware of the nonlinearity path equation. We designed and conducted study B at a later
time than study A, when we already had a good understanding of the NLC. Hence, we decided to
vary properties like pooling and data augmentation that we did not consider in study A.

If we had not “invented” the square and odd square activation functions (figure 2.1), we would
not have discovered Gaussian stability, which is a key condition for many properties of the NLC
(section 5.6). Case in point, as far as we know, no mean field study has yet considered an activation
function with mean field Gaussian instability. If we had not considered high depths, we would have
discovered neither the impact of noise stability (section 6.5) nor the limits of the computability of
the NLC at a given level of floating-point precision (section 4.4.4). If we had not used architectures
that fall under each of the three types of the NLC-LBIAS trichotomy (section 1.2.2 above), we
would not have discovered that trichotomy, which reveals how even simple architectures with a
small NLC can fail.

While we generally consider only a single training algorithm per architecture (SGD for study A
and momentum for study B), we do verify that Adam behaves equivalently to SGD, at least with
regards to the predictiveness of the NLC (section 4.4.1) +©. While we generally consider only three
different datasets, we note that almost all of our results were highly consistent across them, as we
document throughout the work +©.

Managing computational errors: estimation error, floating-point rounding error, sample in-
dependence and batch normalization It is very rare that deep learning studies explicitly discuss
computational errors, i.e. situations where the output produced by a computation differs signifi-
cantly and systematically from the value of the mathematical function that this computation rep-
resents. To be clear, we believe that most studies do not suffer from significant computational
errors because they do not consider pipelines or architectures that significantly differ from popular
pipelines or architectures. Moreover, one of the factors that can cause an architecture to become
popular is robustness to computational errors. However, we advocate that studies that explicitly
consider experimental or randomly generated architectures, as we do, for the purpose of a wide
comparison explicitly consider and discuss computational properties.

We conducted all computation associated with study A with 64-bit floating-point precision (section
3.4.1.2). This was critical for both training and metric computation. We show that the guideline of
noise stability requires high precision when training networks with very high NLCs (section 6.5)
+©. Without high precision, we would have obtained that high-NLC, and hence high-expressivity,
architectures are untrainable (section 1.2.1.2 above). Further, we show how computing metrics
such as NLC (sections 4.4.4, 6.5), LBIAS (section 6.4) and especially MGLLA (section 4.4.6)
requires high numerical precision for high-NLC / high-LBIAS architectures +©. While we were
unable to use 64-bit precision in study B, we found that it did not contain architectures with NLC
or LBIAS values that were as large as those found in study A (sections 4.4.1, 6.4).

We defined many of our metrics via an abstract input distribution D. Hence, they need to be
computed via statistical estimation (section 3.4.1.1). Since our metrics depend on D via basic
probabilistic operators like expectation, standard deviation and median, we can utilize the canon-
ical estimators corresponding to those operators, which are mostly stable. However, this stability
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can break down in the absence of Gaussian stability (section 4.4.2) +©. As summarized above in
section 1.2.3, Gaussian instability leads layer square means to diverge from their mean field limit.
Because this divergence happens to different degrees for different datapoints, the layer distribu-
tion as well as gradient distribution induced by D can become very heavy-tailed, which in turn
increases the sample complexity of e.g. the sample mean estimator.

When defining metrics via the input distribution D, we must also ensure that the data samples
we use to compute those metrics are sufficiently independent from the data samples used for e.g.
training, data processing or architecture initialization (section 3.5.8). It is especially important not
to use the training set to compute metric values after training, except for the purpose of targeted
investigation. We follow this rule in this work. It is interesting to note that, especially for our
convolutional architectures, we found that the final NLC evaluated on the training set is close to
the final NLC evaluated on the test set (section 4.4.2) +©.

Batch normalization (BN), while unreasonably powerful, can be a nuisance for analysis. With BN,
a feedforward network does not represent a function that maps an individual input to an individual
output (section 3.4.1.3). We show that there exists a natural generalization of the NLC for networks
with BN such that (i) applying the generalization to networks without BN yields the original def-
inition, (ii) the exact same program can be used in both cases and (iii) statistical efficiency is not
significantly compromised (section 4.4.4) +©. While we generally do not discuss this explicitly
throughout the work, we go through the same process of deriving such a generalization for the
BN case and of ensuring that our program properly captures that generalization for all metrics.
We derive the generalization by considering the network as a function that maps batches of inputs
to batches of outputs (section 3.4.1.3). In general, we advocate investigating and discussing the
process of generalizing concepts to BN networks when appropriate.

1.2.7 Limitations and assumptions

The following limitations are specific to our work.

• Due to limited access to code and computational resources, we did not have the chance to
replicate in study B all the experimental measurements we made in study A. Hence, many
of our results (though not our most important ones) are only validated on fully-connected
architectures. There were also some mostly minor limitations associated with the training
protocol used for study B relative to study A (section 3.5.7). We also did not have the chance
to investigate more than one dataset in study B.

• We only explicitly study feedforward networks that have a static layer graph and represent
deterministic functions that take a single input (or batch in the BN case) and return a single
output (section 3.5.5).

• We do not validate our results beyond the supervised classification / empirical risk minimiza-
tion setting (section 3.5.6).

• We only validate our results on architectures that resemble popular architectures (section
3.5.1).
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• We do not validate our results on datasets of large size or architectures of large width (section
3.5.4).

• We only validate nlnorm on study B and hence convolutional architectures / CIFAR10, as
study A was not designed for this purpose (chapter 7).

• We do not conduct hyperparameter tuning beyond starting learning rate, though we do tune
the NLC in the context of chapter 7. Specifically, we generally only consider a single training
algorithm and loss function per architecture.

• We implicitly assume that neural networks are differentiable throughout much of our discus-
sion and explicitly assume it in our definition of e.g. the NLC and our theoretical results of
chapter 4 (section 2.6.1).

• Many of our theoretical results from chapter 5 are technically restricted to fully-connected
architectures that resemble popular architectures, where activation functions are also twice
differentiable (introductions of chapters 5, 8).

• We do not know the range of possible convergence behaviors of the mean field NLC of a
plain stable architecture with increasing depth when (i) the normalized covariance kernel of
the activation function used has a derivative less than 1 at 1 and is not twice differentiable at
1, or when (ii) the activation function is not piecewise 5-differentiable as assumed in theorem
7 (section 5.4.4).

The following limitations are inherent in the type of the empirical studies we conduct.

• Experimental results that aggregate across architectures are dependent on the precise set of
architectures considered (section 3.5.2).

• Datapoints from our datasets are reused for the statistical estimation of quantities that se-
quentially depend on each other (section 3.5.8).

• It is not possible to find the global error minimum across continuous hyperparameter spaces
(section 3.5.9).

1.2.8 Future work

Straightforward extensions Like in most deep learning studies, many of our results are limited
in scope for no other reason than a want for time / computational resources to state, prove and /
or validate them in a more general fashion. Below, we give a list of opportunities for generalizing
results in a way that we suspect is more or less straightforward. That is, the generalized result
should be essentially analogous to the original result. These opportunities roughly map onto the
limitations given in the previous subsection.

• Validate the results of this work that have been validated on only either fully-connected or
convolutional architectures on both (section 3.5.7, chapter 7).
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• Validate the results of this work on datasets of large size and / or architectures of large width
(section 3.5.4).

• Validate the results of this work by conducting hyperparameter tuning across a wider range
of training protocols, e.g. across a number of training algorithms and loss functions (section
2.2.3).

• Validate the results of this work across a range of architectures not built using popular build-
ing blocks and design strategies (section 3.5.1).

• Validate the results of this work across a wider range of task settings, such as regression,
reinforcement learning, image generation or noisy label prediction (section 3.5.6).

• Extend the results of this work to other architecture types, such as non-deterministic archi-
tectures, RNNs and memory networks (section 3.5.5).

• Give an explicit generalization of nlnorm that ensures scale stability and avoids neuron bias
for more general classes of architectures, such as those containing skip connections (section
7.1).

• Investigate the neural regularity properties of a larger number of practical datasets (section
5.2.2).

• Explicitly cover one or more cases of non-everywhere-differentiable networks, such as di-
rectionally differentiable networks, in the definition of metrics like the NLC and the theory
of chapter 4 (section 2.6.1).

• Extend the theory of chapter 5 beyond A-architectures to e.g. convolutional architectures.
Find instructive patterns in the mean field nonlinearity of CNNs analogous to the nonlinearity
path equation (chapter 5).

• Determine the convergence behavior of the mean field NLC of a plain stable architecture
with increasing depth when the normalized covariance kernel of the activation function used
has a derivative less than 1 at 1 and is not twice differentiable at 1 (section 5.4.4). More
fundamentally, extend theorem 7 beyond piecewise 5-differentiable activation functions.

• Prove that the NLC is the first-order approximation of the kernel bandwidth for arbitrary
Gaussian processes (section 5.4.5).

Continuing investigations We uncovered a number of intriguing threads throughout this work
that we only followed to a limited degree. Below, we give opportunities for continuing investiga-
tions for which this work already gives some results which are sufficient to envision fully-fledged
solutions.

• Continue the formalization of ZSAD guidelines. We do not definitively associate our non-
NLC guidelines with concrete metrics as more analysis is needed to determine the best ones.
For the same reasons we stress the importance of the well-definedness of the NLC (section
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1.4.2.4, 1.2.1, 1.2.5), we believe it is valuable to frame other guidelines as metrics. We give
suggestions for scale stability (section 6.2) and neuron bias (section 6.4) and give a range of
candidates for Gaussian stability (section 5.6).

• Continue the investigation of pseudo-linearity as a ZSAD guideline. We discuss its relation-
ship with scale stability, neuron bias and the nonlinearity of deep networks (section 9.6).
We believe it may be possible to further develop this guideline into a “nonlinearity unifor-
mity” guideline, which would state that nonlinearity should be spread evenly throughout the
architecture. For example, we show that the most popular type of residual architecture con-
tains more nonlinearity in earlier than later residual units (section 8.9). We conducted some
preliminary experiments not presented in this work which suggest this may be suboptimal.

• Continue the investigation of orthogonality as a ZSAD guideline. We briefly discuss the
complementary nature of NLC and orthogonality as guidelines (section 9.5). Orthogonality,
especially under the term of dynamical isometry, has been discussed alongside expressivity
(e.g. Xiao et al. [2018], Chen et al. [2018]). Its mean field theory has been developed [Yang,
2020a, Karakida and Osawa, 2020]. We believe that integrating our analysis of the NLC
with that of orthogonality may strengthen both approaches.

• Continue the investigation of how the NLC modulates noise stability with respect to other
deep learning concepts like quantization, noise-based regularization and adversarial robust-
ness. This could build on our investigation of batch selection noise and floating-point round-
ing error (section 6.5). Relating the NLC to other specific sources of noise could further
widen its scope.

• Continue developing methods for determining the best NLC level for a given dataset. We
predict the best NLC by examining the apparent nonlinearity of the dataset via PNLCD
(section 4.5). It may be worth validating this method on further datasets, determining how
to apply it when PNLCD doesn’t have a clear peak, or developing better methods altogether.

• Continue the investigation of the properties of neural regular data. We found that there was
a relationship between (i) the apparent nonlinearity of a dataset measured via line segments
between datapoints, (ii) input component independence and (iii) consistency of square means
and co-means across inputs (section 5.2.2). We believe that further solidifying these relation-
ships theoretically and empirically across a wide range of datasets, as well as adding new
properties and relationships, could greatly enhance our understanding of the kind of data on
which deep learning and mean field theory do well.

• Continue the investigation of setting the starting learning rate. We found some intriguing
patterns when measuring the shift of the parameter as well as the shift of the network output
during the first iteration when using the best starting learning rate. We believe that it may be
possible to derive methods that reliably find the best starting learning rate, at least for high-
performing architectures, within a few guesses (section 6.6). Our experiments suggest that
line search, at least during the first iteration, might be a valuable strategy for neural network
training.
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• Continue the investigation of the evolution of the NLC during training. Our experiments
suggest that the architecture tries to attain a more optimal NLC during training when its
initial NLC is not too far away (section 4.4.13). However, within a certain range, the NLC
reached after training appears unpredictable (section 7.5). Since the NLC ultimately matters
in the final state, when the network must match the true input-label function, but ZSAD
decisions are made in the initial state, we believe further bridging this gap is valuable.

• Continue the comparison of NLC with the MGLLA and TTNTK metrics (sections 4.4.6,
4.4.9). Solidifying the understanding of the other two metrics should enhance the under-
standing of the NLC and expressivity in general. It may turn out that MGLLA or TTNTK
are either superior to NLC for performance prediction or contain important complementary
information. TTNTK is similar to the OSGR metric from Liu et al. [2020c], which was
developed independently.

• Continue the theoretical investigation of low-NLC networks. It may be difficult to make
guarantees about high-NLC networks, as they can behave like low-NLC networks, except
with an enormous gradient on an irrelevantly tiny subset of the input space. Conversely, we
show that low-NLC networks are close to linear functions in an L2 sense on Gaussian inputs
(section 4.4.7). There may be opportunities to develop this further to provide theoretical
error guarantees in practical situations.

• Continue the investigation of the exploding / vanishing gradient problem in tanh and sig-
moid networks. This problem is widely known and discussed. We explained how, in these
networks, gradients can explode in expectation but vanish with high probability (section
9.1.5.4). When fleshed out in the manner of our other guidelines, this phenomenon could
yield a valuable complementary piece as well as shed light on the infamous “cliffs” of the
recurrent network objective landscape.

• Continue the investigation of the value of bias and elementwise multiplication layers. Ini-
tializing both to the identity prevents them from inducing scale instability or neuron bias
(sections 8.11, 8.12). Intuitively, controlling expectation and variance of neurons allows the
network to alter e.g. the NLC during training. However, as far as we know, unique benefits
of those layer operations have thus far not been isolated.

Major investigations In various places, our work hints at opportunities for other major investi-
gations that would go well beyond the scope of this work and would likely relate to several other
ongoing strands of investigation in the deep learning community. These are given below.

• Use the ZSAD guidelines of this work to build novel state-of-the-art architectures or improve
existing ones. One of the challenges of ZSAD in this stage of development is that it is
more likely to explain current designs than to suggest new ones. For example, applying
nlnorm in study B only leads to significant test error reduction if the original architecture
was suboptimal. It may be worth scanning the deep learning landscape for state-of-the-art
architectures that do not follow guidelines to an ideal degree and thus present an opportunity
for improvement. For example, it may be worth spreading out nonlinearity evenly in residual
or other multi-path networks as mentioned above.
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• Integrate ZSAD with NAS. Currently, NAS algorithms are initialized by specifying ranges
for each hyperparameter and architecture property over which to optimize. Guidelines can
act as a prior for the “architecture definition-to-error function” or as a filter that prevents
architectures suggested by NAS from being trained. This may reduce runtime and enable
the search over wider hyperparameter ranges. Liu et al. [2020b] recently employed a filter
based on the activation function and normalization layers used.

• Investigate the benefit of using (very) deep architectures when expressivity is controlled via
e.g. NLC. We argue that NLC is a better measure of expressivity than depth (section 9.4).
However, the current main argument in favor of depth is that it enables expressivity. When
depth is not needed to control expressivity, new sources of utility need to be found.

• Investigate the benefit of skip connections and multi-path architectures in general when ex-
pressivity is controlled via e.g. NLC. While there has been work on explaining the value of
skip connections, we are not aware of work that specifically factors out overall expressiv-
ity, which is not fundamentally related to skip connections. Our experiments in this work
(section 8.9) and general experience suggest that there is indeed additional value. Also, in
the context of multi-path architectures, it may be worth controlling the NLC via the addition
weights associated with different paths in the architecture (e.g. skip connection strength)
instead of nlnorm.

• Investigate the infinite-depth, finite-width, finite-NLC limit. We suspect that, as the depth of
e.g. plain architectures converges to infinity while activation function NLC co-varies to keep
architecture NLC constant, the distribution over network functions and many key metrics
induced by the parameter initialization scheme converges in a similar fashion to mean field
theory. This investigation might yield another highly predictive theoretical framework that
complements mean field theory and may illuminate behavior at moderate to high depth just
like mean field theory illuminates the behavior at moderate to high width.

• Investigate the frequency spectrum of networks and activation functions. We suspect that
the NLC is equal to the square root of the mean of frequencies present in a network, where
each frequency is weighted by its magnitude. For example, we verified that the NLC of the
the component of τ(s) = sn that is orthogonal to all lower powers on unit Gaussian input
is equal to

√
n for n ≤ 10. By considering the full frequency spectrum, we may be able to

design custom activation functions based on the frequencies in a dataset or design activation
functions that are universally high-performing across neural regular datasets.

• Investigate the relationship of NLC and expressivity to sample complexity, training com-
plexity and training time.

• Formulate a theory of model complexity for neural architectures where expressivity, as mea-
sured by e.g. NLC, and capacity, as measured by e.g. parameter dimensionality, act as two
near-independent dimensions as briefly discussed in section 9.7.

• Investigate the importance of Gaussian neuron distributions. We demonstrated that Gaussian
stability is key for architecture performance (section 6.1) and the predictiveness of mean field
theory (sections 5.2.1, 5.3.3). However, the underlying mechanisms of these observations,
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especially the former, are largely unexplored. There may be significant utility in determining
the scope of the set of Gaussian stable architectures and further determining and explaining
the properties they have as a class. This may ultimately reveal a path to transcending this
class of architectures.

• Investigate scope, origin and importance of the neural network property that the gradient-
based local linear approximation tends to be accurate across a large fraction of the codomain.
Specifically, in section 4.4.6 we found evidence that neural networks behave like a sine
curve, in that the tangent hyperplane stays close to the network function across the range of
outputs (typically) returned by the network. We have not found this property discussed in
literature. It seems, however, intuitively necessary for trainability, in particular the use of
“large” learning rates, as well as several properties of the NLC.

• Use the zero-shot architecture design approach, including the use of well-defined metrics
(section 1.2.5) and careful protocols (section 3.6), to frame the investigation of aspects of
neural architecture performance other than training and test error, such as computational
efficiency, privacy or adversarial robustness.

1.3 Problem setup: an overview of neural architecture design

1.3.1 From biological imitation to probabilistic inference to function opti-
mization

To understand contemporary neural architectures, we must understand the history of neural net-
works.

Models called ‘neural networks’ have existed for at least 75 years [McCulloch and Pitts, 1943],
which far predates the field of machine learning. Their original purpose was to be an abstract
representation of neurons in the brain, which form networks through synaptic connections, and to
explain how those neurons learn. Neurons were commonly modeled as computational units that
first linearly aggregate the outputs of other neurons they are connected to and then apply a binary
threshold gate to this aggregated value [Widrow and Lehr, 1990, Rosenblatt, 1958]. The reason for
this binary thresholding was that neurons in the brain were regarded to have a binary state - either
“firing” or “not firing”. The thresholding function became known as the “activation function”, as it
was meant to determine which incoming signals lead to the neuron emitting an electrical impulse.

For at least 55 years, neural networks have been trained with gradient methods [Bryson et al.,
1963]. This turned out to be a far more efficient way of setting the free parameters in a neural
network than learning algorithms based on imitating brain function [Hebb, 1949]. Of course, gra-
dient methods require that the computation performed by a neuron be differentiable, which is not
the case for the binary activation function. The sigmoid activation function (table 2.1) became the
new standard as it was considered the closest differentiable approximation of the binary function
[Rumelhart et al., 1986, Werbos, 1990, Widrow and Lehr, 1990, Hopfield, 1982]. Using gradient
methods, neural networks became a practical tool for tasks such as digit recognition [LeCun et al.,
1989]. What made neural networks attractive to machine learning was their ability to compose
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a large number of generic computational units which can together learn complex relationships in
data while reducing the need for model or data engineering.

In the early 2000’s, neural networks had fallen somewhat out of favor in the machine learning
community. While there is not a clear single reason for this development, it is said that there
was limited success in building “deep” models when utilizing the sigmoid activation function. We
will revisit the difficulty of utilizing the sigmoid in chapter 8. During this period, the dominant
machine learning model for learning complex relationships in data was the probabilistic graphical
model (PGM) [Blei et al., 2003, Xing et al., 2003, Lafferty et al., 2001]. The central idea of PGMs
is to model the data as a set of random variables called ‘observed variables’. Each datapoint in
the dataset is considered an independent sample of these variables. Then, we introduce additional
random variables, called ‘latent variables’, which are not observed as part of the data. This allows
us to define intricate, hand-crafted joint or conditional distributions over both sets of variables.
Finally, we derive properties of the data via probabilistic inference.

The transition to the deep learning era began in 2006 with the introduction of the Deep Belief Net
(DBN) [Hinton and Osindero, 2006]. The DBN is a hybrid between PGMs and neural networks as
it (i) defines a probability distribution over observed and latent variables and utilizes probabilistic
inference, while also (ii) using a large number of latent variables with a generic distribution. The
difference between ‘neuron’ and ‘latent variable’ is erased. Finally, (iii) DBNs stack layers of
latent variables in a “deep” fashion. Those layers were trained using a complex and intricate two-
stage process involving the contrastive divergence algorithm [Carreira-Perpinan and Bengio, 2005,
Hinton, 2002]. Around 2010, these hybrid models were still the driving force in the emerging deep
learning field [Salakhutdinov and Hinton, 2009, Lee et al., 2009].

The deep learning era arrived in 2012 when Krizhevski et al. [2012] trained a 7-layer convolutional
network on the ImageNet dataset, eviscerating all previous benchmarks. What was remarkable at
the time was that an architecture of significant depth was trained with a “pure” gradient method
from a random initial parameter value using only empirical risk minimization. It eschewed both
contrastive divergence and its non-probabilistic equivalent, the autoencoder [Le et al., 2012, Rifai
et al., 2011, Vincent et al., 2008, Steck, 2020]. Both of these predict not just the class label, but the
input distribution itself.

1.3.2 The functional-gradient paradigm

The formalism used by Krizhevski et al. [2012] for classification can be paraphrased as follows.
(For simplicity, we assume datasets contain only one datapoint in this section.)

θ(t) = θ(t−1) − αd`(f(θ(t−1), x), y)

dθ

Here, f is the neural architecture, x is the input, θ is the trainable parameter, ` is the loss function,
α is the learning rate and (t) is the iteration counter. What is striking about this formalism is
that the neural network is reduced to a function that could, in principle, be almost anything. The
only requirements are that the function takes in and returns values of the correct type, that it has
a trainable parameter, and that it is differentiable, though in practice it is enough that we can
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efficiently compute a local linear approximation to the function that is sufficiently accurate in a
sufficiently large neighborhood of the current parameter value, as explained in sections 2.2.1 and
2.6.1. Compared to the complexity that can be rolled up in the function f , the formalism itself is
very simple.

It was this recipe of combining a simple formalism with black-box functions that became dominant
and led deep learning from success to success [Goodfellow et al., 2014, Vaswani et al., 2019, Li
et al., 2016, Silver et al., 2017]. Consider, for example, generative adversarial networks [Goodfel-
low et al., 2014].

min
θG

max
θD

log fD(θD, x) + Ez log(1− fD(θD, fG(θG, z)))

Again, the majority of the complexity is rolled up in the arbitrary functions fD and fG. Updates to
their trainable parameters are made via the gradient of the objective.

Finally, consider REINFORCE, a staple building block in deep reinforcement learning [Sutton
et al., 2000].

θ(t) = θ(t−1) + αvt
d log f(θ(t−1), at|st)

dθ

In this algorithm, it is not immediately apparent what objective is being optimized. Ignoring α, the
second term can be written as vt

f
df
dθ

. This is a product between the gradient of f and a term that can
be interpreted as the change in the output of f that the update is desired to induce. We can also
rewrite the classification and GAN updates in this way, where the desired change to the output of
f is the gradient of the objective with respect to f , which, in the case of simple classification, is
the gradient of the loss function.

We are now ready to formalize what we call the ‘functional-gradient learning paradigm’ in figure
1.1. It is a close approximation of how the term ‘deep learning’ is used as of 2020. The term
‘neural architecture’ then approximately corresponds to the phrase “function f as it may occur
in a functional-gradient learning system” and ‘neural network’ approximately corresponds to the
phrase “function-parameter pair (f, θ) as it may occur in a functional-gradient learning system”. In
essence, a neural network is any model to which gradient methods can be applied, and that is how
we define it in section 2.3. Of course, deep learning comes with a very large amount of associated
concepts and popular conventions, the most important of which we detail throughout chapter 2.
However, none of them are essential from the point of view of the formalism. Also, nearly all core
concepts in the deep learning field are fuzzy, subjective and not without exception.

Note that while we focus this work on feedforward networks, which have a single input and output,
multi-input and multi-output functions, as represented by e.g. recurrent networks, are also used
within the functional-gradient paradigm.

Interestingly, the functional-gradient paradigm can even be used for probabilistic modeling. In
the GAN objective above, z is a random variable with a simple (generally Gaussian) distribution
which is transformed into a distribution over (fake) inputs. The complexity of the conditional
distribution z|x is fully contained in fG. The same strategy is applied in e.g. variational autoen-
coders [Kingma and Welling, 2014]. The convergence of a significant fraction of machine learning
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The functional-gradient learning paradigm

• Black-box functions: Complex relationships in data are modeled by func-
tions f . While some functions may lead to far superior learning out-
comes than other functions, the learning formalism itself requires of a
function only (i) that its input(s) and output(s) have certain data types,
(ii) that it has a free parameter θ and (iii) that a sufficiently accurate lo-
cal linear approximation in a sufficiently large neighborhood of a given
parameter value can be found.

• Gradient updates: θ is updated based on the product of the desired
change to the output of f and the gradient of the local linear approxi-
mation of f .

• Simple formalisms: The way f is used within the learning formalism
is simplified as much as possible. The complexity of model and algo-
rithm is pushed into the function. The training algorithm is not much
more complicated than gradient descent [Nesterov, 1983, Kingma and
Ba, 2015]. If an objective containing f is used, it is largely a vehicle for
specifying a loss and not for encoding structure or intricate priors.

Figure 1.1: Description of the functional-gradient learning paradigm.

around the functional-gradient paradigm is epitomized by the development of functional learning
software frameworks like TensorFlow and PyTorch. They are so popular that the choices made in
their development have effectively become soft constraints on the trajectory of machine learning
research.

1.3.3 The blessing and curse of neural architecture design

While gradient methods are immensely powerful, they are not quite powerful enough to make
choosing an architecture f obsolete, i.e. no architecture is known that performs near-optimally on
all tasks. Hence, for any given task, we are still left with choosing an architecture f , as we also ex-
plain in section 2.2.2. We use the term ‘neural architecture design’ in a broad sense to encompass
any process that contributes to the choosing of a neural architecture for a task. We use ‘archi-
tecture design strategy’ to refer to any piece of information that contributes to the choosing of an
architecture. The actual choice of architecture is specified via what we refer to as the ‘architecture
definition’, which is simply all the information required to uniquely specify an architecture. It is
the information given to e.g. a functional learning framework like TensorFlow to instantiate the
architecture in memory.

Fortunately, the functional-gradient paradigm has two massive advantages that are unprecedented
in the field of machine learning. First, because the learning formalism admits arbitrary functions,
there is an almost limitless capacity for research and innovation in the field of neural architec-
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ture design. Second, because functions can be used, to a large degree, for an arbitrary task, any
novel strategy may be applicable across a large fraction of the machine learning spectrum. These
advantages were the primary motivators behind us conducting this work.

Unfortunately, the blessing of flexibility is also a curse. While we have the power to choose
an arbitrary differentiable, parametrized function, neural architecture design is also as complex
as searching the space of those functions. And, even if we are content to build an architecture
from only popular design strategies and building blocks, there are still a large number of choices.
How many layers should there be? How wide should layers be? What activation functions and
normalization layers should be used? Even beyond the architecture, what training algorithm and
learning rate should be used?

In the next three subsections, we discuss what we argue are the main drivers behind neural architec-
ture design in the era of the functional-gradient paradigm, followed by a discussion of automated
design, which has become popular recently.

1.3.4 Historical bias in neural architecture design

Many of the architectures we use today closely resemble architectures that were developed decades
ago, such as CNN [LeCun et al., 1989] and LSTM [Hochreiter and Schmidhuber, 1997]. At that
time, the functional-gradient paradigm did not exist in the way it does today and the objectives of
architecture design were somewhat different. Consider a simple architecture with alternating linear
layers and activation layers. From a historical perspective, the linear layer originated from the ad-
ditive aggregation of incoming electrical potentials in biological neurons, as discussed above. The
activation layer originated from the response of those biological neurons to incoming potentials.
The connectivity structure resembles cascades of biological neurons. These architectures also re-
semble popular PGMs, such as the graphical Lasso [Friedman et al., 2008] or restricted Boltzmann
machine [Carreira-Perpinan and Bengio, 2005].

Historical influences are the first major driver in neural architecture design. In fact, the strength of
these historical influences suggests that popular conventions may be keeping architecture design
stuck in a “local optimum” to some degree. While proving or disproving this idea goes beyond
the scope of this work, it is worth noting that much of the recent progress in architecture design
has come by addressing new data types, such as graph data [Li et al., 2016, Feng et al., 2020, Li
et al., 2020a], set data [Zaheer et al., 2017, Kim et al., 2020a, Serviansky et al., 2020], sphere data
[Cohen et al., 2018, Esteves et al., 2020] or mesh data [Bhatnagar et al., 2020, Pavllo et al., 2020],
or has been domain-specific. Out of the thousands of architecture design strategies and building
blocks that have been proposed in the last decade, only a handful have attained widespread use
across domains and data types, including batch normalization [Ioffe and Szegedy, 2015], skip
connections [He et al., 2016a] and attention [Cheng et al., 2016]. Yet even the usefulness of those
strategies has not been fully explained.
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1.3.5 Programs = Functions, and the importance of computational efficiency

Machine learning is a computational discipline. The practical goal is to create a pipeline of pro-
grams that transforms raw data into useful information. Each program in this pipeline consumes
some kind of input and produces some kind of output. Hence, these programs can be abstracted
as mathematical functions. All we need to do is replace floating-point data with real values. The
output of the program, up to rounding error, is then the same as the output of the function. Because
of this duality, oftentimes machine learning models and training algorithms are developed as math-
ematical constructs first and then translated into programs. This can have a major drawback. The
space of functions we can reason about mathematically is very different from the space of programs
that can be tractably executed on a machine. PGMs are a prime example of this. Because they orig-
inate from probability theory, the mathematical formalisms involved in PGMs often involve, for
example, expectation operators over intractable continuous distributions. In the heyday of PGMs,
creating programs that sufficiently approximate those operators was a massive research effort
[Murray et al., 2006, Murphy et al., 1999]. Another example is a machine learning field called
spectral algorithms, which involves eigenspectrum operators applied to potentially enormous ma-
trices. In the functional-gradient paradigm, the tension between the mathematical and computa-
tional is largely resolved by construction. Because formalisms in this paradigm can use arbitrary
functions, we have the ability to choose functions that trivially correspond to programs that can be
efficiently executed on a machine. This ability is a core reason for the success of the paradigm.

Computational efficiency is the second main driver in neural architecture design. Linear operations,
such as matrix multiplication and convolution as well as elementwise operations, can be efficiently
implemented using specialized hardware such as GPUs [Raina et al., 2009, Kwon et al., 2020].
Highly optimized implementations exist for those operations [Zhang et al., 2018b]. Composing
simple operations, such as addition, multiplication, maximum / minimum or exponentiation, en-
ables efficient gradient computation with a computational complexity that is generally less than
thrice the computational complexity of the network evaluation itself through a process called au-
tomatic differentiation [Baydin et al., 2018, Bolte and Pauwels, 2020]. Thus, these compositional
architectures make full use of the extraordinary power of gradient methods. At a cost of less
than three evaluations, we can approximate the value of f in an entire region around the current
parameter value with the local linear approximation defined by the gradient.

1.3.6 “Designing neural networks is a dark art.”

The statement in the heading of this subsection was a popular sentiment that was echoed in the ma-
chine learning community until not many years ago. It was motivated by the large and seemingly
unpredictable variations in architecture performance based on the design choices that were made.
Hence, these choices were made based on experience by deep learning practitioners.

There have been a few general design guidelines: avoid vanishing / exploding gradients [Bengio
et al., 1994, He et al., 2015, Glorot and Bengio, 2010, Pascanu et al., 2013, Schoenholz et al.,
2017], use an appropriate depth / width [Bresler and Nagaraj, 2020, Gühring et al., 2020, Nakkiran
et al., 2020, d’Ascoli et al., 2020], and, recently, choose a network “on the edge of chaos” [Poole
et al., 2016, Schoenholz et al., 2017, Xiao et al., 2018, Chen et al., 2018, Yang et al., 2019]. The gist
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behind these guidelines is often that an architecture should have an appropriate model complexity
so that it neither underfits nor overfits nor becomes untrainable. For example, width is associated
with the dimensionality of the parameter, which is a traditional measure of model complexity.
These guidelines have remained somewhat vague and circumstantial because (i) there are no well-
defined, agreed-upon metrics that measure concepts like exploding gradients and overall width
in practical situations; and (ii) while prior research presented evidence that these guidelines lead
to success in certain situations, their generality is unclear. For example, empirical validation of
research in neural network analysis often occurs on only a single activation function (e.g. Glorot
and Bengio [2010], Balduzzi et al. [2017], Xiao et al. [2018], Schoenholz et al. [2017], Yang and
Schoenholz [2017], Labatie [2019], Lee et al. [2020a]). Informal concepts like covariate shift
[Ioffe and Szegedy, 2015] or signal propagation [Poole et al., 2016] often remain undefined.

“Trial and error” is the third main driver in neural architecture design. The success of deep learning
can be significantly attributed to the growth of the number of neural architectures that have been
found to perform well through trial and error and that exist in the public domain. The prevailing
wisdom among practitioners is to fit a novel task to an existing architecture as much as possible.

1.3.7 The strengths and limitations of neural architecture search (NAS)

A major recent development in neural architecture design is the emergence of ‘neural architecture
search’ (NAS). The basic and original formalism for NAS is as follows. (i) A number of architec-
tures are trained on a training set and their error is evaluated on a validation set. (ii) A meta-model,
trained via e.g. Bayesian optimization or reinforcement learning, attempts to predict the validation
error of an architecture from its definition. (iii) The meta-model is used to suggest new architec-
tures to train, taking into account both exploration and exploitation. Finally, steps (ii) and (iii) are
repeated, ever-expanding the pool of trained architectures [Snoek et al., 2012, 2015, Springenberg
et al., 2016, Zoph and Le, 2017, Baker et al., 2017]. Of course, this formalism is very expensive.
Generating a single datapoint for the meta-model involves training an entire architecture. Recent
efforts have increased the efficiency of NAS in various ways: parallelizing architecture training
[Falkner et al., 2018, Wu and Frazier, 2016]; sharing parameter components between different ar-
chitectures [Shin et al., 2017, Pham et al., 2018, Liu et al., 2019, Shi et al., 2020, Wang et al.,
2020b, White et al., 2020]; terminating training runs that do not appear promising early [Li et al.,
2017]; taking into account performance on similar datasets [Feurer et al., 2015]; predicting the
learning curve [Klein et al., 2017]; learning an embedding for the architecture definition [Zhang
et al., 2020b, Letham et al., 2020, Yan et al., 2020]; training the meta-model with labels of varying
fidelity [Li et al., 2020b]; using the meta-model itself to generate “pseudo-data” [Luo et al., 2020];
using architectures trained in parallel to supervise each other [Peng et al., 2020] - just to name a
few.

NAS has had a significant positive impact on the performance of practical machine learning sys-
tems. There has been a migration away from architectures that were entirely manually designed
(i.e. without computation) or found through random search or grid search [Bergstra and Bengio,
2012]. The success of NAS is exemplified by the fact that the terms ‘neural architecture design’ and
‘neural architecture search’ have recently become somewhat synonymous in the community. How-
ever, conceptually, NAS is neither built for nor capable of exploring the space of all differentiable
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functions. NAS conducts a search for a local optimum in architecture space in a small neighbor-
hood around the manually designed architectures that were used before the advent of NAS. The
need for manual design is therefore not greatly alleviated by NAS. (This does not even take into
account the need to manually design a NAS algorithm.) A strength of NAS is that it is built on top
of the functional-gradient paradigm and can handle arbitrary network functions. The downside of
treating networks as black boxes is that NAS yields few qualitative insights that feed back into the
manual design process. The popularity of black-box approaches also underscores the lack of prac-
tical guidelines that could be used to inform the search. Finally, we note that there is an inherent
tension between the efficiency and flexibility of NAS. Infusing the search with gradient informa-
tion [Maclaurin et al., 2015, Larsen et al., 2012, Arjovsky et al., 2016a, Liu et al., 2019] increases
its power but also restricts it to well-behaved, continuous, finite-dimensional search spaces, as op-
posed to the heterogeneous spaces that can be explored by basic NAS [Hutter et al., 2011]. Sharing
parameter components between different architectures requires them to be sufficiently similar so
that such sharing is meaningful [Shi et al., 2020].

1.3.8 Summary

Neural architecture design harbors great possibility but also great challenge. The success of neu-
ral networks, which is based on gradient methods, computational simplicity, design flexibility and
cross-task generalization, stands in contrast to the lack of explanatory, well-defined design guide-
lines as well as a general lack of understanding of why certain architectures perform the way they
do. Hence, deep learning practitioners often fall back on anecdotal experience, convenience and
black-box search when choosing architectures.

The more abstract neural networks became, the more success they had. Therefore, we believe that
by reducing the focus on the historical view of neural networks as cascades of computational units
and increasing the focus on the purely functional view, we can build towards a more powerful
theory of architecture design. We believe this work is a small step in that direction. Our flagship
design guideline, the NLC, is based entirely on the network function and is independent of the
layer representation. As a consequence, it can be applied to arbitrary feedforward networks. At
the same time, it is a meaningful architecture property that explains its generalization behavior.
While much of our work is still rooted in the concepts of layers, weight matrices and activation
functions, throughout this work we empirically investigate a wider range of architectures than
the vast majority of prior work. See chapter 3. We put a similar emphasis on generality in our
theoretical work. Hence, we believe that a large fraction of our results convey valuable lessons
about the general class of feedforward networks and beyond, rather than only specific designs.

1.4 Our approach: zero-shot architecture design (ZSAD)

Because the search space of possible architectures is enormous, we cannot train them all. We
cannot even evaluate them on a single input for a single parameter value, or even specify them in
code. All we can hope to do is to think about a modest number of architectures, and to use our
understanding of deep learning to select an even smaller set for further analysis. Hence, inevitably,
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Zero-shot architecture design

Definition 1. ‘Zero-shot architecture design’ (ZSAD) is any process that con-
tributes to the choosing of a neural architecture for a given task based on gen-
eral, predictive, explanatory and ideally well-defined principles that go beyond
the imitation of specific designs or the use of specific building blocks that have
exhibited high performance in the past; and that does so without training ar-
chitectures, without utilizing the properties of specific previously trained net-
works and without heavy computation that mimics the effect of training. We
term such a general, predictive, explanatory and ideally well-defined principle
a ‘ZSAD guideline’.

Figure 1.2: Definition of zero-shot architecture design and ZSAD guideline.

the manual stage of architecture design is a critical stage. The goal of this work is to develop and
advocate an approach to manual design that is as sound, principled and well-reasoned as possible.
Similarly, we advocate such an approach to the process of architecture design research itself.

Once something has a name, it takes on a different dynamic. So we give our approach a name:
‘zero-shot architecture design’ (ZSAD). We define it in detail in figure 1.2 above.

Of course, this definition is not meant to imply that we should choose a final architecture without
NAS for any given task. However, even if we do not manually choose an architecture, it is critical
that we choose the right NAS algorithm, and that we choose the right architecture space to search
with NAS. Before we write even a single line of code towards any deep learning system, we must
make sweeping decisions about what kinds of architectures or training protocols to consider. ZSAD
represents a framework for making these decisions not just based on “what has worked before”,
but also based on “general, predictive, explanatory and ideally well-defined principles”. Of course,
the boundary between ZSAD, NAS and other types of architecture design is fuzzy and subjective.

The ideal outcome of ZSAD can be viewed as being able to predict the performance of an ar-
chitecture after training, based only on the definition of the architecture and task, with minimal
computation or side information, in a way that yields qualitative insights that improve the efficacy
of the manual design stage. Of course, this outcome is more of an ideal than a practical milestone,
and so we must be content with attempting to come as close to it as possible, and to put up with a
certain amount of subjectivity in our assessment of how close we have actually come.

When we say that ZSAD aims to predict ‘performance’, we include any desiderata that may exist
for the machine learning task in question under the term performance. For example, we include
computational efficiency, privacy or adversarial robustness under this umbrella. Reasoning about
all those properties is valuable. In this work, we focus on supervised classification. The core
aspect of performance in this setting is generalization, which is usually measured via test error in
a research context. In this work, we focus on predicting test error after training, and sometimes on
predicting training error after training. Going forward, we will generally use the term performance
in this more concrete and limited sense, and correspondingly use ZSAD to refer to principled
architecture design for the purpose of generalization and trainability. Correspondingly, we also
restrict our discussion of existing guidelines to those objectives.
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1.4.1 What is architecture performance?

1.4.1.1 Architecture performance modulo training algorithm

We can already see a major problem with the above plan. A neural architecture does not have
an inherent performance after training. Because training a machine learning model is an intricate
process, almost all training runs lead to a network that has not learned anything. At the other
extreme, among the set of all possible training algorithms that could be dreamt up, there is probably
one that would find the global optimum in parameter space with a single iteration by sheer chance,
and we know that these global optima tend to perform much better than networks commonly found
with gradient methods [Hinton et al., 2014, Tian et al., 2020].

The only practical way to measure post-training performance of an architecture that can be seen
as “inherent” to the architecture is the following three-step process. (i) Choose a set of training
algorithms that are representative of the state of the art in neural network training. (ii) Conduct
an exhaustive search over key hyperparameters of those algorithms via independent training runs,
obtaining validation error values in the process. (iii) Evaluate the test error after the training run
that attained the least validation error. (Here we assume that performance corresponds to test
error.) Luckily, the functional-gradient paradigm uses training algorithms that are either SGD or a
simple variant of SGD, and architectures tend to attain somewhat similar error levels across these
algorithms (see also section 4.4.1). The only critical hyperparameter that these algorithms have
which has no agreed-upon value is the learning rate. However, the importance of performing an
exhaustive search over the learning rate cannot be overstated. The lack of independent, exhaustive
tuning of hyperparameters like learning rate has been a significant hindrance to making robust
comparisons between different architectures and studies in the deep learning community. While it
is impossible to quantify the extent of this problem exactly, via correspondence with authors and
via replication, we know of two well-known analytical deep learning papers whose results have
been significantly impacted by this problem. We note that there has been a recent push towards
comparability in the NAS community [Yang et al., 2020, Zela et al., 2020, Dong and Yang, 2020,
Yu et al., 2020].

In this work, we ensure exhaustive learning rate tuning for all experiments. We investigate the im-
portance of learning rate in section 6.6 and discuss it in section 1.2.6. Throughout this work, when
we reference “architecture performance”, we usually speak of the test or training error attained
when training with SGD or momentum using the learning rate that yielded the best validation, test
or training error depending on context.

It is important to note that even conducting an exhaustive search over learning rate or other hy-
perparameters does not allow us to estimate the actual global error minimum across a continuous
hyperparameter space. This is due to the sharp valley problem that we discuss in section 3.5.9.
In the case of learning rate, we search over a geometric sequence of values with spacing factor
between 3 and 10

3
. This kind of spacing factor has generally been found to yield a robust and

representative estimate of the error minimum with high probability.
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1.4.1.2 Architecture performance modulo data

In the same vein as the training algorithm, the data is a major driver behind performance. Be-
cause signal is rare in the real world, any architecture trained with any algorithm is likely to not
generalize at all. Even among datasets that are well-understood, we might reasonably expect very
different performance levels from one dataset to another. When distinguishing cats from planes,
we might desire near-perfect performance. When predicting stock price movements using only
information that is publicly available to market participants, a 49% test classification error might
be outstanding. Finally, no machine learning model performs equally well on all tasks.

In this work, we aim to develop principles for ZSAD that apply across datasets and task domains
while being themselves as data-independent as possible in their formulation. At face value, this
appears to be a contradiction. Without reasoning about the data, how can a guideline account for
the influence of that data on performance? To reconcile this, we have to adopt a “relative” view
of performance for the purpose of ZSAD. For example, we can assess performance relative to the
performance attained by the best architecture for a task that is known, relative to the performance of
random guessing, or we can consider the performance ranking of all architectures trained on a task.
Using this approach, almost all results we obtain in this work are highly consistent across three
different datasets. In section 4.5 and throughout chapter 5, we perform an analysis that provides
an explanation for why it is possible to find strong patterns in architecture performance that span
across datasets. In fact, we identify several conditions that define a class of datasets on which
consistent patterns of architecture performance can be expected in section 5.2.2. Throughout this
work, when considering architecture performance without reference to a specific dataset, we mean
the relative performance attained on the three datasets we studied in particular and the relative
performance attained on the class of datasets described in section 5.2.2 in general.

Of course, we do not claim that data-dependent ZSAD is of lesser importance than data-
independent ZSAD. For example, explicitly infusing a model with information about known in-
variances present in a given dataset is clearly one of the most important requirements for attaining
success with deep learning. We argue that those questions are somewhat orthogonal to the ques-
tions we study in this work, which build on statistical properties of datasets that are common across
domains and tasks.

1.4.1.3 Architecture performance modulo initial parameter value

Another important driver of performance after training is the value taken by the parameter before
training. This initial value is a gradient method hyperparameter and not specified by the training
algorithm. In practice, the initial parameter value is drawn from a distribution known as the param-
eter initialization scheme. A key property of popular initialization schemes, as we also discover
throughout this work, is that they cause the network to behave in almost exactly the same way
no matter the specific initial parameter value drawn from them. Hence, when considering per-
formance, we can largely abstract away that specific value and focus on the initialization scheme
only.

We then perform what is essentially a verbal sleight of hand. We simply consider the initialization
scheme as part of the architecture definition. When we discuss the performance of an architecture,
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we already have a specific initialization scheme in mind. In practice, the initialization scheme
is generally specified together with other architecture properties like depth or activation function.
Hence, thinking of the initialization scheme as just another architecture property makes practical
sense.

1.4.2 ZSAD guidelines

1.4.2.1 Framing ZSAD guidelines: encapsulated properties of the randomly initialized state

We defined ZSAD to be based on “general, predictive, explanatory and ideally well-defined prin-
ciples”. We refer to such a principle as a ‘ZSAD guideline’, as we also define in figure 1.2. In
this work specifically, and often in architecture design research in general, ZSAD guidelines can
be boiled down to an architecture or network property that is (said to be) influencing performance.
Consider guidelines referenced in section 1.3.6, e.g. “avoid vanishing / exploding gradients”,
“choose an architecture on the edge of chaos” or “use an appropriate depth”. Here, “vanishing /
exploding gradients”, “edge of chaos” and “depth” refer to more or less well-defined properties
of an architecture or network. Further examples include “minimize dying ReLUs”, “avoid local
minima in the loss surface”, “ensure feature diversity” and “maximize classification margin”. The
properties are “dying ReLUs”, “local minima in the loss surface”, “feature diversity” and “classifi-
cation margin”. The words “minimize”, “avoid”, “ensure” and “maximize” indicate that the former
two properties are negative / harmful / that their value or degree of presence should be minimized
/ that their presence should be prevented, and that the latter two properties are positive / helpful /
that their value or degree of presence should be maximized / that their presence should be induced.
When we merely want to express that the value of a property is important, we say e.g. “use an
appropriate width”.

We base our ZSAD guidelines on properties throughout this work, and we refer to the guideline
and the encapsulated property interchangeably. For example, “the guideline of ‘avoid (the property
of) neuron bias’ ” means the same as “the neuron bias guideline”.

Because ZSAD does not involve training, the property encapsulated by a guideline must not be
a property of a trained network. For example, “avoid exploding gradients after training” is not a
ZSAD guideline, but “avoid exploding gradients before training” is. “Avoid dying ReLUs during
training” is not a ZSAD guideline, but “avoid architectures that are prone to having their ReLUs die
during training” might be, depending on whether it can be measured in a meaningful way before
training. In this work, we consider properties for ZSAD that are either defined directly in terms of
the architecture definition, or in terms of the architecture’s initial state. In the latter case, we relate
the property back to the architecture itself via relative invariance to the random parameter draw as
explained in section 1.4.1.3. We further discuss pre- vs post-training properties below in section
1.4.3.

1.4.2.2 Data-independence of guidelines

In section 1.4.1.2, we outlined how it is possible to conceptualize architecture performance in a
data-independent way. We also stated that we aim to develop ZSAD guidelines that are as inde-
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ZSAD guideline: framing and utility criteria

We frame a ZSAD guideline as postulating that a certain property of an architecture or an ar-
chitecture’s randomly initialized state is related to its performance after training. We assess the
guideline’s utility for ZSAD based on the degree to which that property fulfills the criteria below.

1. Well-definedness: The property is a concrete metric which yields a specific value, such as a
real scalar or truth value, given a network or architecture.

2. Computability: The property can be determined in a way that is easy and cheap to compute,
and easy to implement in code.

3. Predictiveness: The property is predictive of architecture performance after training, where
architecture performance is conceptualized as in section 1.4.1.

4. Predictability: The property can be simply and instructively determined or estimated from
the architecture definition.

5. Controllability: It is possible to minimally modify a given architecture to change the prop-
erty without changing other important properties. This in turn changes performance, which
establishes the property as causal for performance.

6. Simplicity: The property is conceptually simple and easy to understand.

7. Meaningfulness: The property is deep and meaningful. It does not just predict performance,
but also explains it.

8. Theoretical grounding: The property is closely related to important theoretical frameworks
of deep learning in a way that enhances the understanding of both the property and that
theoretical framework, and facilitates further analysis.

9. Synergy: The aspects of architecture performance captured by the property are independent
of other guidelines. It is possible to consider guidelines jointly to predict performance even
more accurately.

10. Generality: The above criteria hold across a wide range of architectures and tasks. Fur-
ther, the property as well as the validity of the above criteria cannot be easily changed by
manipulating irrelevant or superficial aspects of the architecture or wider learning pipeline.

Figure 1.3: Our framing of ZSAD guidelines and our criteria for assessing the utility of a guideline.
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pendent of data as possible. Concretely, this means that the property encapsulated by the guideline
should ideally depend only on the architecture definition or the initial state. In general, we do not
reach this level of independence. In fact, many of our encapsulated properties are defined explicitly
in terms of an input distribution in addition to a network, including the NLC (e.g. section 4.2, 6.2,
6.4). Other properties, while not explicitly referencing an input distribution, cannot be evaluated
without one (e.g. section 6.1, 6.5). It turns out that this “problem” is not severe in practice, because
our encapsulated properties are largely invariant to structure present in practical input distributions,
being sensitive only to their expectation and covariance, as well as being invariant to the sample
used for statistical estimation, at least in the initial state. We show this empirically for the NLC
in section 4.4.2 and theoretically for the NLC and many other guidelines via mean field theory in
sections 5.3 and 5.5.

1.4.2.3 The utility of a ZSAD guideline

The ZSAD concept is somewhat vague. This vagueness is especially suboptimal for a concept that
is introduced specifically to combat the vagueness of architecture design research. To mitigate this
issue as much as possible, we formulated a list of 10 ‘utility criteria’ for ZSAD guidelines, and
more specifically for the properties encapsulated by guidelines. They are given in figure 1.3. Of
course, while these criteria add detail, they are themselves somewhat fuzzy and subjective, and
they can hold to varying degrees. We use the criteria not just to validate ZSAD guidelines, but
to determine whether any given architecture design strategy meets the threshold of being a ZSAD
guideline. Again, unfortunately, this is a subjective judgment.

Our flagship guideline, ‘ensure 1 ≤ NLC ≤ 5’, based on the nonlinearity coefficient, fulfills all
criteria to a significant degree. Hence, we argue that it is state-of-the-art among ZSAD guidelines.
We summarize our results for the NLC in terms of the utility criteria in section 1.2.1.

1.4.2.4 Determining the value of network properties - towards well-definedness

To be able to apply a ZSAD guideline, we must determine the property that the guideline encap-
sulates. We must give it a ‘value’. For example, consider the property ‘parameter dimensionality’.
If the parameter is indeed a vector, its dimensionality can be unambiguously determined. If we
believed, say, that an architecture with parameter dimensionality over 1 million exhibits high per-
formance, we can in fact determine the value of the parameter dimensionality of an architecture
and then apply the guideline. In contrast, say we believed that a “chaotic” architecture exhibits
high performance. If we cannot determine whether a given architecture is chaotic, chaos is not a
helpful property. The ability to determine the property is implicit in our discussion of ZSAD guide-
lines (see e.g. utility criteria 2, 3, 4 and 5). When we say e.g. that a “property can be changed”,
we mean that its value can be changed. That value can be e.g. binary when indicating whether the
property is present (e.g. “uses ReLU”), real-valued (e.g. Lipschitz constant) or integer-valued (e.g.
parameter dimensionality).

Ideally, a property already comes with an inherent recipe for determining its value given an archi-
tecture. Again, parameter dimensionality, Lipschitz constant and “uses ReLU” have unambiguous
and unique values for typical architectures. We call such properties ‘well-defined’, which corre-
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sponds to utility criterion 1. In general, a well-defined property can be viewed as a function of
an object like an architecture or dataset that assigns the object a value. We call this function a
‘metric’.

Most existing ZSAD guidelines are not well-defined. While properties like “exploding gradients”
have a quantitative ring to them, there is no agreed-upon way to determine whether a network
has exploding gradients. Other properties like depth are thought of as specific values in certain
contexts, like simple feedforward networks with alternating linear and activation layers, but do not
have a meaningful general definition as we explain in section 2.3.1.

Of course, when a ZSAD guideline is applied, some value(s) must be chosen for it. In many
research studies, these values are made up on the fly by authors. The impact that a specific recipe
for determining the property has on the results of a scientific study is often not discussed. Worse,
the recipe is often not even mentioned. This leads to massive problems, as we discuss in chapter 9
and summarize in section 1.2.5. Evangelizing well-definedness as a standard in neural architecture
design and analysis is one of the core goals of this work.

Of course, reaching the standard of well-definedness is challenging. In order for a metric to become
a universally-accepted guideline, it must be shown to have truly broad applicability. A fuzzy
concept like “exploding gradients” can be re-interpreted from situation to situation to make it
appear relevant. A concrete metric, on the other hand, is less “flexible”. It can actually be shown
to fail to predict performance in a given situation. While this is essential for scientific validity, it
also means that careful and extensive study is required to find “the right metric” for capturing a
phenomenon. We argue that this work establishes the NLC as a core measure of model complexity
in deep learning and a key causal, explanatory driver of architecture performance. The fact that this
work is so long, and such a large fraction of it is dedicated to one guideline, the NLC, underscores
the effort involved in finding a metric. It took us several iterations of analysis to arrive at the
present definition of the NLC.

While a large fraction of this work is dedicated to the NLC, we also introduce other ZSAD guide-
lines and flesh out existing ones. For none of them do we get to the point of defining them entirely
in terms of a metric. However, for some guidelines (e.g. neuron bias), we make recommendations
for what we consider are advantageous ways to measure them (e.g. LBIAS). We hope that future
work can firmly establish those measures or develop better ones.

Even if we do not define a ZSAD strategy via a concrete metric, we at least ensure that an explicit
definition is given, which goes beyond many other works.

1.4.3 ZSAD is not a “generalization measure” - on the pre-eminence of the
initial state

As explained at the end of section 1.4.2.1, it is crucial that the property encapsulated by a ZSAD
guideline is not a property of a trained network. As mentioned, we consider properties of the
architecture as well as properties of its randomly initialized state. Of course, the property we
ultimately care about, which is performance, is a property of the architecture’s final state after
training. One of the key challenges of ZSAD is to bridge the gap between the trained and untrained
network. This is often simply done by observing that certain properties, like the NLC, are unlikely
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to change dramatically during training, and changes that do occur tend to be uncontrolled. As a
general trend, we observe that it is advantageous for properties that we require after training to also
hold before training so that a better trained network can be found by gradient methods. Of course,
some properties, like parameter dimensionality, are fixed throughout training by definition.

We find it important to distinguish zero-shot architecture design from a sub-field of deep learning
research that might be termed “generalization measures”. Jiang et al. [2020], Dziugaite et al. [2020]
are recent overview papers. Studies in this field estimate or bound neural network generalization
either empirically, via metrics based on e.g. Jacobian singular values or classification margin, or
theoretically, through frameworks like VC-dimension or PAC-Bayes. Crucially, they do this for
networks that were already trained, and they make use of the final parameter value. In ZSAD, we
attempt to predict the performance of an architecture after training across training algorithms and
potentially across datasets given access only to the architecture definition, but without conducting
training or knowing the results of training. (See section 1.4.1 for details.) The problem we study
is harder and more practical. ZSAD can directly inform the manual architecture design stage. In
contrast, having access to a theoretical estimate of generalization is much less meaningful after
training, at which point it is possible to actually compute test error.

Going forward, when we refer to ‘predicting’ a final state property such as test error, we always
imply that the prediction was made before training.

There is some similarity in terms of study design between the generalization measures field and
this work. For example, Jiang et al. [2019], Novak et al. [2018] compare metrics that have some
similarity to the NLC, evaluated in the final state, against performance for a range of architectures
and training hyperparameters. Showing that metrics that have clear conceptual ties to error and loss
actually empirically correlate with error and loss when evaluated on the very same network with
the very same parameter value is not entirely satisfying. For example, error is clearly related to
loss (else gradient-based training wouldn’t work) and loss is clearly related to gradient magnitude
(imagine scaling the loss function with a constant). Hence, showing that loss gradient-based met-
rics are related to error in the final state is a very different thing from showing that Jacobian-based
metrics like the NLC, when evaluated in the initial state, are predictive of error.

1.4.4 Summary

Zero-shot architecture design (ZSAD) is an approach and a framework for architecture design
based on general, predictive, explanatory and ideally well-defined principles. It empowers deep
learning practitioners to make informed design decisions before any code is written, as architec-
tures that can be predicted to perform badly can be eliminated from consideration a priori, which
can significantly shorten the trial-and-error and NAS phases of deep learning deployment. We fo-
cus specifically on discovering patterns in test and training error that do not strongly depend on the
data or the task domain. With this work, we hope to evangelize research practices like expressing
ZSAD guidelines via well-defined metrics; addressing a range of utility criteria that are important
for practical relevance; independently and exhaustively tuning key hyperparameters like learning
rate to enable robust comparison; and empirically investigating a wide range of architectures.
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Chapter 2

Background, notation, terminology and
conventions

In this chapter, we build the core concepts that underpin this work from first principles: gradient-
based training, neural networks, architecture design, etc. We define the building blocks of neural
architectures and deep learning pipelines that feature in this work and are most popular in practice.
We explain core terminology and define key notation that is used throughout this work.

We believe that reading this chapter enables a better appreciation of some of the nuances that arise
throughout this work and in architecture design research in general. As such, while this chapter
is primarily geared towards deep learning novices, we believe there is value for most readers. We
provide a summary of the most important notation, terminology and conventions from chapters 1
and 2 in section 2.7 that should enable advanced readers to easily follow the technical material
presented in later chapters as well as chapter 1. This summary contains those definitions from
chapters 1 and 2 that (i) may be used in later chapters and chapter 1 without further explanation
and (ii) are not widely agreed-upon in the machine learning community.

2.1 Machine learning

On a high level, ‘machine learning’ is about extracting useful information from raw data. It en-
compasses a wide range of tasks and settings where a wide range of questions are answered based
on a wide range of data.

In this work, we focus on the simplest, most common and most well-studied setting: ‘supervised
prediction’. In the prediction setting, the goal is to use a ‘model’ f to compute a ‘prediction’ or
‘output’ f(x) from an ‘input’ x from a set X. f(x) should be close or equal to the ‘label’ y from
a set Y, which is the true value of some desired piece of information about the input. f can be an
arbitrary function defined on X. (Note that throughout this work, we use the term ‘input’ to refer to
x specifically as well as to a generic function or program input. We use the term ‘output’ to refer
to f(x) specifically as well as to a generic function or program output. We hope this is sufficiently
clear.)
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Example. In ‘image classification’, we are given images depicting an object of a certain type, such
as a cat, car or tree. The goal is to predict the object type from the image.

x The image

X The space of images considered, e.g. {0, 1}64∗3S1S2 for 64-bit images with S1 × S2 pixels
with 3 color channels

y The true type of the object present in the image

Y The set of object types considered, e.g. {cat, dog, tree, plane, car}

f A function taking an image as input and returning an object type or a distribution over object
types as output

f(x) The type assigned to x by f , or the distribution over types assigned to x by f

Example. In ‘sentiment analysis’, we are given a piece of text describing a service or product. The
goal is to predict how positive or negative the author’s attitude towards that service or product is
based on this piece of text.

x The text segment

X The space of text segments considered, e.g. {0, 1, 2, .., 255}100 for ASCII text segments of
100 characters

y The true sentiment score, e.g. +1 for entirely positive sentiment and -1 for entirely negative
sentiment

Y The set of sentiment scores considered, e.g. [-1, 1]

f A function taking a piece of text as input and returning a sentiment score as output.

f(x) The sentiment score assigned to x by f

In general, we desire a model f that exhibits ‘high performance’. We use this term in a broad
sense. Depending on the task, it can cover anything from computational efficiency and privacy to
adversarial robustness. The core aspect of performance for a prediction model is whether the model
returns a prediction close to or equal to the label for a large number of inputs. A model exhibiting
high performance is a function that reliably returns useful information, like the sentiment of text
segments, which can then be used for a downstream application.

However, the automation of the prediction process is not yet considered machine learning. In
classical artificial intelligence, decision rules that lead to accurate predictions were explicitly and
manually specified. For machine learning to occur, the generation of the model itself must also be
automated. Specifically, machine learning requires the running of an algorithm called the ‘training
algorithm’. This algorithm takes in data and attempts to find a high-performing model, which it
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returns as its output. We denote the training algorithm by A. The process of running the training
algorithm is called ‘training’ or ‘learning’.

In supervised prediction, we are given a ‘dataset’ D of ‘datapoints’ (x, y). Each datapoint consists
of an input and label. In the image classification example, a dataset consists of images together
with their respective true object type labels. In the sentiment analysis example, the dataset consists
of text pieces together with their respective true sentiment scores. Because we can evaluate the
performance of a model f on D, we can search for a model that exhibits high performance on
D. The rationale behind this is the assumption that if f makes accurate predictions on D, it will
also make accurate predictions on other inputs from X. In general, this is of course not true.
There is no inherent guarantee that what works on D specifically works on X in general. For a
counterexample, we can simply imagine a situation where the label has no statistical relationship
at all with the input. For example, if we were to try to predict the value of an element in a sequence
of independent random digits from its position in the sequence, no matter what (spurious) patterns
we might find from studying a finite number of example digits, extrapolation would inevitably fail.

However, in certain situations, the input and label have a statistical relationship that enables extrap-
olation. The simplest and by far the most common such relationship is continuity: If two inputs
x(1) and x(2) are similar, as measured by e.g. Euclidean distance, then so tend to be their labels y(1)

an y(2). For example, changing a single pixel in an image does not tend to change the object type
depicted. Changing a single character in a text does not tend to change the sentiment. Virtually
every practical model f makes use of this principle to some degree and would indeed return similar
outputs for inputs that are sufficiently similar. In general, whatever explicit or implicit strategy a
model uses for extrapolation is called its ‘inductive bias’. It is the responsibility of the machine
learning practitioner to select a training algorithm that generates models that have an inductive bias
that matches the statistical relationships present in the data at hand. The model has the property
of ‘generalization’ to the degree to which the accuracy of the predictions translates from D to X.
Conversely, the model has the property of ‘overfitting’ to the degree to which the accuracy of the
predictions does not translate from D to X. Finally, the model has the property of ‘underfitting’ if
the accuracy does translate, but was not high to begin with.

When we say that there is a statistical relationship between input and label, we imply that, for
a given input, some labels are more likely to occur than others. This idea can be encapsulated
by a function that maps inputs to distributions over labels which mimics the natural process that
generates the data. For example, if the input is a gene sequence, we might conceptualize the distri-
bution over phenotypes that arises from each gene sequence as a function from gene sequences to
distributions over phenotypes. We term this construct the ‘true input-label function’. Commonly,
it is also reasonable to assume that this function is deterministic, i.e. that it maps inputs to labels.
In many applications in artificial intelligence, such as image classification and sentiment analysis,
situations where the label is ambiguous are rare. Going forward, we will assume determinism.

In this work, we focus on ‘classification’, the most common type of supervised prediction. Here, Y
is a discrete, finite set and inputs which share a label constitute a ‘class’. The most popular example
is image classification, as described above. Sentiment analysis can also be cast as a classification
task if we consider reviews with positive or negative sentiment as the respective classes. In contrast,
the setting where Y is a subset of a real vector space is called ‘regression’.

By far the most popular strategy for training in supervised prediction is ‘empirical risk minimiza-
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tion’ (ERM), which we focus on in this work. Here, a ‘loss function’ ` over the prediction and
the label is defined. The training algorithm then corresponds to an optimization algorithm that
searches for a model f̂ from a ‘hypothesis space’H for which the ‘loss’ is as low as possible.

f̂ = A(H, `,D) ≈ arg min
f∈H

1

|D|
∑

(x,y)∈D

`(f(x), y)

We use ≈ loosely here to denote, among other things, that the training algorithm cannot usually
solve the minimization problem exactly, that there may be no minimum, that there may be more
than one minimum or that there may be additional terms in the objective function (e.g. regulariza-
tion).

The idea behind ERM is that we gain some (negative) utility from each prediction made by the
model on D: if the prediction is accurate, we suffer little to no negative utility; if the prediction
is inaccurate, we suffer large negative utility. ERM attempts to minimize the total negative utility
suffered. Note that ` is often chosen not as the best estimate of the actual negative utility suffered
(if such a thing even exists), but to make optimization easier / possible. For example, in many
cases, an accurate metric of the negative utility suffered in practice is 0 when f(x) = y and 1
when f(x) 6= y. However, this metric is generally discontinuous as a function of f(x), which
makes optimization difficult. Hence, a surrogate continuous loss function is often used instead.
In contrast to the loss function, the metric that represents the best estimate of the actual negative
utility suffered is called the ‘error function’ e, which is often discontinuous. Of course, ` and e are
also identical in many situations.

We can estimate whether a given model generalizes well if we make the additional assumption that
the end goal is to minimize negative utility on datapoints drawn from some ‘data distribution’ D
with support in (X × Y) as well as the assumption that the datapoints in D are drawn IID from
D. We call the marginal of D over inputs x the ‘input distribution’. We also use the symbol D
to denote the input distribution, as it is clear from context which distribution D refers to. (If the
expression containing D also contains y, it refers to the data distribution. If not, it refers to the
input distribution.) In discussion, we use the term ‘data distribution’ more generally to refer to
either or both constructs.

The ‘true error’ or ‘generalization error’ Etrue is then defined as follows.

Etrue(f, e,D) = E(x,y)∼De(f(x), y)

We will make the assumption of the existence of D from which the dataset is drawn throughout
this work. The simplest and most popular way to exploit this assumption is to split the dataset into
two shards in a uniformly random fashion. One of the shards is then used for ERM. That shard is
called the ‘training set’. The other shard is used to estimate the true error and is called the ‘test set’.
Specifically, the true error can be estimated via the ‘test error’, which is simply the error obtained
on the test set.

Etest(f, e,Dtest) =
1

|Dtest|
∑

(x,y)∈Dtest

e(f(x), y)
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By making weak assumptions about the distribution of e(f(x), y) induced by D, we can place the
true error within a frequentist confidence interval around the test error. By assumption / construc-
tion, the test set is independent of the training set and so the test error is an unbiased estimate
of the true error. In this way, it is possible to compare different models, which were perhaps ob-
tained from different training algorithms, using a single training and test set. In a practical research
context, in the supervised prediction setting, generalization is usually measured via test error.

However, if we were to choose the model with the lowest test error as our final model, we are again
left without an unbiased estimate of its true error. This is because if we choose between a large
number of models in this way, the resulting model will be biased towards having a test error that is
lower than its true error. To overcome this problem, a third shard is often carved out of the dataset,
called the ‘validation set’. Given multiple models, we can choose the best one by comparing the
‘validation error’ Evalid, which is evaluated on the validation set analogously to the test error. Then,
finally, we can use the test error as an unbiased estimate of the true error of the chosen model. We
use the term ‘data shard’ to refer to any subset of the dataset, including the dataset itself, but most
often to refer to either the training set, validation set or test set. Below, we give a complete set of
definitions.

Metric definition 1. The ‘true error’Etrue, ‘test error’Etest, ‘validation error’Evalid, ‘training error’
Etrain, ‘true loss’ Ltrue, ‘test loss’ Ltest, ‘validation loss’ Lvalid and ‘training loss’ Ltrain are

Etrue(f, e,D) = E(x,y)∼De(f(x), y)

Etest(f, e,D) = E(x,y)∈Dteste(f(x), y)

Evalid(f, e,D) = E(x,y)∈Dvalide(f(x), y)

Etrain(f, e,D) = E(x,y)∈Dtraine(f(x), y)

Ltrue(f, `,D) = E(x,y)∼D`(f(x), y)

Ltest(f, `,D) = E(x,y)∈Dtest`(f(x), y)

Lvalid(f, `,D) = E(x,y)∈Dvalid`(f(x), y)

Ltrain(f, `,D) = E(x,y)∈Dtrain`(f(x), y)

Here, and throughout this work, we denote the mean over a finite set with the expectation operator.
A desideratum for loss functions is that they cause training to lead to low true error.

Throughout this work, we follow the formalism of using a training set for ERM and a test set for
evaluating the final model. Therefore, we use the term ‘performance’ largely as a synonym for test
error and sometimes as a synonym for training error, depending on context. For the purpose of
greater understanding, we are often also interested in training error.

Throughout this section, we have introduced several idealizing assumptions. In practice, labels are
not “true values”, but the outcome of some imperfect labeling process, such as human annotation.
Hence, by assuming these labels are correct, we are susceptible to learning models that mimic
the shortcomings of the labeling process. In general, datapoints contained in D do not have the
same distribution as datapoints the model will ultimately be deployed on. For example, the scenes
that appear in images and the words that appear in text change over time and from situation to
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situation. Also, there may be no such thing as a single correct label. For example, more than
one object might be equally prominent in an image. The author of a product review might have a
neutral stance. Finally, some datapoints may be partially missing from D. There is ample work
investigating the relaxation of these idealizing assumptions. Undoubtedly, many results we present
in this work would still be meaningful or could be easily generalized to these relaxed settings.
However, such an investigation goes beyond the scope of this work.

2.1.1 Program / function overloading

We have introduced a prediction model f as a function that takes inputs x and returns predictions
f(x). As we further explain in sections 1.3.5 and 2.3.4, there is a duality between programs and
functions in machine learning in general. In addition to being viewed as a mathematical function
that maps elements of the set X to elements of the set Y, f can also be viewed as a computer
program that consumes inputs of data type X and produces outputs of data type Y. Similarly, the
test error Etest can be viewed as the mathematical average of values e(f(x), y), or it can be viewed
as the floating-point computation that produces such an (approximate) average. Similarly, the
datasetD can be viewed as a finite subset of X or as a physical data collection stored on a machine.
Because conceptual development necessarily takes place in the realm of mathematics and practical
deployment necessarily takes place in the realm of computation, we are always confronted with
this duality.

Throughout this work, we will introduce a large number of concepts that exhibit this duality. We
will cope with this by overloading our notation and terminology. For example, when we write
“model” or f , we refer to both the mathematical and computational object at the same time. We
endow f with computational properties, such as runtime or memory requirement, as well as math-
ematical properties, such as gradient or convexity. For this to make sense in practice, we have to
assume that the program is a sufficiently close approximation of the mathematical object. This re-
quires, for example, that the rounding error induced by floating-point computation is not too large
and that expectations over distributions are computed over a sufficiently large number of samples.
In general, we will implicitly ensure this throughout the work. However, we will also explicitly
discuss this issue whenever the need arises, such as in sections 3.4 and 4.4.4.

2.2 Training with gradient methods

Over the decades, a type of training algorithm has emerged dominant: ‘gradient methods’. These
algorithms can be used to (approximately) solve general optimization problems of the form
arg minθ∈T F (θ), where F is a differentiable function of the ‘parameter’ θ called the ‘objective
function’. θ is an element of the ‘parameter space’ T, which is generally a subset of a real vec-
tor space. The algorithm starts with an ‘initial parameter value’ θ(0). It then proceeds iteratively.
At ‘iteration’ t, it takes the gradient of the objective function with respect to the parameter at its
current value dF (θ(t−1))

dθ
. It then uses this gradient to determine the ‘update’ δθ(t), and then adds

it to the current parameter value to obtain the new value θ(t) = θ(t−1) + δθ(t). After T iterations,
we obtain the ‘final parameter value’ θ(T ), which can be viewed as the best effort solution to the
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optimization problem.

The simplest gradient method is ‘gradient descent’. There, the update is a negative scalar multiple
of the gradient. Since F is differentiable, if this multiple has small enough length, we are guaran-
teed F (θ(t)) < F (θ(t−1)). We are further guaranteed to converge to the globally optimal θ if, for
example, F is strongly convex and update lengths are chosen appropriately. More complex gradi-
ent methods might combine the current gradient with past gradients (e.g. Nesterov’s accelerated
gradient [Nesterov, 1983]) or second-order information such as the Hessian d2F

dθ2
(e.g. Newton’s

method [Nocedal and Wright, 2006]).

To use gradient methods specifically as training algorithms that return models, we augment f with
a parameter θ, which is generally a real-valued vector. Instead of having the training algorithm
choose f directly, we fix f and have the training algorithm choose only θ. In the context of
empirical risk minimization, this yields

θ̂ = θ(T ) = A(f, θ(0), `,Dtrain) ≈ arg min
θ∈T⊆Rdim(θ)

1

|Dtrain|
∑

(x,y)∈Dtrain

`(f(θ, x), y)

Now, the hypothesis space H becomes T, the objective function F becomes Ltrain, and the pre-
diction is simply f(θ, x). Training a model with a gradient method is also called ‘gradient-based
training’. The degree to which it is possible for a model to achieve low training error by gradient-
based training is called its ‘trainability’.

If |Dtrain| is large, computing the gradient is expensive. Instead of computing the exact gradient,
we can approximate it stochastically by replacing Dtrain with a random subset. This subset is
known as the ‘batch’ B. If B(t) ⊆ Dtrain is the batch used at iteration t, then the gradient used
at iteration t is d

dθ
1
|B(t)|

∑
(x,y)∈B(t) `(f(θ(t−1), x), y). Gradient methods using this approximation

instead of the exact gradient are called ‘stochastic gradient methods’. The batch is usually drawn
(approximately) uniformly at random, which yields an (approximately) unbiased approximation of
the gradient. The stochastic equivalent of gradient descent is called ‘stochastic gradient descent’
(SGD). In the case of non-stochastic methods, for consistency of notation, we write B(t) = Dtrain

and say that that the batch equals the training set. If there is a sequence of iterations t, t + 1, .., t′

such that |B(t)| + |B(t+1)| + .. + |B(t′)| ≈ |Dtrain|, then this sequence of iterations is called an
‘epoch’, indicating that each datapoint contributed approximately once on average to a gradient
computation during that sequence of iterations. If the size of the batch is equal to a fixed value |B|
in each iteration, and if that batch size divides the training set size, then we say an epoch contains
exactly |Dtrain|

|B| iterations.

Instead of a specific update, many gradient methods merely generate an ‘update proposal’ δpropθ at
each iteration. The final update δpropθ is then some positive scalar multiple αδpropθ of the proposal.
α is called the ‘learning rate’. In the case of gradient descent, the update is a negative scalar
multiple of the gradient, and hence the negative gradient is the proposal. While there are strategies
for finding a good learning rate for gradient descent, the algorithm itself does not specify it. It is
a ‘hyperparameter’. Oftentimes, whether a gradient method succeeds in solving the optimization
problem depends critically on using not just one effective value for α, but an effective value at
every iteration.
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2.2.1 How differentiable does f need to be?

The gradient method formalism, at first glance, requires f to be differentiable with respect to θ
for each value θ can take. In practice, many models f that are used with gradient methods are not
differentiable everywhere. A key strength of gradient methods is that even when batches are used,
it is not necessary to compute the exact gradient over the batch, but only a (further) approximation.
If the value of d`(f(θ(t−1),x),y)

dθ
for some (θ(t−1), x, y) is required during the running of the gradient

method, then it is enough to find a linear function lin(θ) such that lin(θ) approximates f(θ, x) as
a function of θ sufficiently accurately in a sufficiently large neighborhood of θ = θ(t−1). lin can
depend on (θ(t−1), x, y). lin is a ‘local linear approximation’ of f . The gradient of lin can then
be used as a surrogate gradient for the purpose of the gradient method. Using the exact gradient
for the gradient method, lin becomes the tangent hyperplane of f(θ, x) at θ(t−1) and so we have
lin(θ) = f(θ(t−1), x)+ d`(f(θ(t−1),x),y)

dθ
(θ−θ(t−1))T . Of course, there is no guarantee that the tangent

hyperplane is a sufficiently accurate approximation of f in a sufficiently large neighborhood of
θ(t−1) that meaningful progress can be made by the gradient method, nor is there a guarantee
that the tangent is the best local linear approximation for this purpose. We refer to the tangent
hyperplane as the ‘gradient-based local linear approximation’.

Throughout this work, we will use the notation and terminology of differentiability while under-
standing that our analysis generalizes smoothly to certain common non-differentiable contexts. We
discuss this issue in detail in section 2.6.1.

2.2.2 Model Selection

The price we pay for using gradient methods is that we can only consider hypothesis spaces that
can be cast as a parameter vector space and a single model which is differentiable with respect
to the parameter. A search over such a space with a gradient method is often not sufficient
in practice. For example, consider the linear model flin(θ, x) = θTx and the Gaussian model
fgauss(θ, x) = 1√

2π
e−

1
2
||x−θ||22 . There is no clear way to cast the union of both parameter spaces

as a single parameter space that can be searched meaningfully by a gradient method. Therefore,
in practice, we are left with the challenge of selecting a model on top of selecting a parameter.
This process is aptly called ‘model selection’. The simplest strategy would be to enumerate a fi-
nite number of parametrized models, run a gradient method on each of them, and then select the
best-performing model-parameter pair via validation error. Of course, there are also much more
complex model selection methods that e.g. search over the model and parameter jointly, using a
gradient method as a sub-routine to update the parameter.

2.2.3 Hyperparameter tuning

In practice, there are often a plethora of hyperparameters that need to be set a priori, before the
training algorithm can begin. We have already encountered several of them. In the case of gradient
methods, we generally need to choose a model as well as a learning rate. We also need to choose
` and θ(0). Further hyperparameters arise due to the simple fact we can always embellish training
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algorithms with additional arguments, no matter how general or complex that training algorithm
already is. The machine learning community is always hard at work inventing new arguments.

Hyperparameters are often set manually. Any automated process for choosing hyperparameter
values is known as ‘hyperparameter tuning’. Model selection is a special case of hyperparameter
tuning that is concerned with choosing a model to supply to a gradient method. Of course, hyper-
parameter tuning can be a bottomless pit. There is no reason that an algorithm for hyperparameter
tuning should not itself have hyperparameters that need to be tuned by another algorithm and so
on. Eventually, we must manually conduct the highest level of tuning. (This fact alone shows that
there is no such thing as fully automated machine learning.) Furthermore, where does training
end and hyperparameter tuning begin? After all, both processes ultimately exist for the purpose of
making automated predictions. In general, if a gradient method is used in the process of training,
any computation associated with that gradient method is considered part of the training algorithm
and any computation beyond the gradient method is considered part of hyperparameter tuning.

We discuss our protocol for hyperparameter tuning in chapter 3. We largely focus on exhaustive
learning rate tuning.

2.3 Neural networks

The term ‘neural network’ is an elusive one and has been applied to seemingly disparate corners
of the machine learning spectrum. It originally stems from the neuroscientific concept of the same
name, but quickly took on its own meaning within the machine learning community. In section
1.3.1, we present a brief overview of the history of neural networks. We argue that the most useful,
if imperfect, definition of a neural network in modern machine learning is as follows.

Definition 2. A ‘neural network’ is any model to which gradient methods can be applied.

We detail and argue this definition in section 1.3.2. Note that, in general, gradient methods can be
applied to constructs more complex than simple functions. They can be applied to functions with
multiple inputs and outputs, a variable number of inputs and outputs, functions with “memory”,
etc. As stated above, in this work we focus on supervised prediction, where the network generally
corresponds to a simple function where the single input, the single output and the parameter are real
vectors of fixed dimensionality. Such a network is termed a ‘feedforward network’. Throughout
this work, we often use the terms ‘neural network’ and ‘feedforward network’ interchangeably,
especially since the term ‘feedforward network’ does not have an entirely agreed-upon definition
in the community. Feedforward networks include fully-connected networks (section 2.4.2) and
convolutional networks (section 2.4.2), among others.

2.3.1 Neurons and depth

Beyond being a function, a neural network generally has additional structure. Specifically, it is
composed of a large number of simple operational units called ‘neurons’ that successively extract
useful information from the input. These neurons take as input (parts of) the network input as well
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as outputs of other neurons. Each input to a neuron is a scalar and the output of a neuron is a scalar.
If neuron A directly takes in the output of neuron B, we say neuron B is a ‘dependency’ of neuron
A. Hence, the neurons form a directed, acyclic graph in which neuron B is the parent of neuron A
if it is a dependency of neuron A. This graph is termed the ‘neuron graph’ and literally represents
a “neural network”.

A key property of neural networks is that neurons often form long ‘dependency chains’, i.e. some
neuron takes in the output of another neuron, which takes in the output of another neuron, which
takes in the output of another neuron and so on. This property is known as ‘depth’, and the length of
the longest dependency chain in a given network is known as the ‘depth of the network’. Networks
that are particularly deep are also known as ‘deep neural networks’, although the meaning of
the phrase “particularly deep” is highly subjective and situational. The strategy of applying a
deep neural network (or, really, any neural network) to a machine learning task is known as ‘deep
learning’.

In feedforward networks, the neuron graph is static and each neuron is evaluated exactly once, as
soon as all its dependencies are evaluated. In order to cast such a neuron graph as a model f , it
must take in an input x and return an output f(x). A network generally has a dedicated set of
‘input neurons’, which do not have parents in the neuron graph. To make a prediction for an input
vector x, each component of x is assigned to its corresponding input neuron. The network is then
‘evaluated’, i.e. each neuron in the neuron graph is evaluated individually when all its parents have
been evaluated. The evaluation of input neurons can be considered trivial. A network generally
also has a dedicated set of ‘output neurons’, which do not have children in the neuron graph. The
output f(x) is then a vector where each component is equal to its corresponding output neuron.

A simple network is given below.

z1 = −in2

z2 = ez1

z3 = cos(z1) + in

out = z1 + z2 ∗ z3

{in, z1, z2, z3, out} are the neurons. The longest dependency chain here is (in→ z1, z1 → z3, z3 →
out), so this network has depth 3. However, we can already see the highly volatile nature of the
concept of depth, as we could simply define a different network as follows.

z1 = −in2

z2 = ez1

z3 = cos(z1)

z4 = z3 + in

out = z1 + z2 ∗ z4

Compared to the previous network, the depth has increased to 4 but the network function has re-
mained the same. Further, the compiler might transform the programs implementing both networks
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into the exact same machine code. Hence, the concrete value of depth often depends on choices
which are quite arbitrary.

2.3.2 Training neural networks

In a modern context, neural networks are trained with gradient methods, though alternative algo-
rithms have been used widely in the past (section 1.3.1) and are being developed at present (e.g.
Nøkland [2016], Dogra and Redman [2020], Launay et al. [2020], Podlaski and Machens [2020],
Ahmad et al. [2020]). To use gradient methods, we augment the network with a parameter θ. f is
then referred to as the ‘neural architecture’ or simply ‘architecture’, though the terms architecture
and network are interchangeable in many situations. Training then yields the network f(θ(T ), x). In
general, the initial parameter value θ(0) is drawn from a distribution called the ‘parameter initializa-
tion scheme’, and that distribution is usually specified with and considered part of the architecture.
Throughout this work, when we refer to choosing an architecture, we include in that choice the
parameter initialization scheme. The network f(θ(0), x), as it exists at the beginning of training, is
known as the ‘randomly initialized state’ or simply ‘initial state’ of the architecture and f(θ(T ), x)
is known as the ‘final state’. We refer to a singular execution of a training algorithm that transforms
an initial state network into a final state network as a ‘training run’.

2.3.3 Layers

In addition to having neurons, neural networks have ‘layers’. A layer is a group of neurons. The
layers themselves form a directed, acyclic graph called the ‘layer graph’. In it, layer A is a parent of
layer B if there exists a neuron in A that is the parent of a neuron in B. By convention, the following
properties hold: (i) each neuron is grouped into exactly one layer and (ii) neurons in the same layer
do not depend on each other. This ensures that neurons in the same layer can be evaluated in
parallel, as soon as all parent layers have been evaluated. Feedforward networks generally have
a single layer that consists of the input neurons (‘input layer’) and a single layer that consists of
the output neurons (‘output layer’). The longest directed path in the layer graph is then an upper
bound on the depth of the network, and is generally equal to the depth of the network. Layers
return vectors of dimensionality equal to the number of neurons they contain. Each component of
that vector corresponds to the scalar returned by the corresponding neuron. The number of neurons
in a layer is called its ‘width’, which is synonymous with ‘dimensionality’. A layer takes as input
the output vectors of its dependencies in the layer graph.

In practice, the operations of neurons in the same layer are identical or near-identical. Hence, the
layer concept encourages the utilization of large numbers of similar neurons that are evaluated in
parallel. This has obvious benefits. Identical parallel operations can be evaluated efficiently on
specialized hardware such as GPUs. It is much easier to specify a layer graph than a neuron graph
if the number of neurons is very large. In fact, when working with layers, a neuron simply becomes
a vector component. The neuron concept is then generally no longer explicitly considered.

A significant fraction of this work is grounded in the layer concept. This fact in itself provides an
implicit explanation for the power of layers. We make this explanation explicit in chapter 8.
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2.3.4 Neural network notation and terminology

We write a network f as a succession of layers fl, 0 ≤ l ≤ L. Each layer returns a real-valued
vector of dimensionality dl. Each of the dl components of fl is a neuron. While we assume the
width is fixed for each layer, it can vary between layers. Each layer fl has zero or more other layers
as dependencies, and it takes as input the outputs of its dependencies. Without loss of generality,
assume that the index of a dependency of a layer is lower than the index of the layer itself. So for
example, we cannot have f4 be the dependency of f2. f0 is the input layer to which x, the input
of the network, is assigned. x is a real-valued vector of fixed dimensionality din, which implies
din = d0. Each of the din components of x is a ‘feature’. The ‘output layer’ fL returns the output
of the network, a vector of fixed dimensionality dout = dL.

To use gradient methods, each layer is augmented with a real-valued ‘parameter sub-vector’ θl
with a fixed dimensionality that is possibly zero. The θl collectively make up the parameter vector
θ = (θ1, .., θL). f then becomes an architecture and f together with a specific value of θ is a
network. fl in isolation becomes an architecture layer and fl together with a specific value of θl is
a network layer.

kl denotes the vector of the indices of the dependencies of fl, and Kl denotes the dimensionality
of kl. Hence for any 1 ≤ l ≤ L we have

fl(θl, fkl[1], fkl[2], .., fkl[Kl]) : Rdim(θl) × Rdkl[1] × Rdkl[2] × ..× Rdkl[Kl] → Rdl

This definition implies that each layer is well-defined for any set of vector inputs of a given di-
mensionality, which is generally the case in practice and which we assume throughout this work.
Similarly, we consider X as Rdin , the network f as a function from Rdin to Rdout and the architecture
f as a function from Rdim(θ) × Rdin to Rdout . Throughout this work, square brackets [] are reserved
for indexing tensors in addition to denoting closed intervals. If layer fl has a single dependency,
we often omit the square brackets and write fkl or simply fk for the dependency. Throughout this
work, k subscripts of quantities indicate that this quantity corresponds to the dependency or de-
pendencies of fl. In contrast, we use an m subscript just like an l subscript to refer to arbitrary
layers.

Throughout a large fraction of this work, including parts of this section, we do not consider the
parameter θ explicitly. For brevity and readability, we then discuss neural networks and layers as if
they did not have parameters. Adding the parameter to our notation and terminology in those cases
is always straightforward. (For example, when we say a network “has a Jacobian”, we ignore the
parameter.)

5-fold overloading: program / function / graph / vector / distribution In section 2.1.1, we
explained how we overload our notation and terminology to simultaneously refer to mathematical
functions and computer programs whenever a concept exhibits this duality. For neural networks,
things “get worse”. In addition to being a function and a program, a neural network is also a
neuron graph, a layer graph and can be viewed as the vector value represented by its output. Given
an input distribution, it can be viewed as a distribution. As opposed to the layer graph, we never
consider the neuron graph explicitly. However, we will further overload our notation and endow it
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with both graph and vector properties.

When we use, for example, fl to refer specifically to the layer function, we also refer to it as the
‘layer operation’. fl where l > 0 takes Kl vectors as input as discussed above. The function that is
f is called simply the ‘network function’.

As a program, fl where l > 0 consumes Kl floating-point arrays with dkl[1], .., dkl[Kl] entries re-
spectively and is referred to as the ‘layer program’. The input-output mapping represented by the
program is identical to the function up to floating-point rounding error. Popular layer operations
correspond to programs that do not experience underflow or overflow if the input arrays do not
take extremely small or large values. However, when composing many layers or training with e.g.
high learning rates, underflow or overflow can occur. We discuss this further in section 2.4.2 under
‘scale stability’. When considering the entire ‘network program’ f , layers also take on the meaning
of variables in that program.

As a graph node, fl has properties such as children (layers that depend on fl), parents (dependen-
cies of fl), ancestors (layers from which there exists a directed path to fl) and descendents (layers
to which there exists a directed path from fl). If every directed path from f0 to fl contains fm, we
say fm is a ‘bottleneck’ for fl.

When we use fl to denote the output vector of a layer, we also refer to it as the ‘layer value’. In this
context, fl has properties like components, length and norm. Specifically, we write fl[il] to refer
to the il’th component of fl, where 0 ≤ il < dl. (Note that our layer component indices are zero-
based.) Often, we further shorten this to fl[i]. We also alternatively write fl[jl]. Each component
corresponds to a neuron, and the scalar output of that neuron is the ‘neuron value’. The output
of the network is the ‘network value’. When we use layers or networks to form mathematical
expressions, we generally consider their vector values. For example, fl = fm indicates that the
value returned by both layers is equal, not that they are the same graph node or that the layer
operations are equals.

Often, we associate a network with an input distribution D. Then, fl can denote a distribu-
tion. We use the terms ‘output distribution’, ‘layer distribution’ and ‘neuron distribution’ respec-
tively. Drawing from that distribution is equivalent to drawing an input from D and then forward-
propagating that input. As a distribution, fl has properties like expectation and (co)variance.

5-fold overloading leads to compact and consistent notation at the price of a certain amount of
ambiguity. We endeavor to limit this ambiguity throughout this work.

Omitting function inputs Throughout this work, for brevity and readability, we often omit in-
puts of functions in our notation. For example, if we consider a network without reference to
the parameter value or input, we may simply write f instead of f(θ, x). If we consider a layer
of a network or architecture without reference to a parameter value, we may simply write fl or
fl(fkl[1], .., fkl[Kl]) or fl(fk). Further, we sometimes consider a layer not as a function of its par-
ents, but of one or more ancestors. For example, we write fl(x) to denote the value of fl as x
varies. Hence, f(x) and fL(x) denote the same function. If fm is a bottleneck of fl, we write
fl(fm) to denote the value of fl as fm varies. In this expression, fl is a function but fm is a vector.
In general, we pick and choose which inputs we denote explicitly. The same is true for subscripts
and superscripts.
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Further concepts Let Jl,m(θ, x, y) be the Jacobian dfl
dfm

of fl with respect to fm evaluated with
parameter θ at (x, y), where 0 ≤ m ≤ l ≤ L. We shorten the Jacobian of the output JL,l to Jl and
we further shorten JL,0 to J , i.e. J = df

dx
.

We consider the loss function ` to take as inputs the network output f(x) as well as the label y. We
denote the gradient of the loss function d`(f,y)

dfl
by gl.

We denote the layer distribution of fl by fl(D). In general, when we use some distribution dist like
a variable in any expression, e.g. dist+ v or dist[i], then that expression also denotes a distribution
where drawing from that distribution is equivalent to drawing from dist and then evaluating the
expression.

When we reference the distribution of a datapoint (x, y), it is the data distribution D by default.
When we reference the distribution of an input x, it is the input distribution D by default. Hence,
we write e.g. E(x,y) or even E short for E(x,y)∼D, and Ex or even E short for Ex∼D. Conversely,
we write e.g. Eilfl[il] or Eifl[i] for the finite mean of neurons in a layer. A bar on top of an
expression indicates its expectation with respect to D. So we write e.g. f̄ short for Ex∼Df(x).
Correspondingly, we write Covvec for the covariance matrix of the vector vec with respect to D.

Throughout this work, we use the term “expectation” specifically to refer to the Ex∼D and E(x,y)∼D
operations, while we use the term “mean” to refer to unweighted averages of finite sets, such as
Eifl(x)[i] and E(x,y)∈D, as well as the mean parameter of Gaussian distributions. While verbally
distinguishing between e.g. Exfl(x) and Eifl(x)[i] can be tricky at times, we hope this convention
will improve readability.

The same notational conventions that apply to the E operator apply to other probabilistic operators,
such as the standard deviation S, throughout this work.

Our vectors are row vectors One can either consider the vectors that have been defined as row
vectors or column vectors. Depending on this choice, mathematical expressions such as the inner
product, while equivalent, look somewhat different. Throughout this work, we employ the fol-
lowing conventions. Vectors like fl and θl are row vectors. Correspondingly, Jacobians have left
dimension equal to the output dimensionality and right dimension equal to the input dimensional-
ity. For example, Jl,m has size dl × dm.

2.3.5 Forward propagation and backpropagation

At each iteration of a gradient method, we must compute d`
dθ

for a batch of datapoints. This is done
by first evaluating each layer in the network whenever all its dependencies have been evaluated.
This is known as the ‘forward pass’ or ‘forward propagation’. Then, d`

dfl
and ultimately d`

dθl
is

computed for each layer via what is known as the ‘backpropagation algorithm’ given in algorithm
1. In that algorithm, the gradient with respect to each layer fl is computed over time as the in-
flowing gradient from each child is added to the current value. When all in-flowing gradients have
been added, we can then compute the gradient of fl with respect to its parents using the chain rule.
We can compute the gradient of a layer as soon as the gradients of all its children in the layer graph
have been evaluated. Hence, we traverse the layer graph in reverse. This process is called the
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1 Input: fl for 0 ≤ l ≤ L: values of all layers obtained during forward propagation
Output: φl for 1 ≤ l ≤ L: gradients of the loss function ` with respect to parameter

sub-vectors θl
2 for l = 0 to L do
3 gl := 0;
4 end
5 gL := d`(f,y)

df
;

6 for l = L to 1 do
7 for κl = 1 to Kl do
8 gkl[κl] = gkl[κl] + gl

dfl(θl,fkl[1],..,fkl[Kl])

dfkl[κl]
;

9 end
10 φl := gl

dfl(θl,fkl[1],..,fkl[Kl])

dθl
;

11 end
Algorithm 1: The backpropagation algorithm for a single datapoint. Note that the loop on line
7 can be fully parallelized and the loop on line 6 can be parallelized to some degree as long as
dependency conflicts are avoided.

‘backward pass’ or ‘backpropagation’. Crucially, because the layer values from the forward pass
are retained, they are available when the Jacobians of the individual layers need to be computed.
Note that practical implementations of backpropagation do not compute those Jacobians explicitly,
but instead use highly optimized programs that are specific to individual layer operations.

2.3.6 Batching

At each iteration of a gradient method, we must evaluate f for a batch of inputs in the forward
pass. This process is embarrassingly parallel across individual inputs. (An exception to this is
batch normalization as described in section 2.4.1.1, which is parallel across neurons instead.) This
opens up the possibility for great computational efficiency. Each layer may be evaluated in parallel
across datapoints. Popular layer operations generally have the property that this parallel evaluation
is indeed highly efficient. For example, assume we have fl = fkA for some matrix A. Then
computing multiple values of fl from multiple values of fl−1 is tantamount to matrix multiplication,
an operation for which there exist highly optimized implementations on CPUs and GPUs. The
backward pass can be parallelized in a similar fashion.

We further discuss the desideratum of efficiency in section 1.3.5.

2.4 Neural architecture design

In this work, we use the term ‘neural architecture design’ in a broad sense as it is used, to the best of
our knowledge, in the community. It encompasses any process that contributes to the choosing of a
neural architecture for a task, or of the neural architecture that is eventually deployed. The choice
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of architecture is specified via what we refer to as the ‘architecture definition’, which is simply all
the information required to uniquely specify an architecture. It is the information given to e.g. a
functional learning framework like TensorFlow to instantiate the architecture in memory. Under
the umbrella of architecture design falls ‘architecture selection’, which is the use of algorithms
to choose an architecture automatically. It is simply model selection as described in section 2.2.2
applied to neural networks. Under the umbrella of architecture selection falls ‘neural architecture
search’ (NAS) as detailed in section 1.3.7, which is the training of a meta-model that predicts
validation error from the architecture definition based on the known validation error values of a set
of trained architectures.

If automated design is one side of the coin, the other is manual design. In machine learning, we
strive for automation, but there are obvious limitations to this. Even if we automate a given step,
we must manually specify that which automates, as we explained in section 2.2.3. We discuss the
limitations of NAS in section 1.3.7. Manual design strategies that are truly general, that transcend
individual layer operations, task domains and data types, and that are explanatory in nature, have
received far less attention than automated ones, which is epitomized by the fact that there exists
no term for this kind of manual design. In section 1.4, we introduce the term ‘zero-shot neural
architecture design’ (ZSAD), which refers to the process of using general, predictive, explanatory
and ideally well-defined principles and a minimal amount of computation to either choose an ar-
chitecture or choose an algorithm for choosing an architecture, or something in between. We refer
to such a principle as a ‘ZSAD guideline’. Unlike NAS, ZSAD does not conduct any training or
rely on the properties of any specific trained network.

In contrast to the term ‘ZSAD guideline’, we use the term ‘(architecture) design strategy’, like
‘neural architecture design’, in a very broad sense for any piece of information that contributes to
the choosing of an architecture. It includes anything from the use of neurons, layers and depth to
specific layer operations like ReLU or convolution. One of the challenges of this work is that we
have to draw an inevitably arbitrary and subjective boundary between the broad design strategy
category and the narrow ZSAD guideline category. We hope this distinction will become clear as
we go on, helped especially by chapter 8 and table 8.1, where we explicitly contrast the two.

Over many decades of neural network research, a core arsenal of design strategies has emerged.
We outline this arsenal throughout the remainder of this section. In subsection 2.4.1, we discuss
popular layer operations. In subsection 2.4.2, we discuss more high-level strategies which are about
configuring and connecting layers that use these operations. The key drivers behind the popularity
of these strategies are (i) historical momentum as described in section 1.3.4, (ii) computational
efficiency as described in section 1.3.5 and (iii) trial-and-error. A full explanation for why they
lead to good performance relative to other strategies that are no longer popular does not exist.
However, recently, explanations have begun to emerge in the community, though they have not
always been made explicit and precise. In chapter 8, we provide substantial explanations for the
performance induced by many of the strategies discussed in this section, and we discuss how they
relate to and expand upon existing explanations.

For more information on the basic concepts laid out in this section, see an introductory deep learn-
ing text such as Goodfellow et al. [2016].
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2.4.1 Layer operations

In this subsection, we introduce and define the layer operations that are most popular, especially
in feedforward architectures, and relevant for the remainder of the work. There are a number of
minor variations from study to study and from system to system in the way these operations are
defined. Here, we present the simplest and most frequently used definitions, which we also use in
this work.

As explained in section 2.3, breaking down the computation of a network into individual neurons
and layers is a somewhat arbitrary and subjective process. In fact, there are two competing con-
ventions for this in the deep learning community. The first convention is to refer to an instance of
each of the operations defined in this section as a layer. This is the convention we employ in this
work. The second convention is to refer to an instance of a group of operations that occur together
frequently as a layer. We refer to the instance of such a group as a ‘macro-layer’ as detailed in
section 2.4.2. This distinction is also described on page 336 of Goodfellow et al. [2016].

Layers are named after their operation. For example, a layer that uses the fully-connection op-
eration is a ‘fully-connected layer’ and a layer that uses the activation operation is an ‘activation
layer’.

Fully-connected (FC) operation
fl = fkWl

The fully-connected operation fl has a single dependency fk which is multiplied by a dense matrix
Wl of size dk × dl called the ‘weight matrix’. The entries of the weight matrix are called ‘weights’
and correspond to the components of the trainable parameter sub-vector θl, which is a vector of
dimensionality dkdl.

Bias operation
fl = fk + βl

The bias operation fl has a single dependency fk to which a vector βl of dimensionality dk is
added. We must have dk = dl. βl is called the ‘bias vector’ and its components correspond to the
components of θl, which is also a vector of dimensionality dl. The bias operation changes slightly
in the context of convolutional networks. See section 2.4.1.2.

Elementwise multiplication operation

fl = γl.fk

The elementwise multiplication operation fl has a single dependency fk to which a vector γl of
dimensionality dk is multiplied elementwise. We denote elementwise multiplication of expr1 and
expr2 by expr1.expr2. We must have dk = dl. We call γl the ‘scaling vector’ and its components
correspond to the components of θl, which is also a vector of dimensionality dl. The elementwise
multiplication operation changes slightly in the context of convolutional networks. See section
2.4.1.2.

73



Act. fun. ReLU SELU tanh sigmoid Swish softplus
Formula max(s, 0) † tanh(s) 1
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†1s>01.0507s+ 1s<01.75814(es − 1)

‡τ(s) = s− bsc if s− bsc < 0.25; τ(s) = s− bsc − 1 if s− bsc > 0.75; τ(s) = 0.5− s+ bsc else

Table 2.1: Activation functions used in this work. Top row: popular activation functions. Bottom
row: activation functions created ad hoc for this work.

Activation operation
fl = τl.(fk)

τl : R→ R is applied elementwise to the single dependency, as denoted by .() . τ is called the ‘ac-
tivation function’ or the ‘nonlinearity’. We will use exclusively the former term to avoid confusion
with the concept of ‘degree of nonlinearity’ that is a core subject of this work. Usually, activation
operations have no trainable parameter sub-vector, i.e. θl is empty, i.e. it has dimensionality zero.
This holds throughout this work. We generally denote a scalar input to an activation function by s.

By far the most popular activation function today is the rectified linear unit (ReLU; Dahl et al.
[2013]). It and other popular activation functions are given at the top of table 2.1. SELU was
introduced by Klambauer et al. [2017] and became subsequently popular [Jurman et al., 2017,
Zhang and Shi, 2017, Huang et al., 2017b, Malekzadeh et al., 2017, Bhat and Goldman-Mellor,
2017]. swish was “found” through automated search by Ramachandran et al. [2018]. Sigmoid and
its variant tanh are the “original” activation functions as discussed in section 1.3.1.

Activation functions that we created in an “ad hoc” fashion specifically for study in this work are
given at the bottom of table 2.1.

Layer normalization (LN) operation [Ba et al., 2016]

fl =
fk − Eikfk[ik]√

Eikfk[ik]2 − (Eikfk[ik])2 + εl

The single dependency is normalized by the mean and standard deviation of its components. We
must have dl = dk. θl is empty, though layer normalization is often composed with an elementwise
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multiplication and / or bias operation to compensate for this fact. εl is a small fixed regularizer that
is used to ensure fl is well-defined for all inputs. In practice, the square root in the denominator
of LN is virtually never zero, so we can omit εl in most implementations of LN. To maintain
mathematical consistency, we can pretend εl is so small that its floating-point representation is
zero.

A ‘normalization operation’ refers to one of several operations that normalize their dependency.
In this work, we focus on batch normalization (see below) and layer normalization, which are the
most popular and second most popular normalization operations respectively.

Addition operation

fl =

Kl∑
κl=1

wl,κlfkl[κl]

A weighted sum over the dependencies is taken. The scalars wl,κl can either be considered fixed
constants or components of θl. Usually, they are fixed to be 1. We must have dl = dkl[κl] for all
1 ≤ κl ≤ Kl. We often shorten wl,κl to wκl .

2.4.1.1 Batch-wise layer operations

As described in section 2.3.6, the nature of gradient methods and computational realities encour-
age the joint forward propagation of inputs and the joint backpropagation of the corresponding
gradients. This fact can be harnessed for architecture design. Specifically, there are layer opera-
tions whose value fl(x) for some input x does not only depend on the value of their dependencies
fkl[κl](x) for the same input x, but also on the values of fkl[κl] for inputs that are forward propagated
jointly with x. However, there is only one popular such operation, and we detail it below.

Batch normalization (BN) operation [Ioffe and Szegedy, 2015]

fl[il] =
fk[il]− Ebfk[il]√

Ebfk[il]2 − (Ebfk[il])2 + εl

As in layer normalization, we normalize the single dependency. However, instead of using the
mean and standard deviation over components of fk, we normalize each individual component
with its mean and standard deviation over inputs that are jointly propagated. Eb denotes the mean
over those inputs. We must have dl = dk. θl is empty, though BN is often composed with an
elementwise multiplication and / or bias operation to compensate. As in LN, εl is a small fixed
regularizer that is used to ensure that fl is valid for all inputs. As for LN, it is usually set to zero in
practice, and in theory we can set it small enough that its floating-point representation is zero. The
BN operation changes slightly in the context of convolutional networks. See section 2.4.1.2.

What is to be gained from introducing a cross-input dependency? Like with other layer operations
listed in this subsection, networks that employ BN have exhibited high performance in the past,
which has led to BN becoming popular. There exists no widely proven strategy to replicate all
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aspects of this high performance without cross-input dependencies. Like with other operations,
a full explanation for its performance does not exist, but we provide a substantial explanation in
chapter 8.

When using BN, it is important to decide which inputs propagate jointly. When using stochastic
gradient methods, there is an opportunity to jointly propagate inputs in the batch B(t) at each
iteration t. This is generally done in practice if this joint propagation is not too resource-intensive.
If the batch B(t) is very large or computational devices used for training are weak, the batch is
split up into slices which are forward-propagated either on separate devices or sequentially on the
same device. The mean and standard deviation for BN are either taken independently for each
slice or a single mean and standard deviation is taken across slices by communicating the required
statistics across devices. In this work, we always propagate all inputs in a single batch jointly, and
hence we use the term ‘batch’ interchangeably for (i) a set of datapoints or inputs considered at
an iteration of a gradient method, (ii) a set of datapoints or inputs considered for the moments of
batch normalization and (iii) a set of datapoints or inputs that are jointly propagated on a single
device along with their corresponding gradients.

As the batch size increases, the mean and standard deviation over the batch converges to the mean
and standard deviation over the entire training set. Therefore, when a trained network is deployed
in practice, the batch moments are simply replaced by the analogous moments taken over the entire
training set, thereby eliminating the dependence of the prediction on the batch. Since taking the
mean and standard deviation over the entire training set is expensive, it cannot feasibly be done
at each iteration of stochastic gradient-based training. From this point of view, it appears as if the
batch moments are simply noisy proxies for the training set moments. However, it turns out that
this noise can actually be beneficial for training as long as it is not too large. We further analyze
this point in section 6.5, though fully explaining the benefits of this noise goes beyond the scope
of this work.

Even if we decide to use the batch for taking moments during training and the training set for
taking moments when deploying the network, this still leaves open the question of how to take
moments in all other contexts, and many different contexts appear throughout this work. For
example, consider a statement like “in network f , we observe that the first and second derivative
have similar magnitude”. If f contains BN, the question always arises whether batch or training
set moments or different moments are used. Further, if batch moments are used, how are batches
constructed? Throughout this work, we adopt a uniform policy of always using batch moments,
never training set moments, for all quantities and metrics, even test error. For each architecture,
the same batch size is used whenever that architecture is evaluated, and batches are always drawn
uniformly at random without replacement. Because the training stage is the most important stage
of our (simple) machine learning pipelines, we decided that it is best to have all of our analysis
reflect the behavior of the network in that critical stage. We also avoid the additional complexity
of having to analyze what are essentially two different networks: one batch-dependent and one
batch-independent.

The presence of BN is an unfortunate reality that forces us into one of two bad options. The first
option is to write this work with the implicit assumption that a neural network is a function that
maps single inputs x to single outputs. If we go down this route, this work is not immediately
applicable to architectures with BN. The second option is to always consider the potential depen-
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dency of the output of f on the batch explicitly. This would make the work unreadable while
conferring minimal practical benefit, as the generalization of our methods and analysis to the BN
case is almost always trivial and boring, as becomes clear e.g. in section 3.4.1.3. We choose the
former option and present our work in terms of single input-single output networks. The incorpo-
ration of BN is done “under the hood” and is rarely brought up explicitly, though we do cover the
BN case in detail in sections 3.4.1.3, 4.4.4 and 11.6.

2.4.1.2 Tensor operations

In many practical architectures, the majority of layers, including the input layer, are specified
as multi-dimensional tensors. This enables us to more easily specify certain operations that are
naturally defined in terms of tensors. If a layer is specified as a tensor, we say it has Tl dimensions
and its size is Cl × Sl,1 × Sl,2 × .. × Sl,Tl−1. We write fl[cl, sl,1, sl,2, .., sl,T−1] for entries in that
tensor where 0 ≤ cl < Cl and 0 ≤ sl,tl < Sl,tl for all 1 ≤ tl < Tl. Each T − 1-dimensional slice
of fl defined by a value of cl is called a ‘channel’ and each 1-dimensional slice of fl defined by
a tuple (s1, .., sTl−1) is called a ‘spatial location’. The first dimension of fl is called the ‘channel
dimension’ and the other dimensions are called ‘spatial dimensions’.

Of course, networks with tensor layers are still equivalent to networks with vector layers as defined
in section 2.3.4, as we can simply re-specify all operations in terms of vectors, though this may
be much less compact. Throughout this work, we almost always use vector notation, but by doing
so we simultaneously cover the tensor case. For detailed information about the usage of and
motivation behind tensor layers and operations, see chapter 9 of Goodfellow et al. [2016].

Convolutional operation

fl[cl, sl,1, sl,2, .., sl,Tl−1]

=
∑

ck,hl,1,hl,2,..,hl,Tl−1

fk[ck, sl,1 + hl,1 − ol,1, sl,2 + hl,2 − ol,2, .., sl,Tl−1 + hl,Tl−1 − ol,Tl−1]

∗Wl[ck, cl, hl,1, hl,2, .., hl,Tl−1]

The convolutional operation fl has a single dependency fk, which is convolved with the tensor
Wl, known as the ‘weight tensor’, as given in the formula above. In that formula, cl, ck and
the sl,tl have canonical ranges. We must have Tl = Tk. Wl has Tl + 1 dimensions and size
Ck ×Cl ×Hl,1 ×Hl,2 × ..×Hl,Tl−1. The entries of Wl are called ‘weights’ and correspond to the
components of θl. hl,tl ranges from 0 to Hl,tl−1. The ‘offsets’ ol,tl are fixed constants. In practice,
we almost always have Hl,tl odd and 2ol,tl + 1 = Hl,tl . Since Simonyan and Zisserman [2015],
most architectures use Hl,tl = 3 or Hl,tl = 1 for the majority of (l, tl) pairs.

For the above formula to be well-defined, we need to have ol,tl ≤ 0 andHl,tl+Sl,tl−ol,tl−1 ≤ Sk,tl .
This is generally not true in practice. Therefore, we need to handle the case where fk is indexed at a
position that is out of range. The most popular convention for this is called ‘zero padding’, and we
use it in this work. When the index sl,tl + hl,tl − ol,tl is out of range, then fk[.., sl,tl + hl,tl − ol,tl , ..]
is replaced by zero in the above formula.
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Entries of a weight tensor Wl are known as weights, just like weight matrix entries. A ‘linear
layer’ refers to a layer that either uses the fully-connected operation, the convolutional operation
or a similar linear operation that is not covered in this work. Note that linear layers that have
multiple dependencies are sometimes used in practice. However, they can be broken down into
single-dependency linear layers and an addition layer. Hence, despite not explicitly considering
multi-dependency linear layers, we do not lose representational power, but we do simplify notation
throughout the work.

Subsampling operation

fl[cl, sl,1, sl,2, .., sl,Tl−1] = fk[cl, rl,1sl,1, rl,2sl,2, .., rl,Tl−1sl,Tl−1]

Each spatial dimension tl of the single dependency is sub-sampled with ‘stride’ rl,tl . We must have
Tk = Tl and Sk,tl = rl,tlSl,tl for all 1 ≤ tl ≤ Tl − 1. θl is empty.

Pooling operation

fl[cl, sl,1, sl,2, .., sl,Tl−1]

= pl({fk[cl, sk,1, sk,2, .., sk,Tl−1] : rl,tlsl,tl ≤ sk,tl < rl,tl(sl,tl + 1)})

The single dependency is broken up into sub-tensors along its spatial dimensions with strides rl,tl .
Each sub-tensor is then replaced by a single-entry tensor according to the ‘pooling function’ pl that
takes in all entries in that sub-tensor. The most popular pooling functions are ‘average pooling’,
which takes the average value over the sub-tensor, and ‘max pooling’, which takes the maximum
value over it. The pooling operation is a generalization of the subsampling operation. Usually, θl
is empty. ‘Global pooling’ refers to the choice rl,tl = Sk,tl for all tl, which induces Sl,tl = 1.

Miscellaneous channel-wise operations If a layer is specified as a tensor, some of the operations
described earlier change their definition slightly. Bias vectors then have Cl elements, and the
same component is added to all entries of fk that are in the same channel. The same goes for
scaling vectors. For BN, the mean and standard deviation are taken over all entries in the same
channel as well as inputs in the batch. These modified operations are similar to the convolutional
operation in that they apply the same transformation at each spatial location. This is key for
attaining high performance in situations where tensor layers are used. Throughout this work, we
use these modified operations in all our architectures that utilize tensor layers.

2.4.2 High-level design strategies

In this section, we explain some of the most popular and ubiquitous high-level design strategies
that are also relevant for the remainder of the work.
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Layers and width The layer concept itself can be regarded as the most important architecture de-
sign strategy. Neural networks are firstly gradient-trainable functions and secondly neuron graphs.
Additionally having a layer graph is not a conceptual necessity. In section 2.3.3, we outlined the
clear computational and representational benefits of layers. It is important to note that fully attain-
ing those benefits requires that, in a layer operation, every neuron has an identical or near-identical
operation. Technically, we could define layer operations where each neuron is completely different.
When we say that a network “uses layers”, we implicitly assume neuron operation homogeneity.
The use of layers ties in with the ZSAD guideline of “using an appropriate width”, as the concept
of width itself is defined in terms of layers. See section 9.7. Mean field theory, which we cover in
chapter 5, is also grounded in the layer concept.

Depth The concept of depth was detailed in section 2.3.1. It refers to the utilization of long neu-
ron or layer dependency chains. The property of depth refers to the length of the longest depen-
dency chain. As we explained, the length of that chain as well as what is considered “particularly
deep” is subjective and situational. It is a popular view that the recent success of deep learning is
based to a significant degree on “going deeper”, i.e. on using longer and longer dependency chains.
The use of deep networks gives rise to the ZSAD guideline of “using an appropriate depth”. See
section 9.4.

Macro-layers Layers performing certain operations tend to occur as a group, and popular ar-
chitectures are often built by repeatedly composing the same group. We refer to such a group as
a ‘macro-layer’. Macro-layers usually contain at least a linear layer and an activation layer. The
linear layer provides the parameter sub-vector which can be trained efficiently using gradient meth-
ods. The activation layer makes the network nonlinear, a desideratum which we explore in detail
in this work. Beyond this two-layer group, a more complex and even more popular configuration
consists of a linear layer, a normalization layer, an elementwise multiplication layer, a bias layer
and an activation layer. While some macro-layers have multiple activation layers utilizing differ-
ent activation functions (e.g. LSTM [Hochreiter and Schmidhuber, 1997]), activation functions
generally don’t vary between macro-layers unless the architecture is highly bespoke.

In section 2.3, we explained how the neural network property of depth is subjective because the
neuron and layer concepts are subjective. The most popular convention for measuring depth is
to measure the length of the longest directed path in the “macro-layer graph”. We will use this
convention for the remainder of this work and denote this depth value by M . Of course, this
convention can only apply if networks are meaningfully specified in terms of macro-layers, as we
do for the architectures we study empirically in chapter 3. This is not possible for all architectures.

Random initialization The initial value of weight matrices and tensors is generally drawn from
a distribution. Most often, each individual weight is drawn independently from a distribution with
mean zero and a variance that is equal for all weights in the same layer but not necessarily for
weights in different layers. The variance of these distributions, which we term ‘initial weight
variance’, is often related to dimensionality. For fully-connected layers, the most popular variance
value is 1

dk
. For convolutional layers, the most popular variance value is (Ck

∏Tl−1
tl=1 Hl,tl)

−1. In both
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cases, the variance is 1 over the number of multiply-adds that contribute to a neuron in the linear
layer. The strategy of using this initial weight variance is sometimes termed LeCun initialization
[LeCun et al., 1998] and sometimes Xavier or Glorot initialization. The latter two names, however,
are technically inaccurate as we explain in section 9.1.3. We refer to the variance value itself as
‘LeCun variance’.

The distribution of each weight is usually either Gaussian or uniform. This is called ‘Gaussian
initialization’ or ‘uniform initialization’ respectively. Note that attaining some specific variance
σ2 requires the uniform distribution to have support [−

√
3σ,
√

3σ], not [−σ, σ]. Inexplicably, for
example, PyTorch uses uniform initialization with support [− 1

dk
, 1
dk

] for weight matrices by de-
fault. We are not aware of any studies demonstrating the superiority of either uniform or Gaussian
initialization over the other.

Weight matrices are also often initialized as scalar multiples of sub-matrices of max(dk, dl) ×
max(dk, dl) uniformly random orthogonal matrices. This is called orthogonal initialization. The
scalar multiple is chosen to control the initial weight variance, which now refers to the variance
of the marginal distribution of each weight. Again, the most popular value is the LeCun variance.
Orthogonal initialization is related to the ZSAD guideline of ‘orthogonality’ as discussed in section
9.5.

Bias vector initialization Components of bias vectors are generally initialized to zero. This
causes bias layers to correspond to the identity operation in the initial state.

Scaling vector initialization Components of scaling vectors are generally initialized to 1. This
causes elementwise multiplication layers to correspond to the identity operation in the initial state.

Scale stability The reason for the popularity of the LeCun initialization as described above is that
it causes the linear layer to approximately preserve the overall magnitude of neuron values in the
initial state. For example, assume that for some fully-connected layer fl we have 1

dk
||fk(x)||22 = c

for some c. If the weights of fl are initialized using e.g. Gaussian or orthogonal initialization
with the LeCun variance, it is easy to check that EWl

1
dl
||fl(x)||22 = c. If dl is not too small,

then 1
dl
||fl(x)||22 ≈ c with high probability. If an architecture were only composed of a single

dependency chain of linear layers, then choosing any initial weight variance other than the Le-
Cun variance would cause the overall magnitude of neuron values to decay or grow exponentially
from layer to layer in expectation. Floating-point computation makes such numerical instability
undesirable. This gives rise to the following.

Definition 3. We say a neural network f exhibits ‘scale stability’ if at each layer, the overall
magnitude of neuron values across inputs and neurons is not excessively large or small.

Since the vast majority of macro-layers in feedforward architectures used in practice do contain a
linear layer, LeCun initialization often ends up being reasonable for ensuring scale stability in the
initial state. One notable exception to this is architectures composed of macro-layers composed of
a linear layer and a ReLU activation layer. It is easy to check that LeCun initialization would yield
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EWl

1
dl
||fl(x)||22 = 1

2dk
||fk(x)||22. Thus, the overall magnitude of neuron values would be halved by

each macro-layer. Hence, the ‘He initialization’ [He et al., 2015] is generally used instead, which
doubles the initial weight variance of the LeCun initialization. We refer to this doubled variance
value as the ‘He variance’.

‘Ensure scale stability’ is the first design strategy we encounter in this chapter that we also con-
sider a ZSAD guideline. It is one of the most widely known and well-understood design principles
[LeCun et al., 1998, Glorot and Bengio, 2010, He et al., 2015, Klambauer et al., 2017, Arpit et al.,
2016, Mishking and Matas, 2016]. Unfortunately, there is no widely-accepted term or explicit def-
inition for this guideline, and hence we coin the term ‘scale stability’. The lack of terminology is a
testament to the underdevelopment of ZSAD in the deep learning community in general. The term
‘scale stability’ hints at the fact that an excessive growth or decay of neuron magnitude generally
happens gradually from layer to layer. However, our specific definition of ‘scale stability’ is based
on the neuron value magnitudes at individual layers, without reference to how those magnitudes
came about. We define ‘scale instability’ to mean the absence of scale stability.

Concerns about numerical overflow or underflow are not the only reasons behind the importance
of scale stability. In a nutshell, constructs such as layer operations and loss functions are designed,
explicitly or implicitly, to perform optimally when their dependencies have neuron values that are
not too large or too small overall. We further explore scale stability in section 6.2. In section 9.1.2,
we show that the generality of scale stability as a ZSAD guideline is also limited in important
ways. We approximately follow scale stability in the architectures used in our empirical studies as
detailed in chapter 3 by using approximately the LeCun variance.

(Avoiding) neuron bias In addition to specifying an effective value for the initial weight vari-
ance, LeCun et al. [1998] also advocated for neuron values to be unbiased, i.e. to have Exfl[il] ≈ 0
for each (l, il) pair. This is another ZSAD guideline. It is less well-known and less consistently
defined than scale stability, but can be seen in the work of e.g. Arpit et al. [2016], Klambauer et al.
[2017]. Those two papers introduced a strategy we term activation function debiasing, which is
to choose an activation function such that Es∼N (0,1)τ(s) = 0, which can be achieved by e.g. devel-
oping a new activation function or adding a constant to the output of a given activation function.
Modeling the input to τ as a Gaussian is justified by mean field theory and is further expounded
upon in section 7.1. We employ activation function debiasing in some of the architectures used in
our empirical studies as detailed in chapter 3. We further explore neuron bias in detail in section
6.4.

Fully-connected network A ‘fully-connected network’ (FCN) is (approximately) a feedforward
network that uses fully-connected layers but no convolutional layers or other linear layers. This is
a relatively popular type of network. In general, it is used when there is no specific structure to
the data, like tensor or graph structure, that would suggest the use of other linear layers. A key
property of fully-connected layers is that they are symmetric with respect to the components of the
dependency. This is appropriate when those components appear exchangeable.

In practice, the term ‘fully-connected network’ comes with the expectation that the architecture
at least resembles an architecture built from popular building blocks and using popular design

81



strategies, like the building blocks and strategies described in this section and like the architectures
we use in our empirical studies as detailed in section 3.1.1.

Convolutional network A ‘convolutional network’ (CNN) is a network where linear layers are
predominantly convolutional layers as defined in section 2.4.1.2, or a variant thereof. Almost
always, the input layer is specified as a tensor to represent the natural properties of the data. It is
then followed by layers such as convolutional layers and pooling layers that preserve the tensor
structure. This is arguably the most popular type of network.

Again, in practice, the term ‘convolutional network’ comes with the expectation that the architec-
ture at least resembles an architecture built from popular building blocks and using popular design
strategies, like the building blocks and strategies described in this section and like the architectures
we use in our empirical studies as detailed in section 3.2.1.

Residual network [He et al., 2016a] A ‘residual network’ (ResNet) is a network that utilizes
building blocks of the form f+(fs(fa), fr(fa)), where f+(., .) is an addition layer with two depen-
dencies, and fs(fa) and fr(fa) are each chains of single-dependency layers that begin at the same
layer fa. fr(fa) is referred to as the ‘residual block’ and contains one or more activation layers.
Usually, it contains two linear layers, two activation layers and two normalization layers [He et al.,
2016b, Zaguroyko and Komodakis, 2016]. fs(fa) is referred to as the ‘skip block’ or ‘skip connec-
tion’ and contains no activation layers, and is often just equal to fa. We refer to the entire group
of layers f+(fs(fa), fr(fa)) as a ‘residual unit’. The addition weights applied to fs and fr by the
addition layer are generally fixed throughout training and are usually set to 1.

2.5 Deep learning pipeline

Beyond the neural architecture, there are other components that comprise a deep learning pipeline.
In this section, we define the most popular choices for the core components that also feature promi-
nently in this work.

2.5.1 Training algorithms

Below, we give the formulas that the most popular gradient methods for neural networks use to
derive the update proposal δpropθ from the loss gradient. The parameter update is the product of
the proposal with the learning rate, as described in section 2.2. Note that in practice, there are
slight variations in the algorithms presented below from study to study. We use dL

dθ

(t) to denote
the gradient of the loss with respect to the parameter obtained at iteration t. The batch remains
implicit.

It is noteworthy that none of the popular algorithms explicitly use second-order information. The
conjugate gradient and L-BFGS algorithms, which try to infer second-order information from gra-
dients, used to be somewhat popular (e.g. Le et al. [2011]) but have fallen by the wayside. Earlier
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versions of the algorithms presented below include AdaGrad [Duchi et al., 2011] and AdaDelta
[Zeiler, 2012]. Newer versions, such as AMSGrad [Reddi et al., 2018] and AdamW [Loshchilov
and Hutter, 2019], continue to be developed.

Gradient Descent

δpropθ
(t) = −dL

dθ

(t)

Momentum

m
(t)
1 = β1m

(t−1)
1 + (1− β1)

dL

dθ

(t)

δpropθ
(t) = −m(t)

1

In the momentum algorithm, the parameter is updated with an exponential moving average of
gradients, which is persisted between iterations. β1 is a scalar referred to as the ‘decay rate’. It is
generally set to 0.9. The idea here is to reduce the variation of the update proposal by “spreading
out” each gradient over multiple updates. The variation reduction is especially evident when small
batches are used. m1 is initialized to the zero vector.

Nesterov accelerated gradient [Nesterov, 1983]

m
(t)
1 = β1m

(t−1)
1 + (1− β1)

dL

dθ

(t)

δpropθ
(t) = −

(
β1m

(t)
1 + (1− β1)

dL

dθ

(t))
This is similar to momentum, except that the current gradient receives a higher weighting in the
update.

RMSprop [Tieleman and Hinton, 2012]

c
(t)
2 = β2c

(t−1)
2 + (1− β2)

m
(t)
2 = β2m

(t−1)
2 + (1− β2)

(dL
dθ

(t))2

δpropθ
(t) =

−dL
dθ

(t)√
m

(t)
2

c
(t)
2

+ ε

Here, we normalize the gradient using the exponential moving average of its square, which is per-
sisted between iterations. Note that both vector squaring and division in the above formulas are
elementwise. β2 is generally set to a value between 0.99 and 0.999. Because of this, we must nor-
malize m2 itself by the total capacity c2 of the exponential moving average, as we would otherwise
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divide by unreasonably small values during the first few iterations. m2 and c2 are initialized to the
zero vector. ε is a regularizer introduced for numerical stability and is generally set to a very small
value, between 10−5 and 10−10.

The idea here is to remove the influence of the overall magnitude of individual gradient components
over time on training. This overall magnitude can vary wildly between components, which can
cause some components to receive significantly more training than others.

Adam [Kingma and Ba, 2015]

c
(t)
1 = β1c

(t−1)
1 + (1− β1)

m
(t)
1 = β1m

(t−1)
1 + (1− β1)

dL

dθ

(t)

c
(t)
2 = β2c

(t−1)
2 + (1− β2)

m
(t)
2 = β2m

(t−1)
2 + (1− β2)

(dL
dθ

(t))2

δpropθ
(t) =

−m
(t)
1

c
(t)
1√

m
(t)
2

c
(t)
2

+ ε

Finally, Adam combines momentum and RMSprop.

2.5.2 Loss functions

Softmax+Cross-entropy

`(f, y) = log
(∑

iL

ef [iL]
)
− f [y]

This is by far the most popular loss function for classification. Here, f returns a vector of dimen-
sionality |Y|, which is interpreted as a scoring function indicating how much of a fit the input is to
each class. f [y] denotes the degree of fit of the input to the y’th class. The loss decreases as f [y]
increases and the loss increases as other components of f increase.

L2 loss

`(f, y) =
1

2
||f − y||22

This is by far the most popular loss (and error) function for regression. Here, f returns a vec-
tor of the same dimensionality as y. Each component is scored based on how close it is to the
corresponding component of y.
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2.5.3 Error functions

Classification error
e(f, y) = 1y 6=arg maxiL f [iL]

This is by far the most popular error function for classification. Again, f returns a vector of
dimensionality |Y|, which is interpreted as a scoring function indicating how much of a fit the input
is to each class. The idea here is that the class we ultimately assign to x based on f corresponds to
the maximum score contained in f(x). If that class matches the label, the error, i.e. the negative
utility, is 0. Otherwise, it is 1.

2.5.4 Data processing

‘Data processing’ refers to the process of taking raw data obtained in the real world and converting
it into a dataset to be used for machine learning. Data processing is a wide field that includes
methods for e.g. converting categorical to real-valued inputs, imputing missing vector components
and standardizing dimensionality across inputs. In general, these objectives must be met in the
context of feedforward networks. However, they are not the subject of this work. Like most
deep learning studies, we use datasets where inputs come as fixed-dimensional, fully specified real
vectors. For these datasets, there are only two highly popular processing methods, which are both
simple.

Componentwise normalization

x′[i] =
x[i]− E(x,y)∈Dx[i]√

E(x,y)∈Dx[i]2 − (E(x,y)∈Dx[i])2

where x is the raw value and x′ is the processed value. This normalization method mirrors batch
normalization.

Pointwise normalization
x′ =

x− Eix[i]√
Eix[i]2 − (Eix[i])2

where x is the raw value and x′ is the processed value. This normalization method mirrors layer
normalization.

2.5.5 Data augmentation

Once a dataset is processed and ready to be used for learning, there are additional strategies for
modifying the data in order to increase generalization. In section 2.1, we explained that supervised
prediction always relies on the assumption that patterns found in the dataset extrapolate to other
points within X. Oftentimes, we know a high-performing model should extrapolate in certain ways.
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For example, if we flip a single pixel in the context of image classification or a single character in
the context of sentiment analysis, we expect the label to remain the same. If we rotate or reflect
an image, we expect the label to remain the same. Therefore, in addition to considering the input /
label pairs in the training set, we can generate additional pairs by applying a transformation to the
input that (with high probability) does not change the label. This effectively increases the amount
of data available for training, which tends to improve generalization. ‘Data augmentation’ refers
to any post-processing made specifically to encode desired ways of extrapolation for the purpose
of increasing generalization.

A naive way of performing augmentation would be to apply all possible transformations to each
input in the training set and store the resulting enlarged training set. Many data augmentation
strategies involve random choices. If the number of possible choices is very large, this would lead
to storing very large training sets. To circumvent this, instead of performing augmentation as a
separate stage before training begins, it is performed during training. Whenever a datapoint from
the un-augmented training set is chosen for a batch, a random ‘augmentation function’ is applied
on the fly before forward propagation begins. If the datapoint and augmentation are chosen uni-
formly and independently at random, this corresponds to sampling uniformly from the hypothetical
enlarged training set.

In this work, we consider two data augmentation methods that are popular for images, and for the
CIFAR10 dataset in particular.

Cropping Let the raw value x be specified as a tensor as defined in section 2.4.1.2. Then we set

x′[c, s1, .., sT−1] = x[c, s1 + o1, .., sT−1 + oT−1]

where x′ is the augmented value. The ot are chosen IID from the set of integers between −O and
O for some fixed O. If the index of x is out of range, the corresponding component of x′ is set to
zero. For CIFAR10, O is generally set to 2.

Horizontal flipping Assume the number of dimensions of the input tensor is equal to 3, which
is usually the case for images, and let the second spatial dimension correspond to the horizontal
image dimension. With 50% probability, we set x′ = x. With 50% probability, we set

x′[c, s1, s2] = x[c, s1, S2 − s2 − 1]

2.6 Differentiability and integrability

2.6.1 Handling non-differentiable networks

Throughout this chapter, we have made extensive use of the gradient of neural networks and in-
dividual layers to define key concepts such as backpropagation (section 2.3.5) or specific gradient
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methods (section 2.5.1). We will continue to use the gradient throughout this work. Unfortunately,
many popular layer operations, and hence many networks, are not differentiable everywhere with
respect to input and / or parameter. This leads to a host of practical, conceptual and theoretical
issues. There are practical issues because we need to write programs that represent algorithms that
require the gradient at inputs where it is not defined. There are conceptual issues because concepts
that rely on gradients are not well-defined when the underlying object is not differentiable. There
are theoretical issues because theoretical results that assume differentiability do not technically
hold for these objects.

However, these issues generally turn out to be benign. Since neural networks are trained with
gradient methods, even when a network is not differentiable everywhere, it must come with a
recipe for computing a surrogate gradient, i.e. the gradient of a local linear approximation, which
can be supplied to the training algorithm, as explained in section 2.2.1. If these surrogate gradients
work in the context of gradient methods, they tend to work in other contexts as well. The ability
to compute at least a surrogate gradient is one of the foundations of neural networks as defined in
section 2.3 and the functional-gradient paradigm as defined in section 1.3.2.

Unfortunately, there does not exist a general solution for obtaining a surrogate gradient that works
for all types of non-everywhere-differentiable networks. Therefore, in general, we have to place
the burden on the reader to generalize the contents of this work to whatever non-everywhere-
differentiable case they are interested in and to judge to what degree our results apply to that
case. Note that reliance on gradients is standard procedure in deep learning literature. Simply
“pretending” that an architecture is differentiable just “works out”, both in theory and in practice.
The price that would be paid in terms of increased presentational complexity and naked word count
to treat these non-differentiable cases explicitly can be prohibitively high. In this work, we choose
not to pay this price and stick with the differentiable framework whenever the need for gradients
arises.

In this work, we include two sources of non-everywhere-differentiability in the architectures we
study empirically, as detailed in chapter 3: (i) non-everywhere-differentiable activation functions,
given in table 2.1, and (ii) max pooling. In both cases, we have a layer operation that is differen-
tiable almost everywhere and directionally differentiable everywhere. Below, we describe how we
cope with such layer operations on a practical, conceptual and theoretical level.

On a practical level, both the left and right derivatives provide a reasonable local linear approx-
imation for our activation functions. Firstly, it is easy to see that the approximation provided by
the directional derivative at points where the derivative is not available (e.g. the zero point for
ReLU) is “almost as good” as the approximation provided by the derivative at nearby points. Sec-
ondly, the probability of the event that an input to an activation function is at a non-differentiable
point is very small, even in the context of floating-point computation. Thirdly, even if we were to
consider the directional derivative at such points as random noise, that noise is of a small overall
magnitude if the network contains many neurons in activation layers. We know gradient methods
are robust to small amounts of noise. Hence, when computing the gradient via the backpropaga-
tion algorithm, we can replace the derivative of the activation function with either the left or right
derivative without significant downside. Similarly, any directional derivative works for the max
pooling function.

On a conceptual and theoretical level, we have ensured that all our mathematical constructs, such as
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definitions and proofs, are fundamentally applicable and somewhat easily extensible to the direc-
tionally differentiable case. One way to understand this is as follows. We can approximate each of
our non-everywhere-differentiable activation / pooling functions with an everywhere-differentiable
activation / pooling function that is arbitrarily close to it such that all quantities we care about are
preserved to an arbitrary degree of accuracy. For example, consider τReLU(s) = max(s, 0). We
could replace it with 1

c
log(1 + ecs) for some enormous value of c. The difference would be negli-

gible, especially considering that floating-point computation is inexact to begin with. Regardless,
all our concepts and theory would apply directly.

2.6.2 Assuming integrability

The flipside of differentiability is integrability. Integrals that are implicit in, e.g., expectation oper-
ators over quantities with continuous distribution are ubiquitous in this work and in deep learning
literature in general. For those integrals to be valid, the respective quantities must be Lebesgue
integrable.

Integrability has two aspects. First, integrals over bounded sets must be valid. This holds in any
reasonable, practical machine learning situation. Functions that violate this condition, such as
the scalar function that returns 1 for rational inputs and 0 for other inputs, are only a curiosity.
Second, integrals must be finite over unbounded sets. This condition is almost as universal. While
it is technically possible to devise e.g. activation functions that do not yield finite expectations
with respect to distribution we care about, this would only matter in practice if those activation
functions would be evaluated on arbitrarily large inputs, which is impossible with floating-point
computation, which can only represent a bounded set of values anyway.

Going forward, we use the term “integrable” as follows.

Definition 4. When we say a function F is “integrable” with respect to a measure dµ, we mean that
the Lebesgue integral of F with respect to dµ is valid over any bounded set, and that the integral
of the absolute value |F | is finite over any unbounded set. We use “integrable with respect to a
distribution dist” interchangeably with “integrable with respect to the measure corresponding to
dist”.

By including finiteness of the integral of |F | in addition to F , we eliminate any ambiguity with
regards to how the limit of bounded sets towards a given unbounded set is taken in the definition
of the improper integral.

In the majority of even theory-focused deep learning papers, integrability is implicitly assumed for
simple expressions involving standard objects like networks, layers, gradients, data distributions
and Gaussian distributions. We do the same throughout this work, as we also reiterate in e.g.
sections 4.2, 10.2 and 11.2.

88



2.7 Summary of notation, terminology and conventions

In this section, we provide a summary of the most important notation, terminology and conventions
from chapters 1 and 2 that should enable advanced readers to easily follow the technical material
presented in later chapters. This summary contains those definitions from chapters 1 and 2 that
(i) may be used in later chapters and chapter 1 without further explanation and (ii) are not widely
agreed-upon in the machine learning community. Specifically, we do not repeat here most of the
definitions of layer operations, deep learning pipeline building blocks and design strategies given
in bold letters in sections 2.4 and 2.5.

2.7.1 Core terminology

• Neural network: Any model to which gradient methods can be applied.

• Neural architecture: A neural network associated with an unspecified parameter value that
must be set via training.

• Functional-gradient paradigm: Our (approximate) framing of the deep learning field as of
the year 2020 based on black-box functions, gradient updates and simple formalisms. See
figure 1.1.

• Neural architecture design: Any process that contributes to the choosing of a neural archi-
tecture for a task, or of the neural architecture that is eventually deployed.

• Architecture design strategy: Any piece of information that contributes to the choosing of an
architecture.

• Architecture definition: All the information required to uniquely specify an architecture. It is
the information given to e.g. a functional learning framework like TensorFlow to instantiate
the architecture in memory. While this technically conflicts with our definition of ‘neural
architecture’, we also consider the parameter initialization scheme as part of the architecture
definition.

• Zero-shot architecture design (ZSAD): See figure 1.2.

• ZSAD guideline: Any general, predictive, explanatory and ideally well-defined principle
that contributes to ZSAD. In this work, we frame a ZSAD guideline as a postulate that a
certain property of an architecture or an architecture’s randomly initialized state is related
to its performance after training. We assess the guideline’s utility for ZSAD based on the
degree to which that property fulfills the criteria in figure 1.3.

• Well-defined property: A property of an object like an architecture or dataset that comes
with an inherent recipe for determining its unambiguous and unique value. For example,
‘parameter dimensionality’ is well-defined but “has exploding gradients” is not.

• Metric: For a well-defined property, a function that assigns to an object like an architecture
or dataset the value of that property.
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2.7.2 Focus of this work

• We focus on feedforward networks, including fully-connected and convolutional networks.
We often use the terms ‘neural network’ and ‘feedforward network’ interchangeably.

• We focus on the supervised classification setting, and specifically on the empirical risk min-
imization approach.

• We assume that our datapoints are drawn IID from a data distribution, and that the input and
label have a deterministic relationship within that distribution which is captured by the true
input-label function.

• We focus on ZSAD guidelines for predicting test error, and sometimes training error, after
training. While we view the performance of an architecture as including anything from
computational efficiency and privacy to adversarial robustness, we will generally use the
term ‘performance’ in this more concrete and limited sense going forward.

• We focus on developing ZSAD guidelines that, while being as independent as possible of
the dataset and task domain in their formulation, are applicable as widely as possible across
datasets and task domains.

2.7.3 Notation

• x ∈ Rdin: input

• din: dimensionality of the input

• y ∈ Y: label

• D: data distribution over (x, y) pairs or input distribution over x (in discussion, we use the
term ‘data distribution’ more generally to refer to either or both constructs)

• D: finite dataset of (x, y) pairs

• Dtrain ⊆ D, Dvalid ⊆ D, Dtest ⊆ D: finite training set, validation set and test set of (x, y)
pairs respectively

• f : Rdin → Rdout: neural network; the input of f is x

• f0: input layer of the neural network f to which x is assigned

• L: number of non-input layers in a network

• fL: output layer of the network f which also returns the output of f

• dout: dimensionality of the output

• ` : Rdout × Y→ R : loss function; the inputs of ` are f(x) and y
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• 0 ≤ l ≤ L as well as 0 ≤ m ≤ L when used as a subscript: layer index

• dl: width / dimensionality of the l’th layer

• Kl: number of parents of the l’th layer in the layer graph

• kl: 1-based vector of layer indices that correspond to the parents of the l’th layer in the layer
graph; treated as a scalar when there is only one parent

• K, k: shortened version of Kl, kl respectively when l is clear from context

• fl : Rdkl[1] ×Rdkl[2] × ..×Rdkl[Kl] → Rdl: l’th neural network layer; the inputs to fl are fkl[1],
.., fkl[Kl]

• Jl,m = dfl
dfm

• Jl = JL,l = df
dfl

• J = JL,0 = df
dx

• gl = d`(f,y)
dfl

• τ : R→ R: activation function

• τl : R→ R: activation function used by fl if it is an activation layer

• Wl ∈ Rdk × Rdl: weight matrix used by layer fl if it is a fully-connected layer

• Wl (overloaded): weight tensor used by layer fl if it is a convolutional layer

• []: square brackets; used exclusively for tensor indexing and denoting closed intervals

• 0 ≤ il < dl as well as 0 ≤ jl < dl: zero-based layer component index

• i, j: shortened version of il, jl respectively when l is clear from context

• E(x,y): shortened version of E(x,y)∼D

• Ex as well as E: shortened version of Ex∼D

• Evarexpr where var has a finite set of values: mean of expr over var

• expr: shortened version of Exexpr

• Covvec: the covariance matrix of vec with respect to D

• θ ∈ Rdim(θ): trainable parameter

• f : Rdim(θ) × Rdin → Rdout (overloaded) : neural architecture; the inputs to f are θ and x

• θl where θ = (θ1, .., θL): trainable parameter sub-vector of the l’th layer which may be
empty
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• fl : Rdim(θ) × Rdkl[1] × Rdkl[2] × .. × Rdkl[Kl] → Rdl (overloaded) : l’th neural architecture
layer; the inputs to fl are θl, fkl[1], .., fkl[Kl]

• T : number of training iterations

• 1 ≤ t ≤ T : training iteration counter

• θ(t): value of the parameter after iteration t.

• θ(0): initial parameter value

• θ(T ): final parameter value

• B ⊆ Dtrain: batch of datapoints

• |B|: batch size

• B(t): batch used at iteration t

2.7.4 Technical conventions

• Network vs architecture: We use two different conventions for the symbol f and related
concepts. In one case, we use f to denote a function that maps an input x to an output f(x)
without reference to a parameter value. In that case, f is a neural network. In the other, we
use f to denote a function that maps a parameter θ and an input x to an output f(θ, x). In that
case, f is a neural architecture, and an (f, θ) pair with a specific θ is a neural network. We
switch between the conventions based on whether the context calls for an explicit treatment
of θ.

• Overloading: We overload our neural network notation and terminology to refer to mathe-
matical functions, computer programs, graph nodes and vector values at the same time, as
well as distributions when f is associated with D. fl has, for example, a gradient, a runtime,
ancestors, vector components and an expectation respectively. The mathematical function
provides the abstract definition and its output is a vector. The computer program implements
the mathematical function. Each layer is a graph node in the layer graph. We use e.g. the
terms ‘layer operation’ and ‘network function’ for the function aspect, ‘layer program’ for
the program aspect, ‘layer value’ for the vector aspect, and ‘layer distribution’ and ‘output
distribution’ for the distribution aspect. When we use layers or networks to form mathemat-
ical expressions, we generally consider their vector values. For example, fl = fm indicates
that the value returned by both layers is equal, not that they are the same graph node or that
the layer operations are equal. Finally, we add tensor structure to a layer if it is part of a
convolutional network. However, this does not invalidate our vector-based notation.

• Omitting inputs: We often omit inputs of functions in our notation, i.e. we may simply write
f instead of f(θ, x). We sometimes consider a layer not as a function of its parents, but of
one or more ancestors. For example, we write fl(x) to denote the value of fl as x varies. In
general, we pick and choose which inputs to denote explicitly. The same is true for subscripts
and superscripts.
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• Expectation vs mean: We use the term “expectation” specifically to refer to the Ex∼D and
E(x,y)∼D operations, while we use the term “mean” to refer to unweighted averages of finite
sets, such as Eifl(x)[i] and E(x,y)∈D, as well as the mean parameter of Gaussian distributions.
While verbally distinguishing between e.g. Exfl(x) and Eifl(x)[i] can be tricky at times, we
hope this convention will improve readability.

• Assuming differentiability: Throughout large parts of this work, we implicitly assume dif-
ferentiability on a conceptual level by e.g. using the Jacobian J . All of our concepts and
theoretical results are fundamentally applicable and somewhat easily generalizable to prac-
tical non-differentiable cases, such as architectures that use ReLU. We also validate our
empirical results on such architectures.

• Assuming integrability: Throughout this work, we implicitly assume integrability on a con-
ceptual level by e.g. using the expectation operator E over continuous distributions. This
can be considered to hold in all practical cases. Please see section 2.6.2 for our precise usage
of the term “integrable”.

• Batch normalization: We present our work in terms of single-input, single-output networks
f . Oftentimes, this does not directly apply to networks with batch normalization. For brevity
and readability, the generalization to the BN case often remains implicit. It is explicitly
discussed in e.g. sections 4.4.4 and 11.6.

• Probabilistic operators: The same notational conventions that apply to the E operator apply
to other probabilistic operators, such as the standard deviation S.

• Row vectors: Vector-valued concepts associated with neural networks such as fl and θ are
row vectors by default. Jacobians Jl,m have left dimension dl and right dimension dm.

• Distribution transformations: When a distribution dist is used in expression expr as if it was
a value, then expr denotes a distribution. Drawing from that distribution is equivalent to
drawing a value from dist and then evaluating expr with that value.

• Ordered layers: Without loss of generality, if l > m, then fl is not an ancestor of fm in the
layer graph.

2.7.5 Technical terminology

• Input: used both in a general sense for a function or program input and in a specific sense
for the network input x

• Output: used both in a general sense for a function or program output and in a specific sense
for the network output f(x)

• Parameter: used both in a general sense and in a specific sense for the trainable parameter of
a neural architecture
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• Layer: used both in a general sense for an arbitrary network node and in a specific sense for
an instance of one of the operations defined in section 2.4.1, such as the fully-connected or
activation operation

• Macro-layer: This refers to an instance of a group of operations that occur together fre-
quently, such as a fully-connected operation followed by an activation operation, or a fully-
connected operation followed by a normalization operation, an elementwise multiplication
operation, a bias operation and an activation operation. Many publications use the term
‘layer’ in the way we use ‘macro-layer’.

• Initial weight variance: the variance of an entry of a weight tensor under the parameter
initialization scheme

• LeCun variance: This is 1 over the number of multiply-adds that contribute to a neuron in a
linear layer. For example, for fully-connected layers fl, this refers to the value 1

dk
.

• LeCun initialization: any parameter initialization scheme where the initial weight variance
is the LeCun variance

• He variance: twice the LeCun variance

• He initialization: any parameter initialization scheme where the initial weight variance is the
He variance

• Initial state / randomly initialized state of an architecture f : the neural network (f, θ(0))

• Final state of an architecture f : the neural network (f, θ(T ))

• Training run: a singular execution of a training algorithm that transforms an initial state
network into a final state network

• Residual unit: the segment in the layer graph from the beginning to the end of a skip con-
nection

• Skip connection / skip block: the layer graph path within the residual unit that generally does
not contain an activation layer

• Residual block: the layer graph path within the residual unit that generally does contain an
activation layer

• Bottleneck: fm is a bottleneck for fl if every directed path from f0 to fl contains fm.

• Data shard: any subset of the dataset such as the training or test set, including the dataset
itself

• Predicting a property: When we refer to predicting a final state property, such as test error,
we always imply that the prediction was made before training.
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Chapter 3

Empirical study design

In many chapters of this work, we refer to experiments we conducted for the purpose of empirical
analysis and validation. The scope of these experiments is a key distinguishing feature of this work.
To our knowledge, we go beyond the vast majority of prior work that analyzes ZSAD guidelines,
such as the works referenced in section 1.3.6. We believe our empirical studies can serve as a guide
for designing analytical deep learning studies in general. In this chapter, we detail these studies.
Our experiments stand out particularly in three ways: (i) in terms of the variety of architectures
studied, (ii) in terms of the carefulness of training and (iii) in terms of the carefulness of metric
computation. We conducted exhaustive learning rate tuning independently for each architecture we
studied, and we trained for a large number of iterations at many different learning rate levels. We
conducted nearly 300,000 independent training runs on fully-connected architectures and nearly
12,000 independent training runs on convolutional architectures, which consumed around 50,000
GPU-hours. For our fully-connected architectures, we conducted all computation using 64-bit
floating-point precision. These choices had a large impact on our results, as we summarize in
section 1.2.6.

Our experiments can roughly be grouped into three buckets, which we discuss in the next three
subsections respectively. (i) In study A, we trained 750 fully-connected architectures on three
datasets (section 3.1). (ii) In study B, we trained 552 convolutional architectures on CIFAR10
(section 3.2). (iii) We conducted further experiments which were similar to study A, but where we
changed the architecture or specific aspects of the training protocol (section 3.3).

We computed metrics on the architectures we trained, both in their initial and final state. We also
computed metrics on further architectures in their initial state as well as metrics on datasets and a
range of activation functions and datasets. Computing these metrics can be trickier than it appears
at first glance. We discuss them in section 3.4. In section 3.4.2, we explain how we present the
results of our experiments visually throughout this work. In section 3.5, we point out limitations
to our empirical analysis and discuss our attempts to mitigate those limitations. Some of these
limitations are intrinsic to the type of analysis we conducted. Others are specific to the conditions
under which this work was conducted.

We repeat the most salient information of this chapter in section 3.6. There, we summarize (i) the
choices made in the design of our empirical studies that were most responsible for obtaining the
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results we cover in this work and (ii) the terminology and conventions that are most important for
understanding and interpreting our figures, tables and discussion of experimental measurements.

Background from prior chapters Throughout this chapter, we use the terminology, notation
and conventions of section 2.7.

3.1 Study A: Fully-connected networks

We studied a total of 750 neural architectures, 250 for each of three datasets: CIFAR10, MNIST
and waveform-noise. In section 3.1.1, we describe the procedure we used to generate the architec-
tures. In section 3.1.2, we give the protocol we used for training. In section 3.1.3, we detail how
we chose our three datasets and what data processing occurred before training began.

We designed the original version of this study without any strong beliefs or expectations about the
results we would obtain. After observing some initial results, we only made minor alterations to
the study to increase the diversity of observed architecture behaviors without compromising the
statistical validity of our results. Crucially, we did not design this study specifically to obtain any
result we cover in this work.

3.1.1 Architectures used

Summary We generated a total of 750 neural architectures at random. These architectures rela-
tively closely resemble popular architectures built using popular design strategies. See section 2.4
for the definition of the layer operations and design strategies we use. Of course, in this work we
aim to develop ZSAD guidelines that reach beyond the space of familiar architectures. We fur-
ther discuss this point in section 3.5.1. In current practice, when choosing an architecture, certain
properties, like depth or the activation function(s) present, are regarded as key to attaining high
performance. We validate this view in chapter 8. When generating our architectures, we randomly
vary properties that are considered important and that vary between practical architectures: depth,
width, weight matrix and bias vector initialization, the activation function used, the normalization
operation used, whether the architecture is residual, where the skip connections are located, and the
addition weights used by the skip connections. Each property was chosen independently for each
architecture, and independently from other properties, with a few exceptions as detailed below.

The full list of architectures is given in the appendix in section A.1. That list should be interpreted
in light of the remainder of this section.

Layer graph The template for the layer graphs of our architectures is depicted in figure 3.1.
Each architecture is composed of an input layer followed by M macro-layers. Each macro-layer
contains at least a fully-connected layer, a bias layer and an activation layer, except the last macro-
layer which does not contain an activation layer. Some architectures also have a normalization
layer in each macro-layer. In macro-layer m, the normalization layer precedes the activation layer
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Figure 3.1: The layer graph template for the fully-connected architectures used in study A. Layers
with dotted boundary are present in some but not all architectures. Each layer in the sequence
directly depends on the preceding layer. Addition layers also depend on exactly one of the layers
they are connected to with an arrow. IfM = 3, “Macro-layer M-1” is directly preceded by “Macro-
layer 1”.
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if m < M and it is the last layer if m = M . In all macro-layers m with 3 ≤ m ≤ M and m
odd, residual architectures have an addition layer directly after the bias layer that adds that bias
layer to either the normalization layer or addition layer from macro-layer m − 2 if m ≥ 5, or the
normalization layer or bias layer from macro-layer 1 if m = 3. The output layer is simply the last
layer in macro-layer M which, depending on the architecture, can be a bias layer, addition layer or
normalization layer.

Depth In our architectures, we define depth as the number of macro-layers M , as is common
practice for the kind of architectures we study. See section 2.4.2. The depth was chosen uniformly
from the set of odd integers between 3 and 49, i.e. {3, 5, 7, .., 47, 49}. Odd depths are required for
residual architectures built according to our layer graph template.

Width In each of our architectures, almost all layers have the same width, and we call this simply
the ‘width’ of the architecture. This width is set automatically as a function of depth so that the
parameter has dimensionality approximately equal to 1 million. In section 1.3.6, we mentioned the
ZSAD guideline of “using an appropriate width”. While it is unclear how to choose the “correct
width”, the fact that the dimensionality of the parameter has some impact on performance is a
foundational observation in machine learning and statistics. We wanted to exclude this source
of performance variation for this study. We discuss this choice further in sections 3.5.2, 9.7 and
1.2.6. Setting almost all layer widths equal is the most popular type of width configuration for
fully-connected architectures.

The width of the input layer was set to the input dimensionality of the dataset. This is 810 for
CIFAR10, 334 for MNIST and 40 for waveform-noise after data processing. See section 3.1.3 for
how we arrived at these numbers. The first fully-connected layer has width equal to the overall
architecture width. All layers from then on have the same width until the last fully-connected
layer. Finally, all layers from the last fully-connected layer to the output layer have width equal
to the number of classes present in the dataset, which is 10 for CIFAR10 and MNIST and 3 for
waveform-noise.

Activation function In each of our architectures, all activation layers use the same activation
function, as is overwhelmingly popular for simple fully-connected architectures. This activation
function is of form τ(s) = cτ̇(ds + h) + b, where τ̇ is an activation function from table 2.1 and
d, h, c, b are fixed constants. ReLU, SELU and Gaussian are selected as τ̇ with probability 2

11
each

and tanh, even tanh, sigmoid, square and odd square with probability 1
11

each. We reduced the
probabilities of tanh, even tanh and sigmoid as we considered them similar. The same holds for
square and odd square. d is 1 with a 50% probability, 1.2 with a 25% probability and 0.8 with a
25% probability. h is 0 with a 50% probability, 0.2 with a 25% probability and -0.2 with a 25%
probability. Finally, we set (b, c) jointly using two constraints. With a 50% probability, the first
constraint is b = 0 and with a 50% probability, it is Es∼N (0,1)cτ̇(ds + h) + b = 0. The second
constraint is always Es∼N (0,1)(cτ̇(ds+ h) + b)2 = 1.

The primary reason behind introducing these random variations was to increase the diversity of
architectures studied. Setting Es∼N (0,1)τ(s)2 = 1 follows the ZSAD guideline of scale stability
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as explained in section 2.4.2. If the overall magnitude of neuron values at the dependency of
the activation layer is around 1, so it is in the activation layer itself. We wanted to exclude the
potential of performance variation due to scale instability in this study. Ensuring Es∼N (0,1)τ(s) = 0
is activation function debiasing, which follows the ZSAD guideline of avoiding neuron bias, as
explained in section 2.4.2. We wanted to explicitly study the impact of following or not following
that ZSAD guideline.

Weight matrix and bias vector initialization We use orthogonal LeCun initialization. With a
probability of 50%, we initialize the bias vectors in all bias layers as zero vectors and, with a prob-
ability of 50%, we initialize their components as independent zero mean Gaussians with a variance
of 0.05. We took the 0.05 value from Schoenholz et al. [2017]. If the bias vectors are initialized as
nonzero, we scale the weight matrices with a factor of

√
0.95 to attempt to approximately preserve

the overall magnitude of neuron values after applying both the fully-connected and bias operations.
Finally, with a 25% probability, we then additionally multiply all weight matrices and bias vectors
jointly by 0.9 and with a 25% probability, we multiply them by 1.1. We did not deviate too much
from the LeCun variance to, again, exclude the source of performance variation that is a potential
lack of scale stability for this study. Orthogonal initialization has been shown to be superior to
Gaussian and uniform initialization for fully-connected layers [Saxe et al., 2014, Pennington and
Worah, 2017, Helfrich et al., 2018, Arjovsky et al., 2016b, Xiao et al., 2018, Pennington et al.,
2017]. See also section 9.5.

Residual architectures With a 50% probability, an architecture is residual. It then contains ad-
dition layers as described above. The addition weights are fixed throughout training. The addition
weights associated with a residual block are always 1. With a 50% probability, all addition weights
associated with a skip connection are 1. With a 50% probability, all addition weights associated
with a skip connection are set to the same random scalar that is sampled uniformly from the interval
[0, 1]. This can be considered an “interpolation” between a residual and non-residual architecture.
With a 50% probability, all skip connections start at the previous addition layer. (The first skip
connection would start at the first bias layer.) This is the most popular choice. With a 50% prob-
ability, skip connections start at a normalization layer, which are always present in our residual
architectures (see below). We introduced these variations to obtain a more diverse range of non-
linearity levels among residual architectures. Note that normalizing between successive residual
units rather than only within the residual block increases the nonlinearity for reasons explained in
section 8.9.

The last skip connection in the architecture, which starts at macro-layer M − 2 and ends at macro-
layer M , adds two layers of different width. Therefore, we modify the addition layer to first
multiply the skip connection with a fixed orthogonally LeCun initialized matrix that transforms
the vector dimensionality as required, before adding it to the residual block.

Normalization layers A normalization layer is always used if the architecture is residual. This is
necessary to ensure scale stability as explained in section 8.9. A normalization layer is also always
used if the architecture is based on the square or odd square activation function (table 2.1). This is
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because if normalization layers were not used, those architectures would exhibit numerical over-
flow and underflow during forward propagation even in the initial state due to Gaussian instability
as explained in e.g. section 5.6. We would obtain “nan” values at the output layer even when using
64-bit precision. This is because repeated squaring can lead to an extremely fast growth or decay
from macro-layer to macro-layer.

In all other cases, a normalization layer is used with a 50% probability. If normalization layers
are used, they are batch normalization with a 50% probability and layer normalization with a 50%
probability. Overall, we obtain the following aggregate frequencies: no normalization layers -
20.4%, BN - 39.8%, LN - 39.8%. The regularizer of the normalization layers is set to zero for the
purpose of floating-point computation.

3.1.2 Training protocol

Summary We trained each of the 750 architectures with stochastic gradient descent 40 times
with different starting learning rates and selected the best starting learning rate, independently for
each architecture, based on the error on a held-out validation set. During each of the 40 training
runs, we reduced the learning rate 10 times by a factor of 3 based on when the validation error
stopped improving. All training was conducted with 64-bit precision floating-point computation.
We then re-trained the 500 architectures belonging to the CIFAR10 and waveform-noise datasets
without early stopping based on validation error to minimize training error, this time using 60 runs
to select the best starting learning rate. See section 2.5 for the definition of some of the building
blocks referenced in this subsection.

Data shards CIFAR10 and MNIST come as a pre-specified training set of size 50,000 / 60,000
respectively and a pre-specified test set of size 10,000. We further extracted a validation set of size
10,000 from the pre-specified training set that was drawn uniformly at random, so that our training
set had size 40,000 / 50,000 respectively. waveform-noise comes as a single dataset of size 5,000.
We extracted a test and validation set of size 1,000 each, drawn uniformly at random, so that we
were left with a training set of size 3,000. For each dataset, we used the same training, validation
and test set throughout this study.

Parameter initialization For each architecture, we considered a single random initialization, i.e.
a single draw from the random initialization scheme. This is the initial state of the architecture.
Given a limited computational budget, we considered it more important to study as many different
architectures as possible rather than multiple initializations of the same architecture.

Training algorithm We trained each architecture with SGD applied to the training set. We used
batches of size 250, which were drawn uniformly at random without replacement.

Learning rate decay and early stopping We trained with the starting learning rate (SLR) until
the validation error (VE) had not decreased for 10 epochs. We evaluated the VE at the end of each
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epoch for the purpose of making this determination. Then we re-set the parameter to the value it
had 10 epochs prior, when the least VE had been attained. Then we divided the learning rate by 3
and continued training until the VE had not decreased for 5 epochs. We divided the learning rate
by 3 again, re-set the parameter and continued training until the VE had not decreased for 5 epochs
again. This process continued until the learning rate had been divided by 3 ten times. When the VE
had again not decreased for 5 epochs, we re-set one last time and then terminated training. ‘Early
stopping’ refers to the common practice of stopping training when the VE no longer decreases,
even if the training error may still be decreasing.

Starting learning rate tuning To ensure that there is no bias with regards to SLR which may
skew our results, we tuned the SLR independently for each architecture by training each architec-
ture 40 times. All 40 training runs were fully independent of each other. Each training run used
a different SLR. The 40 SLRs formed a geometric series with spacing factor 3. For each training
run, the architecture attains its lowest measured VE at the end of that run due to the early stopping
procedure described above. We selected as the best SLR the one that yielded the lowest VE and
also did not cause overflow at any time during training. Those SLRs are given in section A.1.
(Overflow happens when any value involved in the training computation grows beyond the largest
value representable by floating-point computation.)

For each architecture, the smallest SLR considered was determined as follows. We ran SGD for
1 epoch with a learning rate of 1 without actually applying the updates to the parameter. For
the weight matrix in each macro-layer, we thus obtained one update per iteration. Let δW (t)

m

denote the update obtained for the weight matrix in macro-layer m at iteration t and let W (0)
m

denote the initial value of the weight matrix in macro-layer m. The smallest SLR was then chosen

to be 10−8
(∑M

m=1

√
Et||δW (t)

m ||2F
||W (0)

m ||F

)−1

. The reasoning behind this choice is that individual weight
matrix updates obtained with the smallest SLR should not perturb weight matrices by more than
approximately 10−8 relative to the norm of the weight matrix. We chose the 10−8 factor so that our
smallest SLR would be less than the smallest learning rate that can be meaningfully used under
32-bit precision floating-point computation. Of course, this choice of smallest SLR is merely a
heuristic. The goal of this heuristic is to ensure that the best SLR that would be found by an
unbounded grid search is, with very high probability, within the range of SLRs we consider. (Note
that even the SLR found by an unbounded grid search is not the true best SLR, as further explained
in section 3.5.9.) We validated this heuristic by checking that no architecture that attained a non-
random VE for any SLR attained its lowest VE with either one of the smallest five or largest five
SLRs considered. This condition was fulfilled for all architectures. See section 6.6 for further
analysis on this point.

Hyperparameter tuning We did not tune any hyperparameters beyond the SLR. We stress the
conceptual importance of tuning the learning rate exhaustively in section 1.4.1.1. We analyze the
importance empirically in section 6.6. As described above, we also train exhaustively with a large
number of learning rates within a single training run.

We defined the concept of hyperparameter tuning in section 2.2.3. Conducting and analyzing
40 training runs would be considered hyperparameter tuning. After the hyperparameter tuning
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stage, technically, we would then have to begin the “actual training” stage, where we train with
the selected hyperparameter values. Of course, at that point, training with the selected SLR value
has already been conducted during the tuning stage and does not have to be repeated. Hence,
hyperparameter tuning and “actual training” are part of the same procedure in our pipeline.

Floating-point precision All training was conducted with 64-bit precision floating-point com-
putation. This was essential for a significant number of architectures to attain a less-than-random
error. See section 6.5 for further analysis on this point.

Loss function We used an augmented version of softmax+cross-entropy as the loss function.
After initializing each architecture, we evaluated the quadratic mean of the output layer neuron
values on the training set:

√
1
dout

E(x,y)∈Dtrain||f(θ(0), x)||22. We then had the loss function divide the
network outputs by this scalar value before feeding them into the softmax+cross-entropy operation.
softmax+cross-entropy yields very different behaviors and levels of performance for networks that
return outputs of different overall magnitude, as is known and as we show in section 6.2. We did
not want this fact to confound the results of our study. In essence, we ensure scale stability for
the network output. We believe that the preference of softmax+cross-entropy for network outputs
of a certain magnitude has confounded the results of studies in the past. The value of this scalar
multiplier remained fixed throughout training.

Error function We used classification error, as is overwhelmingly popular practice for simple
classification tasks.

Re-training for training error minimization We re-trained some architectures to minimize
their training error. We refer to this as “training error minimization”. We made two changes to
the protocol. (i) We divided the learning rate by a factor of 3 only once the training error had not
decreased for 10 / 5 epochs respectively. We evaluated the full training error at the end of each
epoch for the purpose of making this determination. (ii) We considered 60 different SLRs which

formed a geometric series with spacing factor 3 and lowest value 10−16
(∑M

m=1

√
Et||δW (t)

m ||2F
||W (0)

m ||F

)−1

.
Therefore, we considered even the smallest learning rate that is meaningful under 64-bit precision
floating-point computation. For each training run, the architecture attained its lowest training error
at the end of that run. We selected as the best SLR the one that yielded the lowest training error and
also did not cause overflow at any time during training. We also found that only one architecture
that attained a non-random training error attained its lowest training error with one of either the
smallest or largest five SLRs. Note that if we had used the original set of 40 SLRs, we would have
been unable to train several architectures that required a tiny SLR, as we explain in section 6.6.

The reason we did not re-train our 250 MNIST architectures in this way was the very long training
times and considerable computational expense incurred when not using early stopping based on
validation error. We preferred studying a slightly smaller number of architectures / datasets to
compromising our training protocol.
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3.1.3 Data

Selection We wanted to conduct experiments on three different datasets. First, we chose CI-
FAR10 and MNIST as they are the two most popular datasets for evaluating deep neural networks.
They are also small enough for us to conduct a very large number of training runs with the computa-
tional resources we had available. We decided to choose our third dataset from the UCI repository
of machine learning datasets. Klambauer et al. [2017] validated the SELU activation function,
which has become somewhat popular, on a large number of datasets from this repository. We
wanted to choose a dataset that Klambauer et al. [2017] also used. To decide upon the specific
dataset, we applied the following requirements.

• The dataset is a classification dataset.

• The frequency of no class is more than 50% larger than the average frequency of all classes.

• The size of the dataset is between 1,000 and 100,000.

• The dimensionality of the input is at least 10.

• The dataset does not contain images. (We already study 2 image datasets in CIFAR10 and
MNIST.)

• No component of the input vector is very sparse across the dataset.

• We are actually able to find the dataset on the repository website.

Only two datasets fulfilled all those requirements: waveform and waveform-noise. They are very
similar. We chose the latter because of the greater dimensionality of its input.

Description The CIFAR10 dataset is composed of 32 by 32 color images and a class label for
each image. Each image depicts an object that is of one of 10 types, and the class label corresponds
to that type. (citation: CIFAR10-dataset). Images have three 8-bit color channels, which means
each pixel is represented by three integers between 0 and 255. Hence, the entire image is repre-
sented by 3 ∗ 32 ∗ 32 = 3072 integers. For the purpose of applying deep learning, we treat these
integers as real values. This makes sense given that their underlying meaning (color intensity) is
a continuous concept. In study A, we used fully-connected networks. Hence, we treat the input
as a 3072-dimensional real vector. Our data processing, as described below, further reduced the
dimensionality to 810.

The MNIST dataset is composed of 28 by 28 grayscale images of handwritten digits associated
with a digit label that takes values 0 through 9 (citation: MNIST-dataset). Because the images
are grayscale, they are represented by 1 ∗ 28 ∗ 28 = 784-dimensional vectors, which we consider
real-valued. Data processing further reduced the dimensionality to 334.

The inputs of the waveform-noise dataset are 40-dimensional real vectors consisting of wave at-
tributes. Each input is associated with one of three class labels based on the wave type (citation:
waveform-noise dataset).
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CIFAR10 and MNIST come as a pre-specified training set of size 50,000 / 60,000 respectively and
a pre-specified test set of size 10,000. waveform-noise comes as a single dataset of size 5,000. In
each dataset, all classes are approximately equally frequent.

Processing We processed CIFAR10 and MNIST via the following sequential procedure.

1. We perform pointwise normalization as defined in section 2.5.4.

2. We perform componentwise normalization as defined in section 2.5.4 where only the mean
was subtracted.

3. Via PCA, we determine the dimensionality dim of the input subspace that holds 99% of the
variance of the input.

4. We multiply all inputs with a fixed orig × dim randomly orthogonally initialized matrix,
where orig is the input dimensionality of the unprocessed dataset.

5. We multiply all inputs with a single scalar constant so that the mean of squares across all
components of all inputs becomes 1.

For CIFAR10, orig = 3072 and dim = 810. For MNIST, orig = 784 and dim = 334. Hence, the
input layer width of our CIFAR10 architectures was 810 and the input layer width of our MNIST
architectures was 334.

In preliminary experiments, we found that this processing scheme led to faster training and lower
error values compared to using componentwise normalization only. The reason we developed this
scheme was to reduce input dimensionality, so as to reduce the computational complexity of the
first fully-connected layer as well as the amount of memory required to train and store the dataset.
This allowed us to train more architectures at a given budget.

For waveform-noise, we performed componentwise normalization only. Hence, the input layer
width of our waveform-noise architectures was 40.

We note that we did not use the test set “actively” in data processing. Our data processing schemes
do not apply independently to each input. Rather, they involve taking means over the entire dataset
as well as PCA. Both means and PCA used the union of training and validation set, but not the
test set. If we treat the value of the means, as well as dim, as fixed constants, then our data pro-
cessing schemes do apply independently to each input, i.e. they can be viewed as fixed processing
functions. These functions were ultimately applied to the test set for consistency. Therefore, if
the test set is an IID draw from the original data distribution, then the processed test set is an IID
draw from the processed data distribution, i.e. it is an IID draw from the image of the original data
distribution under the processing function. The test error remains an unbiased estimate of the true
error after processing, though the training and validation sets are no longer IID draws from the data
distribution. See section 3.5.8 for further discussion on this point. See section 3.1.2 above for how
we split the dataset into training, validation and test set.
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3.2 Study B: Convolutional networks

We studied a total of 552 architectures on CIFAR10. In section 3.2.1, we describe the proce-
dure we used to generate the architectures. In section 3.2.2, we give the protocol we used for
training. See section 3.1.3 above for information on the CIFAR10 dataset. For study B, the data
processing scheme varies as described in section 3.2.1. The CIFAR10 inputs are naturally cast as
3-dimensional tensors with 3 channels and 2 spatial dimensions of size 32.

While we designed study A without significant prior knowledge about the results we would obtain,
we had a strong understanding of the subject matter when designing study B. To mitigate the
damage of “overfitting” our study design by infusing prior knowledge, we chose some different
properties to randomly vary between architectures compared to study A - properties we did not
have as much experience with. We also used a different gradient method. Once we determined the
study design, we made no further changes after observing results.

3.2.1 Architectures used

Summary We generated a total of 552 architectures, partially at random. As in study A, we var-
ied properties that are considered important. As stated above, we wanted to choose some different
properties to vary compared to study A in order to (i) learn more about these properties and (ii)
reduce the contamination of our study design with prior knowledge. Additionally, we wanted to
vary only properties for which there does not exist a consensus standard value in the community.
For example, we always used the LeCun variance for the purpose of weight initialization in this
study. Another design constraint was that the study needed to be suitable to validate nonlinearity
normalization, the algorithm we present in chapter 7. The reason behind some of the choices made
will become clear in that chapter.

We deterministically varied the activation function used, the normalization operation used, and
whether the architecture was residual. We additionally varied the following at random: weight ini-
tialization scheme, whether bias and elementwise multiplication layers were used, data processing
scheme, whether data augmentation was used, the type of pooling layer used, and whether a global
average pooling layer was used. (For convenience, we consider data processing and data augmen-
tation as part of the architecture definition in this study, as they were varied randomly along with
architecture properties.) Each of these properties was sampled independently of the others.

The full list of architectures is given in the appendix in section A.2. That list should be interpreted
in light of the remainder of this section. Some of the building blocks we use are defined in section
2.4 and some are defined below.

Layer graph The template for the layer graph of our architectures is depicted in figure 3.2. Each
architecture is composed of an input layer followed by 20 macro-layers. We begin by discussing
macro-layers 1 through 19, which are similar. Each of these macro-layers is composed of some of
the layers listed below. All layers present in a macro-layer also appear in the order in which they
are listed below.
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Input Layer

Macro-layer 1

Macro-layer 2

Macro-layer 3

Macro-layer 4

Macro-layer 5

Macro-layer 7
Pooling layer

Macro-layer 6

Macro-layer 8

Macro-layer 9

Macro-layer 10

Macro-layer 11

Macro-layer 13
Pooling layer

Macro-layer 12

Macro-layer 14

Macro-layer 15

Macro-layer 16

Macro-layer 17

Macro-layer 18

Macro-layer 19

Output layer

M
L 

20
Pooling layer

Fully-connected layer

Normalization layer

Convolutional layer

Bias layer

Activation layer

Bias layer

Elem. mult. layer

Normalization layer

Bias layer

Addition layer

Activation layer

Bias layer

Elem. mult. layer

Convolutional layer

Normalization layer

Bias layer

Addition layer

Activation layer

Bias layer

Elem. mult. layer

Convolutional layer

Pooling layer

Figure 3.2: The layer graph template for the convolutional architectures used in study B. Layers
with a dotted boundary are present in some, but not all, architectures. Each layer in the sequence
directly depends on the preceding layer. Addition layers also depend on the layer they are con-
nected to with an arrow. Even macro-layers other than macro-layer 20 mirror macro-layer 1. Odd
macro-layers other than 1, 7 and 13 mirror macro-layer 9. Macro-layer 7 mirrors macro-layer 13.
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• Convolutional layer: always present

• (First) bias layer: present if the architecture does not use normalization layers

• Addition layer: present in macro-layersm, where 3 ≤ m ≤ 19 andm odd, if the architecture
is residual

• Pooling layer: present in macro-layers 7 and 13

• Normalization layer: present in some architectures

• Elementwise multiplication layer: present if randomly chosen to be so (see below)

• (Second) bias layer: present if the elementwise multiplication layer is present

• Activation layer: always present

Addition layers in macro-layer m add the preceding layer to the addition layer from macro-layer
m − 2 if m ∈ {5, 7, 11, 13, 17, 19}, to the pooling layer from macro-layer m − 2 if m ∈ {9, 15}
and to the convolutional layer from macro-layer 1 if m = 3.

In contrast to macro-layers 1 through 19, macro-layer 20 contains only a single fully-connected
layer which may be preceded by a global average pooling layer. The fully-connected layer is the
output layer.

Depth The depth is set to 20, i.e. there are 20 macro-layers. We did not vary depth because, in
convolutional networks, depth has an intricate interaction with the spatial frequency composition of
the output, as studied by Xiao et al. [2018]. Therefore, depth has a significant indirect influence on
performance. We wanted to exclude this source of performance variation for this study. The depth
of 20 was derived from Simonyan and Zisserman [2015]. This paper represented the state-of-the
art in convolutional architectures before residual architectures were introduced. To our knowledge,
20 is approximately the largest depth at which simple convolutional architectures were observed
to have high performance.

Layer size All layers except the output layer are cast as 3-dimensional tensors with 1 channel
dimension and 2 spatial dimensions. See section 2.4.1.2 for notation and terminology. The final
fully-connected layer treats its dependency as a simple vector and returns an output that is not cast
as a tensor.

The input layer has size 3× 32× 32 according to the natural layout of CIFAR10 inputs. The first
pooling layer changes the spatial dimensions to 16. The second pooling layer changes them to 8.
The pooling layer in the last macro-layer, if present, changes them to 1. No other layer that is cast
as a tensor changes the spatial dimensions.

The convolutional layer in macro-layer 1 changes the size of the channel dimension to 16. The
convolutional layer in macro-layer 8 changes the size of the channel dimension to 32. The con-
volutional layer in macro-layer 14 changes the size of the channel dimension to 64. The addition
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layers in macro-layers 9 and 15, if present, would then add layers of different channel dimension.
Therefore, before the addition, we multiply each spatial location in the skip connection with a ran-
dom projection matrix of size 16× 32 (layer 9) / 32× 64 (layer 15) before adding it to the residual
block. The matrix is the same for all spatial locations and is fixed throughout training. It is LeCun
Gaussian initialized unless the convolutional layers in the architecture are delta-initialized with an
orthogonal slice (see below). In that case, the matrix is LeCun orthogonally initialized. Apart from
the convolutional layers and addition layers just discussed, no layer that is cast as a tensor changes
the size of the channel dimension.

Finally, the output layer has width 10 as CIFAR10 has 10 classes. The pattern of layer sizes follows
the smallest architecture studied in the landmark paper by Zaguroyko and Komodakis [2016]. For
the same reasons as in study A, we did not vary the dimensionality of the parameter between
architectures.

Activation function All activation layers in a given architecture use the same activation function,
as is overwhelmingly popular for simple convolutional networks. This activation function is of
form τ(s) = cτ̈(l, s) + b, where l, c, b are fixed constants. (Note that when we don’t use the letter
l as a subscript, it generally does not denote a layer index as it does in the expression fl.) τ̈(l, s)
is an activation function augmented with a ‘linearization method’. A linearization method is a
method for interpolating an activation function with a linear function. We abbreviate the concept
of an (activation function, linearization method) pair as ‘AFLM’. In table 3.1, we depict all AFLMs
used in the study. The ‘linearization parameter’ l indicates how close to a linear function τ̈ is. We
will formalize this intuitive concept in later chapters. l always has a ‘default value’ that makes the
AFLM revert to the basic activation function from table 2.1.

Each of the 12 AFLMs in table 3.1 is used with 12 different triplets of values (l, c, b) in the study.
See section A.2 for details. In the first triplet, l is set to the default value, b is set to 0 and c is set
to achieve Es∈N (0,1)τ(s)2 = 1. Across the other 11 triplets, l varies. This causes τ to be more or
less linear. Roughly, these 11 triplets correspond to 0% linearization, 10% linearization, etc. up
to 100% linearization. (b, c) are set jointly to achieve Es∈N (0,1)τ(s)2 = 1 and Es∈N (0,1)τ(s) = 0.
Both strategies for setting b and c are familiar from and explained in section 3.1.1 above.

Combining 12 AFLMs with 12 triplets each yields 12 ∗ 12 = 144 activation functions. Each
activation function is used in exactly four architectures, except those based on the square and odd
square AFLMs, which are used in exactly three architectures.

Finally, note that the sigmoid activation function is equivalent to tanh-dilate with l = 0.5, assuming
b and c are set as above. Therefore, we did not use an AFLM that was explicitly based on sigmoid.

Normalization layers and residual architectures All activation functions not based on the
square or odd square AFLM are used in four architectures as given below.

• a non-residual architecture not using normalization layers

• a non-residual architecture using batch normalization

• a non-residual architecture using layer normalization
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AFLM ReLU-interpolation ReLU-shift softplus Swish
Formula max(s, 0) + ls max(s+ l, 0) 1

l
ln(1 + els) s

1+e−ls
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AFLM abs. val. SELU tanh-interpolation tanh-dilate
Formula |s+ l| τSELU(s) + ls tanh(s) + ls tanh(ls)
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AFLM even tanh Gaussian odd square square
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Table 3.1: Activation functions augmented with linearization methods τ̈(l, s) used in study B. The
illustrations depict τ̈ with the default value of l in blue. That activation function is identical to
one in figure 2.1. In red, they depict a linearized version of that activation function. In black,
they depict cτ̈(l, s) + b, where c and b are chosen to achieve Es∼N (0,1)(cτ̈(l, s) + b) = 0 and
Es∼N (0,1)(cτ̈(l, s) + b)2 = 1, and where l has the same value as for the red curve.
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• a residual architecture using batch normalization

The residual architecture contains addition layers as described above. Addition weights are fixed
to 1. The regularizer of the normalization layers is set to zero for the purpose of floating-point
computation.

The 24 activation functions based on the square and odd square AFLMs are used in three archi-
tectures, which are the second, third and fourth listed above. We always combine those activation
functions with normalization layers for the same reason as in study A.

All randomly chosen properties discussed throughout the remainder of this subsection always take
the same value for all 36 / 48 architectures associated with the same AFLM. These values are
assigned uniformly at random to AFLMs.

Convolutional layers and weight initialization The spatial dimensions of the weight tensor are
always set to 3 with an offset of 1, as established in Zaguroyko and Komodakis [2016]. Zero
padding is used, as is overwhelmingly popular practice.

6 AFLMs use LeCun initialization and 6 use delta initialization as proposed by Xiao et al. [2018].
In delta initialization, only weight tensor entries that connect each spatial location in the convolu-
tional layer with the same spatial location in the dependency are initialized at random, with all other
weight tensor entries initialized to zero. The non-zero components correspond to a 2-dimensional
tensor slice where one dimension has size equal to the number of channels in the convolutional
layer and one has size equal to the number of channels in the dependency. For 3 AFLMs, that
slice is Gaussian initialized, and for 3 AFLMs, it is orthogonally initialized. The variance of the
non-zero entries in delta initialization is set to 3 ∗ 3 = 9 times the variance used for regular LeCun
initialization. This can be considered the LeCun variance for delta initialization, because it ensures
scale stability by the same mechanism that we described in section 2.4.2.

Bias and elementwise multiplication layers Bias vectors are initialized to zero and scaling
vectors are initialized to 1. When normalization layers are not used, a bias layer always follows
each convolutional layer. When normalization layers are used, for 6 AFLMs, the normalization
layer is followed by an elementwise multiplication layer and a bias layer. For the other 6 AFLMs,
no bias or elementwise multiplication layers are used in that spot.

Pooling The pooling layers in macro-layers 7 and 13 use the same pooling function. For 6
AFLMs, subsampling is used, which is a special case of pooling. For 3 AFLMs, average pooling
is used. For 3 AFLMs, max pooling is used. The stride is always 2.

The pooling layer in macro-layer 20 is present for 6 AFLMs and not present for the other 6. It is
always average pooling, where the average is taken over all spatial locations.

Data Processing For 3 AFLMs, we used componentwise normalization as defined in section
2.5.4, where mean and standard deviation were taken over the training set. For 3 AFLMs, we used
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pointwise normalization. For 3 AFLMs, we used pointwise normalization followed by compo-
nentwise normalization. For 3 AFLMs, we used ‘global normalization’, i.e. we normalized with
the single scalar mean and standard deviation across all components of all training inputs. As in
study A, even though the test set was not used for the means and standard deviations, the same
processing function was applied to both training and test set for consistency.

Data Augmentation For 6 AFLMs, data augmentation was not used. For 6 AFLMs, we used
cropping by up to 2 pixels and flipping. Both are defined in section 2.5.5. This is the standard
data augmentation strategy for CIFAR10 [Zaguroyko and Komodakis, 2016]. Data augmentation
was applied on the training set, but not on the test set. Data augmentation was applied after data
processing so that the same processing function can be meaningfully applied to both training and
test set. Data augmentation was not just applied when training the architecture, but whenever the
network was evaluated on a training input, such as during metric computation. See section 3.4.1.1
for more information on this point.

3.2.2 Training protocol

Summary We trained each of the 552 architectures with momentum 20 times with different start-
ing learning rates and selected the best SLR via the test set, independently for each architecture.
Each training run lasted for 100,000 iterations, which approximately corresponds to 256 epochs.
The learning rate was reduced by a factor of 10 at iteration 40,000, 60,000 and 80,000. All training
was conducted with 32-bit precision floating-point computation. See section 2.5 for the definition
of some of the building blocks referenced in this subsection.

Some of the choices made in this protocol, especially those that differed from study A, were nec-
essary because we only had a limited amount of time to work with the code base and the compute
cluster which we needed to conduct this study. We had to pick and choose which functionalities
to implement in code in this limited time frame. We also had to use a lot of pre-written code that
imposed constraints on the code we were able to add. We discuss this point further in section 3.5.7.

Data shards CIFAR10 comes as a pre-specified training set of size 50,000 and a pre-specified
test set of size 10,000. In contrast to study A, we did not extract a validation set and so the training
set we used had size 50,000.

Training algorithm We trained each architecture with momentum applied to the training set.
The decay rate of momentum was set to 0.9, as is overwhelmingly popular practice. We used
batches of size 128, which were drawn uniformly at random without replacement.

Data augmentation Data augmentation was applied on the fly after a batch was sampled from
the un-augmented training set, as described in section 2.5.5. We can view the training set under data
augmentation as the set consisting of all augmented versions of the “original” training datapoints,
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except that batches cannot contain multiple augmented datapoints that stem from the same original
datapoint, as batches are sampled without replacement.

Learning rate decay and number of iterations We conducted each training run by first training
with the SLR for 40,000 iterations. Then we divided the learning rate by 10 and continued training
for another 20,000 iterations. We repeated this process twice more until we reached 100,000
iterations, which approximately corresponds to 256 epochs. Then training is terminated. We used
a mild version of early stopping based on training error. Specifically, we terminated training after
10,000 iterations if the training error had not fallen below 0.8 until then. Because CIFAR10 has 10
classes of equal frequency, we consider an error above 0.8 as approximately random, i.e. close to
the kind of error attained by random guessing.

Starting learning rate tuning To ensure that there is no bias with regards to SLR which may
skew our results, we tuned the SLR independently for each architecture by training each architec-
ture 20 times. Due to limitations in computational budget, in contrast to study A, we only consid-
ered 20 SLRs per architecture instead of 40. We also did not adjust those SLRs from architecture
to architecture but used the same values for every architecture: 3, 1, 0.3, .., 3 ∗ 10−9, 1 ∗ 10−9. In
contrast to study A, it was not entirely clear that a wider grid would not have yielded a better SLR
for some of the architectures considered, though definitely not for more than a few. See section 6.6
for further analysis on this point. We selected as the best SLR the one that yielded the lowest test
error after training and also did not cause overflow at any time during training. Note that because
we did not use early stopping based on test or validation error, the test error after training could, in
theory, be significantly higher than the test error at some intermediate iteration. We did not observe
such behavior in preliminary experiments. All selected SLRs are given in section A.2.

Hyperparameter tuning As in study A, we did not tune any hyperparameters beyond the SLR.
As in study A, conducting 20 training runs is simultaneously hyperparameter tuning and “actual
training”, because once the value of the SLR hyperparameter is selected, training with that SLR
has already been conducted. In contrast to study A, we used the test set, not the validation set,
to select the SLR. This means that the test error attained with the selected SLR is no longer an
unbiased estimate of the true error. However, our analysis in section 7.5 suggests that this is not a
significant problem.

Parameter initialization and random number generation In contrast to study A, we used a
different random initialization for each of the 20 training runs, i.e. a different draw from the
random initialization scheme. This was because the deep learning software framework we used for
study B did not have strong support for synchronizing random number generation across different
processes. In fact, we had to change the random number sequence for all computations associated
with the training run. This affected not only parameter initialization, but also batch selection and
random choices associated with metric computation (see section 3.4).
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Floating-point precision All training was conducted with 32-bit precision floating-point com-
putation. It is possible that this impacted the performance of some architectures. See sections 6.5
and 6.7 for further analysis on this point.

Loss function We used softmax+cross-entropy as the loss function, as is overwhelmingly pop-
ular practice for simple classification. In contrast to study A, we did not have the loss function
normalize the network output.

Error function We used classification error, as is overwhelmingly popular practice for simple
classification.

Training error minimization At various points in this work, we are interested in the training
error of our architectures after training (e.g. figure 4.4). For those situations, we selected as the
best SLR the one that yielded the lowest training error after training, without overflow. In contrast
to study A, since early stopping based on test or validation error was not used to begin with, we
did not conduct any re-training. Again, we refer to this as “training error minimization”.

Re-training for result replication For some architectures, after conducting 20 training runs as
described above, we conducted additional training runs. We used the SLR selected from the orig-
inal runs and trained the architecture another 10 times with different random number sequences.
The aim was to replicate the results from the original run. Results from these additional runs are
presented in chapter 7.

We note that some of those reruns exhibited numerical overflow. When presenting the results of
study B reruns, we ignore every individual run that overflowed. From each set of 10 reruns, at least
5 did not overflow.

3.3 Additional experiments

A large fraction of our analysis was validated through studies A and B. However, we also conducted
additional training runs which utilize a different architecture and / or training protocol. We also
analyze architectures that do not belong to study A or B in their initial state, without training them.
Results from experiments that do not fall entirely under study A or B appear in tables 4.2 and 4.5,
as well as figures 4.6, 4.9, 4.11, 4.17, 4.29, 5.1A through 5.7A, 6.2, 6.7, 6.8, 6.9, 6.10, 6.19, 9.1
and 9.2. When referring to those experiments, we are usually quite brief. For example, we will
write: “We evaluated the Hessian of a tanh-BN residual architecture of depth 10 and width 100 in
its initial state.” Such brief statements imply that there are a lot of “default settings” for non-study
A/B experiments. We will specify those default settings, which hold unless stated otherwise, in
this section.
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Architectures used Architectures are fully-connected. They follow the same layer graph tem-
plate as architectures from study A. See section 3.1.1. The following defaults apply.

• Width: As in study A, all layers from the first fully-connected layer (inclusive) until the last
fully-connected layer (exclusive) have equal width. We refer to the width of those layers as
simply the ‘width’ of the architecture. By default, that width is 100. As in study A, the width
of the input layer and last few layers is 810 / 10 respectively if CIFAR10 was used, is 334 /
10 when MNIST was used, and is 40 / 3 when waveform-noise was used. It defaults to 810
/ 10 otherwise.

• Activation function: All activation layers use the same activation function. By default, that
activation function is from table 2.1. Any modifications are specified explicitly.

• Weight matrix initialization: When the activation function is not ReLU, we use Gaussian Le-
Cun initialization. When the activation function is ReLU, we use Gaussian He initialization.

• Bias layers: By default, there are no bias layers. If there are, bias vectors are initialized to
zero.

• Normalization layers: Normalization layers are not used.

• Residual architectures: By default, the architecture is not residual, i.e. does not contain addi-
tion layers. If the architecture is residual, the addition weights are 1 and the skip connections
are configured as they are in study A when they do not start at a normalization layer.

Training protocol The default training protocol was the one used in study A (section 3.1.2). As
in study A, we always verified that the best starting learning rate was not among the largest or
smallest 5 considered.

As in studies A and B, in some instances, we were interested in minimizing training error instead
of validation / test error. The “re-training protocol” from study A was used for training error
minimization. See the end of section 3.1.2.

Datasets and data processing CIFAR10, MNIST and waveform-noise were processed as in
study A. See section 3.1.3. Note that the training / validation split depends on the random seed as
described below.

Random seeds In study A, we considered only a single random initialization of each architec-
ture. In fact, we used a single random seed for all computations associated with a given archi-
tecture. In other experiments, we allowed the random seed to change. If we vary the random
seed, this affects all computations unless stated otherwise. The random seed controls training set
/ validation set split, parameter initialization, batch selection and random choices associated with
computing metrics (see below). In contrast to the validation set, the test set was specified a pri-
ori and remained fixed. Also, when comparing architectures that differ in ways that do not affect
the meaning of the random number sequence, such as in figures 6.2 or 9.1A-C, we use the same
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random number sequence(s) for all architectures. This also implies that the initial parameter value
does not vary, except possibly in its length as in figure 9.1C.

3.4 Metrics

Almost all of our empirical analysis in this work is based on ‘metrics’. We use this term loosely
in accordance with section 2.7 to refer to functions of one or more of the following: neural archi-
tecture, neural network, layer, parameter, data distribution, input distribution, dataset, data shard,
activation function, input, label, loss function, error function and / or layer component index. A
metric represents a property of those constructs, or a measure for an ill-defined property.

As an example, consider the true error metric defined in section 2.1. It is a function of a network,
an error function and a data distribution. In the context of prediction, the true error is arguably
the most important measure of performance, which is arguably the most important property of a
network. As another example, consider the nonlinearity coefficient, which is the most important
metric we study apart from error / loss. It is defined in section 4.2. It is a measure of the ‘degree
of nonlinearity’ as introduced in section 4.1. It is a function of network and input distribution.

In section 3.4.1, we discuss a range of challenges that arise when computing metric values. In
section 3.4.2, we introduce key terminology and conventions which we use throughout this work
when discussing and presenting metric values and associated concepts. We also describe the visual
tools we use for presenting results based on metrics.

3.4.1 The challenges of computing metric values

In sections 2.1.1 and 2.3.4, we explained in detail how a large number of concepts in machine
learning have a dual nature as both mathematical functions and programs that compute approx-
imations to those mathematical functions. The same is true for metrics. We introduce them as
mathematical functions, but for the purpose of empirical analysis we must compute values for
them. In section 1.3.5, we explained that a core advantage of the functional-gradient paradigm is
that we get to use machine learning models which are relatively easy to evaluate on a computer.
Unfortunately, computing a value for a metric of a network is often not as easy as it is to evaluate
the network or conduct backpropagation. Of course, we design metrics in this work to be as easy
to compute as possible while capturing the properties we care about. However, it is inevitable that
some challenges arise when computing metric values. Below, we discuss those challenges.

Specifically, the three core challenges we faced when computing metric values for this work were
(i) metrics that are defined in terms of a probability distribution, (ii) floating-point rounding error
and (iii) computing metric values for architectures utilizing batch normalization. We discuss these
challenges in the next three subsubsections respectively. Because of the limited space we have
available, these discussions must remain somewhat high-level. Presenting an exhaustive discussion
of the computational challenges surrounding each individual metric we consider, unfortunately,
goes beyond the scope of this work. For the NLC, we do give an exhaustive discussion in section
4.4.4. We hope this can serve as a blueprint for readers to reason about other metrics we use or
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other metrics they are interested in. In general, we urge the reader to carefully consider the issues
we discuss here.

3.4.1.1 Probability distributions in metric definitions

In this subsubsection, we explain how we compute values for metrics that are defined in terms
of probability distributions. We define two types of such metrics. (i) We define metrics that are
“distribution-valued”, i.e. where the output of the metric function is itself a distribution. These
metrics are “distribution transformations”, i.e. drawing from their output distribution is equivalent
to drawing from other distribution(s) and then applying the transformation represented by the met-
ric. (ii) We define metrics that are scalar-valued. These metrics apply a probabilistic operator over
a distribution.

Distribution-valued metrics A small number of our metrics are functions that output a distri-
bution. In all cases, our aim is simply to plot that distribution for various metric inputs. This is
done in figures 4.17, 4.4, 4.5 and 5.2. As long as the sample drawn from the distribution(s) that are
being transformed is large enough, the plots are informative. We describe below how the sample
is selected.

Probabilistic operators The majority of our metrics that are defined in terms of distribution(s)
utilize probabilistic operators. The most frequent such operator is the expectation operator E. The
others are defined below.

• Standard deviation operator:

Svar =
√

Evar2 − (Evar)2

• Median operator:
Mvar = val where P (var ≤ val) = 0.5

• Covariance operator:

C(var1, var2) = Evar1var2 − (Evar1)(Evar2)

• Excess kurtosis operator:

Kvar =
E(var− Evar)4(
E(var− Evar)2

)2 − 3

var simply denotes an arbitrary random variable. If var is multi-dimensional, the operators are
applied elementwise.

We now face the challenge of devising programs that can compute sufficiently accurate approxi-
mate values for these probabilistic operators. We employ two different strategies for this: numeri-
cal integration and statistical estimation. We discuss them in turn.
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Numerical integration Some of our metrics are defined in terms of expectations over 1-
dimensional or 2-dimensional Gaussian distributions for which the mean and (co)variance
is known. These expectations always involve activation functions. For example, consider
Es∼N (0,1)τ(s) for some activation function τ . To compute an approximation, we can either draw
a Gaussian sample and compute the empirical mean of τ over that sample, or we can compute∫
s
τ(s)n(s)ds using numerical integration methods, where n here is the unit Gaussian density. It

turns out that the latter method is far more accurate, given that n is smooth and all our τ are also
well-behaved. Hence, this is the strategy we employ. For maximum accuracy, it is important to
handle points where τ is not smooth properly.

Earlier in this chapter, we have already encountered several ‘Gaussian expectations’. In sections
3.1.1 and 3.2.1, we used them to calibrate our activation functions. We will continue to use this
kind of calibration in e.g. section 7.1. We always compute these Gaussian expectations to within
an error of less than 10−7. In general, calibrating our activation functions to high accuracy is
essential, because errors can compound from layer to layer. The same compounding issue arises
in mean field metrics as defined in section 5.3, which also utilize Gaussian expectations.

Statistical estimation The majority of the time, our metrics are defined in terms of distributions
that are high-dimensional and / or not explicitly known. In that case, we must use statistical
estimation. Unless stated otherwise, we use the following basic estimators for the probabilistic
operators we defined above.

Evar becomes ESvar

Svar becomes

√
|S|
|S| − 1

(
ESvar2 − (ESvar)2

)

Mvar becomes MSvar

Cvar1var2 becomes

√
|S|
|S| − 1

(
ESvar1var2 − (ESvar1)(ESvar2)

)

Kvar becomes
(|S|+ 1)(|S| − 1)ES(var− (ESvar))4

(|S| − 2)(|S| − 3)(ES(var− (ESvar))2)2
− 3

(|S| − 1)2

(|S| − 2)(|S| − 3)

S denotes a sample of the distribution over which the operator is taken. var becomes a function
of an element of S. ES denotes the mean over the finite sample. MS denotes the median over
the finite sample. All the basic estimators above are canonical. Again, consider the true error as
an example. It is defined in terms of an expectation over datapoints (x, y), which are distributed
according to the data distribution D. We estimate it via the mean over a finite sample of datapoints
drawn from D. This is precisely what e.g. the test error does.
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By default, we define estimators for all our metrics in a canonical fashion by building on the basic
estimators given above. For example, to estimate the hypothetical metric Sx∼D||x||2

Ex∼D||x||2
, we would use

the basic estimator for both the standard deviation and expectation, and then divide the values
we obtain. We give our metric definitions in this work specifically in such a way as to make the
translation from mathematical definition to estimator obvious. The exception to this rule is the
expression Ex Tr(J (x)CovxJ T (x)), which appears in the metrics NLC, NLCNUM and LNLC.
We detail the estimation of this expression in section 4.4.4.

Choosing a sample for a data distribution Many of our metrics are defined in terms of a data
distribution or input distribution D. These constructs are defined in section 2.1. In our metrics,
data distributions always arise as inputs that can be freely chosen along with other inputs. In
general, we want to evaluate metrics on practical data distributions. Of course, data distributions
are hypothetical constructs. We simply assume that datapoints in each of our datasets D are drawn
IID from such a distribution. In general, the only concrete piece of knowledge we have about D
is the (assumed) sample that is D. So, in order to compute an approximation of a probabilistic
operator over D, we have to use estimation.

The clearest choice for the sample S is the dataset D itself. In practice, we use a shard of D as
the sample. The most common choices are training set, validation set and test set. Sometimes we
further randomly subsample or bootstrap those shards. It is important to note that even if we assume
that the datasets as originally downloaded from the internet are composed of independent draws
from the data distribution, there are factors internal to our pipeline that render this assumption
untrue for the samples we actually feed into our estimators. We further discuss this point below
and in section 3.5.8.

Choosing a sample from high-dimensional Gaussian or uniform distributions Some of our
metrics are defined in terms of high-dimensional Gaussian and / or uniform random variables.
Their distribution is specified as part of the metric definition and is not a free input. Metrics that
utilize such random variables also always have a data or input distribution input. The limited
amount of data available for the data distribution is always the statistical bottleneck in these cases.
We can always draw a sufficiently large sample for our Gaussian or uniform random variables to
perform sufficiently accurate estimation.

Sometimes, we wish to evaluate metrics that have as an input an input distribution by supplying a
Gaussian distribution as that input distribution. See e.g. section 4.4.2. In that case, it is sometimes
possible to derive an exact, closed-form value for the metric. However, for the sake of consistency,
we always use estimation as we do for practical input distributions. In fact, we drew three fixed
samples of 10,000 points each from unit Gaussian distributions for use throughout this work. The
size of 10,000 is comparable to the sample sizes we get from our data shards. Effectively, we
pretend that our 10,000 points are draws from an unknown distribution. Points in these three
samples have dimensionality 810, 334, and 40 respectively. For any given architecture, we use the
sample whose dimensionality matches the width of the architecture’s input layer.
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Stability of our estimators In general, throughout this work, it is not obvious how stable our
estimators are, i.e. to what degree the value they yield depends on the specific sample chosen.
The choice of defining metrics in terms of a data or input distribution in the first place implies
that we expect that different samples from a practical dataset, as well as hypothetical samples
drawn from the corresponding data distribution, all yield approximately the same value, as long
as those samples are about as large as the data shards we have available. While conducting our
empirical analysis, we spent a significant amount of time and effort confirming the stability of our
estimators both theoretically and empirically. For example, we recomputed various metric values
with different random seeds and different data shards.

However, there does exist one key condition behind the stability of our estimators for many metrics:
Gaussian stability. This is a concept that features prominently throughout this work and is defined
in section 5.6. It is a foundation of mean field theory, which we cover in chapter 5. In a nutshell,
Gaussian stability ensures that, in the majority of architectures we study, the neuron distributions
induced by practical input distributions at linear layers are approximately Gaussian. Therefore,
neuron value distributions at all layers have favorable statistical properties, including that e.g. their
expectation can be estimated accurately from a small sample.

In section 5.3, we derive highly accurate theoretical approximations of metrics based on mean field
theory. The metrics depend on the input distribution, but the theoretical approximations do not.
Therefore, the influence of the sample on the metric value must be small.

Throughout this work, we demonstrate very strong associations between the values computed for
various different metrics. If these values are noisy, then this can at most mean that the associations
between the true metric values are even stronger than the associations we demonstrate.

Incorporating data processing and data augmentation We used the same data processing that
we used for training also for all other computations involving the dataset. We describe our data
processing schemes in sections 3.1.3 and 3.2.1. On a theoretical level, we assume that the data
distribution of a dataset we study is actually the distribution of the processed datapoints. Drawing
from this distribution is equivalent to drawing from the original data distribution and then applying
the processing function. As mentioned in section 3.1.3 and further discussed in section 3.5.8, the
training and validation set points are then no longer independent of each other because these data
shards are used to compute the processing function itself. On a practical level, we simply use the
processed data shards as the sample.

We use the same strategy for incorporating data augmentation. When data augmentation is used,
on a theoretical level, we assume that drawing from the data distribution is equivalent to drawing
from the un-augmented data distribution and then applying the random augmentation function. Of
course, we only use data augmentation on the training set in study B. Hence, in practice, only
when we use the training set or a subset / bootstrap thereof for estimating a metric in the context
of study B, we apply data augmentation to the datapoints, and we do so on the fly before feeding
them into the estimator. Hence, the training and test set samples take a slightly different form in the
context of study B. This is not a significant issue because data augmentation schemes are designed
to capture invariances of the data distribution.
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3.4.1.2 Floating-point rounding error

For each of our metrics, we had to carefully verify whether computing them for specific inputs was
naively possible given the presence of rounding error. Thankfully, we were able to compute the vast
majority of values accurately with 64-bit precision floating-point computation. We cannot overstate
how important this is. If we had been restricted to 32-bit precision throughout our empirical studies,
we would have either had to incur an enormous coding overhead by implementing custom routines
that reproduce 64-bit computations with 32-bits, or we would have had to severely restrict the
space of architectures we study. When conducting study B (section 3.2), we were indeed restricted
to 32-bit computation, which did not impact metric computation but did potentially affect training.
We discuss this point further in sections 6.5 and 6.7.

There were three situations where catastrophic floating-point error actually arose for us in prac-
tice. (i) The standard deviation operator, as defined in the previous subsubsection, was sometimes
applied to a quantity with a much lower standard deviation than expectation. This can lead the
rounding error to exceed the standard deviation. This occurs for the NLC and related metrics as
discussed in section 4.4.4 and LBIAS as discussed in section 6.4. (ii) Some metrics require that
we evaluate a network for inputs that are only an infinitesimal distance apart. If the actual distance
that is chosen when computing a value for these metrics is too large, we do not capture the true
behavior of networks over an infinitesimal distance. However, if this distance is chosen too small,
then the rounding error introduced at any stage of the network evaluation can corrupt the result.
This occurs for our GLLAD, MGLLA, MES and MGLLAHE metrics as discussed in sections
4.4.6, 4.4.9 and 9.3. (iii) Some metrics require an iterative computation at an unstable fixed point.
Even a tiny rounding error can explode over some number of iterations. This occurs for our mean
field metrics as discussed in section 5.3.3.

There are other potential sources of catastrophic rounding error. For example, when summing a
large number of values in 32-bit precision, we have to ensure not to add values to the sum one
after the other in a naive fashion. In study A, we did not have to worry about this as we used 64-bit
precision. In study B, we used Tensorflow. While we don’t assume that Tensorflow actually caused
additional cases of catastrophic rounding due to suboptimal implementation when e.g. summing
the entries of a tensor, we weren’t able to verify this fact. We had to trust in Tensorflow.

3.4.1.3 Metrics and batch normalization

An additional layer of complexity arises because of batch normalization. This is because BN
violates our basic definition of networks as functions mapping single inputs to single outputs.
This assumption is baked into the f(x) notation we employ. Consider again the true error
Etrue(f, e,D) = E(x,y)∼De(f(x), y). If f depends not just on a single input, but also on other
inputs in the same batch, this definition does not technically apply. We discussed BN and its sur-
rounding issues in significant detail in section 2.4.1.1. One possible way around the problem of
batch dependency that we discussed in that section is to replace the mean and standard deviation
over the batch in the definition of BN with the mean and standard deviation over the training set.
This is commonly done when e.g. computing test error. As we explained in section 2.4.1.1, we do
not do this because we want our metrics to capture how our architectures behave during training.
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It turns out that there is a trick that allows us to incorporate BN relatively seamlessly. Let Dbatch

be the distribution over batches of given size, where each point in the batch is drawn from D
independently of the other points. If we view f as a function mapping batches of inputs to batches
of outputs, and we view the loss and error functions as the mean of their pointwise values across the
batch, all metrics we define throughout this work can be applied directly to the BN case. In practice,
we do generalize each metric using this trick, though we also make additional modifications. All
of our generalized definitions have the property that if they are applied to an architecture not
containing BN, they revert to the original definition for the BN-free case that is given explicitly.

For the purpose of statistical estimation, we can easily obtain a sample point for Dbatch by drawing
a batch from any data shard without replacement. Of course, the downside is that, if we draw mul-
tiple batches, those batches may contain the same datapoint and thus they may not be independent
draws from Dbatch. This is a benign issue.

Because we also use batches for the purpose of forward propagation in the BN-free case, it turns
out that we do not have to alter any of our programs that compute metric values in the BN-free
case for the purpose of accommodating BN. Such is the power of the Dbatch trick.

Finally, we note that we use the Dbatch trick not just to enable metric value computations for ar-
chitectures with BN, but other computations as well. For example, it enables us to extend the loss
function we use for study A (section 3.1.2) to the BN case.

3.4.2 Metric terminology, conventions and presentation

4-fold overloading: function / estimator / program / value In section 2.3.4, we explained
how the concept of a neural network f has five different aspects. It is a mathematical function, a
program that implements a close approximation to that mathematical function, a graph over layers,
the vector value that it outputs, and the distribution over that vector value when associated with an
input distribution. We explained how we overload our notation and terminology to simultaneously
refer to these five aspects.

In the same fashion, any of our metrics has (up to) four different aspects. It is (i) a mathemati-
cal function as we define it in the text, (ii) (if one of its inputs is a data or input distribution) a
statistical estimator for that function, (iii) a program implementing the function or estimator and
(iv) a scalar or distribution value. As with networks, we overload our notation and terminology to
simultaneously refer to all four aspects.

Throughout the remainder of this work, the use of statistical estimation when computing met-
ric values remains implicit, except when we state which data shard the sample for the estimator
was taken from. We will say “The value of the metric evaluated on the training set was ...”. We
discussed how we conduct estimation in detail in section 3.4.1.1. We use canonical programs to
implement our metrics and estimators. We discuss these programs only whenever our results were
affected by catastrophic floating-point rounding error as discussed in section 3.4.1.2. When metrics
have a network or architecture as input, we define and discuss the metric under the assumption that
the network maps single inputs to single outputs. When we want to evaluate the metric on a net-
work or architecture with BN, we generalize the metric as described in section 3.4.1.3. Except for
the NLC, this generalization remains implicit. We re-iterate that values for these generalized met-
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rics are computed using the exact same programs as values for the corresponding un-generalized
metrics, and that the generalized definition reverts to the original definition for networks or ar-
chitectures that do not use BN. We discuss all the above issues in detail for the NLC, our most
important metric besides error / loss, in section 4.4.4.

Shorthands and defaults Many of our metrics have a network or architecture as input. When-
ever a metric is a function of a network, we can equivalently define it as a function of an archi-
tecture and parameter. While we generally use the former option for brevity, the two are used
interchangeably throughout this work.

Often, we will use shorthands to refer to values of metrics that have a network or architecture
input. We will say things like “The value of the NLC of f is ...”. When we do this, the following
conventions and defaults apply for the other inputs of the metric.

• The error function e defaults to classification error.

• The loss function ` defaults to regular softmax+cross-entropy for study B and our augmented
version of softmax+cross-entropy used for study A otherwise.

• The data distribution D defaults to the hypothetical data distribution of the dataset used to
train the architecture on which the metric was computed. If the architecture falls outside
of study A or B and was not trained, the default is the data distribution of CIFAR10. By
default, the sample used for statistical estimation is taken from the training set if the metric
is computed on a randomly initialized parameter value, and from the test set otherwise.

• The parameter value defaults as follows. When we reference the metric value for an architec-
ture in the “initial state” or “before training”, we mean that the parameter value was drawn
from the initialization scheme. Unless otherwise stated, the specific parameter value used
was as follows. For study A architectures, we use the parameter value that was used to begin
each training run for that architecture. For study B architectures, we use the parameter value
that was used to start the training run that used the starting learning rate chosen by hyper-
parameter tuning as described in section 3.2.2. For experiments outside of studies A and B,
if the architecture was trained, we use the same initial parameter value used for training. If
the architecture was not trained, we simply sample a fresh parameter value. If we sample
multiple parameter values in this way, we make it explicit.

When we reference the metric value for an architecture in the “final state” or “after training”,
the parameter value is the one obtained after training with the best starting learning rate
chosen by hyperparameter tuning as described in sections 3.1.2 and 3.2.2. Hence, metric
values for the initial and final state always use parameter values that belong to the same
training run.

In the context of training error minimization, metric values in the initial and final state use the
parameter values from the training run that yielded the least training error. If the architecture
was fully-connected, we used a completely different set of training runs for training error
minimization as described at the end of section 3.1.2. Whenever we give results from training
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error minimization in any graph, we display the train-opt marker above it. See e.g. figure
4.4.

For example, when we quote a value for “the NLC of f before training” we imply the default data
distribution, sample and random parameter value as described above, and we imply that the value
was computed via the estimators and program as described earlier in this section. When we deviate
from the defaults, we say e.g. “the NLC of f evaluated on the validation set” if the sample stems
from the validation set.

Metric values before and after training Throughout this work, we focus mainly on analyzing
the properties of architectures in the initial state, rather than the final state. This is because one of
our core goals is to improve architecture design without the need for training. We want to enable
readers to understand and predict the performance and behavior of architectures by examining the
initial state, not the final state.

For some architectures, no training run achieved an error that we deemed better-than-random. The
threshold for this was 0.5 for waveform-noise and 0.8 for CIFAR10 and MNIST. Many of our met-
rics depend critically on starting learning rate when evaluated after training. If no starting learning
rate yielded better-than-random performance, there was no meaningful way to choose the best
starting learning rate. Hence, we cannot meaningfully choose a final state for evaluating metrics.
Hence, whenever we reference values for any metric not based on error in the final state, we restrict
ourselves to architectures that achieved a better-than-random error on at least one training run. If
we selected the starting learning rate based on validation error, we determined better-than-random-
ness also based on validation error. The same goes for training error / test error.

Conventions of notation Throughout this work, we define metrics using the metric definition
environment. We have used this environment already to define error and loss in section 2.1. Metrics
are denoted by “labels” consisting of (usually more than one) capital letter. Their inputs are given
in parentheses. An exception to this is when those inputs are layer indices or activation functions.
In that case, they are denoted as subscripts. As an example, when a metric MET takes as input an
architecture f , a parameter θ and a layer index l, we write METl(f, θ). When we first introduce
and define a metric, we always denote all its inputs explicitly. However, later on, we pick and
choose which inputs we denote explicitly based on the situation. All of this is equivalent to how
we use f to denote a network or architecture function. See section 2.3.4 for details. When we do
not state metric inputs explicitly, defaults apply as given above.

Scatter plots We present our results most often in the form of scatter plots, where each marker
generally corresponds to a single architecture and each axis depicts the value of a metric of that
architecture. We sometimes give the correlation value as well as the statistical significance of the
correlation at the top of the graph. If a metric is depicted in log scale, the logarithm of that metric
is also used to evaluate this correlation and significance. Each axis is labeled with the metric
depicted on it. Above the graph, we state which architectures are depicted and which dataset is
used for training and metric computation. ‘CIFAR10 - FC’ refers to study A architectures trained
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on CIFAR10. ‘MNIST’ / ‘waveform-noise’ refers to study A architectures trained on the respective
dataset. ‘CIFAR10 - Conv’ refers to study B architectures. We use the train-opt marker above a
graph when the initial and / or final state considered stems from training error minimization.

When metric values evaluated on architectures in the final state are depicted, such as test error,
by default, training is conducted using the protocols given in sections 3.1.2, 3.2.2 and 3.3. When
those protocols are altered, the specific alteration is given in parentheses above the graph.

Sometimes, we plot a metric value corresponding to one architecture on the x-axis and a metric
value corresponding to another architecture on the y-axis. Or, we plot metric values corresponding
to two final states obtained from two different training protocols. In those cases, we use a label
of form “(X vs. Y)” above the graph, where X and Y describe the difference in architecture /
protocol. In this context, “original” refers to the default architecture / protocol as given in this
chapter. Further, on each axis, we give the architecture / protocol used for that axis after a colon.

Sometimes, we plot the difference or ratio of a metric value between two architectures or two
training protocols on one axis. Again, we use a label of form “(X vs. Y)” above the graph. On the
axis in question, we specify which difference / ratio is used after a colon.

Whenever a metric value was unavailable due to rounding error, we often simply do not plot that
value. However, for the NLC and LBIAS metrics, it was possible to derive reasonable approxi-
mations for missing values. Oftentimes, we do plot the approximations in our scatter plots. See
section 4.4.4 for more information.

Sometimes, we found that multiple markers in our scatter plots were in (almost) the exact same
location. When it is important that these markers be individually identifiable for the purpose of
interpreting the graph, we added tiny random perturbations to these markers. The following things
were always true about situations where we found this to be necessary: (i) The graphs depicted the
training or test error of the architectures represented by the markers on the x- or y-axis. (ii) The
architectures were always study B architectures trained on CIFAR10. (iii) The overlapping markers
always corresponded to architectures with an error close or equal to 0.9, which corresponds to
random performance. (iv) We added random perturbations to any axis value of the overlapping
markers that depicted error.

In general, we vary the range of the x- and y-axes in our scatter plots so that as much of the plot
area as possible is utilized. However, we also strive to keep the axis ranges the same for similar
plots, to enhance comparability. Please check the x- and y-axis ranges, especially when comparing
plots.

Gaussian stability Throughout this work, we study the concept of Gaussian stability, which is
a major driver of (lack of) performance and many other behaviors. See e.g. sections 5.2, 5.6 and
6.1. We do not define Gaussian stability via a concrete metric. For the purpose of our empirical
analysis, we say that an architecture is a ‘Gaussian unstable architecture’ (GUA) if it falls in one of
the following categories. (i) The architecture is fully-connected, based on the square or odd square
activation function, and uses BN. (ii) The architecture is convolutional and uses an activation func-
tion based on square or odd square. (iii) The architecture is convolutional, uses an activation
function based on abs. val., and l < 0.8 holds for the linearization parameter. Further, we say that
an architecture is a ‘Gaussian edge architecture’ (GEA) if it is fully-connected, is based on ReLU
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and does not use LN. We explain these choices in section 5.6 and give the full list of GUAs and
GEAs in the appendix in chapter A. We stress that our designation of GUAs and GEAs is merely
for the purpose of simplicity and empirical evaluation. We do not advocate for criteria (i) through
(iii) above to be the definition of the actual phenomenon of Gaussian stability / instability.

In many figures in this work, markers that correspond to GUAs are displayed in green and markers
that correspond to GEAs are displayed in red (e.g. figures 4.7, 5.8). In all but two figures, which
are figures 4.27 and 4.28, GUAs and GEAs are also “displayed in the foreground”. Whenever
a green or red marker corresponding to a GUA or GEA overlaps with a (usually black) marker
corresponding to another architecture, the green or red marker is fully visible while the other
marker is partially or fully occluded. It is important to note that not all of our figures use green
or red markers. A lack of such markers does not mean the GUAs or GEAs are excluded from the
figure. It simply means that they do not behave differently from other architectures, so there is no
need to visually distinguish them.

3.5 Limitations of empirical studies

There were a number of limitations that affected our empirical studies, which we discuss in this
section. Some of these limitations are intrinsic to the type of analysis we conducted. Others are
specific to the conditions under which this work was conducted, i.e. limited time, code and com-
putational resources. Each of the following subsections discusses a broad limitation. Discussions
about specific limitations that affect only a small number of metric values are dispersed throughout
the work.

3.5.1 Limitations of architecture choice: breadth vs relevance

Throughout chapter 1, we stressed that one of our core objectives is to develop guidelines that
are universal and reach beyond popular designs. Yet, in section 3.1.1 and 3.2.1, we stated that
we conducted our empirical studies specifically on architectures that relatively closely resemble
popular architectures. How do we reconcile this apparent contradiction?

The simple answer is that, like any study, we only had access to a finite amount of computational
resources. Hence, we had to validate our results on a set of architectures that would inevitably
be a tiny subset of the set of all possible architectures. If we can only validate results empirically
on some set of architectures, we might as well do it on a set of architectures built from popular
design strategies. Since there are a large number of factors influencing architecture performance,
it makes sense to begin by focusing on those that are most relevant to popular architectures. We
believe there is great value in explaining the majority of performance variation for architectures
built from popular strategies, as we do in chapter 6. Finally, we note that the vast majority of
all neural architectures perform like random guessing. Generating architectures that have a good
chance of succeeding is the best way to ensure that performance variation is observed at all.

The key to generalizing our empirical results beyond popular architectures is to understand why
our results hold on the architectures we study and what properties of those architectures cause the
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observed behavior, which corresponds to utility criterion 7. We investigate these questions in great
detail in this work. By building a scientific theory on top of our individual results, our results
explain and reinforce each other. This yields a degree of certainty that extends to architectures on
which we did not explicitly conduct experiments.

Despite the limitations on the breadth of architectures we were able to study, we stress that this
same breadth went far beyond the vast majority of related studies, and indeed far beyond that of
most deep learning studies, period.

3.5.2 On the sensitivity of our results to the architecture space

Throughout this work, we investigate questions like “Is there an association between some metric
A and another metric B?”. For example, we investigate whether the NLC before training is asso-
ciated with test error after training. The empirical validity of such associations is always, perhaps
unfortunately, highly dependent on the specific set of architectures across which it is measured.
There is absolutely nothing we can do about this dependence.

For example, consider study A. It contains 250 randomly sampled architectures that were trained
on CIFAR10. Let’s say that we observe that the value of metric A is correlated at a level of
0.99 with the value of metric B across those 250 architectures. While this is certainly a strong
signal, we have to bear in mind that by manipulating even just the frequency of properties like
activation function and normalization operation among those 250 architectures, we can change
these correlation levels to almost arbitrary degrees. For example, we will find that, throughout this
work, architectures that exhibit Gaussian instability represent outliers with respect to many trends.
By increasing or decreasing the frequency of certain architecture properties that induce Gaussian
instability, we can therefore control the strength of these trends.

Just as in section 3.5.1, the most important remedy to this problem is to understand why our results
hold for the architectures we study and what properties of those architectures cause the observed
behavior. When we can predict what our results would look like on different sets of architectures
based on our understanding of deep learning, we are no longer dependent on specific empirical
values. A second remedy is to design our random architecture generators without an agenda to
elicit specific results. When we developed the experimental protocol for study A as described in
section 3.1, we did so certainly with some understanding of the field of deep learning, but without
a strong expectation about the results we would obtain regarding the concepts we study in this
work. For example, the fact that two of our activation functions in study A sometimes cause
Gaussian instability while the others do not, and the fact that those activation functions account
for approximately 2

11
of our architectures, happened by pure coincidence. When we designed

study B, we did have a strong understanding of concepts, such as nonlinearity, and of architecture
properties, such as activation functions. Therefore, we chose some different properties, like data
processing, to vary in study B relative to study A.

When designing our random architecture generators, we also decided to exclude some known
sources of performance variation. For example, we did not vary the dimensionality of the parameter
significantly within either study A or B. We also ensured that all our architectures exhibited scale
stability to a significant degree. We always had our skip connections skip 2 macro-layers, which
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is the popular standard [He et al., 2016b, Zaguroyko and Komodakis, 2016]. The reasoning here
is that we did not want to “rediscover” these factors. Of course, in some sense, this “inflated our
numbers”. For example, if we had studied architectures with a parameter dimensionality of 100
alongside architectures with a parameter dimensionality of 1 million, the NLC would explain a
lesser fraction of test error variation since parameter dimensionality would likely explain a large
fraction. Again, we stress that we are not primarily interested in empirical values on some specific
set of architectures, but in universal conceptual understanding.

3.5.3 Limited hyperparameter tuning beyond learning rate

While we conduct exhaustive learning rate tuning and emphasize its importance (sections 1.4.1.1,
6.6), we do not generally tune other training hyperparameters. The next most important such
hyperparameters are (i) the choice of training algorithm itself and (ii) the loss function.

We generally consider a single training algorithm per architecture. Without a deeper reason, we use
SGD for fully-connected architectures and momentum with a decay rate of 0.9 for convolutional
architectures. An exception to this is section 4.4.1, where we also validate our results with Adam.
Ultimately, as in section 4.4.1, we do not expect the choice of algorithm, as long as it is one of the
few popular algorithms, to significantly impact our results.

For study A, we construct a special augmented version of the softmax+cross-entropy loss function
that normalizes the overall magnitude of network outputs to eliminate the confounding impact of
softmax+cross-entropy on architecture comparisons, as we mention in section 3.1.2 and investigate
in section 6.2. In study B, we use regular softmax+cross-entropy. Ultimately, we did not further
tune the choice of loss function as this is the overwhelming default choice for simple classification,
and because we were able to successfully explain our results without reference to the loss function.

3.5.4 Lack of “large-scale” experiments

Some strengths of our studies, including the wide range of architectures, the carefulness of select-
ing the best starting learning rate, and the large number of training iterations, came at the cost of
high computational expense. This meant that our experiments were not “large-scale”, i.e. we had
to limit dataset size and layer width.

Throughout this work, we observe that dataset size and layer width do not impact our results. We
provide deep explanations for our results that do not depend on whether experiments are small-
scale or large-scale. Therefore, we do not believe that increasing dataset size or layer width further
would provide significant benefit to our analysis.

3.5.5 Limitations of architecture type

We restrict our empirical analysis to deterministic feedforward networks. We do not study recurrent
networks, memory networks or dropout, for example. While we do not doubt that our core results
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extend to those network types and that there are interesting and important extensions to be found,
that goes beyond the scope of this work.

3.5.6 Limitations of task setting

We also restrict our empirical analysis to the supervised classification setting and the empirical
risk minimization approach. While it is the most popular setting in deep learning, a core feature of
the functional-gradient paradigm is that architectures can work in any setting. It would have been
nice to verify that the relative performance of our architectures is roughly the same when they are
applied to e.g. regression, reinforcement learning, image generation or noisy label predictions.
We note that, while we frame our notation and terminology in terms of the prediction setting for
brevity and readability, our analysis does not suggest that our results are fundamentally restricted
to that setting.

3.5.7 Code base limitations

Because study B used convolutional networks, its computational cost exceeded that of study A by
over an order of magnitude. We are grateful that we had access to a massive amount of computing
resources for a certain time period in order to conduct study B. Without those resources, study B
would not have been possible. However, we only had access to those resources for a limited time,
and we did not have access to the code we used to conduct study A during that time. Hence, we
could only implement a limited amount of code to use for study B and had to rely significantly on
pre-written code. Because of this, we were only able to compute values for our most important
metrics, such as the NLC. While study B was massive in terms of the number of training runs
conducted, we did not obtain as many measurements as we would have liked from each training
run. Because we also lost access to the code used for study B once study B was completed, we did
not have the chance to make further measurements at a later date. Hence, a significant fraction of
our results are validated empirically only for fully-connected networks.

Beyond obtaining fewer metric values, as mentioned at the beginning of section 3.2.2, we also had
to “cut corners” in the experimental protocol of study B itself. Since we had to use pre-written
code, we had to abide by choices that were baked into that code. Many of these choices, which we
view as shortcomings relative to standards we are hoping to set, are already mentioned in section
3.2. They are also referenced when necessary throughout this work. Below is a list of the most
important shortcomings.

• The single most important shortcoming is that all computation was conducted with 32-bit
floating-point precision, which potentially hurt training for some architectures. See sections
6.5 and 6.7.

• We did not have access to a validation set. We had to select the best starting learning rate
based on test error rather than validation error. We study the impact of this in section 7.5.

• We could not use the same parameter value to start all 20 training runs for each architecture.
Rather, we sampled a different value from the initialization scheme for each run. Therefore,
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the performance difference between runs was not entirely due to the difference in starting
learning rate. We rely on the high degree of consistency that architectures exhibit from one
draw of the initialization scheme to the next for the purpose of our analysis.

• We had to use a fixed number of training iterations and a fixed number of iterations for
each learning rate level. We could not increase the number of iterations dynamically based
on whether training was still making progress. We were not able to stop training at the
parameter value at which we measured the lowest error.

• We had to use Tensorflow. Therefore, we were not always able to verify whether catastrophic
floating-point rounding error occurred. We had to assume that Tensorflow makes “smart”
choices, for example when summing a large number of floating-point values, that do not
exacerbate rounding error.

3.5.8 Lack of independent samples for statistical estimation

One of the challenges of this work is to compute accurate values for metrics when we have to rely
on statistical estimation. We cover this challenge in detail in section 3.4.1.1. Many of our metrics
are defined in terms of a data or input distribution. The only option we have for constructing sam-
ples for estimating those metrics is to use the datapoints from our datasets. Because our datasets
are not large, we have to reuse our datapoints both during the computation of individual metric
values, and to conduct multiple computations that depend on each other sequentially. Every time
we use a datapoint, information “leaks” into the computation. The next time we use that datapoint,
it no longer constitutes an independent draw from D relative to the whole pipeline. Hence, even
if we assume that the datasets as originally downloaded from the internet are composed of inde-
pendent draws from a data distribution, there are factors internal to our pipeline that render this
assumption untrue for the samples we actually feed into our estimators. We list various forms of
information leakage below.

Overall, we believe the impact of this sample non-independence is ultimately negligible. The types
of datapoint reuse we engage in are common in the deep learning community and rarely mentioned.

• In all our experiments, we utilize data processing. In many cases, we use statistics computed
on the training and validation set for this. This causes each datapoint to be normalized based
on the value of other datapoints, so inter-dependency is introduced. We at least make sure
that datapoints in the test set are not used to normalize other datapoints.

• When an architecture is trained, the datapoints in the training set are infused into the pa-
rameter value. If a metric utilizes the trained parameter value, the training set is no longer
an independent sample. Information from the validation set is also infused if early stopping
is used. Hence, we never implicitly use any datapoints other than test set datapoints for
computing metrics on trained architectures.

• Some of our metrics, such as the NLC, utilize multiple probabilistic operators over the data
or input distribution. In general, we (slightly improperly) use overlapping samples for each
sub-estimator.
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• When computing metrics on architectures that use BN, we do not ensure that batches never
re-use the same datapoint. Therefore, batches are not independent draws from Dbatch as
defined in section 3.4.1.3.

• When we apply data augmentation, we do so on the fly after the batch is drawn from the un-
augmented training set without replacement. This introduces some inter-dependency as our
batches can never contain two augmented datapoints that stem from the same un-augmented
datapoint.

• Sometimes, we generate a sample by bootstrapping the data shard. This can obviously re-use
the same datapoint.

3.5.9 Hyperparameters and the sharp valley problem

In many places in this work, we wish to find the “best hyperparameter value”. For example,
we wish to determine the least test error attained by an architecture under SGD for any starting
learning rate (SLR). In deep learning, computing the minimal value of a metric such as error in
the final state, as the initial parameter value, architecture or training protocol varies continuously,
is impossible. This is because the gradient dθ

(T )

dθ(0)
is often enormous, as it requires backpropagation

through the entire training procedure, which often leads it to explode [Metz et al., 2019]. Therefore,
the sensitivity of the final error with respect to a hyperparameter that affects either θ(0), the way θ(0)

is used by the architecture, or the progress of training starting from θ(0), is also often enormous.
While the impact of large changes to the initial condition, like changing every activation function
in an architecture or doubling the number of layers, is often predictable, the impact of very small
changes is chaotic. Changing the initial parameter value in the 10th significant digit may change
the final error in the second significant digit. This means that no matter how many values of e.g.
SLR we “try out”, we cannot estimate how close the lowest error we have observed is to the actual
lowest error. If an SLR of 0.7465 induces an error of 0.103 and an SLR of 0.7466 induces an
error of 0.104, we cannot guarantee that an SLR of 0.74655 does not induce an error of 0.07, for
example. We term this the ‘sharp valley problem’. Further, even if we were able to compute the
true lowest error at great computational expense for a small architecture, that value would be of
limited practical utility because it would likely not be feasible to compute the corresponding value
for large, real-world architectures.

Thus, in practice, when choosing a grid of hyperparameter values for which to conduct full training
runs, we must choose a grid fine enough so that we capture “meaningful macro-effects” but not
so fine that we end up optimizing over “chaotic micro-effects”. In the case of SLR, considering
a geometric sequence of values with spacing factor between 2 and 10 is a popular choice. This
is reflected in our study design. We then choose the best value from this sequence. Through-
out this work, we refer to this chosen value as the “best starting learning rate” (best SLR) while
acknowledging that this phrasing is not technically accurate.

Beyond calibrating the grid, the best way to mitigate the sharp valley problem is independent
validation. For example, in study A, when selecting the best SLR for minimizing test error, we
actually choose the SLR that yields the least validation error. So if we were “unluckily lucky” and
found an SLR value that yields a validation error that is not reflective of the validation error in the
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“general vicinity” of that SLR value, there is still a good chance that the test error is not inside a
sharp valley.

3.6 Summary of empirical studies

In this chapter, we detailed the experiments used throughout this work for the purpose of empirical
analysis and validation. In this section, we summarize (i) the choices made in the design of our
empirical studies that were most responsible for obtaining the results we cover in this work; and
(ii) the terminology and conventions that are most important for understanding and interpreting
our figures, tables and discussion of experimental measurements. We also repeat specific pieces of
information from this summary in later chapters where applicable.

Study A (section 3.1) We trained 750 randomly generated architectures with SGD and exhaus-
tive learning rate tuning. We trained 250 architectures for each of three datasets: CIFAR10, MNIST
and waveform-noise. waveform-noise is from the UCI repository of datasets popular for evaluating
fully-connected architectures [Klambauer et al., 2017].

• Architectures: We generated 750 fully-connected architectures by randomly and largely in-
dependently varying depth, weight matrix and bias vector initialization, the activation func-
tion used, the normalization operation used, whether the architecture is residual, where the
skip connections are located, and the addition weights used by the skip connections. The full
list of architectures is given in section A.1.

• Activation functions: An architecture’s activation function is of form τ(s) = cτ̇(ds+h) + b,
where τ̇ is an activation function from table 2.1 and d, h, c, b are fixed constants. d is set
to 1, 1.2 or 0.8. h is set to 0, 0.2 or -0.2. Finally, we set (b, c) jointly using two con-
straints. With a 50% probability, the first constraint is b = 0 and with a 50% probability, it is
Es∼N (0,1)cτ̇(ds+h)+b = 0. The second constraint is always Es∼N (0,1)(cτ̇(ds+h)+b)2 = 1.
Using Es∼N (0,1)cτ̇(ds+ h) + b = 0 corresponds to ‘activation function debiasing’.

• Weight initialization: Weight matrices were LeCun orthogonally initialized and then further
scaled by a factor that was 1.0, 0.9 or 1.1. By not deviating too far from the LeCun variance
and by using the constraint Es∼N (0,1)(cτ̇(ds + h) + b)2 = 1, we controlled scale stability
(section 2.4.2).

• Depth: We define depth as the number of macro-layers M . This was chosen uniformly from
the set of odd integers between 3 and 49, i.e. {3, 5, 7, .., 47, 49}.

• Width: Width was chosen deterministically as a function of depth so that the dimensionality
of the trainable parameter was around 1 million. This controls the performance driver that is
parameter dimensionality (section 9.7).

• Normalization layers: Architectures used either layer normalization, batch normalization or
no normalization layers. When skip connections or an activation function based on square
or odd square is used, we always use normalization layers to control scale stability.
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• Learning rate: We tuned the starting learning rate by independently training each architec-
ture 40 times with different starting learning rates from the same initial state. The small-
est starting learning rate considered varies between architectures. It was approximately in-
versely proportional to the magnitude of the parameter gradient. The “best starting learning
rate” was selected based on the error on a held-out validation set. During each training run,
we decreased the learning rate 10 times by a factor of 3 and then terminated the run when-
ever the validation error stopped improving. Hence, we used ‘early stopping’. We study the
importance of learning rate tuning in section 6.6.

• Floating-point precision: We conducted all computation associated with study A in 64-bit
floating-point precision. We analyze the importance of this in section 6.5.

• Loss function: We used an augmented version of softmax+cross-entropy as the loss func-
tion. After initializing each architecture, we evaluated the quadratic mean of the output
layer neuron values on the training set:

√
1
dout

E(x,y)∈Dtrain||f(θ(0), x)||22. We then had the loss
function divide the network outputs by this fixed scalar value before feeding them into the
softmax+cross-entropy operation. This controls the impact of the loss function on perfor-
mance via the output magnitude (section 6.2).

• Re-training / training error minimization: We re-trained the CIFAR10 and waveform-noise
architectures without early stopping based on validation error, with the aim of determining
the least training error that could be achieved. We refer to this as “training error minimiza-
tion”. We tuned the starting learning rate by independently training each architecture 60
times with different starting learning rates from the same initial state as before; and then
selecting based on the final training error.

Study B (section 3.2) We trained 552 partially randomly generated architectures with momen-
tum and exhaustive learning rate tuning on CIFAR10. Many of the differences compared to study
A arose because we only had a limited time to work with the code base and compute cluster used
to conduct study B (section 3.5.7). We did not have the chance to replicate many experimental
results obtained for fully-connected architectures on convolutional architectures.

• Architectures: We deterministically varied activation function, the normalization operation
used, and whether the architecture was residual. We additionally varied the following at ran-
dom: weight initialization scheme, whether bias and elementwise multiplication layers were
used, data processing scheme, whether data augmentation was used, the type of pooling layer
used, and whether a global average pooling layer was used. (For convenience, we consider
data processing and data augmentation as part of the architecture definition in this study, as
they were varied randomly along with architecture properties.) Each of these properties was
sampled independently of the others. The full list of architectures is given in section A.2.

• Activation function: An architecture’s activation function is of form τ(s) = cτ̈(l, s) + b,
where l, c, b are fixed constants. (Note that when we don’t use the letter l as a subscript, it
generally does not denote a layer index as it does in the expression fl.) τ̈(l, s) is an activation
function augmented with a ‘linearization method’. A linearization method is a method for
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interpolating an activation function with a linear function. We abbreviate the concept of
(activation function, linearization method) pair as ‘AFLM’. In table 3.1, we depict all AFLMs
used in the study. The ‘linearization parameter’ l indicates how close to a linear function τ̈
is. We will formalize this intuitive concept in later chapters. l always has a ‘default value’
that makes the AFLM revert to a basic activation function from table 2.1.

Each of the 12 AFLMs in table 3.1 is used with 12 different triplets of values (l, c, b) in the
study. See section A.2 for details. In the first triplet, l is set to the default value, b is set to 0
and c is set to achieve Es∈N (0,1)τ(s)2 = 1. Across the other 11 triplets, l varies. This causes
τ to be more or less linear. Roughly, these 11 triplets correspond to 0% linearization, 10%
linearization, etc. up to 100% linearization. (b, c) are set jointly to achieve Es∈N (0,1)τ(s)2 =
1 and Es∈N (0,1)τ(s) = 0. As before, Es∈N (0,1)τ(s) = 0 corresponds to activation function
debiasing.

• Weight initialization: As in study A, we choose the initial weight variance along with
Es∈N (0,1)τ(s)2 = 1 to achieve scale stability.

• Depth: Depth was fixed to 20 and not varied in order to control the spatial frequency com-
position of the output [Xiao et al., 2018].

• Layer size: Layer size was fixed to control parameter dimensionality.

• Normalization layers: All activation functions not based on the square or odd square AFLM
are used in four architectures: (i) a non-residual architecture not using normalization layers,
(ii) a non-residual architecture using batch normalization, (iii) a non-residual architecture
using layer normalization and (iv) a residual architecture using batch normalization. The 24
activation functions based on the square and odd square AFLMs are used only in the three
architectures (ii) through (iv) to prevent scale instability. All randomly chosen architecture
properties always take the same value for all 36 / 48 architectures associated with the same
AFLM.

• Learning rate: We tuned the starting learning rate by independently training each architec-
ture 20 times with different starting learning rates from different initial states. The 20 values
were 3, 1, 0.3, .., 3 ∗ 10−9, 1 ∗ 10−9. The “best starting learning rate” was selected based on
the lowest test error achieved after training. We study the impact of not having access to a
validation set in section 7.6. Each training run lasted 100,000 iterations, which is approxi-
mately 256 epochs, and the learning rate was divided by 10 after 40,000, 60,000 and 80,000
iterations. If the training error had not decreased below 0.8 after 10,000 iterations, training
was terminated.

• Floating-point precision: We conducted all computation associated with study B in 32-bit
floating-point precision.

• Loss function: We used regular softmax+cross-entropy.

• Training error minimization: Because early stopping based on validation or test error was
not used to begin with, to determine the least training error that could be achieved, we simply
selected the best starting learning rate from our original 20 training runs based on the training
error after training.
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• Re-training: For some architectures, after conducting 20 training runs as described above,
we conducted additional training runs. We used the starting learning rate selected from the
original runs and trained the architecture another 10 times with different random number
sequences. Results from this re-training are presented in chapter 7.

Additional experiments (section 3.3) A large fraction of our analysis was validated through
studies A and B. However, we also conducted additional training runs which utilize a different
architecture and / or training protocol. We also analyze some architectures that do not belong to
study A or B in their initial state, without training them. Results from experiments that do not fall
entirely under study A or B appear in tables 4.2 and 4.5, as well as figures 4.6, 4.9, 4.11, 4.17,
4.29, 5.1A through 5.7A, 6.2, 6.7, 6.8, 6.9, 6.10, 6.19, 9.1 and 9.2.

Architectures that do not fall under study A or B are always fully-connected and of a layout similar
to study A. We used the same training protocol as in study A, including 64-bit precision, learning
rate tuning and augmented loss function, unless stated otherwise. We also used the “re-training
protocol” for training error minimization.

Metrics, terminology, convention and presentation (section 3.4) Almost all of our empirical
analysis in this work is based on ‘metrics’. We use this term loosely in accordance with section
2.7 to refer to functions of one or more of the following: neural architecture, neural network,
layer, parameter, data distribution, input distribution, dataset, data shard, activation function, input,
label, loss function, error function, layer component index. A metric represents a property of those
constructs, or a measure for an ill-defined property.

• Statistical estimation: Many of our metrics are defined in terms of input or data distributions.
We use statistical estimation to compute values for those metrics, where samples are taken
from our data shards.

• Overloading: Any of our metrics has (up to) four different aspects. It is (i) a mathematical
function as we define it in the text, (ii) (if one of its inputs is a data or input distribution)
a statistical estimator for that function, (iii) a program implementing the function or esti-
mator and (iv) a scalar or distribution value. We overload our notation and terminology to
simultaneously refer to all four aspects. We do the same with neural networks and associated
concepts as described in section 2.3.4 / 2.7.

• Initial state: When we reference the metric value for an architecture in the “initial state”
or “before training”, we imply that the parameter value was drawn from the initialization
scheme. When we reference the metric value for an architecture without qualifier, we gener-
ally mean the value in the initial state, unless the metric is based on error. Unless otherwise
stated, the specific parameter value used is as follows. For study A architectures, we use the
parameter value that was used to begin each training run for that architecture. For study B
architectures, we use the parameter value which was used to start the training run that used
the starting learning rate chosen by hyperparameter tuning. For experiments outside of stud-
ies A and B, if the architecture was trained, we use the same initial parameter value used for
training. If the architecture was not trained, we simply sample a fresh parameter value. If
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we sample multiple parameter values in this way, we make it explicit. By default, the sample
used for statistical estimation in the initial state is taken from the training set.

• Final state: When we reference the metric value for an architecture in the “final state” or
“after training”, we imply that the parameter value is the one obtained after training with
the best starting learning rate. Hence, metric values for the initial and final state always use
parameter values that belong to the same training run. When we reference the value of a
metric based on error for an architecture without qualifier, we generally mean the value in
the final state. By default, the sample used for statistical estimation in the final state is taken
from the test set.

• Training error minimization: Under training error minimization, metric values in the initial
and final state use the parameter values from the training run that yielded the least train-
ing error, as described above. If the architecture was fully-connected, re-training applies.
Whenever we display results from training error minimization in any graph, we display the
train-opt marker above it. See e.g. figure 4.4.

• Discarding randomly performing architectures: For some architectures, no training run
achieved an error that we deemed better-than-random. The threshold for this was 0.5 for
waveform-noise and 0.8 for CIFAR10 and MNIST. Many of our metrics depend critically
on starting learning rate when evaluated after training. If no starting learning rate yielded
better-than-random performance, there was no meaningful way to choose the best starting
learning rate. Hence, we cannot meaningfully choose a final state for evaluating metrics.
Hence, whenever we reference values for any metric not based on error in the final state,
we restrict ourselves to architectures that achieved a better-than-random error on at least one
training run. If we selected the starting learning rate based on validation error, we deter-
mined better-than-random-ness also based on validation error. The same goes for training
error / test error.

• Scatter plots: We present our results most often in the form of scatter plots, where each
marker usually corresponds to a single architecture and each axis depicts the value of a
metric of that architecture. We sometimes give the correlation value as well as the statistical
significance of the correlation at the top of the graph. If a metric is depicted in log scale,
the logarithm of that metric is also used to evaluate this correlation and significance. Each
axis is labeled with the metric depicted on it. Above the graph, we state which architectures
are depicted and which dataset is used for training and metric computation. ‘CIFAR10 - FC’
refers to study A architectures trained on CIFAR10. ‘MNIST’ / ‘waveform-noise’ refers to
study A architectures trained on the respective dataset. ‘CIFAR10 - Conv’ refers to study B
architectures.

• Gaussian stability: Throughout this work, we study the concept of Gaussian stability, which
is a major driver of (lack of) performance and many other behaviors. See e.g. sections 5.2,
5.6 and 6.1. We do not define Gaussian stability via a concrete metric. For the purpose
of our empirical analysis, we say that an architecture is a ‘Gaussian unstable architecture’
(GUA) if it falls in one of the following categories. (i) The architecture is fully-connected,
based on the square or odd square activation function and uses BN. (ii) The architecture
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is convolutional and uses an activation function based on square or odd square. (iii) The
architecture is convolutional, uses an activation function based on abs. val. and l < 0.8
holds for the linearization parameter. Further, we say that an architecture is a ‘Gaussian
edge architecture’ (GEA) if it is fully-connected, is based on ReLU and does not use LN. We
explain these choices in section 5.6 and give the full list of GUAs and GEAs in the appendix
in chapter A. We stress that our designation of GUAs and GEAs was merely for the purpose
of simplicity and empirical evaluation. We do not advocate for criteria (i) through (iii) above
to be the definition of the actual phenomenon of Gaussian stability / instability.

In many figures in this work, markers that correspond to GUAs are displayed in green and
markers that correspond to GEAs are displayed in red (e.g. figures 4.7, 5.8). In all but
two figures, which are figures 4.27 and 4.28, GUAs and GEAs are also “displayed in the
foreground”. Whenever a green or red marker corresponding to a GUA or GEA overlaps
with a (usually black) marker corresponding to another architecture, the green or red marker
is fully visible but the other marker is partially or fully occluded. It is important to note
that not all of our figures use green or red markers. A lack of such markers does not mean
the GUAs or GEAs are excluded from the figure. It simply means that they do not behave
differently from other architectures, so there was no need to visually distinguish them.
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Chapter 4

The Nonlinearity Coefficient (NLC)

In this chapter, we begin the process of establishing the nonlinearity coefficient (NLC) as a core
metric for neural architecture design and a primary tool for neural network analysis in general. The
NLC is a function of a network that, when evaluated in an architecture’s randomly initialized state,
is predictive of the architecture’s test error after training, and that fulfills many other utility criteria
as postulated in figure 1.3 to a significant degree. Hence, we establish the utility of the NLC for
zero-shot architecture design (ZSAD; figure 1.2). Please see section 1.2.1 for a detailed overview
of this chapter as well as related results.

Analyzing the NLC is a process that spans all chapters and the majority of sections of this work
from this point forward. In each chapter, we take a slightly different approach. In this chapter, we
take a “one-by-one approach”, i.e. we investigate properties of the NLC in isolation, one after the
other, section by section and subsection by subsection. We use conceptually simple experiments
and theory to validate results individually. Of course, designing the right experimental protocol
and proving the theorems is far from simple. In fact, in order to keep this chapter manageable,
we outsource our presentation and discussion of our experimental protocol to chapter 3 and we
provide proofs for the propositions and theorems of this chapter in chapter 10. The strength of this
chapter is its simplicity, its weakness is that, at least in some parts, we largely rely on empirical
results, which depend to some degree on our choice of which neural architectures to study. We
discuss this tradeoff in section 3.5.2. Later chapters provide context and explanation for the results
of this chapter. For example, in section 5.5, we explain results using mean field theory. In section
6.7, we explain architectures that represent outliers in our figures of section 4.4.1.

The NLC is a measure of the property ‘degree of nonlinearity’ of a neural network, which is intu-
itively related to the notion of the complexity of a mathematical function. We begin this chapter by
asking the fundamental question, “What is nonlinearity?” in section 4.1. In section 4.2, we derive
the definition of the NLC, and give a theorem that establishes the NLC as a nonlinearity measure.
In section 4.3, we provide a visual illustration of the meaning of nonlinearity and its relation to
the NLC. In section 4.4, we demonstrate a range of properties of the NLC, where each subsection
corresponds to a different property which is given in the title. In section 4.5, we investigate the
interplay between the dataset and performance prediction using the NLC. As discussed in section
1.4.1.2, we aim to develop ZSAD guidelines that are as data-agnostic as possible.
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Function (a) (b) (c) (d) (e) (f) (g) (h)

Illustration

Is linear? yes yes no no no no no no
|dom|
|co| E|F

′(s)| 1 1 2 8 1 2.48 1 1
|dom|
|co|

√
EF ′(s)2 1 1 2.22 8.89 1.20 2.85 3.14 3.14

Table 4.1: Comparison of scalar functions with regards to nonlinearity. dom refers to the domain,
which spans the range of the x-axis. co refers to the codomain, which spans the range of the y-
axis. |.| applied to an interval denotes interval length. Conclusion: The expected square derivative
is more suitable for measuring nonlinearity than the expected absolute derivative.

Background from prior chapters Throughout this chapter, we use the terminology, notation
and conventions of section 2.7.

4.1 What is nonlinearity?

To define nonlinearity, we must first understand linearity. Linear functions are a fundamental
building block of mathematics, as well as a fundamental building block of machine learning. In
the context of prediction, having the output be a linear transformation of the input is highly popular.
For example, combining a linear model with a softmax+cross-entropy loss function (section 2.5.2)
leads to logistic regression. Combining a linear model with the L2 loss function (section 2.5.2)
leads to linear regression. Combining a linear model with the hinge loss function leads to a support
vector machine.

In the first instance, nonlinear simply means not linear. Almost all functions are not linear. Con-
sider functions F : Rdin → Rdout . Linearity implies that there exists some din × dout matrix A and
dout-dimensional vector b such that F (χ) can be written for all χ ∈ Rdin as χA + b. A and b only
have a combined (din + 1)dout degrees of freedom. To recognize just how restrictive linearity is,
consider that for linear F we have F (χ′) = F (χ)+(χ′−χ)dF (χ)

dχ

T
for all χ, χ′ ∈ Rdin . This means

that the value of F everywhere is determined by a single function value F (χ) and a single Jacobian
dF (χ)
dχ

. F is determined by its value in an arbitrarily small neighborhood around any point.

Neural networks are generally not linear, and for good reason. No matter how fancy a network
may appear, as long as it is a linear function of the input x, it can simply be represented as xA+ b.
To train a linear model, it is sufficient to consider A and b as trainable parameters and apply e.g.
a gradient method directly to xA + b. Because the expression xA + b is convex in both A and b,
this is the best way to train a linear model. While linear networks are interesting constructs for
theoretical study (e.g. Saxe et al. [2014], Pennington et al. [2017]), they are not practically useful.

In this work, of course, we want to go beyond the binary distinction of “linear” and “not linear”.
We are interested in studying the degree of nonlinearity of a network. This concept is not math-
ematically well-defined. We must therefore come up with a measure that captures this intuitive
notion.
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Let’s begin by investigating the 1-dimensional case. In table 4.1, we depict eight different scalar
functions. It is clear that functions (a) and (b) are linear, while functions (c) through (h) are not
linear. However, it is unclear exactly how different each of the functions (c) through (h) are from
a linear function. For example, comparing function (f) and (g), we can say that function (g) can be
closely approximated by three line segments, whereas function (f) requires many line segments.
On the other hand, function (g) changes direction very drastically in two places, whereas function
(f) is at least somewhat locally linear. Comparing functions (g) and (h), we can say that (h) can be
approximated better by a single line, in the mean square error sense, relative to (g). On the other
hand, we can say that the largest interval where the function is exactly linear is larger for (g) than
for (h).

We can already see that there is no right answer to the question “What is nonlinearity?”. If we were
to come up with a real-valued metric to measure the degree of nonlinearity of not just scalar func-
tions, but practical neural networks, at best, we could hope to have it (i) be intuitively reasonable
and (ii) fulfill the utility criteria of figure 1.3 as much as possible. An aspect of the meaningfulness
of the metric (criterion 7) would then be that it is a measure of nonlinearity.

4.2 Deriving and defining the NLC

The NLC is based on the simple insight that linear networks have a constant gradient. In a nutshell,
we will say that the more a network’s gradient changes direction and magnitude, the more nonlinear
it is.

Let’s again look at the 1-dimensional case. Let the closed and bounded real interval dom denote
the domain of the differentiable scalar function F . Let co denote the codomain, which we define
as the set of values taken by F . Let |.| applied to an interval denote interval length. One way to
express that linear F have a constant derivative is via the formula |F ′(s)| = |co|

|dom| , which holds for
all s ∈ dom. Hence, we have

|dom|
|co|

E|F ′(s)| = 1

We take s to be uniformly distributed over the domain. (For now, we ignore the possibility of
dividing by zero.) Further, for any F we have

|dom|
|co|

E|F ′(s)| ≥ 1

We can see this by considering that equality holds if F is monotonic, due to the fundamental
theorem of calculus. The left-hand side effectively measures the number of times the function
traverses the codomain.

Now we have a functional, a metric, namely |dom||co| E|F
′(s)|, that is minimized by any linear function.

Therefore, it is a potential candidate for measuring the nonlinearity of scalar functions. In table
4.1, we give the value of this metric for functions (a) through (h). Indeed, all values are at least 1.
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Unfortunately, as mentioned above, the metric is equal to 1 for all monotonic functions even if they
are nonlinear, e.g. functions (e), (g) and (h). This is a fatal flaw. In essence, the metric captures
changes in direction of the derivative, but not changes in magnitude. To overcome the flaw, we
note that by Jensen’s inequality we have

p−1(Ep(|F ′(s)|)) ≥ E|F ′(s)|

for any convex, strictly increasing p : R≥0 → R≥0. Further, if p is strictly convex, equality holds
if and only if |F ′(s)| is constant. If F is also monotonic, equality holds if and only if F is linear.
And the gap between the left- and right-hand side increases the greater the variation in derivative
magnitude.

The simplest and most obvious choice for p(s) is s2. Thus we obtain

|dom|
|co|

√
EF ′(s)2 ≥ 1

where equality holds if and only if F is linear, and the gap increases the greater the variation in
derivative magnitude and direction. This gives us another metric, |dom||co|

√
EF ′(s)2. Let’s call this

metric NL1D. As before, we give the value of NL1D in table 4.1. It is larger than 1 for functions
(c) through (h), as desired. All values are indeed intuitively reasonable. We can also immediately
observe several intuitively reasonable properties in the table.

• NL1D is invariant under shifting and scaling. Specifically, the value of the metric for some
F (s) on [L,R] is equal to its value for aF (cs + d) + b on [1

c
L − d

c
, 1
c
R − d

c
] for scalars

a, b, c, d with a, c 6= 0. This is reasonable because shifting and scaling preserves linearity.
This invariance is why we left the range of the x- and y-axes undefined in table 4.1. These
ranges are irrelevant for the value of our metrics.

• NL1D is proportional to the frequency of a periodic function such as a sine curve. For
example, compare functions (c) and (d), which differ in frequency by a factor of 4.

• NL1D is unchanged when a monotonic function is repeated. For example, compare functions
(g) and (h).

So far, so good. But how could we apply NL1D to neural networks? There are several issues.

• NL1D is only defined for scalar functions. Neural networks can have multi-dimensional
inputs and outputs.

• NL1D assumes there is a well-defined bounded domain and codomain. There is no equiva-
lent assumption in the case of neural networks.

• In NL1D, s is sampled uniformly from the domain. In practice, the input distributionD may
have the majority of its probability mass concentrated in certain regions of input space. We
may want our metric to preferentially sample the behavior of f in those regions.
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We are now ready to define the NLC as a solution to these issues.

Metric definition 2. Let f be a neural network and let x be drawn from some input distribution
D. Then the ‘nonlinearity coefficient’ (NLC) of f with respect to D is

NLC(f,D) =

√
Ex Tr(J (x)CovxJ T (x))

Tr(Covf )

where Covx[i, i
′] = Cx(x[i], x[i′]) is the covariance matrix of the input,

Covf [j, j
′] = Cx(f(x)[j], f(x)[j′]) is the covariance matrix of the output and J (x) = df

dx

is the Jacobian. C is the standard covariance operator as defined in section 3.4.1.1. Tr is the trace.
This follows our standard notation from section 2.7.

The NLC can be viewed as a multi-dimensional generalization of NL1D.
√

Tr(Covf ), which is
also equal to the square root of the sum of eigenvalues of Covf , can be viewed as the radius of
the (ill-defined) codomain. Similarly,

√
Tr(Covx) can be viewed as the radius of the domain.√

JJ T = ||J ||F is the direct generalization of
√
F ′2. Combining J and Covx in the numerator

means that we only consider the gradient of f in directions where x actually varies, which seems
desirable.

Technical considerations From a mathematical standpoint, we need to make the following as-
sumptions for the NLC to be valid.

Assumption 1. f is differentiable everywhere.

This is often not true in practice. For example, networks using the ReLU activation function are
at most directionally differentiable everywhere. However, this assumption still turns out to be
acceptable, as we argue extensively in section 2.6.1. In practice, we can replace the Jacobian in
the NLC with the Jacobian of a local linear approximation of f , which is defined in the same way
as the gradient of the local linear approximation that is used for training, as we explain in section
2.2.1. Such a gradient must be computable for training to be possible. See also section 4.4.4.

Assumption 2. All expectation operators involved in the definition of the NLC are valid and finite,
i.e. several simple expressions involving x, f and J need to be integrable with respect to the input
distribution.

This is a mild assumption, as we argue in section 2.6.2.

Assumption 3. Tr(Covf ) > 0

This assumption is also very mild, as shown by the proposition below.

Proposition 1. Assume there exists an open set S where D has a continuous, positive density
function and f is not constant on S. Then Tr(Covf ) > 0.

Finally, we make another assumption that will also greatly simplify notational bookkeeping.
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Assumption 4. Covx is non-singular.

This assumption is also very mild, as shown by the proposition below. Given any practical input
or output distribution with singular covariance, we can simply attain non-singularity via linear
projection / change of coordinates.

Proposition 2. Assume there exists a non-empty open set S where D has a continuous, positive
density function. Then Covx is non-singular.

As a general rule, going forward, we will not address technical issues, such as integrability, dif-
ferentiability, dividing by zero and singularities, in the predominantly empirical parts of this work,
as these issues generally work out in a straightforward manner. We explain this with respect to
differentiability in section 2.6.1 and with respect to integrability in section 2.6.2. We will reserve
technical discussions for the theoretical chapters 5, 10 and 11.

4.2.1 The NLC builds upon the functional-gradient paradigm

The mildness of the assumptions required for the NLC is one of its core strengths. It underpins
utility criteria 1 and 10. The strongest assumption is differentiability.

In section 1.3.2, we outlined the functional-gradient paradigm, which has emerged as dominant in
machine learning. It is based on black-box functions with three key properties as given in figure
1.1. One of these properties is that a local linear approximation in a region around the parameter
value can be found which is suitable for gradient updates. But this is precisely what is necessary to
evaluate the NLC, as explained above. Hence, the NLC builds directly upon the functional-gradient
paradigm and thereby inherits all of its advantages, including its full generality.

4.2.2 The NLC is a nonlinearity measure

What makes NL1D a nonlinearity measure is that it attains its minimum exactly for linear func-
tions. It turns out the NLC generalizes this property to multi-dimensional networks with Gaussian
inputs.

Theorem 1. Let D be Gaussian. Then NLC(f,D) ≥ 1, where equality holds if and only if f is
linear.

The downside of this theorem is that the NLC can be as small as zero if D is not Gaussian. This
happens, for example, when the support of D has several connected components and f is constant
on each component, but takes different values on different components. In general, we might say
that a downside of the NLC is that it is technically not a nonlinearity measure for networks f ,
but for pairs (f,D). However, in section 4.4.2, and then further in chapter 5, we generate highly
accurate approximations for the NLC using Gaussian inputs that mimic only the expectation and
covariance of practical input distributionsD. In section 4.4.2 we also show that the dependency on
expectation and covariance is necessary for any reasonable nonlinearity measure.

Even in the non-Gaussian regime, we have several valuable properties.
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depth 1 10 25 50
NLC 1.0 1.4 2.7 7.6

Illustration

depth 75 100 150 200
NLC 1.7e1 4.9e1 3.7e2 2.2e3

Illustration

Table 4.2: Illustration of the network functions of fully-connected architectures with the SELU
activation function at different depths in the initial state. Each disc depicts a spherical 2D subspace
of the input space as an azimuthal projection, and each color corresponds to a different region of
the output space. The NLC was evaluated on unit Gaussian input. Conclusion: The more nonlinear
the network appears, the higher the NLC.

Proposition 3. Let f be linear. Then NLC(f,D) = 1.

Proposition 4. Let A be an orthogonal matrix of size dout×dout and b be a dout-dimensional vector.
Then NLC(fA+ b,D) = NLC(f,D).

Proposition 5. Let A be a matrix of size din × din and b be a din-dimensional vector. Assume
Tr(Covf(xA+b)) > 0. Then NLC(f(xA + b),D) = NLC(f(x),DA + b), where drawing x from
DA+ b is equivalent to drawing x from D and applying xA+ b.

We develop the mathematics behind the theorems and propositions of this chapter and provide
proofs in chapter 10.

4.3 An eye test

Is the NLC intuitively reasonable as a measure of nonlinearity? Since this question is non-
quantitative by nature, it is impossible to verify it on a broad scale. Notwithstanding, in this
section we check whether the NLC passes an eye test.

In table 4.1, we saw that the NL1D metric corresponds reasonably well to the intuitive notion of
nonlinearity across eight scalar functions. In table 4.2, we depict the network functions of fully-
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connected architectures with SELU activation function, dout = 3 and different depths in their initial
state. See section 3.3 for architectural and other details.

We drew three inputs x(1), x(2) and x(3) from the unit Gaussian distribution. We associated each
point (a, b, c) that lies on the unit sphere in R3, i.e. that has a2 + b2 + c2 = 1, with the input
ax(1) + bx(2) + cx(3). We call the sphere of points (a, b, c) associated with these inputs the “input
sphere”. We evaluated the network on a dense grid of those inputs. For each input, we obtained
a 3-dimensional output, which we divided by its length. Now the output lies on the unit sphere
in R3. Each point on that “output sphere” was associated with a color as depicted in figure 4.1.
Finally, we colored each point on the input sphere according to its respective color on the output
sphere.

The RGB values of colors were chosen so that the R component is largest whenever the value of the
first output neuron is largest, the G component is largest whenever the value of the second output
neuron is largest and the B component is largest whenever the value of the third output neuron is
largest. If we imagine that the output is fed into a softmax+cross-entropy loss function for 3-class
classification, then “purer” colors correspond to more confident predictions.

Figure 4.1: Coloring of the out-
put sphere used for the illustra-
tions in table 4.2, depicted as an
azimuthal projection.

The colored input spheres are given in table 4.2. We also give
the NLC of those same networks taken on unit Gaussian input.
As desired, we find that the more nonlinear a network appears,
the higher the NLC. While we do not have space for more col-
ored input spheres, we did verify that this relationship also holds
across e.g. different activation functions and widths.

4.4 Properties of the NLC

In this long section, we demonstrate a range of properties of the
NLC, where each subsection corresponds to a different property
which is given in its title.

Background from prior chapters The majority of subsec-
tions rely on empirical evidence, which is based on our empiri-
cal studies. Our experiments can roughly be grouped into three
buckets. (i) In study A, we trained 750 randomly generated fully-connected architectures, 250 each
on CIFAR10, MNIST and waveform-noise. (ii) In study B, we trained 552 convolutional archi-
tectures on CIFAR10. (iii) We conducted further experiments which were similar to study A, but
where we changed the architecture or specific aspects of the training protocol. Our studies are laid
out in detail in chapter 3 and summarized in section 3.6, along with the terminology and conven-
tions that are most important for understanding and interpreting our figures, tables and discussion
of experimental measurements. While we recommend reading at least the summary section, we
also hope to present our results in this work in such a way that reading chapter 3 is not necessary
beyond the summary or not necessary at all.

The scope of our empirical studies, especially in terms of the variety of architectures considered,
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the carefulness of training and the carefulness of metric computation, is a key distinguishing fea-
ture of this work relative to prior work. We conducted nearly 300,000 independent training runs
on fully-connected architectures and nearly 12,000 independent training runs on convolutional ar-
chitectures. Hence, we believe chapter 3 has much value in its own right for informing the design
of analytical deep learning studies.

4.4.1 The NLC is predictive of test error and to some degree training error

In this subsection, we establish the NLC’s most important property. The NLC of an architecture,
when evaluated in the initial state before training, is a powerful predictor of test error after training,
and attaining a right-sized NLC is essential for attaining an optimal test error. This is ultimately
the motivation behind caring about nonlinearity. To our knowledge, no single metric has ever been
shown to have the same predictive power across such a wide range of architectures as the NLC.
(Of course, concepts that are related to the NLC, such as gradient magnitude, automatically inherit
some of its predictiveness, as we will see in section 9.1.5.)

Initial NLC predicts test error In figure 4.2, we plot the NLC in the initial state vs test error
for all architectures in studies A and B. Figure 4.2, like many figures in this work, depicts scatter
plots where each marker corresponds to a single randomly generated architecture. Throughout this
work, results are depicted separately for each dataset used in study A, thereby underscoring the
consistency of our results across datasets.

In figure 4.2, we find that there is a strong association between initial NLC and test error. Further,
architectures that achieve the lowest test error values for a given dataset / study all have NLCs that
lie in a narrow range, approximately between 1 and 5. Hence, we formulate the following ZSAD
guideline.

ZSAD guideline definition 1. ‘Use an appropriate NLC’ requires 1 ≤ NLC ≤ 5.

This has immediate practical utility as architectures with an excessive initial NLC can be discarded
before training and do not need to be considered further, either conceptually or within the context
of NAS. Liu et al. [2020b] provides an example for filtering out undesirable architectures.

We depict a magnification of the region 0.8 < NLC < 100 in each of the graphs in figure 4.2.
Even within that relatively narrow range, architectures with smaller NLCs tended to perform better
(graphs A/B/C) or at least seem capable of performing better (graph D). While a right-sized NLC
was necessary to attain good performance, it was not sufficient. There were a significant number
of architectures with NLCs in the 1-to-5 range that did not perform optimally or did not even attain
a better-than-random test error. We explore the reasons behind the failure of these architectures
in detail in chapter 6. Just as for close-to-optimal performance, there is a range that the initial
NLC must fall in for better-than-random performance, approximately between 1 and 105. One
architecture was an exception to this rule. It was trained on the waveform-noise dataset with initial
NLC around 1010 and achieved a relatively low error. We further discuss this architecture in section
4.4.13.
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In section 4.2.2, we showed that the NLC of linear networks is 1 and that the NLC of nonlinear
networks is greater than 1 if the input is Gaussian. We find that the lower bound of 1 holds for all
NLCs in figure 4.2 up to estimation error, and thus for architectures in the initial state.

In figure 4.2, like in other figures in this work, we give the correlation of the two metrics plotted on
the x- and y-axes at the top. If any metric is depicted in log scale, we also use its logarithm for eval-
uating the correlation. The strength of the association between NLC and test error is underscored
by their correlation ranging from 0.54 to 0.67 across studies / datasets. Note that those specific
correlation values should be taken with a grain of salt, as they depend heavily on the choices we
made in generating the random architectures. In chapter 6, we detail a range of factors that influ-
ence performance other than the NLC. As a general rule, the more these other factors vary among
architectures considered, the less the fraction of the performance variation explained by the NLC.
We further discuss this point in section 3.5.2. Note that we did not generate our architectures with
the goal of achieving specific correlation values. We use correlation as a “quick and dirty” tool
to statistically demonstrate metric associations. We are not implying that the metrics are linearly
related. In fact, it is clear in figure 4.2 that a nonlinear predictor from NLC to test error would be
more accurate and would explain an even greater fraction of performance variation.

We give the initial NLC and test error of all our architectures in the appendix in chapter A.

Final NLC is associated with test error In figure 4.3, we plot the NLC evaluated in the final
state vs test error. Note that whenever we evaluate any metric not based on error in the final state,
we automatically discard all architectures for which no starting learning rate achieved better-than-
random validation error (study A) or test error (study B). This is because metric values in the
final state often depend greatly on the learning rate. Without a meaningful way to choose the best
starting learning rate, there is no meaningful final state metric value. Because architectures that
achieve better-than-random validation or test error must have relatively small NLCs, the range of
NLCs depicted in figures such as 4.3 is much narrower compared to e.g. figure 4.2. (Of course,
this also affects correlation values.)

We find that final NLC is also strongly associated with test error, with correlation values compara-
ble to those of the initial NLC. Architectures that exhibit close-to-optimal performance still have
their NLC lie in a narrow range, though this range changes based on dataset / study. Some archi-
tectures now have an NLC less than 1. For better-than-random performance, the final NLC must
lie in a range narrower than the initial NLC, approximately between 1 and 100. However, again, a
close-to-optimal NLC is no guarantee of close-to-optimal performance.

NLC predicts training error in the case of underfitting In figure 4.4 and 4.5, we plot the initial
and final NLC vs training error. Let’s first consider the study A architectures (graphs A/B). We find
that, while at least the initial NLC is correlated with training error, there exist several architectures
with very high NLC both before and after training that achieve zero or close to zero training error.
This behavior differs from test error. As one would expect, overall error levels are also much lower.
Just as some high-NLC architectures trained well, we find that some low-NLC architectures did
not train.

While the NLC is less predictive of training error than test error, the trainability of high-NLC
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architectures is an important finding in its own right, as we further detail in e.g. sections 4.4.9, 6.7
and 1.2.1.2, as it demonstrates the trainability of ultra-high complexity architectures.

The values in figures 4.4A/B and 4.5A/B stem from our re-training of study A architectures, where
we tune starting learning rate by considering 60 different values and where we do not use early
stopping based on validation error. Hence, the final state differs from e.g. figure 4.3. While
exhaustive learning rate tuning was essential for a fair comparison of architectures in figure 4.4,
this even more exhaustive protocol was essential to be able to train high-NLC architectures at all.
See section 6.6 for details. Using 64-bit floating-point precision was also essential (section 6.5).
Whenever we give results from training conducted to minimize training error, we always use the
train-opt marker above our graphs. Whenever such graphs depict metrics not based on error in the
final state, such as figure 4.5A/B, we depict only architectures that attained a better-than-random
training error.

In figures 4.4C and 4.5C, we plot the NLC vs training error for study B. Here, we find that no
architecture with high NLC was trainable. However, as we will go on to show in sections 6.5
and 6.7, this was due to all our high-NLC architectures using batch normalization or data aug-
mentation. There are a large number of architectures with a very small NLC that attain a training
error significantly above 0 but below 0.6. In contrast, the vast majority of architectures in graphs
A/B either have a near-zero or near-random training error. This difference was caused by how we
generated the architectures in studies A and B. In study B, we used activation functions that were
interpolations between standard activation functions and linear functions. See section 3.2.1 and
table 3.1. This meant that many architectures had activation functions that were close to linear
functions and therefore many architectures were themselves close to linear functions and thus also
had low NLCs. It turns out that logistic regression, which is based on a linear model, attains around
a 0.6 training and test error on CIFAR10 due to underfitting. Hence, our results indicate that many
architectures in study B also exhibit underfitting. See sections 4.4.7 and 7.3.2 for further analysis
on this point. In contrast, in e.g. sections 4.4.8 and 4.4.9, we show that overfitting explains why a
high NLC leads to high test error. The underfitting phenomenon also caused the greater diversity
of test error values in figure 4.2D versus 4.2A-C.

We did not re-train our convolutional architectures for the purpose of figures 4.4C and 4.5C, as we
used a fixed number of iterations and did not use early stopping based on validation or test error
to begin with. However, we did re-select the starting learning rate and therefore the training run
based on the lowest training error after training. Again, we signify this with the train-opt marker.

We give the initial NLC and training error of our architectures in the appendix in chapter A. Note
that we did not conduct re-training for our MNIST architectures due to limitations in computational
budget. Hence, we do not consider those architectures throughout this work when it comes to
training error.

We obtain the same findings with Adam Of course, the error achieved by an architecture de-
pends to some extent on the training algorithm used. We trained all architectures in study A with
SGD. To a significant degree, we eliminated the confounding effect of the training algorithm by
conducting extensive and independent learning rate tuning for each architecture. The learning rate
hyperparameter is the most important determinant of performance other than architecture. See
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sections 1.4.1.1 and 6.6 for further information. To further validate our results, we retrained our
waveform-noise architectures using the Adam algorithm. We otherwise used the same careful
training protocol as in study A. Both training algorithms used the same initial state, so the NLC
before training was also the same. In figure 4.6, we plot the initial and final NLC vs test error after
training with Adam (graphs A/B), and we compare the test error achieved with SGD and Adam
directly (graph C). Graphs A and B appear very similar to figures 4.2C and 4.3C respectively,
yielding the same findings, as desired. The only difference is that there were a small number of
architectures that attained an NLC significantly smaller than 1 after training with Adam. We did
not previously observe this for waveform-noise, but we did for MNIST (see figure 4.3B/C). In fig-
ure 4.6C, we find that the error achieved by both algorithms does differ somewhat, but there were
only a few architectures that attained a better-than-random test error with one algorithm but not the
other. Adam was slightly superior in this regard.
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Figure 4.2: The NLC evaluated in the architecture’s initial state vs the test error evaluated in the
architecture’s final state, for all architectures in studies A and B. Graphs A, B and C depict results
from study A. Graph D depicts results from study B. Each point in the scatter plots corresponds to
a single architecture. The correlation of the metrics plotted on the x- and y- axes, as well as the
statistical significance of that correlation, is given at the top of the graph. If a metric is depicted in
log scale, then the log of that metric is used to evaluate the correlation. The dataset used is given
above the figure. For CIFAR10, we also note whether the architectures used were fully-connected
(study A) or convolutional (study B). Inset graphs in the bottom right are magnifications of the
region 0.8 < NLC < 100. Note that one black point in graph C is “hidden” among red points.
Conclusion: The NLC of an architecture, when evaluated in the initial state before training, is
a powerful predictor of test error after training, and attaining a right-sized NLC is essential for
attaining an optimal test error.
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NLC after training
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Figure 4.3: NLC vs test error in the final state, for all architectures in studies A and B that achieved
a better-than-random validation error (study A) / test error (study B). Inset graphs in the bottom
right are magnifications of the region 0.3 < NLC < 10. Blue lines indicate NLC = 1. Conclu-
sion: The final NLC is associated with test error, and optimal / better-than-random performance
requires the NLC to lie in a narrow range.
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NLC before training
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Figure 4.4: Initial NLC vs training error. In graph A, we depict CIFAR10 architectures from study
A. In graph B, we depict waveform-noise architectures from study A. In graph C, we depict ar-
chitectures from study B. Both training error and NLC were evaluated on the training run which
yielded the lowest training error after training, as signified by the train-opt marker. Study A ar-
chitectures were re-trained without early stopping based on validation error. Note that the y-axis
extends below the zero point for improved visibility. Inset graphs in the bottom right are magnifi-
cations of the region 0.6 < NLC < 100. Conclusion: The initial NLC is somewhat predictive of
training error, especially when it comes to underfitting, but some high-NLC architectures are also
trainable, at least when they are fully-connected.

151



NLC after training
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Figure 4.5: NLC vs training error in the final state. In graph A, we depict CIFAR10 architectures
from study A. In graph B, we depict waveform-noise architectures from study A. In graph C, we
depict architectures from study B. Only architectures that achieved a better-than-random training
error are depicted. Inset graphs in the bottom right are magnifications of the region 0.6 < NLC <
100. Conclusion: Successfully trained architectures can have very high NLC after training, at least
when they are fully-connected. A small or moderate NLC after training does not guarantee low
training error.
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Test error: SGD
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Figure 4.6: Comparing NLC and test error for study A waveform-noise architectures, trained with
Adam and SGD. Inset graphs in the bottom right are magnifications of the region 0.8 < NLC <
100 in graph A and 0.3 < NLC < 10 in graph B. The blue line indicates NLC = 1. Conclusion:
Adam behaves very similarly to SGD.
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Figure 4.7: Initial NLC evaluated on the training set vs test set and unit Gaussian input for study
A architectures. Green markers correspond to Gaussian unstable architectures (GUAs), and they
are displayed in the foreground. All correlation values are close to 1. Conclusion: The estimator
of the NLC is stable for our samples. The NLC on practical input distributions matches the NLC
on Gaussian inputs.

4.4.2 The NLC is robust to data distribution and data sample

The NLC does not, strictly speaking, measure the nonlinearity of networks, but the nonlinearity of
a network with respect to a distribution. In this subsection, we show that the NLC can nonetheless
be fundamentally regarded as a property of the network as it is invariant to structure present in
practical input distributions, being sensitive only to their expectation and covariance, as well as
being insensitive to the sample used for estimation, at least in the initial state.

The NLC estimator is stable The NLC is defined in section 4.2 via probabilistic operators over
inputs drawn from the input distribution. The data distribution is only known via the dataset, which
is assumed to be an IID sample. Hence, we must compute the NLC using statistical estimation. We
discuss the computation of the NLC in section 4.4.4 and the computation of our metrics in general
in section 3.4.1.

This raises the question of whether our datasets are large enough for our estimators to yield stable
values. In figure 4.7A-C, for study A architectures, we plot the value of the initial NLC evaluated
on a sample that stems from the training set vs the value of the initial NLC evaluated on a sample
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that stems from the test set. Assuming that both shards are drawn from D, we would desire these
values to be as close as possible. Indeed, we find a very close match for most architectures. As
one would expect based on dataset size, the difference between both values is slightly larger for
waveform-noise than for CIFAR10 / MNIST.
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Figure 4.8: Final NLC evalu-
ated on the training vs test set
for study B architectures. Con-
clusion: Both values are close to
equal, especially when exclud-
ing GUAs.

However, there are also a few architectures for which we ob-
serve a more pronounced difference between both estimates.
The short and shallow explanation for this is that all these archi-
tectures are based on either the square or odd square activation
function and they use batch normalization. The deep explana-
tion is that this combination of layer operations can lead to a
pathology we term ‘Gaussian instability’, which we investigate
in detail later in this work, such as sections 5.2, 5.6 and 6.1.
Since we do not provide an exact definition for Gaussian in-
stability, for the purpose of our empirical analysis, we say an
architecture is a ‘Gaussian unstable architecture’ (GUA) if it is
built from specific layer operations given at the end of section
3.4.2 and section 3.6. (Note that we do not advocate for our
designation of GUA as the definition of the actual phenomenon
of Gaussian stability.) The full list of GUAs is given in the
appendix in chapter A. If a figure in this work contains green
markers, such as figure 4.7, then those markers correspond to
the GUAs unless otherwise stated. By default, these markers
are also displayed in the foreground, i.e. they fully or partially
occlude other markers if they are in the same or in highly sim-
ilar locations in the graph. GUAs defy, to one degree or another, many valuable properties we
uncover throughout this work. As we will find in section 6.1, perhaps fortunately, GUAs also tend
to exhibit high test error. It is important to note that not all of our figures use green markers. A lack
of green markers does not mean the GUAs are excluded from the figure. It simply means that they
do not behave differently from other architectures, so there was no need to visually distinguish
them.

In figure 4.7, we find that for GUAs, the NLC evaluated on the training and test set is not necessarily
close-to-equal, which means that the samples are not large enough to ensure stability of the NLC
estimator. This fact should be kept in mind when interpreting graphs throughout this work.

Training and test set NLC are similar even after training Previously, we compared the NLC
evaluated on the training and test set in the initial state with the clear expectation that both values
should be close to equal. In the final state, this is not necessarily the case because the training set
was used to run the training algorithm, and is thus far from an unbiased sample for the purpose
of estimating the NLC. In figure 4.10A-C, we make the same comparison as in figure 4.7A-C, but
in the final state. We find that the NLC values taken on training and test set are no longer near-
identical, but the correlation is still high. In figure 4.8, we make the same comparison for study
B architectures. Here, we find that the correlation is actually still close to 1 even after training,
and even when including GUAs. This is a rare occasion where we find convolutional architectures
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to be better-behaved than fully-connected architectures. Note that some of our convolutional ar-
chitectures, as opposed to fully-connected architectures, employ data augmentation on the training
set. If this is the case, then training and test inputs cannot even be regarded to be from the same
distribution, as we explain in section 3.4.1.1.

This consistency between training and test set is noteworthy considering the nature of the NLC
and gradient methods. The NLC is based on df

dx
, and gradient methods are designed specifically

to minimize dL
dθ

on the training set. Therefore, one might expect that df
dx

values are also signifi-
cantly smaller on the training set compared to the test set. While this is certainly true for some
architectures, especially when trained on MNIST, it does not hold for the majority of architectures,
especially convolutional architectures.

The NLC on practical datasets mirrors the NLC on Gaussian distributions We evaluated
the NLC of all architectures in study A in the initial and final state on unit Gaussian input. For
this purpose, we generated sets of 10,000 points where each component of each point was inde-
pendently drawn from N (0, 1). We generated three such sets of different dimensionality to match
the width of the input layer of architectures generated for CIFAR10, MNIST and waveform-noise
respectively. Samples for estimating the NLC were then taken from those sets.

Test error
NLC

Input scaling factor

T
es
t
er
ro
r

N
L
C

b
ef
o
re

tr
a
in
in
g

depth-2 sawtooth on waveform-noise,
1

0.8

0.6

0.4

0.2

0
1e11e01e-11e-2

1e2

1e1

1e0

Figure 4.9: Initial NLC and test
error as the magnitude of the
inputs is varied by multiplying
with a fixed scaling factor,
for depth-2 fully-connected
sawtooth architectures on
waveform-noise. Conclusion:
Data variance impacts both NLC
and test error.

In figure 4.7D-F, we plot the initial NLC taken on the training
set vs the NLC on unit Gaussian input. The match is as good
as between training and test set values. This means that any
structure present in our input distributions is completely ignored
by the NLC, at least in the initial state. In figure 4.10D-F, we
make the same comparison in the final state. As with training
and test set, the match is not as good as before training, but the
correlation still hovers around 0.9.

In theorem 1, we showed that the NLC is at least 1 on Gaussian
input, for any network f . This theoretical finding is confirmed
in figures 4.7 and 4.10, up to estimation error. The close match
between Gaussian and practical NLC values makes this bound
very meaningful.

As a general rule, throughout this work we will find that many
properties hold almost exactly in the initial state, but deterio-
rate in the final state. The well-behaved nature of randomly
initialized architectures can be largely explained by mean field
theory, which we cover in chapter 5. This theory directly pre-
dicts the behavior we observe in this subsection, and many of
the following subsections, for architectures in their initial state.
In general, we place greater emphasis on the behavior of architectures in the initial state, because
a core goal of this work is to improve architecture design without the need for training. We want
to enable readers to understand and predict the performance and behavior of architectures by ex-
amining the initial state, not the final state.

The results reported here are corroborated by section 4.4.11.
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Figure 4.10: Final NLC evaluated on the test set vs training set and unit Gaussian input for study
A architectures. Note that the x- and y-axis ranges differ significantly from figure 4.7. Throughout
this work, axis ranges can vary when related, but not identical, metric values are depicted. How-
ever, we also strive to keep axis ranges the same for comparability when practical. Conclusion:
The final NLC is still relatively consistent across data shards and distributions.

The NLC takes into account input expectation and variance One commonality between the
unit Gaussian distribution and the three datasets from study A is that each input feature has mean
zero and the average variance across features is 1. This is critical. If these two moments vary sig-
nificantly between input distributions, then the NLC is also likely to vary significantly. Consider
a simple fully-connected network of depth 2 with the sawtooth activation function (table 2.1). If,
instead of using a dataset where inputs have mean zero and variance one, we vary the variance by
multiplying the inputs with a fixed scaling factor, then we obtain a wide range of NLC values. Ap-
plying a scaling factor to the inputs means that the layer values in the dependency of the sawtooth
layer are also multiplied with this factor. This effectively increases the size of the “domain” of
values fed into the sawtooth layer, which in turn increases the frequency of the activation function
relative to the domain. Remember table 4.1. We found that increasing the frequency of a peri-
odic scalar function proportionally increases its nonlinearity as measured by NL1D. Therefore, we
would expect increasing the standard deviation of the input to a 2-layer sawtooth network would
also proportionally increase the NLC.

This is exactly what we find in figure 4.9. There, we plot the initial NLC of 2-layer fully-connected
sawtooth architectures on the waveform-noise dataset as a function of the input scaling factor.
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When the scaling factor is small, almost all values fed into a sawtooth neuron are contained within
its linear segment around 0. When this happens, sawtooth, and hence the entire network, is approx-
imately linear, and we find the NLC is close to 1. We say the activation function is ‘pseudo-linear’.
However, as the scaling factor increases and multiple periods of a sawtooth neuron are covered by
its inputs, the NLC increases proportionally with the scaling factor.

While the relationship between input variance and NLC can be intuitively understood for 2-layer
sawtooth networks, in general, there is a complex interplay between input variance and NLC, as
well as many of our other metrics. In section 5.3, we will find that the input expectation is equally
important.

We might find this dependence on input expectation and variance undesirable as it means the NLC
is not a pure network property. However, it is important to note that changes to the moments of
the data also impact performance. For the NLC to be predictive of performance, it must therefore
be sensitive to changes in moments. Given our insights from section 4.4.1, we expect a high ini-
tial NLC to be associated with high test error. In figure 4.9, we also plot the test error attained
by our 2-layer sawtooth architectures when trained on waveform-noise. We use the same careful
training protocol as in study A (section 3.1.2 / 3.6). The results are as expected. If the scaling
factor, and hence the NLC, is below a certain level, test error is low. If it is above that level, it is
close-to-random. Two aspects of our careful protocol are critical for obtaining this result. Learn-
ing rate tuning allows the pairing of small scaling factors with small learning rates that keep the
inputs to the activation function small. Using our augmented loss function, which normalizes the
network output before applying softmax+cross-entropy, is important to maintain close-to-optimal
performance with small scaling factors that also cause the network output to decrease in magnitude
(section 6.2).

On the NLC and input covariance So far, we have compared the value of the NLC on practical
data shards and unit Gaussian input. While in both cases x has the same mean and variance, the
covariance matrix is not equal. Practical datasets tend to have sparse input spectra, whereas the unit
Gaussian only has unit eigenvalues. (Though of course, the spectra of our 10,000-point samples
are not nearly as uniform.) We found that nonetheless, in the initial state, the NLC values match
for fully-connected study A architectures.

While we do not have NLC values for our convolutional architectures on Gaussian input, we find
in section 4.4.5 that not just the variance of the data, but the entire covariance structure matters
even in the initial state. This is expected, as convolutional nets are built to take advantage of the
covariance structure of images and similar types of data.

Summary We found that the NLC depends on the input distribution largely through its expec-
tation and covariance. An expectation of zero and unit covariance can be viewed as the default
setting. Hence, it is justified to view the NLC as a network property.
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Figure 4.11: Initial NLC across 100 different random seeds for 40 simple fully-connected architec-
tures. Green markers correspond to GUAs. The highest point of each interval indicates the largest
of the 100 NLCs and the lowest point of each interval indicates the smallest of the 100 NLCs. The
architectures are sorted on the x-axis by the width of the interval in log space. Conclusion: The
NLC does not vary much from one random initialization to the next.

4.4.3 The NLC is robust to random initialization

In the previous subsection, we showed that the NLC depends on practical data distributions largely
through their input expectation and covariance. In this section, we will further show that the NLC
in the initial state is largely a property of the architecture rather than the network, meaning that
the NLC does not vary significantly from one draw of the parameter initialization scheme to the
next. In figure 4.11, we depict this variation for 40 different fully-connected architectures, where
we vary activation function, normalization operation and whether the architecture is residual. Most
architectures use a depth of 51, though some use a lower depth, as indicated on the x-axis. Lower
depths are due to overflow caused by Gaussian instability or because the NLC was not computable
due to floating-point rounding error (see section 4.4.4). We always chose the depth as large as
possible while still avoiding those issues.
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We find that, indeed, the NLC does not vary much from one random initialization to the next,
except for GUAs. Hence, we can meaningfully refer to the NLC of an architecture in the initial
state on unit Gaussian input as the “NLC of the architecture”. Note that when generating the results
for figure 4.11, we not only varied the value of the parameter, but all random choices controlled by
the random seed, including training / validation set split (the NLC was evaluated on the training
set), batch selection and random noise used in the estimator of the NLC as described in section
4.4.4.

4.4.4 The NLC is simple and cheap to compute

As we have established the NLC as a predictive measure of architecture nonlinearity, we now turn
our attention towards its computability. We show the following.

• The NLC can be implemented in a few lines of code.

• The NLC can be estimated accurately even on small datasets via sample means and sample
standard deviations.

• The NLC requires little computation beyond standard forward propagation and backpropa-
gation of f . Further, the NLC can “piggyback” on the forward propagation that already takes
place during training and when computing error.

• The NLC does not suffer from floating-point rounding error as long as the network output
itself does not suffer from rounding error that exceeds its mathematical variation.

• The NLC can be trivially generalized to a network for which no gradient or directional
derivative is available, as long as a local linear approximation can be found for that network
that is suitable for gradient methods. (While we do not investigate this explicitly, we suspect
that our analysis fully applies even to those networks.)

• The NLC can be applied to networks with batch normalization without modifying the pro-
gram used to compute it, while maintaining mathematical and statistical consistency.

In this section, we discuss the computation of the NLC and surrounding issues both abstractly and
with regards to how they manifested in our empirical studies. This section is a follow-up to section
3.4.1.

Computation via estimation The NLC, like a large fraction of metrics used in this work, is
defined in terms of an input distribution D. Of course, D is hypothetical. The only information we
have are the inputs in the datasetD, which is assumed to be an IID sample fromD. Hence, we have
to compute the NLC using statistical estimation and a sample of the distribution. In our empirical
studies, we take our samples from one of the three main data shards - training set, validation set
and test set - or from a set of points drawn from the unit Gaussian as in section 4.4.2.
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Estimating the numerator We present two different estimators for the numerator of the NLC,
which we call ‘backward estimator’ and ‘forward estimator’ respectively. Of course, these are
simply suggestions. There are many other options which we leave to the reader to explore.

Letting x, x′ ∼ D, we have

Ex Tr(J (x)CovxJ (x)T )

= Ex Tr(J (x)(Ex′(x′ − x̄)T (x′ − x̄))J (x)T )

= Ex,x′ ||J (x)(x′ − x̄)T ||22
= Ex,x′,u∼N (0,I)(uJ (x)(x′ − x̄)T )2

Backward estimation is a 2-step process utilizing the last line of the above derivation. In the
first step, it estimates x̄ = Exx via the sample mean. In the second step, it estimates the outer
expectation. We require a sample S of triplets (x, x′, u). The estimator is

|S|
|S| − 1

E(x,x′,u)∈S(uJ (x)(x′ − x̄)T )2

As usual, E applied to a finite set denotes the mean. The estimator uses a correction based on
the sample size as the difference between x′ and the mean can be regarded as a variance. We use
backward estimation in our empirical studies.

Forward estimation utilizes the penultimate line of the above derivation. It also first estimates x̄
via the sample mean. Then it estimates the outer expectation using a sample S of pairs (x, x′) as
below.

|S|
|S| − 1

E(x,x′)∈S||J (x)(x′ − x̄)T ||22

Computing and implementing the numerator x̄ can simply be computed once for all networks
for a sample of inputs as it does not depend on f . Of course, oftentimes, data shards are processed
to have mean zero, which allows skipping this step entirely.

For backward estimation, for a given (x, x′, u) triplet, the value uJ (x) can be computed by
forward-propagating x, then backpropagating u as if it were the gradient of the loss function with
respect to the network output. Computing (uJ (x)(x′ − x̄)T )2 is then straightforward. This is in-
credibly convenient. Forward-propagating inputs and backpropagating gradients are already part
of the standard deep learning pipeline. All that needs to be added is the ability to backpropagate
Gaussian noise, which can be done in a few lines of code in most deep learning software frame-
works.

Evaluating (uJ (x)(x′ − x̄)T )2 for batches of triplets at a time instead of individual triplets works
naturally. In our studies, we uniformly sample individual batches of x and x′ without replacement
one at a time from the data shard, as we do during training. Every batch is sampled independently.
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Effectively, we bootstrap the data shard except that a single batch cannot contain the same input
multiple times. For each pair of an x and x′ batch, we draw a u batch of independent unit Gaussian
values.

For forward estimation, for a given (x, x′) pair, the value J (x)(x′ − x̄)T can be computed by
forward-propagating x, then forward-propagating x′ − x̄ as the gradient using forward-mode au-
tomatic differentiation. Forward estimation is slightly less noisy due to the absence of u. However,
we did not use it because we did not have access to forward-mode AD in our code, and because it
is not straightforward to generalize to the case where f contains batch normalization (see below).

Estimating the denominator Again, we will give two different estimators which we call ‘exact
estimator’ and ‘convenient estimator’.

We have

Tr(Covf )

=
dout−1∑
j=0

Covf [j, j]

=
dout−1∑
j=0

Cx(f(x)[j], f(x)[j])

=
dout−1∑
j=0

(Sxf(x)[j])2

= ||Sxf(x)||22

As defined in section 3.4.1.1, S denotes the standard deviation operator and C denotes the covari-
ance operator. Exact estimation simply replaces S on the last line above with the sample standard
deviation. This is also equivalent to replacing C above with the sample covariance. We always
use exact estimation in our studies, which we call “exact” because it exactly takes the standard
deviation over the sample.

Convenient estimation works explicitly on a batch-by-batch basis. It divides the sample into
batches and takes the sample standard deviation over each batch. The final value is then the mean
of squares of the estimates for each batch and component.

Computing and implementing the denominator For exact estimation, we recommend first
forward-propagating the sample in batches and accumulating the mean. Then, forward-propagate
the sample again. This time, after propagating each batch, subtract the previously computed sam-
ple mean from the output, which allows the direct accumulation of the mean of residual squares.
We use this method in our studies. It can be superior to computing the standard deviation in a
single pass by accumulating mean and mean of squares, as we detail below. We use the whole data
shard as the sample.
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For convenient estimation, it is possible to accumulate the residual sum of squares in a single pass
over the sample. This is why it is “convenient”. The flipside is that the random batching process
introduces some noise.

Floating-point rounding error When implemented correctly, the NLC does not suffer from
catastrophic floating-point rounding error, unless the network outputs are so close together that the
rounding error induced by the network evaluation exceeds their variation. Then, it is impossible
to compute their standard deviation without modifying the neural network implementation. Fortu-
nately, in our studies, as we suspect in most practical situations, these cases are easy to detect as
we simply have to check whether the output values vary at least somewhat more than the width of
the floating-point grid. One could argue that this “output collapse” is actually a case of the network
experiencing catastrophic rounding error, not the NLC.

It turns out that this collapse precisely corresponds to a severe case of output bias, a pathology
we investigate in section 6.4 and beyond. We will argue that this collapse is undesirable from a
performance standpoint.

At this point, we want to caution the reader against introducing catastrophic rounding error unnec-
essarily via a suboptimal implementation. Some pitfalls that apply to the NLC also apply to the
majority of other metrics we define in this work. For example, when summing a large number of
floating-point values, we have to ensure not to naively add these values one by one to a running
sum. If we assume these values are random, IID and their standard deviation does not greatly
exceed their absolute expectation, we suffer significant rounding error when summing more than
≈ 105 values in 32-bit precision in this way.

Some pitfalls are specific to the NLC. When computing the denominator, the simple and naive
way would be to accumulate the mean as well as the mean of squares of the output during a
single pass over the sample, and then to subtract the square of the accumulated mean from the
accumulated mean of squares. It turns out that this incurs catastrophic rounding error when
||Sf(x)||2 /

√
ε||Ef(x)||2, where ε denotes the relative floating-point grid spacing, i.e. around

10−7 for 32-bit and 10−16 for 64-bit. In other words, the naive method can only compute the stan-
dard deviation if the output varies in the first half of its significant digits. That is, in 32-bit, the
output has to vary in the first 4 significant digits. In 64-bit, it has to vary in the first 8 significant
digits. Using either of the two options for implementing the denominator that we recommended
above circumvents this issue.

Handling missing values In study A, there are four architectures for which we were unable to
compute an NLC in the initial state due to output collapse. However, we could easily estimate
that the true NLC value was close to 1 based on our analysis from section 5.3. See section 8.5 for
further information on why output collapse is associated with a small NLC. Hence, whenever we
plot the NLC against a metric value that we were able to compute for study A architectures, we
impute an NLC value of 1 for those four architectures.

Estimator stability The NLC can be estimated from sample means and sample standard devi-
ations as described above. Both of these basic estimators are well-behaved and well-understood.
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They are accurate even when the sample size is small as long as the underlying distribution is not
too heavy-tailed. As we discover in sections 5.2 and 5.6, Gaussian stability ensures that this is not
the case in the majority of our architectures. In e.g. sections 4.4.2 and 5.3, we confirm the stability
of our NLC estimator empirically.

Sample independence It is possible to reuse inputs from the data shard during sample genera-
tion. During bootstrapping, the same input can be drawn multiple times. When generating (x, x′, u)
or (x, x′) tuples, an input can show up as x and x′ in different tuples, or even the same tuple. Fi-
nally, the same input can be used both when estimating the denominator and the numerator. All
these things occur in our studies. While this compromises sample independence, we think this is a
benign and negligible issue, especially relative to the issue of having access to a limited amount of
data to begin with.

Incorporating data augmentation There are two possibilities for interpreting the definition of
the NLC in the presence of data augmentation. First, we can consider the augmentation function to
be part of the network and absorb it into the Jacobian. Second, we can consider the augmentation
function to apply before the network and absorb it into the input distribution. This would mean
evaluating the NLC with respect to Daug, which is the input distribution that arises when drawing
from D and then applying (possibly random) data augmentation to the drawn input x. In general,
we don’t think that there is a significant difference between both choices. In our studies, we choose
the latter option as it allows us to not explicitly deal with non-deterministic networks. See section
3.4.1.1.

Given an IID sample from D, applying data augmentation to each input independently yields an
IID sample from Daug. Whenever we reuse a datapoint for estimation as described above in the
context of data augmentation, we re-apply the random augmentation function.

Computing the NLC while training Computing the NLC involves forward-propagating inputs
and backpropagating noise. Forward propagation of inputs is conducted naturally during training,
so it is possible to piggyback on this to further reduce the computational overhead of computing the
NLC throughout training. When accumulating moments for our estimators, we can use exponential
moving averages to obtain an “average of recent NLC values”. It is important to keep in mind
never to use these EMAs to compute moments over the current batch. For example, do not use the
moving average to compute the residual sum of squares over the outputs in the current batch as
part of an estimate of the output standard deviation. The convenient estimator for the denominator
requires only a single scalar EMA. The same is true for both estimators we recommended for the
numerator. Note that the training set may not be ideal for the NLC computation once training has
started, as it is no longer an independent sample of D relative to the parameter value. See section
4.4.2 for further discussion of this point.

Computing the NLC while computing error or loss It is even easier to integrate the NLC
computation with the computation of e.g. training loss or test error. Again, we can piggyback on
the forward propagation of inputs, and now we can use simple averages instead of EMAs.
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On computing the NLC without gradients In sections 2.6.1 and 4.2.1, we explained how to
extend the NLC even to networks for which no gradient is available. Non-differentiable networks,
such as quantized networks, generally come with a recipe for computing the gradient of a local
linear approximation of the network that can then be supplied to the training algorithm in lieu of
a gradient. Above, we showed how we can compute the NLC numerator by applying standard
backpropagation to the Gaussian noise vector u, rather than computing e.g. the Jacobian explicitly.
Hence, for a non-differentiable network, at the point where we backpropagate u, we can simply
substitute whatever method “comes with the network” for computing the surrogate gradient. We
do not need to develop any additional algorithms.

4.4.4.1 The NLC under batch normalization

Generalizing the definition of the NLC If the network contains BN, it is no longer a function
mapping single inputs to single outputs. Hence, the definition of the NLC from section 4.2 does
not directly apply. To generalize the definition, we use a trick we introduced in section 3.4.1.3.
Namely, we re-define f as a function of batches of inputs that returns batches of outputs. The
input distribution Dbatch is then over vectors of dimensionality |B|din, where |B| is the batch size
and each “segment” of dimensionality din is drawn independently from D. f then returns outputs
of dimensionality din|B|, which are obtained by forward-propagating each segment of the input
through f while taking batch moments across segments. For the remainder of this subsubsection,
let x and f be defined in this way and let u also be a unit Gaussian noise vector of dimensionality
dout|B|. Note that the network function then also depends on the batch size, and reasonably so.

Generating batch samples Generating samples of batches is straightforward. Given any IID
sample fromD, uniformly dividing that sample into batches of the proper size yields an IID sample
fromDbatch. In our studies, we generate samples of batches in the BN case in the exact same way as
we generate batches of samples in the BN-free case. Since we reuse inputs during estimation in the
way described above, our batches can overlap, though each one is sampled without replacement.
In the BN case, we do have to take care that we use the same batch size we use during training if
we are interested in capturing the network’s behavior during training exactly. In our studies, we
use a batch size of 250 for fully-connected networks and 128 for convolutional networks for all
network evaluations.

Generalizing the estimators of the numerator When generalizing estimators from the BN-free
case to the BN case, the following three criteria apply.

(i) When the generalized estimator is applied to a network without BN, it should return the same
value as the original estimator for any batch size.

(ii) The program that is used for computing the original estimator should also be usable for the
generalized estimator so that little to no additional code is needed.

(iii) The generalized estimator should not have significantly less statistical power than the origi-
nal estimator.
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Both the forward and backward estimator of the numerator given above can be generalized naively
by letting S be a set of tuples of batches rather than a set of tuples of individual inputs. This works
seamlessly for the forward estimator in that all three criteria above are fulfilled. However, for the
backward estimator this naive approach fulfills none of the three criteria. Specifically, the reason
why the naive approach lacks statistical power is that obtaining a single value of (uJ (x)(x′−x̄)T )2

for the sample mean would require propagating an entire batch instead of just propagating an
individual input as in the original backward estimator. We would like to take the sample mean
over a set of size |S||B| instead of just |S| so that the number of sample points relative to our
propagation effort remains the same as in the original estimator.

Luckily, this can be achieved as follows. As for the original estimator, we begin by estimating x̄
via the sample mean, which corresponds to |B| concatenated copies of its original value. Using r
as a shorthand for x′ − x̄, we have

Ex Tr(J (x)CovxJ (x)T )

= Ex Tr(J (x)(Ex′(x′ − x̄)T (x′ − x̄))J (x)T )

= Ex,x′ Tr(J rT rJ T )

= Ex,x′
din,|B|,dout,|B|,din,|B|∑

i,b,j,p,i′,b′=0

J [pdout + j, bdin + i]r[bdin + i]r[b′din + i′]J [pdout + j, b′din + i′]

= Ex,x′
∑

i,b,j,p,i′

J [pdout + j, bdin + i]r[bdin + i]r[bdin + i′]J [pdout + j, bdin + i′]

= Ex,x′,u
∑

i,b,j,p,i′

J [pdout + j, bdin + i]r[bdin + i]r[bdin + i′]J [pdout + j, bdin + i′]u[pdout + j]2

= Ex,x′,u
( ∑
i,b,j,p,i′,j′p′

J [pdout + j, bdin + i]r[bdin + i]r[bdin + i′]J [p′dout + j′, bdin + i′]

u[pdout + j]u[p′dout + j′]
)

= Ex,x′,u
∑
b

((∑
i,j,p

J [pdout + j, bdin + i]r[bdin + i]u[pdout + j]
)

( ∑
i′,j′,p′

J [p′dout + j′, bdin + i′]r[bdin + i′]u[p′dout + j′]
))

= Ex,x′,u
∑
b

(∑
i,j,p

J [pdout + j, bdin + i]r[bdin + i]u[pdout + j]
)2

= |B|Ex,x′,u,b
(∑

i

(uJ (x))[bdin + i](x′ − x̄)[bdin + i]
)2

The key insight here is that, because each segment of x is drawn independently from D, we have
Ex′r[bdin + i]r[b′din + i′] = 0 when b 6= b′. Hence, we can eliminate this case from the sum above.
In the last line, we give b the uniform distribution over {0, .., |B| − 1}. The generalized backward
estimator then becomes
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|B| |B||S|
|B||S| − 1

E(x,x′,u)∈S,b

(∑
i

(uJ (x))[bdin + i](x′ − x̄)[bdin + i]
)2

Now, given a sample S of triplets (x, x′, u), we can average over |S||B| values by also varying b as
desired. And, we still only need to propagate |S| batches in total. Unfortunately, the |S||B| values
cannot be considered independent draws from a distribution because groups of |B| values derive
from the same network evaluation. Because the cross-batch dependency is actually mild when |B|
is not too small, the generalized backward estimator still retains most of the statistical power of
the original backward estimator from the BN-free case, which yields criterion (iii). It turns out
that criteria (i) and (ii) are also fulfilled. The only minor difference between the generalized and
original estimator is that we now have an additional factor of |B|, which will, however, cancel out
with a similar factor that will pop up in the denominator.

Generalizing the estimator of the denominator As with the numerator, we can try to generalize
our estimators naively. This breaks down completely for the convenient estimator, because each
batch now only yields a single value for each output component. For the exact estimator, the
naively generalized version is statistically workable, though we would not have criteria (i) or (ii).
As before, we can obtain much better estimators by co-varying b and the sample point. We have

Tr(Covf )

=
dout−1∑
j=0

|B|−1∑
b=0

(Sxf(x)[bdout + j])2

= |B|
dout−1∑
j=0

(Sx,bf(x)[bdout + j])2

To obtain the last expression, we use the fact that the marginal distribution of f(x)[bdout + j] is
independent of b. This last expression now gives us |B| values for the sample standard deviation
per batch as desired.

Taking the sample standard deviation over all (x, b) pairs yields the generalized exact estimator.
Criteria (i) and (ii) are fulfilled. Again, we recommend accumulating the mean in a first pass
over the sample and then the residual mean of squares in a second pass for maximum numerical
precision. As with the backward estimator of the numerator, the generalized exact estimator has a
tiny loss of statistical power as groups of |B| values for the standard deviation again originate from
the same network evaluation.

We obtain the generalized convenient estimator by taking sample standard deviations over the
groups of |B| values. Again, we have (i) and (ii). However, the loss of statistical power may be
more significant because each sample standard deviation is now based on only a single network
evaluation. Since we do not use the convenient estimator in our studies, we did not study this point
further.
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4.4.5 The NLC can (sometimes) be proxied by even simpler metrics

In the previous subsection, we found that the denominator of the NLC is simply the average vari-
ance of output neurons. Comparatively, the numerator is somewhat more complex. In this subsec-
tion, we find that, at least in the initial state of fully-connected networks, it is possible to proxy the
NLC with other metrics that have a simpler numerator. Conversely, for convolutional networks we
find it necessary to use the NLC itself.

One question that arises in this work is what we gain by studying nonlinearity over “gradient
vanishing / explosion”. In this subsection, we look at when the Jacobian-covariance product in the
NLC numerator can be accurately approximated by a ratio of loss gradients. See chapter 9 for a
detailed analysis.

It is enough to use a single batch of inputs at a time when estimating the numerator In the
previous subsection, we showed that the NLC numerator equals Ex,x′,u∼N (0,I)(uJ (x)(x′ − x̄)T )2.
Obtaining a single value for the expression inside the expectation requires sampling two inputs x
and x′. When computing the NLC in our empirical studies, we sampled two batches of inputs, one
for x and one for x′, to obtain a single batch of values for the sample mean.

We suspected that it would be sufficient to instead sample a single batch of inputs and simply
shuffle it for the purpose of pairing up individual x and x′ values. Of course, the probability of
pairing up an input with itself is at least 1

|B| in this case, so sample independence deteriorates. The
upshot is that the NLC computation can more easily piggyback on the training or error computation
as described in section 4.4.4, which generally only requests a single batch at a time from the data
loading component of the deep learning pipeline. We use NLCsingle to refer to this slightly less
statistically sound way of computing the NLC.

In figure 4.12(A-C), we plot the value of NLCsingle vs the NLC in the initial state for study A
architectures. We obtain a very close match, even for GUAs. This was possible because we made
sure that all random processes (batches, u vectors ...) used the same random number sequence for
both NLCsingle and NLC.

One concern we had in this subsection, and throughout this work, was that some results only
hold because of special properties of the data distributions corresponding to our datasets. For this
reason, we investigated some properties of the NLC on a more diverse range of input distributions
by using the following trick. We designated a layer in the middle of the network, about halfway
between input and output, as a surrogate input layer. We propagated the data shard forward to
that layer and then computed the NLC on the remainder of the network by taking our sample
from those propagated values. In other words, if fl is the surrogate input layer, we computed
NLC(fL(fl), fl(D)). Informally, we say that we computed the NLC on the “second half” of the
network. Of course, the input distribution to the second half then depends on the first half of the
network, which drastically increases input distribution diversity. The layer at which the second
half begins is an addition layer for residual networks, thus ensuring that this layer is a bottleneck,
and a linear layer otherwise.

In figure 4.13A-C, we plot NLCsingle vs the NLC in the initial state for the second half of study A
architectures. We find that the match is again near-perfect except for GUAs, where it is still decent.
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In figure 4.14A-C and 4.15A-C, we make the comparison in the final state. The approximation
deteriorates only slightly.

For fully-connected networks, we can decouple the Jacobian and input covariance The
“next level” of simplification is to decouple the Jacobian from the input covariance and approxi-
mate Ex,x′,u∼N (0,I)(uJ (x)(x′ − x̄)T )2 ≈ 1

din
Ex,u∼N (0,I)||uJ (x)||22Ex||x− x̄||22.

Metric definition 3.

NLCFROB(f,D) =

√
(Ex Tr(J (x)J (x)T )) Tr(Covx)

din Tr(Covf )
=

√
Ex||J (x)||2F Tr(Covx)

din Tr(Covf )

We compute Ex||J (x)||2F = Ex,u∼N (0,I)||uJ (x)||22 similarly to the backward estimator of the NLC
numerator in section 4.4.4. We compute the traces like we compute the NLC denominator in
section 4.4.4.

In figures 4.12D-F and 4.13D-F, we find that this approximation still works almost perfectly in
the initial state except for GUAs. In figure 4.16A-C, we find that this is not true for convolutional
networks from study B. This is somewhat expected as convolutional networks take advantage of the
covariance structure of images and similar types of data. Specifically, neighboring spatial locations
tend to be highly correlated. In section 4.4.2, we showed that, for fully-connected architectures,
the NLC was preserved when the input was replaced by unit Gaussian noise. Here, we show that
decoupling the covariance in the NLC does not work for convolutional networks, not even in the
initial state. Interestingly, we also find that NLCFROB ≥ 1 does not hold.

After training, while the correlation between NLCFROB and the NLC is still substantial in many
cases, the approximation deteriorates significantly (figure 4.14D-F 4.15D-F, 4.16E/G). This fol-
lows the general trend we outlined in section 4.4.2.

For fully-connected networks, we can further replace the Jacobian with a ratio of gradients
To estimate metrics involving the Jacobian, we generally need to take additional computational
steps such as backpropagating Gaussian noise u, as described in section 4.4.4. If we do not want
to incur additional computational cost beyond backpropagating the gradient of the loss function,
which is necessary for training, we can make the following further approximation.

Metric definition 4.

NLCGRAD(f, `,D) =

√
dout(Ex||g0||22) Tr(Covx)

din(Ex||gL||22) Tr(Covf )

g0 = d`
dx

is obtained from gL = d`
dx

through multiplication with the Jacobian, so we can proxy the
magnitude of the Jacobian via its impact on the length of gL. If gL was unit Gaussian distributed,
this approximation would be exact and we would obtain g0 = uJ (x), which is an expression that
we are by now familiar with.

Throughout figures 4.12, 4.13, 4.14 and 4.15, we find that the approximation obtained from NL-
CGRAD is nearly identical in quality to NLCFROB. A caveat is that we only consider a single loss
function.
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Figure 4.12: NLC vs simpler metrics / estimators for study A architectures in the initial state.
Green markers correspond to GUAs and are displayed in the foreground, as always. All correlation
values are close to 1. Conclusion: The NLC can be proxied by simpler metrics / estimators for
fully-connected architectures in the initial state.
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Figure 4.13: NLC vs simpler metrics / estimators for the second half of study A architectures in
the initial state. All correlation values are close to 1. Conclusion: The NLC can be proxied by
simpler metrics / estimators for the second half of fully-connected architectures in the initial state.
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Figure 4.14: NLC vs simpler metrics / estimators for study A architectures in the final state. Con-
clusion: The more we simplify, the more the approximation deteriorates.
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NLCGRAD after training (2nd half)
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Figure 4.15: The NLC vs simpler metrics / estimators for the second half of study A architectures
in the final state. Conclusion: Simplifying the estimator works well, but simplifying the metric
leads to significant deterioration.
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Figure 4.16: The NLC vs simpler metrics for study B architectures. Conclusion: The simpler
metrics are insufficient approximations, especially considering the lower bound of 1 no longer
holds in the initial state.

174



4.4.6 The NLC is related to the size of linearly approximable regions

We began this chapter with a discussion of nonlinearity. We established the NLC as a measure of
nonlinearity through its relationship with NL1D, theoretical results and an eye test. In this subsec-
tion and the next, we uncover yet more ways in which the NLC measures network nonlinearity.
Thus, we further establish the NLC as a meaningful and deep metric, in the vein of utility criterion
7. In this subsection, we show that the NLC is closely related to the size of linearly approximable
regions of a network in input space.

As mentioned in section 4.1, a key property of linear functions F : Rdin → Rdout is that the
‘gradient-based local linear approximation’ (GLLA) F (χ) + (χ′ − χ)dF (χ)

dχ

T
taken at any χ ∈ Rdin

is equal to F (χ′) everywhere. To the degree to which this is true for an arbitrary differentiable
function F , we can say it is more or less nonlinear. This makes sense especially in the context of
neural networks trained with gradient methods. They rely on the fact that an accurate local linear
approximation around the parameter value is available. The findings of this subsection might also
be valuable for understanding the network training process.

To develop a metric to capture the property of “local linear approximability”, like in section 4.2, we
first turn to the case of a function F with a bounded domain. Let us also assume that this domain
is convex. Consider some χ in that domain and some χbound on the boundary of that domain. Then
we can say that the greater the fraction of the distance from χ to χbound the GLLA at χ remains
accurate, the more linearly approximable F is at χ in the direction of χbound. We can measure this
accuracy in terms of whether the GLLA remains within some tolerance of F when projected onto
a certain direction in output space. Formally, given some tolerance T and (row) vector δout ∈ Rdout ,
we can measure the local linear approximablity of F with respect to (χ, χbound, δout, T ) via the
largest C ≤ 1 such that for all c ≤ C we have

c

T
δout

dF (χ)

dχ
(χbound − χ)T ≤ δout(F (χ+ c(χbound − χ))− F (χ))T ≤ cTδout

dF (χ)

dχ
(χbound − χ)T

In order to turn this into a practical metric for neural networks, we have to (i) replace the bounded,
convex domain with the input distribution D and (ii) eliminate the need to manually specify χ,
χbound and δout. Just as with the NLC, we will draw the input from D and model the domain as a
Gaussian with covariance Covx. Specifically, we draw χbound − χ from UCov

1
2
x , where U is the

uniform distribution over vectors of dimensionality din and length
√
din. This distribution has the

same covariance as D. It can be viewed as the uniform distribution over “1-standard deviation
offsets in D”, or as the uniform distribution over radii of D. Finally, (i) we draw δout from the unit
Gaussian N (0, Idout), (ii) we consider batches instead of individual inputs and (iii) we invert the
value of C to arrive at the metric below.

Metric definition 5. The ‘gradient-based local linear approximability distribution’ (GLLAD) of a
network f with respect to D, tolerance T and batch size |B| is the distribution over C, where C is
the smallest value greater or equal to 1 such that for all c ≤ 1

C
we have

c

T

|B|∑
b=1

δ
(b)
outJ (x(b))δ

(b)T
in ≤

|B|∑
b=1

δ
(b)
out(f(x(b) + cδ

(b)
in )− f(x(b)))T ≤ cT

|B|∑
b=1

δ
(b)
outJ (x(b))δ

(b)T
in
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Figure 4.17: GLLAD for 15 simple fully-connected architectures of depth 51 (unless otherwise
specified) in their initial state on CIFAR10 (top row) and unit Gaussian input (bottom row). For
each architecture, the lower curve denotes the 5th percentile over 100 random seeds. The middle
curve denotes the mean over those seeds. The upper curve denotes the 95th percentile. The density
is defined over the base 10 logarithm. We set T = 2. |B| = 250 as always for fully-connected
architectures. Note that we could not compute the density in the region greater 109, due to limita-
tions associated with floating-point computation. Conclusion: All distributions are well-behaved
and can be summarized by e.g. their median. They are also relatively robust to random seed
change. Both CIFAR10 and Gaussian inputs yield the same results.

The distribution over C is induced by x(b) ∼ D, δ(b)
in ∼ UCov

1
2
x and δ(b)

out ∼ N (0, Idout), drawn
independently for 1 ≤ b ≤ |B|. U is the uniform distribution over vectors of dimensionality din

and length
√
din.

Linear networks achieve C = 1 with probability 1. In general, C ≥ 1. Note that C = 1 can
hold for nonlinear networks, even with probability 1. We define GLLAD over batches instead of
individual inputs so we can easily generalize it to networks with batch normalization. We invert
the value of C so that larger C corresponds to larger nonlinearity, just as with the NLC. Note that
GLLAD effectively measures the radius of linearly approximable regions relative to the radius of
the domain, not the volume of linearly approximable regions relative to the volume of the domain.
Informally speaking, the number of linearly approximable regions required to cover the domain
behaves as GLLADdin .

To build an understanding of GLLAD, we plot it for 15 simple fully-connected architectures in
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the initial state on CIFAR10 in figure 4.17(A-C). For each architecture, we consider 100 different
random seeds. Random seed controls the parameter value and other things specified in section
3.3. We plot the mean, the 5th percentile and the 95th percentile of the 100 distributions in log
space. We find that all distributions are well-behaved and have a clear, single peak that is relatively
consistent as the random seed changes. This is true even for architectures ‘square’ and ‘square-
BN-ResNet’, which are GUAs. Therefore, we summarize the GLLAD with a single value, its
median.

Metric definition 6. The ‘median gradient-based local linear approximability’ (MGLLA) is the
median of the GLLAD defined above, i.e. M

x(b),δ
(b)
in ,δ

(b)
out for 1≤b≤|B|GLLAD.

In figure 4.17(D-F), we plot GLLAD for the same architectures as in (A-C), but evaluated on unit
Gaussian input analogously to sections 4.4.2 and figure 4.2. The plots are near-identical to (A-C),
even for GUAs. Again, nonlinearity proves robust to changes in input distribution.

NLC vs MGLLA: empirical relationship Now we are ready to investigate whether the NLC is
a measurement of nonlinearity by way of measuring local linear approximability. In figure 4.18,
we plot the NLC vs MGLLA for all study A architectures in the initial and final state. We find
that both values are highly correlated, especially in the initial state. In the initial state, there are
no outliers, not even GUAs. The NLC somewhat underestimates MGLLA, especially in the final
state.

Domain

C
o
d
o
m
a
in

(s2, F (s2))

(s1, F (s1))

F

Figure 4.19: 1d pictorial illustra-
tion of the connection between
NLC and MGLLA.

NLC vs MGLLA: intuitive connection In figure 4.19, we
illustrate the intuitive connection between NLC and GLLA with
a simple 1D example, similarly to section 4.2. Assume F is a
sine curve, depicted in blue. s1 and s2 are two scalars. We plot
the location of (s1, F (s1)) in red and the location of (s2, F (s2))
in olive. The thick red and olive lines correspond to the GLLA
of F at s1 and s2 respectively, which is simply the tangent line
of the blue curve. The shaded olive and red regions correspond
to the intervals in which the tangent falls inside the codomain,
which is defined to be the set of values taken by F over the
domain.

It is easy to check that the proportion of the domain covered by
the red interval and olive interval is |co|

|F ′(s1)||dom| and |co|
|F ′(s2)||dom|

respectively. The key insight is that both tangents can only be
close to F while they remain inside the codomain, and there-
fore within their respective shaded area. This is evidently true
in both cases, as both tangent lines quickly move away from F outside the shaded region. In
the case of s2, this bound is also tight as the tangent tracks F closely everywhere in the olive re-
gion. However, in the case of s1, the bound is loose, as the red line completely decouples from F
throughout a large part of the red region.

So, we can view |co|
|F ′(s)||dom| as an upper bound on gradient-based local linear approximability, so we
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Figure 4.18: NLC vs MGLLA for study A architectures. We set T = 2. Only architectures for
whichMGLLA < 109 are depicted, due to limitations associated with floating-point computation.
Conclusion: Both metrics are highly associated, especially in the initial state.

can view
√

EsF ′(s)2|dom|
|co| as a lower bound on MGLLA. But we can view the NLC as a generalization

of
√

EsF ′(s)2|dom|
|co| to multi-dimensional networks, where F ′ becomes the Jacobian, the diameter

of the domain is measured by 2
√

Tr(Covx) and the diameter of the codomain is measured by
2
√

Tr(Covf ). This is the exact same generalization process as in section 4.2. In summary, we
would expect the NLC to be a tight lower bound of MGLLA, and this is exactly what we find in
figure 4.18.

From the perspective of training neural networks, it is interesting that we found such a close match
between MGLLA and NLC. This implies that GLLAs of practical neural networks are close to the
true value of f as long as the value of the GLLA remains inside the range of values taken by f . So
GLLAs of practical networks tend to behave like the olive tangent in figure 4.19, and not like the
red tangent. If a similar property holds for the GLLA around the parameter, then a single gradient
update can shift the network output to a desired value for a given input x without the update having
to cross the boundary of the approximable region. This seems to be a highly valuable property for
the purpose of trainability that we believe warrants further investigation.

178



Computing MGLLA We could not (fully) compute GLLAD / MGLLA for some architectures,
such as square-BN in figure 4.17. Computing these metrics is challenging in general. To obtain the
approximate value ofC for some batch of triplets (x, δin, δout), we need to start with an infinitesimal
value of c, verify that the GLLA is accurate, and then gradually increase cwhile retesting the GLLA
until it is no longer accurate. This causes a dilemma. If the first tested value of c is too large, it
will already exceed 1

C
, and the first test will fail. Conversely, if the first value of c is too small,

then we may experience catastrophic rounding error during forward propagation. In section 4.4.4,
we explained how we couldn’t compute the NLC when network outputs were indistinguishable
because of rounding error. When inputs to a network are only a tiny distance apart, that problem
is correspondingly exacerbated.

We determined that, by using 64-bit precision, we were able to compute values of C as long as
they were at most 109. Hence, both figures 4.17 and 4.18 are cut off at GLLAD = 109 and
MGLLA = 109 respectively. We see no reasons why the patterns we detect should not hold for
more nonlinear networks.

Another challenge for computing MGLLA is that we need to compute the full Covx matrix, instead
of just its trace like in the NLC. This is both computationally more expensive and statistically more
uncertain, as it is not clear how the estimation errors that occur for each entry of Covx compound in
the context of the MGLLA metric. This challenge applies to several other metrics defined later that
also require Covx. Covx is estimated via elementwise sample covariance as described in section
3.4.1.1.

We considered investigating the MGLLA metric as our primary metric and base this work on
MGLLA instead of NLC. We even developed a mean field theory of MGLLA. The deciding factors
were that the NLC is much more computable and takes a much simpler form.

4.4.7 The NLC is related to L2 linear approximation error and underfitting

In the previous subsection, we showed a strong relationship between the NLC and local linear
approximability. In this subsection, we show a relationship between the NLC and global linear
approximability in an L2 sense. We do this via two theorems that we illustrate using our activation
functions. We also begin explaining why the NLC is related to test error, by connecting the NLC
to underfitting.

We begin by introducing a simple decomposition of a network f .

Definition 5. Denote the least squares linear fit to f under some input distribution D by xAf + bf .

• The ‘linear component’ of f is (x− x̄)Af .

• The ‘constant component’ of f is bf + x̄Af .

• The ‘nonlinear component’ of f is f̃ = f − xAf − bf .

• The ‘nonlinear basis’ of f is
f̃

E||f̃ ||22
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Metric definition 7. Let Af , bf and f̃ be defined as above.

• The ‘linear approximation ratio’ (LAR) is

LAR(f,D) =
E||(x− x̄)Af ||22

E||f ||22

• The ‘constant approximation ratio’ (CAR) is

CAR(f,D) =
||bf + x̄Af ||22

E||f ||22

• The ‘nonlinear approximation ratio’ (NAR) is

NAR(f,D) =
E||f̃ ||22
E||f ||22

Based on assumption 3, we have E||f ||22 = Tr(Covf ) + ||Ef ||22 > 0. The name ‘nonlinear basis’
expresses that ((x − x̄)Af , bf + x̄Af , f̃) is a decomposition of f into three functions which can
be viewed as a basis in function space. The three functions are orthogonal and thus we have
CAR + LAR + NAR = 1. Further, the nonlinear component is orthogonal to arbitrary linear
functions.

Proposition 6. We have

1. EF T f̃ = 0 and EF f̃T = 0 for any linear function F : Rdin → Rdout

2. E((x− x̄)Af )f̃
T = 0, E(bf + x̄Af )f̃

T = 0 and E((x− x̄)Af )(bf + x̄Af )
T = 0

3. LAR + CAR + NAR = 1

NLC(f̃ ,D) is valid as long as f is not linear.

Proposition 7. Assume there exists an open set S where D has a continuous, positive density
function and f is not linear on S. Then Tr(Covf̃ ) > 0.

Now we can state the two key theorems of this subsection.

Theorem 2. Let D be Gaussian and let the linear component of f be the zero function. Then we
have

NLC(f,D) ≥
√

2

Theorem 3. Let D be Gaussian and assume f is not linear. Then we have

NLC(f,D)2 =
LAR

NAR + LAR
+

NAR

NAR + LAR
NLC(f̃ ,D)2
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These theorems significantly extend theorem 1, which originally motivated the NLC as a nonlin-
earity measure. Again, we assume that D is Gaussian. Theorem 2 states that networks that do
not have a linear component have their NLC bounded away from 1, at

√
2. Theorem 3 states

that the square NLC of a network that has a nonlinear component is the weighted average of the
square NLC of the nonlinear component, which is NLC(f̃ ,D)2, and the square NLC of the linear
component, which is 1. Each squared NLC is weighted by the relative power of the respective
component. In other words, the square NLC of a network is proportional to the L2 error incurred
when approximating that function with a linear function, relative to the overall magnitude of the
function. This is yet another avenue for connecting NLC and nonlinearity. Note that the presence
and power of the constant component is irrelevant for theorem 3.

Finally, we can connect both theorems with the observation that NLC(f̃ ,D) ≥
√

2 because the
linear component of f̃ is the zero function.

Proposition 8. Let xAf̃ + bf̃ be the least squares linear fit to f̃ . Then Af̃ = 0 and bf̃ = 0.

Another important consequence of these theorems is that they provide a first explanation for the
NLCs relationship to test error. In the initial state, when the NLC of an architecture on the dataset
mirrors the NLC on Gaussian input, an NLC close to 1 implies that the network is close to a linear
function in an L2 sense. Hence, if a linear model underfits on a given dataset, the network is likely
to underfit as well. This is what we find in figure 4.4C. While it is possible for the properties of a
network to change during training, relying on such a change might not be desirable. We investigate
the change of the NLC during training in e.g. sections 4.4.13 and 5.3.

It is difficult to compute LAR, CAR and NAR on practical networks with respect to practical input
distributions. Therefore, we restrict our empirical investigation in this section to activation func-
tions and N (0, 1). The properties of this function-distribution pair will be important, especially in
chapters 5 and 7. The standard formula for the least squares linear fit yields Aτ = Es∼N (0,1)sτ(s)
and bτ = Es∼N (0,1)τ(s), where both Aτ and bτ are scalars.

In table 4.3, we give a range of metric values. It is easy to check that theorems 2 and 3, as well as
the last statement of proposition 6, hold for all activation functions. There are a significant number
of activation functions that do not have a constant and / or linear component. Also, some activation
functions have very small nonlinear components, such as sigmoid, SeLU and softplus, and are very
close to a linear function in an L2 sense. Ranking activation functions by their NLC is comparable
to ranking them by their NAR, which shows that the presence of linear components significantly
dictates the NLC. When the linear component is removed, the NLC ranking changes drastically.
For example, the least possible NLC(f̃),

√
2, is achieved by the square activation function, which

does not have a small NLC. ReLU and abs. val. have the same nonlinear basis. Softplus, Swish
and square have similar nonlinear bases, which is exemplified by their similar NLC(f̃) values.
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Act. fun. ReLU SELU softplus Swish abs. val. tanh
Formula max(s, 0) † log(1 + e−s) s

1+e−s
|s| tanh(s)

Illustration
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LAR 0.5 0.971 0.271 0.703 0 0.930
CAR 0.318 0.000 0.705 0.120 0.637 0
NAR 0.182 0.029 0.023 0.177 0.363 0.070
NLC 1.211 1.035 1.039 1.101 1.659 1.085
NLC(f̃) 1.659 1.855 1.420 1.433 1.659 1.886

Act. fun. sigmoid even tanh Gaussian odd square square sawtooth

Formula 1
1+e−s

| tanh(s)| 1√
2π
e−

s2

2 s ∗ |s| s2 ‡

Illustration
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LAR 0.146 0 0 0.849 0 0
CAR 0.852 0.784 0.866 0 0.333 0
NAR 0.002 0.216 0.134 0.151 0.667 1
NLC 1.017 2.335 1.577 1.155 1.414 6.928
NLC(f̃) 1.767 2.335 1.577 1.790 1.414 6.928
†1s>01.0507s+ 1s<01.75814(es − 1)

‡τ(s) = s− bsc if s− bsc < 0.25; τ(s) = s− bsc − 1 if s− bsc > 0.75; τ(s) = 0.5− s+ bsc else

Table 4.3: Activation functions with key metrics computed on unit Gaussian input. Conclusion:
Theorems 2 and 3, as well as proposition 6, hold.
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Figure 4.20: NLC vs MES for study A architectures after training error minimization. We set
T = 1.05. Only architectures for which MES < 109 are depicted, due to limitations associated
with floating-point computation. Conclusion: The NLC predicts the influence of input noise on
error.

4.4.8 The NLC is related to noise sensitivity and overfitting

In the last subsection, we began the project of explaining the relationship between NLC and per-
formance, and we did so in terms of underfitting. In this subsection, we continue the project by
relating NLC and overfitting, and specifically by relating the NLC and the sensitivity of the net-
work output to input perturbation. We show that when test inputs are too far away from training
inputs of the same class relative to the NLC, networks fail to generalize.

We begin by giving a simple proposition that explicates the relationship between NLC, input noise
and output change.

Proposition 9. Let δin ∼ N (0,Covx) and δout ∼ N (0,Covf ) be row vectors. Assume NLC > 0.
Then

Ex,δin ||
δin

NLC
J (x)T ||22 = Eδout||δout||22

Informally, the NLC measures what fraction of the domain of f we need to traverse in a random
direction in order to traverse the codomain of f , assuming the input is propagated forward through
the gradient-based local linear approximation (GLLA) given by J (x). The NLC measures the
required magnitude of random noise relative to the variation of the input that is capable of sig-
nificantly corrupting the network output. The assumption that the input is propagated through the
GLLA is justified by section 4.4.6, where we showed that the GLLA tends to be accurate through-
out a large fraction of the codomain.

The magnitude of noise relative to the variation of the input, or to the variation of the value of
intermediate layers, shows up all over the place in deep learning. The field of adversarial examples
studies imperceptible noise [Szegedy et al., 2014, Mor et al., 2020, Balunovic and Vechev, 2020,
Salman et al., 2020], which implies that the magnitude of the noise is small relative to the magni-
tude of the input. Specifically, it studies noise that can, in the context of classification, flip the class
prediction. “Flipping the class prediction”, “traversing the codomain” and “corrupting the output”
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can be regarded as roughly equivalent. Having an output that is robust to noise is important for a
range of strategies such as batch normalization, dropout [Srivastava et al., 2014] and quantization
[Stock et al., 2020, Sun et al., 2020, Lin et al., 2020]. Each of these three strategies introduces
noise at intermediate layers that has a roughly constant magnitude relative to the variation of the
values at that layer, assuming that batch size / dropout rate / number of quantization buckets is
constant respectively. We further investigate the relationship of noise sensitivity and architecture
performance in the context of batch normalization and floating-point rounding error in section 6.5.

Based on this discussion, we can already see how an excessive NLC could be harmful to general-
ization. In the vast majority of practical datasets that are used for deep learning, a change to the
input that is very small relative to

√
Tr(Covx) almost never affects the label. This is a fundamental

property of the true input-label function which we investigate further in section 4.5. For example,
flipping a single pixel in an image almost never changes the type of the object depicted. Of course,
the smaller the number of pixels in an image, the correspondingly smaller the number of pixels
that need to be changed to change the type. Flipping a single character in a text of many characters
almost never changes the sentiment of the text in the context of sentiment analysis. A function that
experiences a large relative output change in response to a small relative input change cannot be a
close match to the true input-label function.

We began our empirical investigation by verifying that input noise indeed corrupts network output,
as suggested by proposition 9. We did this by measuring the change in error while the inputs are
being perturbed.

Metric definition 8. The ‘noise-corrupted error’ (NCE) of a network f with respect to error func-
tion e, data distribution D and scalar noise weight w is

NCE(f, e,D, w) = E(x,y),ue(f(wu+ (1− w)x), y)

where u ∼ N (0,Covx) independently of (x, y).

Of course, the value of NCE, like regular error, is only interesting after training. And, it is only
interesting when the regular error is better-than-random. Because of this, we computed NCE on
our CIFAR10 and waveform-noise architectures on the training set after they were (re-)trained to
minimize training error, because this is the context where even high-NLC architectures can achieve
low error, as shown in figures 4.4 and 4.5. In figures 4.21 and 4.22, we plot NCE vs NLC in the final
state. We find that there are two distinct regimes. For some architectures, adding noise weighted by
w massively increases the error to the point of random performance, while for other architectures
there is no change in error. For each value of w, we find that the transition point between both
regimes is around the point w = 1

NLC
.

We wanted to go further and investigate specifically at what noise level the error started to increase
significantly for each architecture. To develop a metric that captures this property, we follow a
similar strategy as with MGLLA in section 4.4.6. Given some input x and offset in input space δin,
we are interested in how large a scalar c can be such that f still makes the correct prediction on the
entire line segment from x to x+ cδin.

Metric definition 9. The ‘median error sensitivity’ (MES) of f with respect to error function e,
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data distribution D, tolerance T and batch size |B| is the median of the distribution over C, where
C is the smallest value greater or equal to 1 such that

|B|∑
b=1

max
0≤c< 1

C

e(f(x(b) + cδ
(b)
in ), y(b)) ≤

|B|∑
b=1

e(f(x(b)), y(b))(1 + T )

The distribution over C is induced by (x(b), y(b)) ∼ D and δ(b)
in ∼ UCov

1
2
x , drawn independently for

1 ≤ b ≤ |B|. U is the uniform distribution over vectors of dimensionality din and length
√
din.

In figure 4.20, we plot the NLC vs MES, again after training error minimization. We find a strong
association. Note that the same computational challenges apply to MES as apply to MGLLA, as
discussed at the end of section 4.4.6.

Figures 4.21, 4.22 and 4.20 provide strong evidence for the practical predictiveness of proposition
9. Under classification error, we can tolerate a change to the output that is a roughly a fixed fraction
of the codomain diameter before the correct class prediction on an input flips. The NLC accurately
predicts the magnitude of input noise necessary for this to occur. It is worth understanding just how
sensitive high-NLC networks are. If NLC = 1000, a relative input corruption of 0.1% is sufficient
to corrupt the output. If the inputs are e.g. images, a random change of 0.1% to the intensity of
each pixel is almost certainly imperceptible.

We now have a clear hypothesis for how the NLC predicts overfitting. If we view the offset between
an input in a training set and an input in the test set that is part of the same class as noise, then
the NLC must be small enough so that adding that noise vector to the training input does not flip
the class prediction. To verify this, we repeated our experiment with the NCE metric with a slight
change. Instead of letting u be a noise vector, we let it be the test input that is closest to the
respective training input by Euclidean distance. Then, evaluating NCE with w = 0 corresponds to
a stochastic version of training error, whereas NCE with w = 1 corresponds to a stochastic version
of test error. In figures 4.23 and 4.24, we find virtually the same pattern as in figures 4.21 and 4.22.
Switching from training inputs to interpolated inputs tends to cause no or a massive error increase,
where the NLC controls the transition between both regimes. There is a slight departure from the
previous figures in that the error increase appears slightly lower for a given value of w. This is
partially explained by the fact that the distance from training inputs to their closest test input is on
average only 65% of the distance to a Gaussian vector. Therefore, the same value of w corresponds
to a lower level of corruption. While it does appear that (as one would hope) networks generalize
better to test inputs than to Gaussian noise, it is clear that the NLC after training has to be close to
1 for better-than-random generalization. This is what we found in figure 4.3.

In summary, networks with a large NLC overfit because the output is susceptible to relatively small
input changes. In section 4.5, we further verify that the ideal NLC for a dataset is determined by
the distance between training and test inputs. In section 2.1, we explained that the common denom-
inator between almost all machine learning models is that they extrapolate from seen datapoints to
unseen datapoints by being continuous, i.e. assigning similar outputs to similar inputs. The NLC
is a measure of the degree to which this principle holds for a neural network. The particular brand
of continuity we study in this subsection, where the class assigned by the network does not change
on the line segment between inputs of the same actual class, is also the basis for the popular data
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augmentation method mixup [Zhang et al., 2018a], which feeds linear combinations of training set
inputs to the network during training.
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Figure 4.21: NLC vs NCE for study A CIFAR10 architectures after training error minimization.
The noise weight w is specified on the y-axis. The black line indicates where the NLC equals 1

w
.

Architectures with final NLC greater 108 are not depicted to improve the visibility of low-NLC
architectures. However, they follow the same trends as other high-NLC architectures. Conclusion:
The NLC predicts the noise level at which the error increases.
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Figure 4.22: NLC vs NCE for study A waveform-noise architectures after training error minimiza-
tion. The figure and its conclusion are analogous to the previous figure.
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Figure 4.23: NLC vs a modified NCE where training set inputs are interpolated with their closest
test input, for study A CIFAR10 architectures after training error minimization. The noise weight
w is specified on the y-axis. The black line indicates where the NLC equals 1

w
. Architectures with

final NLC greater 108 are not depicted to improve the visibility of low-NLC architectures. How-
ever, they follow the same trends as other high-NLC architectures. Conclusion: Generalization is
closely related to sensitivity to random noise, and that sensitivity is predicted by the NLC.
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Figure 4.24: NLC vs a modified NCE where training set inputs are interpolated with their closest
test input, for study A waveform-noise architectures after training error minimization. The figure
and its conclusion are analogous to the previous figure.
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4.4.9 The NLC is related to kernel methods and model complexity

In this subsection, we will further explain why the NLC is predictive of test error, via a relationship
between the NLC, model complexity and kernel methods. Neural architectures can be viewed as
kernel methods via mean field theory, specifically via the covariance kernel and neural tangent
kernel. The NLC can be viewed as a measure of the bandwidth of those kernels, and bandwidth is
a popular measure of model complexity in kernel methods.

Model complexity is one of the core concepts in machine learning and statistics. Like many popular
concepts we encounter in this work, it is not well-defined. We must view it through the lens
of popular measures such as VC dimension, Rademacher complexity and kernel bandwidth. We
can immediately relate these measures to the insights gained in the previous subsection. In the
context of classification, all of these measures depend on a model’s ability to assign nearby inputs
to different classes. We showed that the NLC predicts a neural network’s ability to do this.

In the machine learning field of kernel methods, predictions made by models f depend on the
‘kernel function’ K(x, x′) that measures the similarity of input pairs (x, x′). The larger the value
of K(x, x′), the more the model believes the inputs x and x′, and hence the corresponding outputs
f(x) and f(x′), should be similar. Large values of K across the dataset indicate that individual
inputs are considered similar to many other inputs. In that case, individual predictions are averages
of many labels in the dataset, leading to a function f that is relatively smooth, unresponsive to
input changes, and hence of “low complexity”, which can lead to underfitting. Conversely, small
values of K across the dataset indicate that individual inputs are considered similar to only a small
number of other inputs. In that case, individual predictions are averages of few labels in the dataset,
leading to a function f that is relatively erratic, highly responsive to input changes, and hence of
“high complexity”, which can lead to overfitting. The degree to which a kernel function assigns
large values to input pairs is called its ‘bandwidth’ h. This concept is defined more specifically in

the common example of the Gaussian kernel function Kgauss(x, x
′) = e−

||x−x′||22
h . Here, h controls

the Euclidean distance at which K still assigns non-negligible values to input pairs.

The major theoretical framework that connects neural networks to kernel methods is mean field
theory, which we cover in chapter 5. Mean field theory states (among other things) that, in the
limit as the width of architecture layers converges to infinity, (i) the initial state is equivalent to a
Gaussian process when the parameter is viewed as a random variable drawn from the initialization
scheme. The kernel of that GP is called the ‘covariance kernel’. For fully-connected architec-
tures with length-normalized inputs, it is a scalar function of the input co-mean, i.e. Eix[i]x′[i].
And (ii) the course of training is controlled by the neural tangent kernel (NTK). In the limit of
fully-connected architectures with length-normalized inputs, the NTK is also a scalar function of
Eix[i]x′[i].

The NLC has a key meaning in the context of both of those results. With regards to (i), the NLC is
the first-order approximation of the bandwidth of the covariance kernel. We will defer this result
to chapter 5 and specifically section 5.4.5, when the necessary theoretical machinery has been
introduced. For now, we will focus on the relationship between the NLC and the NTK, which we
investigate empirically.
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Figure 4.25: NLC vs TTNTK for study A architectures in the initial state. Conclusion: The NLC is
related to the neural tangent kernel, and thus to kernel bandwidth and the surrounding conceptual
and theoretical machinery.

The NTK is defined to be the outer product of the parameter Jacobians df
dθ

, i.e. we have

KNTK(x, x′) =
df(θ, x)

dθ

df(θ, x′)

dθ

T

This is a matrix of size dout × dout. It can be interpreted as follows. If we make
an update using SGD based on a batch consisting only of a single datapoint (x, y),
then the update will be −αgL(θ, x, y)df(θ,x)

dθ
, where α is the learning rate. Under the

gradient-based local linear approximation, the change to the loss value at (x, y) is then
−αgL(θ, x, y)df(θ,x)

dθ
df(θ,x)
dθ

T
gL(θ, x, y)T = −αgL(θ, x, y)KNTK(x, x′)gL(θ, x, y)T , and the change

to the loss value at (x′, y′) is −αgL(θ, x, y)KNTK(x, x′)gL(θ, x′, y)T . Therefore, if KNTK(x, x′) for
x 6= x′ is large relative to KNTK(x, x), then we would expect a gradient update based on (x, y) to
have a strong impact on the loss value at (x′, y′). This implies a high bandwidth and is “low com-
plexity behavior”. Conversely, if KNTK(x, x′) for x 6= x′ is small relative to KNTK(x, x), then we
would expect a gradient update based on (x, y) to have a small impact on the loss value at (x′, y′).
This implies a low bandwidth and is “high complexity behavior”.

For the purpose of empirical investigation, as usual, we would like to define a scalar metric that
captures the property in question, i.e. the NTK, for a given network and dataset. We do this by
considering the gradient update obtained when the entire training set is used as the batch. Specif-
ically, we measure the impact of that update on the loss value of the entire test set, relative to the
impact on the loss value of the entire training set.

Metric definition 10. The ‘train-test neural tangent kernel’ (TTNTK) is

TTNTK(f, θ, `,Dtrain, Dtest) =
(E(x,y)∈Dtrain

d`(f(θ,x),y)
dθ

)(E(x,y)∈Dtest
d`(f(θ,x),y)

dθ
)T

(E(x,y)∈Dtrain
d`(f(θ,x),y)

dθ
)(E(x,y)∈Dtest

d`(f(θ,x),y)
dθ

)T

In figure 4.25, we plot the NLC vs TTNTK in the initial state. We find that TTNTK is around 1
when the NLC is around 1. As the NLC increases, TTNTK decreases roughly proportionally with
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the log of the NLC until we have NLC ≈ 30, and then remains around 0. The two metrics are
strongly associated, though not linearly across the entire range of observed NLC values. Hence,
the correlation values depicted are a significant underestimation of the strength of the association.

Assuming the batch is the entire training set and the learning rate is sufficiently small, a small
TTNTK in the initial state implies that the first SGD update does not reduce the loss on the test
set significantly. Conversely, a TTNTK close to 1 indicates that the test loss reduction is similar to
the training loss reduction. Therefore, TTNTK is the first-order approximation of generalization
in the initial state. The relationship between TTNTK and NLC is thus another explanation for the
NLC predicting overfitting, and establishes a relationship between the NLC and bandwidth. We
find TTNTK to be a highly interesting metric that may deserve significant study in its own right.
TTNTK is similar to the OSGR metric from Liu et al. [2020c], which was developed independently.

Given the emergence of the NLC as a measure of model complexity, figures 4.4 and 4.5 take on a
new significance. There, we showed the successful training of architectures that have a very high
NLC in both initial and final state. To our knowledge, we are first to note the trainability of ultra-
high complexity neural architectures in general. For example, Schoenholz et al. [2017] and Xiao
et al. [2018] previously argued this was impossible. We discuss this point more in e.g. sections
6.7, 9.2.3 and 1.2.1.2.

4.4.10 The NLC is related to effective depth

The concept of effective depth was introduced in Veit et al. [2016] and expanded upon in one of our
prior works [Philipp et al., 2018]. The idea is that if a deep network function can be approximated
by a much shallower network, then we do not attain the benefits of having a deep network to begin
with, and we say the deep network has a low ‘effective depth’.

Philipp et al. [2018] presents two methods for measuring effective depth. One method uses the
magnitude of gradients that flow through the parameter updates versus the initial parameter values,
and the other method uses the Taylor expansion of the network around the initial parameter value.
Here, we will not explain how those methods work. We will refer the reader to Philipp et al.
[2018] for their definition and for an extended discussion of effective depth. We use the same
metric definitions and implementations as Philipp et al. [2018] to compute effective depth based on
gradients. We compute effective depth based on the Taylor expansion by considering the shallowest
network obtainable by replacing layers of the network successively with their first-order Taylor
expansion around the initial parameter value without corrupting the network output by more than
1%. The Taylor expansion is defined and implemented as in Philipp et al. [2018].

Effective depth is only interesting after training and when the error is better-than-random. Hence,
in figure 4.26, we plot the NLC vs both measures of effective depth after training error minimiza-
tion, similar to section 4.4.8. We find that whenever the NLC was greater than around 104 after
training, the effective depth of networks was always 1 or 2 for both measures for waveform-noise,
and more likely than not to be 1 or 2 for CIFAR10. Those networks can be approximated by net-
works where any directed path in the macro-layer graph has at most 2 macro-layers with trainable
parameters. Since we hope to train networks of significantly greater depth than 2 in practice, we
find that high-NLC architectures are generally unsuitable.
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Figure 4.26: NLC vs 2 measures of effective depth for study A architectures after training error
minimization. Each graph corresponds to one of two measures discussed in Philipp et al. [2018].
Correlation values are not significant because of the non-linearity of the relationship of x- and y-
axis values. In graphs B/D, we omit architectures with NLC > 1015 as floating-point rounding
error makes comparing the Taylor expansion with the original network impossible. Conclusion:
A high NLC usually implies a low effective depth, and hence a non-attainment of the benefits
associated with depth.

Philipp et al. [2018] shows how the effective depth of a network is related to the magnitude of
the parameter updates during training relative to the magnitude of the initial parameter value, and
hence to the difference between initial and final parameter value. In section 6.6, we show that most
of our high-NLC architectures indeed require small parameter updates to train, and do not exhibit
large parameter changes. There, we also show that the few high-NLC architectures that did attain
a high effective depth were those that we found trainable with a large learning rate.

4.4.11 The NLC is decomposable into NLCs of individual layers

We finish section 4.4 with four properties that fall under the rubric of robustness, like the properties
of subsections 4.4.2 and 4.4.3. In the following subsections, we show the NLC is robust to changing
layer width, somewhat robust to training, and robust to adding a single additional layer to the
network. In this subsection, we show that, in the initial state, the NLC is robust to breaking
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the network down into its individual layers and computing the NLC on a layer-by-layer basis.
Assuming the network is composed of a single layer dependency chain, the NLC is the product of
layerwise NLCs.

Assume we have a network f that is composed of a single layer dependency chain
fL(fL−1(..(f1(x))..)). Then we have

NLC(f,D)

=
(ETr(JL,0Covf0J T

L,0)

Tr(CovfL)

) 1
2

=
( ETr(JL,0Covf0J T

L,0)

ETr(JL,LCovfLJ T
L,L)

) 1
2

=
( L−1∏
l=0

ETr(JL,lCovflJ T
L,l)

ETr(JL,l+1Covfl+1
J T
L,l+1)

) 1
2

=
( L−1∏
l=0

ETr(JL,l+1Jl+1,lCovflJ T
l+1,lJ T

L,l+1)

ETr(JL,l+1Covfl+1
J T
L,l+1)

) 1
2

The expression on the last line almost looks like NLC(fl+1, fl(D)), except that the matrix inside
the trace in both the numerator and denominator is multiplied on each side by JL,l+1. If we could
simply cancel out those matrices, we would indeed obtain that the NLC of the network is the
product of the NLC of each layer. We use the above derivation as a motivation to hypothesize that
the NLC of the network might be of similar value to the product of the NLCs of individual layers.

What about residual networks? There, we encounter addition layers of the form fl = fs(fa) +
fr(fa), where fs is the skip block and fr is the residual block as defined at the end of section 2.4.2.
We can use the above derivation to motivate decomposing the NLC into the product of NLCs of
residual units and of NLCs of individual layers not contained in a residual unit. Beyond this, we
further want to decompose the NLC of each residual unit. We have

(ETr(Jl,aCovfaJ T
l,a)

Tr(Covfl)

) 1
2

=
( ETr((Js,a + Jr,a)Covfa(Js,a + Jr,a)T )

Tr(E(fr + fs − f̄r − f̄s)T (fr + fs − f̄r − f̄s))

) 1
2

=
( ETr(Js,aCovfaJ T

s,a + Jr,aCovfaJ T
s,a + ...

ETr((fr − f̄r)T (fr − f̄r) + (fr − f̄r)T (fs − f̄s) + ...

...+ Js,aCovfaJ T
r,a + Jr,aCovfaJ T

r,a)

...+ (fs − f̄s)T (fr − f̄r) + (fs − f̄s)T (fs − f̄s))

) 1
2

Both numerator and denominator contain the sum of four terms, two of which depend on both fr
and fs. We will now make the assumption that the expectation of these mixed terms is approx-
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imately 0. This assumption is based on the analysis from one of our prior works [Philipp et al.,
2018] and further justified by mean field theory in section 5.3. The above formula then becomes

( Tr(Covfs)

Tr(Covfs) + Tr(Covfr)
NLC(fs, fa(D))2 +

Tr(Covfr)

Tr(Covfs) + Tr(Covfr)
NLC(fr, fa(D))2

) 1
2

So the squared NLC of the residual unit becomes approximately equal to the weighted average of
the squared NLC of both blocks, where the weight of each block is proportional to the squared
radius of the codomain. Note that in some residual networks, the addition layer multiplies the skip
block and / or the residual block with an addition weight ws / wr before adding them together. In
that case, the squares of those weights are simply multiplied to the Tr(Covs) and Tr(Covr) terms
respectively in the above formula.

Based on all the above derivations, we define a metric to capture the decomposed NLC.

Metric definition 11. The ‘layerwise NLC’ (LNLC) of a network f with respect to the input
distribution D is as follows. If f is a single dependency chain of layers, then

LNLC(f,D) =
L−1∏
l=0

NLC(fl+1(fl), fl(D))

If f contains residual units, we take the product over NLCs of residual units and layers not con-
tained in a residual unit. We then replace the NLC of a residual unit wsfs(fa) + wrfr(fa) by

√
w2
s Tr(Covfs)

w2
s Tr(Covfs) + w2

r Tr(Covfr)
NLC(fs, fa(D))2 +

w2
r Tr(Covfr)

w2
s Tr(Covfs) + w2

r Tr(Covfr)
NLC(fr, fa(D))2

Finally, we replace the NLC(fs, fa(D)) and the NLC(fr, fa(D)) by the product of the NLCs of
the layers contained in them as above. We do not apply LNLC to networks that are not of the types
covered above.

In figure 4.27A-C, we plot NLC vs LNLC in the initial state for our study A architectures. We find
that for non-residual architectures that are not GUAs, depicted in black, the match is very close,
except for a small number of outliers. Those few outliers can attain an LNLC significantly less than
1. For residual architectures that are not GUAs, depicted in red, LNLC somewhat underestimates
the NLC. Of course, residual networks have a more complicated LNLC involving weighted sums.
Finally, GUAs, depicted in green as always, have a complete mismatch between both quantities. In
fact, figure 4.27 does not tell the full story. Some GUAs have an LNLC of less than 10−30, which
is not visible in the figure. In figure 4.27D-F, we plot the NLC vs LNLC on just the second half of
the network, i.e. we consider a layer halfway through the network as the surrogate input layer. We
previously did this in section 4.4.5 for the purpose of validating on a wider range of (surrogate)
input distributions. We obtain the same findings.
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Our findings bolster our findings from section 4.4.2. The NLC of an individual layer uses an input
distribution that can be very different from the network’s input distribution. The fact that this
variation does not impact decomposability is noteworthy.

In figure 4.28, we plot NLC vs LNLC in the final state. We find that there is still an association
between both metrics, but it is significantly weaker than in the initial state. For waveform-noise, a
large number of architectures have an LNLC much less than 1. The degradation of the association
from initial to final state appears greater than in previous subsections.

Finally, we note that when computing LNLC, we do not compute the NLC of linear layers, but set
them to 1 according to proposition 3.
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Figure 4.27: NLC vs LNLC for study A architectures in the initial state. Green markers correspond
to GUAs. Red markers correspond to residual architectures that are not GUAs. Note that in this
figure, GUAs are actually displayed in the background so that black and red markers that represent
outliers are visible. We omit correlation values due to the presence of extreme outliers. The top
row gives results from decomposing the NLC of the whole network. The bottom row gives results
from decomposing the second half of the network. There were also GUAs that exhibited LNLC
values of as low as 10−30. They are not depicted in the graphs in order to improve visibility for
non-GUAs. Conclusion: The NLC of fully-connected networks can usually be decomposed into
the NLC of individual layers in the initial state, except for GUAs.

198



NLC after training (2nd half)

L
N
L
C

a
ft
er

tr
a
in
in
g
(2
n
d
h
a
lf
)

waveform-noise(F)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

NLC after training (2nd half)

L
N
L
C

a
ft
er

tr
a
in
in
g
(2
n
d
h
a
lf
)

MNIST(E)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

NLC after training (2nd half)

L
N
L
C

a
ft
er

tr
a
in
in
g
(2
n
d
h
a
lf
)

CIFAR10 - FC(D)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

NLC after training

L
N
L
C

a
ft
er

tr
a
in
in
g

waveform-noise(C)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

NLC after training

L
N
L
C

a
ft
er

tr
a
in
in
g

MNIST(B)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

NLC after training

L
N
L
C

a
ft
er

tr
a
in
in
g

CIFAR10 - FC(A)

1e61e41e21e01e-21e-41e-6

1e6

1e4

1e2

1e0

1e-2

1e-4

1e-6

Figure 4.28: NLC vs LNLC for study A architectures in the final state. Graphs are analogous
to the previous figure. Conclusion: There is only a weak association between the NLC and its
decomposition in the final state.

199



NLC before training (2nd half): original

N
L
C

b
.
tr
.
(2
n
d
h
a
lf
):

w
id
th

5
0
0

CIFAR10 - FC (vs width 500)(F)

1e101e51e0

1e10

1e5

1e0

NLC before training (2nd half): original

N
L
C

b
.
tr
.
(2
n
d
h
a
lf
):

w
id
th

5
0
/
5
0
0

CIFAR10 - FC (vs width 50/500)(E)

1e101e51e0

1e10

1e5

1e0

NLC before training (2nd half): original

N
L
C

b
.
tr
.
(2
n
d
h
a
lf
):

w
id
th

5
0

CIFAR10 - FC (original vs width 50)(D)

1e101e51e0

1e10

1e5

1e0

NLC before training: original

N
L
C

b
ef
o
re

tr
a
in
in
g
:
w
id
th

5
0
0

CIFAR10 - FC (vs width 500)(C)

1e201e151e101e51e0

1e20

1e15

1e10

1e5

1e0

NLC before training: original

N
L
C

b
ef
o
re

tr
a
in
in
g
:
w
id
th

5
0
/
5
0
0

CIFAR10 - FC (vs width 50/500)(B)

1e201e151e101e51e0

1e20

1e15

1e10

1e5

1e0

NLC before training: original

N
L
C

b
ef
o
re

tr
a
in
in
g
:
w
id
th

5
0

CIFAR10 - FC (original vs width 50)(A)

1e201e151e101e51e0

1e20

1e15

1e10

1e5

1e0

Figure 4.29: Initial NLC for study A CIFAR 10 architectures vs equivalent architectures with
altered width. Correlation values are close to 1. Conclusion: The NLC is robust to width change.

4.4.12 The NLC is robust to width change

Changing layer widths does not impact the NLC significantly, as long as those layers do not become
unreasonably narrow. We compared the NLC of each of our CIFAR10 architectures from study A
in the initial state vs the NLC of corresponding architectures with different layer widths. In figure
4.29A, we change the architecture width to 50. In figure 4.29B, we change layer widths so that
the fully-connected layers oscillate in width between 50 and 500. In figure 4.29C, we change the
architecture width to 500. In all cases, we find the NLC was preserved almost perfectly, except for
GUAs.

Of course, in all these cases, the width of the input and output layer remained constant, as dictated
by the dataset. In figure 4.29D-F, we evaluate the NLC only on the second half of the network, as
in section 4.4.5. The dimensionality of the surrogate input layer to the second half of the network
varies both between architectures and before vs after width change. We find that this does not alter
the strength of the association.

Two things are worth keeping in mind. First, altering width also changes initial weight variance as
dictated by LeCun initialization (section 2.4, section 3.3). This is necessary for obtaining robust-
ness to width change. Second, changing width causes a random re-initialization of the weights, as
in section 4.4.3, but does not impact any other processes controlled by the random seed.
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Figure 4.30: Initial NLC vs final NLC for study A and B architectures. Conclusion: The initial
NLC is associated with the final NLC.

4.4.13 The initial NLC predicts the final NLC

In section 4.4.1, we showed that the NLC is associated with test error, both before and after train-
ing. In this section, we show that the NLC before training is also predictive of the NLC after
training. In figure 4.30, we plot both NLCs vs each other, for both study A and B architectures.
Throughout this chapter, we have evaluated NLCs on the training set before training and on the test
set after training, unless otherwise stated. To enable a direct comparison, we evaluated both NLCs
on the test set for fully-connected architectures, and we evaluated both NLCs on the training set
for convolutional architectures in this subsection. For study B, the initial NLC was not available
on the test set due to code base limitations. By our results in figure 4.7 and 4.8, this should not be
a big issue.

We find that while the NLC decreases overall, there appears to be a linear relationship between the
logarithm of both quantities, with a slope of less than 1. Graphs D and E are especially interesting.
There, we plot the NLC before vs after training when the architectures were trained to minimize
training error. As we showed in figures 4.4 and 4.5, some architectures with high NLC achieved
a better-than-random training error. It turns out that those high-NLC architectures preserved their
NLC value almost exactly. This is in contrast with low-NLC architectures, which tend to experi-
ence a decrease. This points towards high-NLC architectures absorbing the information from the
training set differently, perhaps via what is termed “memorization” in the community (e.g. Zhang
et al. [2020a], Feldman and Zhang [2020]).

201



We interpret these results in conjunction with the results in section 4.4.1 as follows. When the NLC
is sufficiently small, then the architecture can learn to adopt a suitable NLC, which is close to 1, and
achieve better-than-random test error. However, only if the initial NLC is already ideal can a truly
optimal performance be reached. If the NLC is too large, the architecture can, if it is trainable,
memorize the training data but will only achieve a random test error. Further investigating the
evolution of the NLC during training is an interesting topic for future work.

There is one significant outlier to the trends described above. One waveform-noise architecture
that started with an NLC of around 1010 ended up with an NLC of around 10. In subsection 4.4.1,
we found this architecture to be the only architecture with a very large NLC that achieved a better-
than-random test error. This drastic change in NLC is what enabled this relatively low error. We
further investigated this architecture and found that the learning rate that led to this change led the
parameter update during the first iteration of training to be several orders of magnitude greater than
the initial parameter value. This immediately changed the fundamental properties of the network
function, including its nonlinearity. In general, large learning rates have the power to cause such
changes. Still, we found that it is necessary to start with a good NLC to attain optimal and reliable
performance. We further investigate the relationship between parameter and update magnitude and
NLC in e.g. sections 5.3.3 and 6.6.

4.4.14 The NLC is continuous from layer to layer

We end section 4.4 by demonstrating that the NLC changes gradually, and often with great reg-
ularity, from layer to layer as the Jacobian is backpropagated. That is, when we write a network
as a dependency chain fL(fL−1(..(f1(x))..)), then NLC(fL(fl), fl(D)) changes smoothly as l de-
creases from L to 0.

In figure 4.31, we plot NLC(fL(fl), fl(D)) for 25 randomly selected non-GUA study A CIFAR10
architectures in the initial state. We place each linear layer, activation layer, normalization layer
and addition layer on the x-axis according to its distance from the output layer, measured in the
(possibly fractional) number of macro-layers. So, for example, if an architecture has M macro-
layers, then the value of the NLC of the output as a function of the normalization layer in macro-
layer M − 2 is plotted at x-coordinate 2.25, and the value of the NLC of the output as a function
of the linear layer in macro-layer M − 20 is plotted at x-coordinate 20.75, assuming M > 20.
The x-coordinate of all layers is ordered according to their ordering in the network. See section
3.1.1. Of course, if a given architecture has, say, no normalization layers, nothing is plotted for
those layers. The curves arise from connecting neighboring plotted points for each architecture. If
an architecture is residual, we omit all layers that are bypassed by skip connections as they are not
bottlenecks.

There are a number of interesting findings from figure 4.31. First, we confirm that the NLC changes
smoothly from layer to layer. We also find that the NLC increases from layer to layer. For most
architectures, that increase is linear from macro-layer to macro-layer in log space. Also, for many
architectures, there is a small jitter for every macro-layer. The jitter occurs because the change to
the NLC depends on the type of layer that is being newly included in the section of the network
on which the NLC is evaluated. While it is not directly apparent from figure 4.31, we found that
whenever we include another activation layer, the NLC increases. Conversely, when we include
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another normalization or linear layer, the NLC is stable. It turns out that including an additional
linear layer always preserves the NLC exactly, by proposition 5. (Note that the value of the estima-
tor of the NLC can and does still change slightly, due to estimation error.) Including an additional
bias layer also preserves the NLC, as well as preserving the estimator. (Therefore, in figure 4.31,
we do not plot bias layers.) Note that we do not see jitters for residual architectures, because we
do not plot every layer.

These results are somewhat expected, given our results from section 4.4.11. We found that the
NLC in the initial state could be replicated by the (sum-)product of layerwise NLCs. By theorem
1 and section 4.4.2, we would expect those NLCs to be least 1. Hence, we would expect the curves
in figure 4.31 to approximately arise from successively multiplying values that are at least 1, up to
estimation error.

We make one final observation with regards to figure 4.31. While the curves increase roughly
linearly for a majority of architectures, they are bending upwards for others and stay close to the
y-coordinate of 1 for others. We explain those different behaviors in detail in chapter 8.

In figure 4.32, we give the same NLC curves as before, but for 25 randomly selected non-GUA
waveform-noise architectures. Here, the curves appear somewhat less regular. Specifically, we find
that one curve dips below a value of 1. Several curves increase quickly at first but then become
flat. Some linearly increasing curves are also not perfectly regular.

We were interested in the cause behind the degradation of the patterns we found for CIFAR10. In
figure 4.33, we plot the same curves for the same architectures as in figure 4.32, but we replace
D with the unit Gaussian, as done in e.g. section 4.4.2. While those curves are surprisingly even
less regular than those in figure 4.32, they still track those in figure 4.32 pretty closely. This
shows that the irregular behavior relative to figure 4.31 is not caused by the input distribution. We
replicated the curves from figure 4.31 with unit Gaussian input and found that they are an exact
match to figure 4.31. So, CIFAR10 and waveform-noise architectures show different behavior,
even on the same inputs. Both groups of architectures were drawn from the same distribution
over architectures, with one exception. CIFAR10 architectures have din = 810 and dout = 10.
waveform-noise architectures have din = 40 and dout = 3. So it is their narrow input and / or
output layer that make waveform-noise architectures irregular in these experiments.

Mean field theory (chapter 5) relies on architectures having at least a moderate width. Here we have
an example where low width when exhibited by only two layers harms the regularity of networks.

In figure 4.34, we plot the same curves for 25 randomly selected non-GUA study B convolutional
architectures in the initial state. Compared to fully-connected architectures, while we still see
many of the same patterns, the regularity is degraded. The NLC dips significantly below zero for
some layers of 2 of the 25 architectures. We note that the number of channels in the convolutional
architectures we studied was considerably less than the width of layers in the fully-connected
architectures we studied, as is usually the case in practice. For this and further reasons explained
in section 5.7, we would expect less regularity.

As usual, we find that the regularity further degrades when we look at the final state. In figure
4.35(top), we depict the architectures from figures 4.31 and 4.34 in their final state. While the
NLC is still relatively smooth from layer to layer, the curves are neither reliably linear nor reliably
increasing. Finally, in figure 4.35(bottom), we depict GUAs in the initial state. Chaos reigns!
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Figure 4.31: NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study A CIFAR10
architectures that are not GUAs in the initial state. We plot the value for a layer fl if it is a fully-
connected layer, a normalization layer, an activation layer or an addition layer, unless that layer
is bypassed by a skip connection. All these layers are placed on the x-axis according to their
distance from the output layer, measured in the (possibly fractional) number of macro-layers. The
curves arise by connecting points corresponding to neighboring layers. Conclusion: The NLC
increases smoothly from layer to layer. Often, this change is linear in log space from macro-layer
to macro-layer. Often, there is a jitter for every macro-layer.
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Figure 4.32: NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study A
waveform-noise architectures that are not GUAs in the initial state. The graph is analogous to
figure 4.31. Conclusion: The NLC still changes smoothly from layer to layer, but the curves are
less regular than in figure 4.31 and not always increasing.
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Figure 4.33: NLC(fL(fl), fl(N (0, I))) at different layers fl for the same 25 architectures as in
figure 4.32 in the initial state. The graph is analogous to figure 4.31. Conclusion: The curves
closely track those of figure 4.32.
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Figure 4.34: NLC(fL(fl), fl(D)) at different layers fl for 25 randomly selected study B architec-
tures that are not GUAs in the initial state. We plot the value for layer fl if it is a linear layer, a
normalization layer, an activation layer, an addition layer or a pooling layer, unless that layer is
bypassed by a skip connection. All these layers are placed on the x-axis according to their distance
from the output layer, measured in the (possibly fractional) number of macro-layers. The curves
arise by connecting points corresponding to neighboring layers. Conclusion: The NLC changes
smoothly from layer to layer, but the curves are less regular than in figure 4.31.
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Figure 4.35: NLC(fL(fl), fl(D)) at different layers fl for architectures from figure 4.31 in the
final state (top left); for architectures from figure 4.34 in the final state (top right); for 25 randomly
selected study A CIFAR10 GUAs in the initial state (bottom left); for 25 randomly selected study
B GUAs in the initial state (bottom right). Graphs are analogous to figure 4.31 for study A and
4.34 for study B. Conclusion: The patterns of previous figures degrade significantly in the final
state, and completely for GUAs.
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Dataset CIFAR10 MNIST waveform-noise

PNLCD
density

0 1 2 3
0

1

2

3

4

5 mean=0.97
median=1.04

mode=1.02

0 1 2 3
0
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4

5 mean=0.95
median=1.02

mode=1.01

0 1 2 3
0

1

2

3

4

5 mean=0.82
median=1.09

mode=1.18

Table 4.4: PNLCD evaluated on the union of training and validation set for study A datasets. The
mode ignores the PNLCD = 0 point. Conclusion: The true input-label functions of our datasets
appear to be only slightly nonlinear.

4.5 What is the best NLC for a dataset?

In subsection 4.4.1, we showed that the NLC in the initial state predicts test error. For all three
datasets we studied, architectures that attained close-to-optimal test error had an initial NLC be-
tween 1 and 5. In this section, we show that the optimal range is not universal across all datasets,
but argue that it should be highly similar for most practical datasets.

In sections 4.4.7, 4.4.8 and 4.4.9, we showed how the NLC is related to underfitting and overfitting.
If the output of the network f is too sensitive to input perturbation, then it cannot generalize from
training to test points that are a certain distance apart. Conversely, if the network is too close to
a linear function, its performance does not exceed that of a linear model. Overall, we suspect
that an ideal network has a degree of nonlinearity that matches the nonlinearity of the true input-
label function. So, to choose an optimal NLC to choose an optimal architecture, we would like to
estimate that nonlinearity. In this section, we give a very simple method for (crudely) doing so.

Consider two datapoints (x, y) and (x′, y′) drawn from D. We can estimate the fraction of the
domain that lies between the two inputs as ||x−x′||2

2
√

Tr(Covx)
and the fraction of the codomain that lies

between the two outputs as ||y−y′||2
2
√

Tr(Covy)
. We proxy the diameter of the hypothetical domain and

codomain with twice the trace, as in sections 4.2 and 4.4.6. In the case of classification, where
y represents a class label, we cast y as a ‘one-hot vector’, i.e. a vector of dimensionality equal
to the number of classes that has a 0 at each component except at the component corresponding
to the y’th class, where it has a 1. Therefore, for this pair of points. we can estimate the frac-
tion of the codomain traversed between them relative to the fraction of the domain traversed as√
||y−y′||22 Tr(Covx)

||x−x′||22 Tr(Covy)
.

Metric definition 12. The ‘pairwise nonlinearity coefficient distribution’ (PNLCD) is
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PNLCD(D) =

√
||y − y′||22 Tr(Covx)

||x− x′||22 Tr(Covy)
where (x, y), (x′, y′) ∼ D

Here, y is cast as a one-hot vector in the case of classification.

PNLCD is similar to the NLC as Covy is similar to Covf , and ||y−y′||2
||x−x′||2 can be viewed as the

derivative along the line segment from (x, y) to (x′, y′). Note that we do not summarize PNLCD
as a scalar as it is not as well-behaved as we observed e.g. GLLAD to be in section 4.4.6. In table
4.4, we depict PNLCD for our 3 datasets evaluated on the union of training and validation set. We
also give the expectation, median and mode. Note that the mode ignores the PNLCD = 0 point.

We find that each distribution has a singular peak at zero. This corresponds to pairs of datapoints
that have the same label. The remaining probability mass of PNLCD concentrates around 1, with
the median and mode being slightly larger than 1 in all cases. Therefore, according to PNLCD,
the input-label function appears to be only very slightly nonlinear. While this may seem surprising
at first glance, it is actually expected. If both x and y were drawn IID from high-dimensional unit
Gaussian distributions, PNLCD would concentrate around 1. In this idealized context, obtaining
even a single large sample value from PNLCD would require sampling a number of datapoint pairs
that is exponential in the number of dimensions. If anything, we would expect a practical input-
label function to appear more linear than Gaussian noise. Unless we have specific reason to believe
that there are clusters of inputs with varying labels that concentrate in regions of input space that
are small relative to the domain itself, then we should expect PNLCD to concentrate around 1.

Now we demonstrate that PNLCD predicts the ideal NLC for an architecture for a dataset. Unfor-
tunately, we are not familiar with any specific practical dataset with yields PNLCD samples that
include many large values, for the reasons given above. Hence, we need to study the relationship
between NLC and PNLCD on artificial datasets.

We generated artificial datasets as follows. We drew two 40-dimensional vectors from the unit
Gaussian distribution. Then we assigned each datapoint in the waveform-noise dataset to either
one of these two noise vectors at random. We replaced each input in the waveform-noise dataset
with the weighted average of itself and the assigned noise vector. This yielded a modified dataset.
Inputs that were assigned to different noise vectors cause Tr(Covx) to not become too small for the
modified dataset, whereas points assigned to the same noise vector cause some ||x − x′||22 values
to become very small. We generated 6 datasets in this way. We used the same 2 noise vectors for
each of them, but weighted those vectors differently when taking the average between them and
the waveform-noise inputs. If the weight associated with the noise vector was w, then each input
in the artificial dataset x′ was generated as x′ = wv + (1 − w)x, where x was the corresponding
input from waveform-noise and v is the assigned noise vector. The labels remained the same.

In table 4.5, we give PNLCD for each of the artificial datasets. As expected, PNLCD sample values
corresponding to pairs of datapoints assigned to the same noise vector that also have different labels
increase proportionally with the noise weight. PNLCD sample values corresponding to pairs of
datapoints that are assigned to different noise vectors and have different labels remain around 1.
Note that we do not depict the peak at PNLCD = 0 corresponding to pairs with the same label
because the density is depicted in log scale.
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We then trained 19 depth-2 fully-connected sawtooth architectures with layer normalization on
each of the 6 datasets. We used the same careful protocol as in study A (section 3.1.2 / 3.6). In
each architecture, we dilated the sawtooth activation function τ(s) (table 2.1) with a different fixed
constant, i.e. we replaced τ(s) with τ(ds) for some d between 10−2 and 107. This has essentially
the same effect as scaling the inputs, which we did in section 4.4.2. The larger the value of d,
the higher the frequency of the activation function, and the higher the NLC. In table 4.5, we give
the initial NLC and test error attained by these architectures. As expected, the NLC is roughly
proportional to d and the ideal NLC for a dataset is roughly proportional to the expectation of
PNLCD. When the noise weight is 0.9, an architecture that is almost linear in the initial state
is still capable of adapting to the shortened distances between inputs. When the noise weight is
at 0.99 or higher, then those architectures always underfit drastically. We also note that the best
achieved test error is higher for noise weights 0.99 or above. We suspect that this is because these
noise weights force the architecture to effectively learn to make correct predictions on two different
datasets, one dataset per noise vector, with only half as much data available per dataset.

Two aspects of our careful training protocol are critical for obtaining the test error values of figure
4.5. Learning rate tuning allows the use of very small learning rates, which are required for high-
NLC architectures (section 6.6). 64-bit precision enables us to tease apart inputs that are very close
together and to use small parameter updates that stem from small learning rates (section 6.5).

In light of this section, let us revisit section 1.4.1.2. There, we stated that we are interested in
developing ZSAD guidelines that are data-agnostic, i.e. that apply across a large class of datasets
that spans across task domains. Almost all of our empirical results from this chapter held for all 3
datasets, just not always to quite the same degree. In this section, we took a first significant step to-
wards identifying a class of datasets across which architectures may show consistent behavior and
a universal range of “good” NLC values, namely [1, 5]. These are datasets where inputs are some-
what evenly distributed across the domain, like Gaussian noise, and where PNLCD concentrates
around 1, at least for inputs with different labels. We extend this discussion in section 5.2.2.

We end with a few remarks. It is worth keeping in mind that even though the output of a linear
function changes slowly when the input is perturbed with random noise, it can change extremely
quickly when the input perturbation is in the direction of the gradient. In fact, the sensitivity to
gradient perturbation scales with

√
din. Hence, even a linear network is capable of representing

extremely quick change in some direction.

Another effect of high dimensionality is that even a network that is close to linear has an enormous
degree of freedom. Imagine that a network is defined over the unit cube of dimensionality din and
side length 1, and assume that the cube is partitioned (roughly!) into subcubes of side length 1− ε
on which the network has to be linear. Then because the total number of subcubes would be 1

1−ε
din ,

the network would still have a number of degrees of freedom that is exponential in din! As long as
the parameter and input are high-dimensional enough, this may provide an explanation of why we
observe many networks with NLC very close to 1 still substantially outperform linear models.

One practical case of a dataset with inputs that are very non-uniform might be a dataset containing
adversarial inputs and “regular” inputs, where the label denotes whether the input was generated
via an adversarial perturbation (e.g. Feinman et al. [2017]). These datasets might warrant further
study in the context of nonlinearity.
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Table 4.5: Metric values for 6 datasets generated from interpolating waveform-noise inputs with
2 Gaussian noise vectors. Top rows: PNLCD on the union of training and validation set. Bottom
rows: Initial NLC and test error of depth-2 fully-connected sawtooth-LN architectures with dilated
activation functions. Note that PNLCD is zero for pairs of datapoints that share a label. We do
not depict this in our graphs as we use log scale. Note that the mode we give for PNLCD ignores
the peaks at PNLCD = 0 and PNLCD = 1. Conclusion: The noise weight used to interpolate
waveform-noise inputs with the Gaussian noise vectors predicts the PNLCD peak above 1. The
location of the peak predicts the NLC that leads to minimal test error.
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Chapter 5

Mean field nonlinearity analysis

In chapter 4, we showed what properties the NLC has. In this chapter, we further explain why it
has those properties and why a given network has the NLC value that it has. We extend ‘mean field
theory’ to link an architecture’s initial NLC and other metric values to its definition in terms of the
layer graph. The highlight of this chapter is corollary 16, which gives an embarrassingly simple
and instructive formula, which we term the ‘nonlinearity path equation’, for estimating and under-
standing an architecture’s initial NLC without any computation, for fully-connected architectures
like those in study A. Many of the properties that were shown empirically in chapter 4 are trivially
explained by that formula. Another highlight is proposition 19, which shows the mean field limit
of the NLC is the first-order approximation of the bandwidth of the covariance kernel. This is the
most important of our results that establish the NLC as a primary measure of model complexity in
deep learning.

Mean field theory studies neural architectures in their randomly initialized state, as the width of
layers converges to infinity. In a nutshell, we specify architectures where the width of some or all
layers is undetermined. The definition of individual layers, along with the random initialization
scheme of their parameter sub-vectors, is then specified as a function of the width of that layer
as well as the widths of the dependencies of that layer. We can then consider the value of metrics
such as the NLC. For each layer width configuration, we obtain what is generally a distribution over
values for that metric induced by the parameter initialization scheme and / or input distribution.
The payoff comes when the layer widths jointly converge to infinity. For many important metrics,
their distribution will then converge almost surely to a deterministic value that only depends on the
architecture definition in an instructive manner. When those metrics are then computed on practical
architectures with fixed, finite layer widths, their values are often close to these theoretical values
obtained from the large-width limit.

Our core theoretical innovation is to extend mean field theory to cover not just distributions of
layer values, but meta-distributions, which are obtained by having input and parameter vary in
two hierarchical stages. Specifically, we show that the value of a fully-connected layer is meta-
Gaussian meta-distributed, i.e. the distribution of each neuron as induced by the data is Gaussian
and has a Gaussian random mean that is induced by the parameter initialization scheme. While
this does require stronger assumptions than previous results in mean field theory, we demonstrate
the approximate empirical validity of these assumptions and the empirical predictiveness of the
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resulting theory in painstaking detail. Another important contribution is that we document not just
the successes, but the failures of mean field theory. Empirical validation of mean field studies
is almost always conducted using well-behaved architectures using the tanh or ReLU activation
function, or one of its derivatives such as hard tanh (e.g. Poole et al. [2016], Xiao et al. [2018],
Lee et al. [2020a]). In our opinion, this leads the generality of mean field theory to be somewhat
implicitly overstated. Failure analysis gives rise to the notion of ‘Gaussian stability’, which is as,
if not more, important to architecture performance than nonlinearity.

While mean field theory bolsters and explains the results we have presented so far, it also lays the
groundwork for results in later chapters. For example, it directly motivates nonlinearity normaliza-
tion in chapter 7. It enables the estimation of LBIAS (section 6.4) from the architecture definition
along with the NLC. It helps explain the popularity of many architecture designs in chapter 8. It
facilitates the comparison of the NLC to prior work in chapter 9.

Chapter overview In section 5.1, we give the most important prior results of mean field theory
as they apply to this work. Unfortunately, this section is quite dense as mean field theory relies
on many high-level abstractions. We attempt to minimize the number of direct references made
to this section throughout the rest of the chapter. In section 5.2, we extend mean field theory to
obtain the layer and output meta-distributions of an architecture in the infinite-width limit, which
leads to NLC estimates and is a valuable theoretical innovation in its own right. In section 5.3,
we give a theorem that specifies a list of very simple rules for calculating the limit of metrics like
the NLC from only the layer operations and layer graph that define an architecture similar to those
used in study A (section 3.1.1). In section 5.4, we dive deeper into how the activation functions
used in an architecture influence its mean field properties, which culminates in establishing the
NLC as a measure of the kernel bandwidth of neural networks. In section 5.5, we explain many of
the properties of the NLC that we demonstrated empirically in chapter 4 with mean field theory.
In section 5.6, we document the phenomenon of Gaussian stability and discuss its implications for
many aspects of this work and deep learning in general. Finally, in section 5.7, we give an outlook
of how to extend our results to convolutional architectures and provide experimental evidence that
this is likely to work.

We give a more detailed overview of our mean field-related results, which roughly correspond to
the results in this chapter, in section 1.2.3.

We prove theoretical results from this chapter in chapter 11.

Background from prior chapters We invite readers to review our core notation, terminology
and conventions given in section 2.7, which will be used throughout this chapter. In some places
in this chapter, we deviate slightly from the standards laid out specifically in section 2.3.4 with
regards to neural architectures, but we always point out explicitly when this happens. We also
sometimes overload notation, but we try to limit this to individual sections.

We use the empirical studies laid out in chapter 3 for validation. We recommend reading at least
summary section 3.6 before proceeding. Chapter 4 is largely not required as background, except
for motivating the continued study of the NLC.

214



Technical considerations The only technical assumption we make implicitly throughout this
chapter is that all integrals implicit in the probabilistic operators we use (e.g. E) are valid and
finite whenever we apply them. This is analogous to assumption 2 from section 4.2. See section
2.6.2 for details. While we sometimes assume e.g. differentiability and positive denominators for
the purpose of discussion, we always make these kinds of assumptions explicit in the theoretical
results of this chapter.

Limitations The biggest shortcoming of this chapter is that our main theorem 5, propositions 16
and 19, and hence some of the discussion in later parts of this chapter, are technically restricted
to fully-connected architectures using popular building blocks and design strategies as we use in
study A, where activation functions are also twice differentiable. Like almost all results in this
work, we expect these results to not be fundamentally limited to fully-connected architectures
on a conceptual level. Like most theoretical approaches to deep learning, mean field theory is a
“one building block at a time” approach, where proofs have to be generalized incrementally over
time. Nonetheless, the empirical predictiveness of mean field theory has been outstanding even on
complex architectures (e.g. Yang [2019]).

5.1 Background

Over the last few years, a range of papers have investigated mean field theory (e.g. Poole et al.
[2016], Schoenholz et al. [2017], Pennington et al. [2017], Pennington and Worah [2017], Yang
and Schoenholz [2017], Jacot et al. [2018], Xiao et al. [2018], Chen et al. [2018], Pennington et al.
[2018], Lee et al. [2018a], Yang et al. [2019], Novak et al. [2019], Yang [2019, 2020b], Chizat
et al. [2019], Hanin and Nica [2020], Oono and Suzuki [2020], Dyer and Gur-Ari [2020], Bai and
Lee [2020], Littwin et al. [2020], Karakida and Osawa [2020] and many more). Lee et al. [2020a]
provides a very long list of references. The popularity of this approach is perhaps exemplified by
the existence of a mean field software framework [Novak et al., 2020]. Recently, Yang [2019],
Yang [2020b] and Yang [2020a] presented what we consider are the most important insights of
the theory in an instructive fashion. In this section, we will review primarily the results from
Yang [2019], on which we base this chapter. Note that we use terminology and notation already
established earlier in this work as opposed to notation and terminology used in Yang [2019]. While
it may be cumbersome for readers familiar with Yang [2019] or the follow-up papers to adjust to
new notation, we believe it would ultimately be more cumbersome to use two sets of notation
and terminology in this work. We also do not present all results from Yang [2019] in their full
generality. We limit ourselves to what is relevant for this work to keep this background section
manageable. (For example, we do not cover RNNs.)

5.1.1 Mean field architectures

Yang [2019, 2020b,a] present their theory for architectures having specific properties, which we
introduce in this subsection. We term these architectures ‘mean field architectures’. In section 5.3,
we will go on to express practical architectures as mean field architectures.
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Mean field architectures are built from only two layer operations. One operation is the fully-
connected operation defined as in section 2.4.1. The other operation is the abstract elementwise
operation.

Elementwise operation

fl = ρl.(fk̇l[1], fk̇l[2], .., fk̇l[K̇l],Eifk̂l[1][i],Eifk̂l[2][i], ..,Eifk̂l[K̂l][i])

Here, as throughout this chapter, each i ranges over the width of the respective layer. This is a
generalization of the activation operation from section 2.4.1. It can have multiple dependencies
fk̇l[1] through fk̇l[K̇l] to which it is applied elementwise. We call these ‘elementwise dependencies’.
It can also have additional dependencies fk̂l[1] through fk̂l[K̂l] from which it uses the layer mean.

We call these ‘mean dependencies’. Hence, ρl is a function from RK̇l+K̂l to R. We term it ‘multi-
activation function’ and say it has ‘elementwise inputs’ and ‘mean inputs’. The trainable parameter
sub-vector of an elementwise layer is empty.

In their most general result, Yang [2019] allow their elementwise operation, which they term ‘Non-
lin+’, to depend on general scalar functions of previous layers, not just layer means. However,
Yang [2019, 2020b,a] focus largely on layer means. For ease of presentation, we focus entirely on
layer means. Yang [2019] also use the addition operation to build their architectures, which they
term ‘LinComb’. As they point out, this operation can be absorbed into the elementwise operation
without losing representational power. This is what we do.

In contrast to regular feedforward architectures, mean field architectures may have multiple input
and / or output layers. Input layers do not have parents in the layer graph and do not have an
operation. Output layers do not have children in the layer graph.

Mean field theory considers the properties of architectures as the width of layers converges to
infinity. Since architectures generally have more than one layer, there are multiple ways in which
this convergence can occur. While Yang [2019] deals with arbitrary forms of convergence, for
ease of presentation, we will focus on the case where the ratio of layer widths is constant as
convergence occurs, similar to what is done in Yang [2020b]. We denote the width of fl by dldMF,
where dl remains fixed as usual and dMF can be taken to infinity. Since the limit of infinite width
is a purely theoretical construction to begin with, the exact style of convergence does not matter as
long as practically predictive theorems can be proven with it.

To a significant degree, mean field theory focuses on the properties of architectures in the initial
state where no training has been conducted. Of course, it is still necessary to initialize the parame-
ter, which, in mean field architectures, is composed only of the weight matrices of fully-connected
layers. Here, it is critical to use a fixed multiple of Gaussian LeCun initialization. For each fully-
connected layer fl, we choose a fixed constant σ2

l we term the ‘variance parameter’ and initialize
each entry of the weight matrix as a Gaussian of mean zero and variance σ2

l

dkdMF
, where a k subscript

indicates the dependency of layer fl as always. Another important aspect of mean field architec-
tures is that they allow what is called ‘weight sharing’. Different fully-connected layers can use
the same weight matrix, i.e. the set of all fully-connected layers is partitioned into subsets, which
can be of size 1, and fully-connected layers in the same subset use the same weight matrix which
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is randomly initialized once for the subset. Of course, within each subset the σ2
l , dl and dk values

must be equal.

Finally, as in most of Yang [2019, 2020b,a], for ease of presentation, we make the assumption
that elementwise dependencies of elementwise layers can only be fully-connected layers or input
layers. This does not limit representational power, because any elementwise dependencies that are
themselves elementwise layers could simply be recursively replaced by their own dependencies to
eliminate such a configuration.

We now summarize our definition of mean field architectures.

Definition 6. We say a ‘mean field architecture’ f is a neural architecture similar to that defined
in section 2.3.4 with the following properties. Properties marked with (*) differ from our “regular
architectures” as defined in section 2.3.4.

• The width of a layer fl is equal to dldMF, where dl is fixed but dMF is variable. (*)

• There can be multiple input layers and output layers. (*)

• Each layer fl is either a fully-connected layer with initial weight variance N (0,
σ2
l

dldMF
) for

some ‘variance parameter’ σ2
l , or it is an elementwise layer where each elementwise depen-

dency is either an input layer or a fully-connected layer.

• Different fully-connected layers can share the same weight matrix, which is initialized once
for all layers that use it. (*)

Our definition of ‘mean field architecture’ mirrors the definition of ‘NETSOR program’ from Yang
[2019, 2020b,a].

If the widths of input layers change as dMF changes, then the inputs must also change. Of course,
practical inputs have fixed dimensionality. We show how to reconcile this in section 5.1.4 with
readin layers. For now, we use a surrogate input distribution.

Definition 7. We say a distribution dist over vectors χ of fixed dimensionality d is ‘elementwise’
if there exists a distribution G over scalars such that drawing a vector from dist is equivalent to
drawing each component from G independently.

Further, we say a distribution dist over a tuple of N vectors (χ(1), .., χ(N)) of fixed dimensionality
d is ‘elementwise’ if there exists an N -dimensional distribution G such that drawing (χ(1), .., χ(N))
from dist is equivalent to drawing (χ(1)[i], .., χ(N)[i]) independently for all 0 ≤ i < d from G.

In both cases, we term G the ‘generator distribution’ or ‘generator’ for short.

Finally, we say a distribution dist over a tuple of N vectors (χ(1), .., χ(N)) that do not necessarily
have the same dimensionality is ‘product elementwise’ if the set of vectors can be partitioned into
(one or more) subsets of vectors of equal dimensionality such that dist is elementwise on each
subset and the subsets are independent under dist. We say the generator distribution of dist is the
product of generator distributions of the subsets.
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Going forward, we use a product elementwise distribution as the surrogate input distribution for
a mean field architecture. If the architecture has N input layers, the product elementwise distri-
bution must be over N vectors. Each vector is assigned to one input layer. The generator of the
surrogate input distribution is over RN . Now we see how this construction allows us to consider
architectures of variable input dimensionality. We associate a mean field architecture with a gen-
erator G. Then as dMF varies, we draw the input layers from the product elementwise distribution
that corresponds to G, dMF and the dl for the various inputs layers fl. While the surrogate input
distribution varies, G stays fixed. Note that under this construction, components of input layers are
all assumed to be independent except components that share the same index i and are in layers of
equal dimensionality.

5.1.2 Master theorem

Yang [2019] state (several versions of) a theorem which they term “master theorem”. Indeed, this
result is highly general and many core insights from mean field theory can be derived from it (as
well as the master theorems of Yang [2020b,a]) without further low-level analysis. Our work very
much relies on this. In a nutshell, the master theorem states that as dMF converges to infinity, the
metrics Eifl[i] and Eifl[i]fm[i] with dl = dm converge to deterministic values almost surely as
parameter and surrogate input are random. We can then use these core metrics to build towards
more complex metrics as we do in section 5.3.

We now state a few more definitions and then the master theorem.

Definition 8. For any vector object, we use the term ‘mean’ to refer to the unweighted average
of its components. For example, the ‘layer mean’ is the mean of layer components and the ‘input
mean’ is the mean of input components. Analogously, we say the ‘square mean’ of a vector is the
mean of its square components; and we say the ‘co-mean’ of two vectors of equal dimensionality
is the mean of the components of their elementwise product.

As stated in section 2.7, we use the term “mean” to refer to finite averages, like the ones defined
above, as well as mean parameters of Gaussian distributions. We use the term “expectation” for
the Ex∼D and E(x,y)∼D operations.

Definition 9. Let f be a mean field architecture and G a generator distribution. Let S be a set
of elementwise layers in f such that there exists a weight matrix such that for each member of S
there exists a fully-connected layer using that weight matrix and depending on that member. Let
AS be the |S| × |S| matrix where each entry is the layer co-mean of the layers corresponding to
the row and column indices of that entry. We say that (f,G) has ‘rank stability’ if the following
statement holds for each possible S. If AS converges almost surely to some A∞S as dMF → ∞,
then the probability that the rank of AS equals the rank of A∞S converges to 1 as dMF → ∞. The
randomness of AS is induced jointly by θ and G.

Definition 10. Let F : Rdin → R be an arbitrary function with scalar output. Let C be an arbitrary
class of functions from Rdin to R. We say F is ‘controlled’ by C if there exists a function in C that
is greater or equal to |F | everywhere.
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Value fl fm Formula
ml input - EG[n] where fl is the n’th input layer
ml FC - 0
ml elem - Eeρl(e,m)
cl;m input input EG[n]G[n′] where fl / fm is the n’th / n′’th input layer
cl;m input FC 0
cl;m FC FC σ2

l cklkm if fl and fm share their weight matrix else 0
cl;m elem elem Eeρl(e,m)ρm(e,m)
cl;m elem input Eeρl(e,m)em
cl;m elem FC Eeρl(e,m)em

Table 5.1: Rules for calculating the mean field limit of layer means and co-means. ρl(e,m) is
short for ρl(ek̇l[1], .., ek̇l[K̇l],mk̂l[1], ..,mk̂l[K̂l]

). ρm(e,m) is an equivalent abbreviation. (e0, e1, .., eL)
forms a multi-variate Gaussian vector with moments given by Eel = ml and Eelem = cl;m. cl;m is
only defined when dl = dm. The m values and moments of e used in any given rule are obtained
by recursion.

Definition 11. Let a multi-activation function be denoted by ρ(e,m), where e ∈ RK̇ and m ∈ RK̂

represent the elementwise and mean inputs respectively. We say ρ is ‘parameter-controlled’ at
m∗ ∈ RK̂ by function class C if there exist functions ρelem : RK̇ → R and ρmean : RK̂ → R≥0∪{∞}
such that

• ρ(e,m∗) is controlled by C as a function of e

• ρmean(m∗) = 0

• ρmean is continuous at m∗

• ρelem is controlled by C

• |ρ(e,m) − ρ(e,m∗)| ≤ ρelem(e)ρmean(m) for all e and m, where the right-hand side may be
infinite

Definition 12. Let CE2 be the class of functions Rd → R of form ec||χ||
2−c′
2 +c′′ where c, c′ and c′′

are positive constants with c′ ≤ 2, d is a positive integer, and χ ∈ Rd is the function input.

Background Theorem 1 ([Yang, 2019]). Let f be a mean field architecture and G a generator
distribution. Assume:

• (f,G) has rank stability.

• G is a Gaussian which may have a singular or even zero covariance matrix.

• All multi-activation functions in f are parameter-controlled by CE2 at (mk̂[1], ..,mk̂[K̂]).
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Then for all 0 ≤ l,m ≤ L with dl = dm we have

lim
dMF→∞

Eifl(x)[i] = ml a.s.

lim
dMF→∞

Eifl(x)[i]fm(x)[i] = cl;m a.s.

where the values of ml and cl;m are defined recursively as in table 5.1. a.s. stands for ‘almost
surely’. The randomness is induced jointly by θ and G.

Note that the theorem itself recursively yields that every AS that arises in the definition of rank
stability above indeed converges to some limitA∞S a.s. as defined by the corresponding cl;m values.
Also, the theorem itself recursively yields the m values used in the parameter-control condition. In
Yang [2019], this version of the master theorem is called theorem C.11, the “Self-Parameterized
NETSOR+ Master Theorem”.

5.1.3 Fully-connected layers are Gaussian distributed

Examining table 5.1, we can informally describe forward propagation in an infinitely wide archi-
tecture as follows. The output of a fully-connected layer is independent of all other fully-connected
layers that do not share its weight matrix. The outputs of sets of fully-connected layers that do share
a weight matrix are jointly elementwise distributed. Each layer by itself is elementwise distributed.
Each of these insights is powerful in its own right.

Yang [2019] go on to formalize this informal description with a corollary based on the master
theorem. To do this, they use a construct called ‘readout weights’, which we translate as ‘readout
layer’.

Definition 13. We say f is a ‘mean field architecture with readout layers’ if f is a valid mean field
architecture except that some or all output layers fl have fixed dimensionality dl which does not
change as dMF varies, just like in our “original architectures” in section 2.3.4. These output layers
are called ‘readout layers’. Readout layers are fully-connected and may share weights with each
other but not other fully-connected layers. A readout layer fl is Gaussian initialized with initial
weight variance σ2

l

dkdMF
, where σ2

l is the variance parameter as before. We write clipout(f) for the
architecture obtained by removing the readout layers. (This may create new output layers.) If f
has exactly one readout layer, we call the value returned by it the ‘output’ of f and denote its
dimensionality by dout.

Background Corollary 1 ([Yang, 2019]). Let f be a mean field architecture with readout lay-
ers and G be a generator distribution. Assume the conditions of background theorem 1 hold for
(clipout(f),G). Then as dMF converges to infinity, the components of all readout layers jointly
converge in distribution to a Gaussian. This Gaussian is product elementwise where the generator
has mean zero and the covariance corresponding to layers fl and fm is cl;m as defined in table 5.1
when dl = dm and zero otherwise. The randomness is induced jointly by θ and G.
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This corollary is explicitly concerned with the readout layers of f . Of course, we can also use it to
obtain the Gaussianity of intermediate layers as well if we restrict the layer graph of the architecture
to a sub-graph and redefine which layers are readout layers. The key requirement is that readout
layers must use fresh weights. The formulation of the above corollary roughly corresponds to
corollary C.13 in Yang [2019].

5.1.4 The covariance kernel

So far, we have considered mean field architectures that can have multiple input and output layers
and share weights. The reason for this is not that we are especially strongly interested in such
architectures, but that it allows us to build “trick architectures”. We can often prove a result for an
architecture by transforming or extending that architecture and then applying background theorem
1 or background corollary 1. Such a transformation may add additional input or output layers. This
process is a recurrent theme in prior work, in this chapter and especially chapter 11.

The first example of this process is given in this subsection. Here, we use background corollary
1 to determine the outputs returned by architectures on fixed, finite-dimensional datasets. First,
we introduce finite-dimensional input layers in addition to the finite-dimensional output layers we
introduced in section 5.1.3.

Definition 14. We say f is a ‘mean field architecture with finite input layers’ if f is a valid mean
field architecture except that some or all input layers fl have a fixed dimensionality dl which does
not change as dMF varies, just like in our “original architectures” in section 2.3.4. We call these
layers ‘finite input layers’. Layers that depend on finite input layers must be fully-connected layers.
Those fully-connected layers are called ‘readin layers’. A readin layer fl is Gaussian initialized
with initial weight variance σ2

l

dk
, where σ2

l is the variance parameter as before. Readin layers may
share weights with each other but not other fully-connected layers. We write clipin(f) for the
architecture obtained by removing the finite input layers and turning the readin layers into input
layers. If f has exactly one finite input layer, we call the value x assigned to it its ‘input’ and
denote its dimensionality by din. Finally, if f has exactly one finite input layer and one readout
layer, we write f(x) for the value returned by the readout layer when x is assigned to the finite
input layer. A readout layer cannot be a readin layer.

The way we build our trick architecture in this subsection is by duplicating the original architecture.
The very long definition below formalizes architecture duplication where copies share weights.

Definition 15. Let f be a mean field architecture that may have readout layers. We say fN is the
‘N -duplex’ of f if fN is composed of N(L+ 1) layers which can be divided into N groups of size
L+ 1 such that there exists a map from the layers of fN to the layers of f such that the following
holds.

• Layers in a group can only depend on layers in the same group.

• The map is a bijection when restricted to any group.

• Each layer in fN has the same definition as its map image.

221



• The dependencies of the map image of any layer in fN are the map images of the dependen-
cies of that layer.

• Fully-connected layers in fN share weights if and only if their map images are identical or
share weights in f .

Further, let G be a generator distribution. Then we say GN is the ‘N -duplex’ of G if having the
input layers of fN generated by GN is equivalent to generating the input layers of f by G and then
assigning to each input layer in fN the vector that was assigned to its map image. (This leads to
each layer group in fN having the same values assigned to its input layers as all other groups.)

Finally, let f be a mean field architecture with one or more readin layers, and possibly readout
layers, and A some symmetric, positive semi-definite N ×N matrix. Then we write G(A) for the
generator that, when associated with the input layers of clipin(f)N that stem from the readin layers
in f has the following properties. It is Gaussian, has mean zero and covariance matrix with entries

σlσmA[n, n′]1l = m or fl and fm share weights

G(A) has to generate IN input layers, where I is the number of readin layers in f . Hence, each
row of the covariance matrix of G(A) corresponds to a readin layer fl and duplex index n and each
column also corresponds to a readin layer fm and duplex index n′. The entries of the covariance
matrix are defined in terms of l,m, n, n′ above.

Let f be a mean field architecture with a single finite input layer and a single readout layer, and
let G be a generator distribution associated with its non-finite input layers. Let x(1), .., x(N) be
the inputs in a dataset D. Let Kin be the N × N kernel matrix of the co-means of the inputs,
i.e. Kin[n, n

′] = E0≤i<dinx
(n)[i]x(n′)[i]. Consider the readin layers. Because all their weights are

Gaussian, the joint distribution over all readin layer component values in response to allN inputs is
Gaussian. It is easy to check that this joint distribution is in fact product elementwise and generated
by G(Kin) as defined above, except that the duplex index is now replaced with the input index. Now
consider clipin(f)N , the N -duplex of clipin(f). It has N(I + I ′) input layers. NI of these stem
from the I readin layers in f and NI ′ stem from the I ′ non-finite input layers in f . For these input
layers of clipin(f)N , consider the generator G(Kin) × GN , where the two factors are used for the
two types of input layers. It is clear that the input layers of clipin(f)N then have the same joint
distribution as the non-finite input layers and readin layers of f in response to the N inputs, where
again the duplex index is replaced by the input index, assuming that the non-finite input layers are
fixed as the finite-dimensional input varies. Also note that G is independent of the weights in the
readin layers of f . Hence, the output of clipin(f)N also has the same distribution as the output of
f across the N inputs. So background corollary 1 yields that the joint distribution of the N output
vectors returned by f for the N inputs converges in distribution to a Gaussian that is elementwise
with a generator that has mean zero and some covariance Kout. Assuming that f and G are fixed,
applying table 5.1 yields that the diagonal entries of Kout are a function of only the corresponding
entry of Kin, whereas the off-diagonal elements depend on the corresponding entry as well as the
two diagonal entries in the same row / column of Kin.
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Background Corollary 2. Let f be a mean field architecture with a single finite input layer and
a single readout layer, and let G be a generator distribution associated with its non-finite input
layers. Let x(1), .., x(N) be the inputs in a dataset D and let Kin be the co-mean kernel matrix
of these inputs. Assume (clipout(clipin(f))N ,G(Kin) × GN) fulfills the conditions of background
theorem 1. Then there exists a function C such that the following holds. As dMF converges to infinity,
(f(x(1)), .., f(x(N))) converges in distribution to a Gaussian. This Gaussian is elementwise over
output vectors where the generator has mean zero and covariance matrix Kout, where

Kout[n, n
′] = C(Kin[n, n], Kin[n

′, n′], Kin[n, n
′]), 1 ≤ n, n′ ≤ N

C is derived via table 5.1 applied to (clipin(f)N ,G(Kin) × GN). The randomness is induced by θ
and the surrogate input generated by G, both of which are identical across inputs x(n).

Definition 16. The ‘covariance kernel’ C(q, q′, c) is the function that arises in the above corollary.
We write C(q, c) short for C(q, q, c) and C(c) short for C(1, 1, c). We also refer to both these
shortened versions as the covariance kernel. Note that C(q, q′, c) is only valid when q, q′ ≥ 0 and
|c| ≤

√
qq′.

This corollary states that, in the limit, C(q, q′, c) completely determines the joint distribution of all
outputs of f on finite sets of inputs where randomness is induced by θ and G. Further, we find that
the scalar function C(c) is sufficient when inputs are length-normalized. Throughout this chapter,
we will focus on the case where inputs indeed have the same square mean for ease of presentation.
Hence, we focus on C(q, c) and C(c). This is sufficient to study the majority of interesting behaviors
that are observed in this work and in prior work. In practice, inputs are generally normalized in
some way.

It is possible to generalize the above background corollary to multiple finite input and readout
layers. As throughout the remainder of this work, we focus on the single input-single output
case. The background corollary can be considered a more formal version of corollary 5.6 in Yang
[2019]. The notion of mapping two input square means and an input co-mean to output square
mean / co-mean is taken from e.g. Jacot et al. [2018].

5.1.5 Wide networks are Gaussian processes

Given some ‘mean function’ µ : Rdin → R and ‘covariance function’ ν : Rdin × Rdin → R, a
‘Gaussian process’, as also defined in Yang [2019] is a stochastic process Rdin → R that maps
any finite set of inputs x(1), .., x(N) to outputs that are jointly Gaussian distributed, where the
n’th component of the mean vector is µ(x(n)) and the (n, n′)’th entry of the covarience matrix
is ν(x(n), x(n′)). By background corollary 2, each output neuron of f converges to a Gaussian
process as dMF →∞ in the sense that for any finite set of inputs x(1), .., x(N), the joint distribution
of (f(x(1))[i], .., f(x(N))[i]) converges in distribution to a Gaussian where the mean vector is zero
and the (n, n′)’th entry of the covarience matrix is

νf (x
(n), x(n′)) = C(Kin[n, n], Kin[n

′, n′], Kin[n, n
′]) = C(Eix(n)[i]2,Eix(n′)[i]2,Eix(n)[i]x(n′)[i])
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Formally, under the conditions of background corollary 2, each output neuron of f converges in
finite distribution to a Gaussian process. Since we can only ever apply f to a finite set of inputs
in practice, it is reasonable to say that “wide networks are Gaussian processes” [Yang, 2019]. The
covariance kernel is so named because it corresponds to the covariance function of a Gaussian
process. The equivalence between wide networks and Gaussian processes was first described by
Neal [1994] and expanded upon by e.g. Williams [1997], Lee et al. [2018a], Novak et al. [2019],
Yang [2019].

5.1.6 Neural tangent kernel

So far, we have cast θ as a random variable. Hence, the Gaussian process equivalence holds only in
the architecture’s randomly initialized state. So, while the covariance kernel determines the initial
state of wide mean field architectures, it does not necessarily predict the course of training.

In their seminal paper, Jacot et al. [2018] showed that the ‘neural tangent kernel’ actually deter-
mines the course of training in the infinite width limit, assuming SGD and infinitesimal step sizes
are used. As defined in section 4.4.9, we have KNTK(x, x′) = df(θ,x)

dθ
df(θ,x′)
dθ

T
. While this is a

dout × dout matrix, for mean field architectures with a readin and readout layer, it can be shown
that its limit when dMF → ∞ is a scalar multiple of the identity matrix, where the multiple can
be calculated similarly to background corollary 2 from input square means and co-means. While
Yang [2019] focus on the Gaussian process equivalence, Yang [2020b] focus on the NTK.

The theoretical power of the NTK rests on the observation that it does not change during training
in the infinite width limit. Fan and Wang [2020], Fort et al. [2020] study the evolution of the NTK
in practical, finite-width architectures. The NTK has been generalized for training using natural
gradient descent [Karakida and Osawa, 2020], weight decay [Chen et al., 2020b] and when labels
are involved [Chen et al., 2020a]. Recently, a number of works have linked great width to the
existence of global minima of deep learning optimization landscapes and their reachability with
gradient-based training (e.g. Gu et al. [2020], Nguyen and Mondelli [2020]).

A flipside of the theoretical power of the NTK is that it is not as predictive for practical, finite-width
architectures trained with practical step sizes as e.g. background theorem 1. NTK theory predicts
that in the infinite width limit, only the last linear layer learns. This phenomenon is termed ‘lazy
training’. However, practical architectures often exceed the test error obtained from lazy training,
even at very high width [Chizat et al., 2019, Goldblum et al., 2020, Liu et al., 2020a, Novak et al.,
2019, Lee et al., 2020a]. While we investigate the NTK empirically in section 4.4.9, we do not
further consider it in this chapter.

5.2 Mean field theory of meta-distributions

Throughout section 5.1, we studied the distribution of layer and network quantities where ran-
domness was induced by the parameter θ and the surrogate input for the non-finite input layers
generated by G. In section 5.1.2, we studied layer means and co-means of mean field architectures.
In section 5.1.3, we examined entire distributions of layer values. In section 5.1.4, we introduced a
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finite number of fixed inputs and examined the joint distribution of layer values across these inputs.

In this section, we extend mean field theory to cover not just distributions of layer values, but
meta-distributions. Let D be an input distribution for a single finite input layer. For a fixed value
of θ and surrogate input, D induces a distribution at each layer. If we now additionally allow θ
and surrogate input to vary at random on top of this process, we obtain a ‘meta-distribution’, i.e. a
distribution over distributions over layer values. The first level of randomness stems from x ∼ D,
and the second level of randomness stems from θ and surrogate input, which corresponds to the
entire randomness from section 5.1. As given in section 2.7, we use the term ‘layer distribution’ to
refer to the distribution over layer values at some layer fl induced by D for a fixed θ and surrogate
input, i.e. fl(D). We use e.g. ‘output distribution’ and ‘neuron distribution’ similarly.

There are at least three reasons why investigating the meta-distribution is interesting. First, we want
to derive the limit of the NLC, which is defined in terms of D for a fixed θ. Hence, we need to
understand how e.g. f(D) varies as a distribution as θ varies. Second, we want to investigate batch
normalization when batch size converges to infinity. While BN with a fixed, finite batch size is
covered by Yang [2019], it is a rather cumbersome operation. When |B| → ∞, we observe simple
and nice behaviors for BN, similar to layer normalization when width converges to infinity. Third,
it is instructive to understand the types of layer distributions we can expect for a fixed θ. When we
are dealing with a practical architecture in the initial state, we are dealing with a specific parameter
value, not with parameter values that are drawn independently for each input. A practical layer
distribution is a draw from the meta-distribution, and those draws can differ significantly from the
distribution obtained when varying x and θ jointly.

Our strategy for deriving the meta-distribution is to discretize D and then apply background corol-
lary 2. Specifically, instead of consideringD directly, we consider the uniform discrete distribution
over an independent sample of size N drawn from D. A draw from the meta-distribution of any
other layer is then also a uniform discrete distribution over N fixed values. We then take the limit
of that “discrete meta-distribution” as dMF converges to infinity. Finally, we “unify” these limits
across all possible integer values ofN . We formalize this process in a way that is intuitive, suitable
for our analysis and similar to the notion of convergence in finite distribution used by Yang [2019].

Definition 17. For any meta-distributionM, let the ‘N -expansion’ ofM be the distribution over
N values that is equivalent to drawing a distribution from M and then drawing N values from
that distribution. Further, we say a sequence of meta-distributions (M) ‘expansion-converges’ to
a meta-distributionMlim if the sequence of N -expansions of theM converges in distribution to
the N -expansion ofMlim for all N ≥ 1.

For any N , D induces a distribution over N × N input co-mean kernel matrices Kin when the
x(n) are drawn from D. In the setup of background corollary 2, as dMF → ∞, Kin is mapped
deterministically to the N × N output co-mean matrix Kout via the covariance kernel function,
which then generates the elementwise Gaussian output. So in the limit, we can say that D induces
a distribution over Kout. To prove a theorem based on expansion-convergence, we need two things.
We need (i) a D that induces a “nice and manageable” distribution over Kout for each N and
(ii) a meta-distribution that yields elementwise N -expansions with generators that are (potentially
infinite) mixtures of Gaussians with mean zero, where the covariance matrix is distributed as Kout

in (i). It turns out that what we call the ‘elem-like’ distribution and the ‘meta-Gaussian’ meta-
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distribution fulfill (i) and (ii) respectively. We now provide several definitions and then the main
theorem of this section.

Definition 18. We say a meta-distribution metadist over distributions distvec over vectors of dimen-
sionality d is ‘elementwise’ if there exists a meta-distribution metadistgen over distributions distsca

over scalars such that drawing a value of distvec from metadist is equivalent to drawing d values
of distsca from metadistgen and then taking the product of those d values. metadistgen is called the
‘generator meta-distribution’ or ‘generator’ for short.

This mirrors the definition from section 5.1.2. It implies that any distribution drawn from an
elementwise meta-distribution has independent components. It also implies that the distribution
over vectors obtained by drawing from a draw from the meta-distribution is elementwise.

Definition 19. We say a meta-distribution over distributions over scalars is ‘meta-Gaussian’
MN (q, c) with q ≥ c ≥ 0 if a distribution drawn from it is Gaussian with variance q − c and
mean drawn from another Gaussian with mean zero and variance c.

Definition 20. We say an input distribution D is ‘elem-like(q, c)’ with q ≥ c ≥ 0 if x, x′ ∼ D
implies Eix[i]2 = Eix′[i]2 = q and Eix[i]x′[i] = c with probability 1. We write Kin(N, q, c) for
the N ×N matrix with diagonal entries equal to q and off-diagonal entries equal to c, which is the
co-mean kernel matrix for a sample of size N drawn from an elem-like(q, c) input distribution D
with probability 1.

Theorem 4. Let f be a mean field architecture with a single finite input layer and a single readout
layer. Let G be a generator distribution associated with the non-finite input layers of f . Let D be
an input distribution associated with the finite input layer of f . Assume:

• D is elem-like(q, c).

• (clipout(clipin(f))N ,G(K(N, q, c))× GN) has rank stability for all N .

• G is Gaussian.

• All multi-activation functions used in f are parameter-controlled by CE2 at (mk̂[1], ..,mk̂[K̂]).

Then as dMF converges to infinity, the meta-distribution of the readout layer expansion-converges
to the elementwise meta-distribution with generator MN (C(q, q),C(q, c)). C and the mk̂[κ̂] are
derived via table 5.1 applied to (clipin(f)N ,G(K(N, q, c)) × GN). The first level of randomness
is induced by D. The second level of randomness is induced by θ and G.

In practical terms, theorem 4 states that neuron distributions in fully-connected layers are Gaus-
sians with a standard deviation that is fixed across the layer and an expectation drawn from another
zero mean Gaussian that is induced by the parameter. While we can glean this practical meaning,
the statement of the theorem is still somewhat opaque. Specifically, it may not be clear how to
cast a regular, practical architecture as a mean field architecture and generator G. In a nutshell, we
must re-cast segments of the layer graph between successive fully-connected layers of the regular
architecture as a single elementwise layer in the mean field architecture. Then, we must re-cast
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the trainable parameter sub-vectors in non-fully-connected layers as a surrogate input generated
by G. Hence, θ in a regular context maps onto θ and G in a mean field context. (Hence, we usually
skip over G in our non-technical discussions.) We demonstrate how to do this in section 5.3 and in
greater detail in section 11.5.2.

The major condition for theorem 4 is that D is elem-like. We can immediately see that this condi-
tion cannot be achieved exactly by any input distribution over finite-dimensional vectors. For gen-
eral (q, c), for a set of N vectors of dimensionality d to have co-mean Kernel matrix K(N, q, c),
we must have N ≤ d! A strong requirement indeed. The elem-like condition is also not just a
convenience. To see this, consider a D that is itself a discrete distribution over a finite set of val-
ues. If this is the case, the output distribution is clearly neither Gaussian nor elementwise, even
in the limit dMF → ∞. In the limit, while the distribution of a neuron value in a fully-connected
layer induced by θ for a fixed x is Gaussian under very general conditions, the neuron distribution
induced by x ∼ D for a fixed θ is not. We further analyze the elem-like condition in section 5.2.2.

Finally, note that in our definition of ‘elem-like(q, c)’, we require the c parameter to be non-
negative. This is because a negative c would imply that every vector drawn from D is negatively
correlated with every other vector drawn from D, which doesn’t even approximately make sense.
c also cannot be negative in proposition 10.

5.2.1 Empirical analysis

Like for most concepts in this work, the ultimate justification for theorem 4 is its strong practical
predictiveness, which we now demonstrate. Specifically, we investigate layer distributions of our
fully-connected architectures from study A (section 3.1). We also investigate layer distributions of
40 “simple architectures” which have been randomly initialized 100 times using different random
seeds (section 3.3). These architectures and initializations are the same as those used in e.g. section
4.4.3.

For each architecture, we investigate a single layer that is roughly halfway between input and
output layer, which is the same layer used as the surrogate input layer for the “second half” of the
network in sections 4.4.5, 4.4.11 and 4.4.12. This layer is either a fully-connected layer in the case
of non-residual architectures, or it is an addition layer in the case of residual architectures. Note
that in our residual architectures, addition layers are effectively the sum of (possibly normalized)
fully-connected layers. Therefore, we expect them to have the same meta-Gaussian properties as
the layers they sum over. The reason for studying intermediate layers instead of output layers is
that output layers in our architectures had width 10 or less, which makes it more difficult to assess
e.g. whether neuron expectations in that layer appear to be Gaussian distributed across the layer.
We denote the intermediate layer by f 1

2
.

Our goal is to determine whether the layer meta-distribution is approximately the elementwise
distribution that is generated byMN (C(q, q),C(q, c)). We are not aware of a consensus protocol
for empirically identifying a meta-distribution. However, it turns out that verifying that some fl
indeed has the above meta-distribution is equivalent to verifying the following sub-properties.

1. For each θ and i, fl(D)[i] is Gaussian.
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2. f̄l is elementwise and generated by N (0,C(q, c)) when θ is random.

3. For each θ and i, Sxfl(x)[i] = C(q, q)− C(q, c).

4. For each θ and i 6= i′, fl(D)[i] is independent of fl(D)[i′].

Of course, these properties, which hold exactly in the limit, can only hold approximately and with
high probability over θ in practice. S here is the standard deviation operator as defined in section
3.4.1.1.

A convenient aspect of properties 1, 3 and 4 is that they are defined in terms of a fixed value of θ.
Hence, we can verify them on neural networks using fixed θ. We do not have to compare different
values of θ. (In practice, we will use a trick to achieve the same thing for property 2.) Below, we
investigate all four properties in turn. Note that we will defer some of the investigation to section
5.3.3, when we have derived rules for calculating C(q, q) and C(q, c) for study A architectures.

In this chapter, as in section 4.4, we will define metrics that capture the properties we investigate
and plot the metric values for our architectures. Figures 5.1 through 5.7 are all laid out in the
same way. In graph (A), we plot the metric values for our 40 simple architectures on CIFAR10 in
the initial state. The interval depicted gives the range of the metric value across the 100 random
seeds and the filled square depicts the mean. In graphs (B-D), we plot the metric values for our
study A architectures in the initial state. In graphs (E-G), we plot the metric values for our study
A architectures in the final state. While our theoretical framework applies directly only to the
initial state, throughout this chapter, we also investigate how well it predicts the final state. In this
chapter in general, as in section 4.4, we find that its predictiveness degrades significantly but not
completely. As in section 4.4, whenever we quote the value of any metric not based on error in the
final state, we exclude all architectures that did not attain a better-than-random validation error for
any starting learning rate. If there is no meaningful way to select a starting learning rate, then the
final state of the architecture is not meaningfully defined for the purpose of metric computation.
Hence, the total number of architectures depicted in graphs E-G is somewhat lower than in graphs
B-D in the following figures.

In this chapter, as in section 4.4, Gaussian unstable architectures (GUAs) play a prominent role
as they again defy many trends that hold for other architectures. As always, they are depicted
in graphs by green markers. (In figures 5.8 and 5.9, they are depicted as blue points with green
confidence intervals for visibility.) They were first discussed in section 4.4.2. As described at the
end of section 3.4.2, we say one of our fully-connected architectures is a GUA if (i) it uses either
the square or odd square activation function and (ii) it does not use layer normalization. In this
and the next section, we add the color red for what we term ‘Gaussian edge architectures’ (GEAs),
which use ReLU and also do not use LN. We give a full explanation of these phenomena in section
5.6. For now, we notice that throughout this section, we find that GUAs and GEAs are “not (meta-)
Gaussian”. Throughout this section and section 5.3.3 only, we use the term ‘stable’ to refer to
architectures that are neither GUAs nor GEAs.

Now we turn to our four properties as given above.

Property 1: Gaussianity of individual neurons We begin by investigating whether f 1
2
(D)[i] is

Gaussian for fixed θ. A staple metric for measuring “degree of Gaussianity” is excess kurtosis.
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Metric definition 13. The ‘neuron excess kurtosis’ (NKURT) of a network f with respect to an
input distribution D at the i’th neuron in layer l is

NKURTl(f,D, i) = Kxfl(x)[i]

The excess kurtosis operator K as well as its estimator are given in section 3.4.1.1. The excess
kurtosis of a Gaussian distribution is 0. Hence, we interpret NKURT being close to zero as Gaus-
sian behavior. Specifically, in order to assess Gaussianity, excess kurtosis focuses on outliers, i.e.
it measures whether a distribution is heavy-tailed or light-tailed relative to a Gaussian.

In figure 5.1, we plot the value of NKURT averaged over all neurons in f 1
2
, i.e. EiNKURT 1

2
. In

figure 5.1(A-D), we find that for stable architectures, depicted in black, excess kurtosis is very close
to zero, and actually more likely to be below than above zero, indicating Gaussianity. On the other
hand, for GEAs and GUAs, depicted in red and green respectively, excess kurtosis is significant
to enormous, indicating that neuron distributions are very non-Gaussian. GUAs have especially
non-Gaussian neuron distributions. Specifically, before training, stable architectures tend to have
neuron distributions in fully-connected (FC) layers that are as or more light-tailed than a Gaussian,
whereas GEAs and especially GUAs have neuron distributions in FC layers that are heavy-tailed.
In figure 5.1(E-G), we find that neuron distributions are often very light-tailed after training, but
that there are also a few stable architectures that have large NKURT values.

In addition to EiNKURT 1
2
, we investigated the standard deviation of excess kurtosis values across

the layer, i.e. SiNKURT 1
2
. We found that the standard deviation never significantly exceeded the

absolute value of the mean and was often significantly lower. Hence, we do not display those
values here as they provide little additional information. However, this does confirm that the
neuron kurtosis is a characteristic value of the network and layer and does not vary too much from
neuron to neuron in an FC layer.

In addition to capturing heavy-tailedness via NKURT, we wanted to examine the neuron distribu-
tion with another metric that focuses on whether the cumulative distribution function at each neu-
ron is close to the cumulative distribution function of a Gaussian between, say, -2 and +2 standard
deviations. For this purpose, we devised the ‘Gaussian histogram intersection’ metric. We divide
the real line into a small number of buckets and obtain a histogram from both the unit Gaussian
and the expectation and variance normalized neuron distribution. We then sum the bucket-wise
minimum of the two histograms to obtain the distribution overlap. A value of 1 then constitutes a
perfect match, whereas a value close to 0 indicates dissimilarity.

Metric definition 14. The ‘neuron Gaussian histogram intersection’ (NGHI) is

NGHIl(f,D, i, E)

=

|E|−1∑
e=1

min
(
N(E[e+ 1])−N(E[e]),Ex{E[e] ≤ fl[i]− f̄l[i]√

Ex(fl[i]− f̄l[i])2
< E[e+ 1]}

)
where N() is the unit Gaussian CDF, E is the edge vector that defines the buckets and curly braces
denote an indicator variable.
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In figure 5.2, we plot EiNGHI 1
2

with

E = (−∞,−1.8,−1.4,−1,−0.6,−0.2, 0.2, 0.6, 1, 1.4, 1.8,∞)

We obtain very similar results as for NKURT. Before training, stable architectures have an NGHI
value above 0.9, and often above 0.95, indicating that their neuron distributions have CDFs com-
parable to a Gaussian. GUAs have NGHI values close to 0, with GEAs still having NGHI values
mostly above 0.8. After training, NGHI is significantly lower overall and the architecture type is
less predictive.

Property 2: Distribution of neuron expectations To show that f̄ 1
2

is elementwise and generated
byN (0,C(q, c)) as θ is random, we need to evaluate the covariance kernel. We calculate the kernel
for study A architectures in the next section. For now, we will show that the neuron expectations
across an FC layer for a given (typical) θ appear like a Gaussian sample. We use similar metrics as
above.

Metric definition 15.
KURTEXl(f,D) = Kif̄ [i]

Metric definition 16.

GHIEXl(f,D, E)

=
∑
e

min
(
N(E[e+ 1])−N(E[e]),Ei{E[e] ≤ f̄l[i]− Ei′ f̄l[i′]√

Ei′(f̄l[i′]− Ei′′ f̄l[i′′])2
< E[e+ 1]}

)
where N() is the unit Gaussian CDF, E is the edge vector that defines the buckets and curly braces
denote an indicator variable.

We give results in figures 5.3 and 5.4 with the same edge vector as before. Before training, KUR-
TEX is close to zero and GHIEX is close to 1 for all architectures including GUAs and GEAs,
indicating that neuron expectations appear highly Gaussian across the layer.

This is to be expected. If fl is an FC layer, we have fl = fkWl, so we have f̄l = f̄kWl. f̄k
can be viewed as a random vector that depends on the parameter sub-vectors of layers f1 through
fk. Drawing f̄l from the meta-distribution corresponds to drawing both f̄k and Wl independently.
Because of the symmetry of Wl when it is either Gaussian or orthogonally initialized, we have that
the orientation of f̄l is independent of f̄k. Further, since KURTEX and GHIEX are independent of
the length of f̄l, both metrics are entirely independent of f̄k. But for a fixed f̄k, the distribution of f̄l
is either Gaussian when Wl is Gaussian initialized or indistinguishably close to Gaussian when Wl

is orthogonally initialized. Hence, for any FC layer fl in any architecture with respect to any input
distribution, the distribution of KURTEX and GHIEX induced by θ is the distribution those metrics
attain on a Gaussian sample with size equal to the width of fl. In plain terms, the distribution of
neuron expectations across an FC layer appears as Gaussian as a sample from an actual Gaussian.

Because of this, any deviation we observe from KURTEX = 0 and GHIEX = 1 in figures
5.3 and 5.4 in the initial state can be regarded as sampling noise caused by the finite layer width,
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at least for non-residual architectures where f 1
2

is actually FC. In graph (A), architectures have
width 100 and in graphs (B-D), architectures have width between 130 and 1000. This causes
neuron expectations to appear more Gaussian for our study A architectures. This above insight
also provides further context for figures 5.1 and 5.2. For our stable architectures, the individual
neuron distributions in f 1

2
in the initial state appear significantly more Gaussian than samples from

a Gaussian distribution with size between 100 and 1000.

After training, we find that neuron expectations across f 1
2

tend to become less Gaussian, though
not much.

While we have shown that neuron expectations across an FC layer appear Gaussian for a fixed
θ, this does not necessarily imply that they are mean zero elementwise Gaussian as θ is random.
However, we would obtain this from the above analysis if f̄k has fixed square mean. In section 5.3,
we show that this is true as dMF → ∞ under the conditions of theorem 5 and approximately true
empirically. Finally, in that section, we will calculate C(q, c) and show that it empirically predicts
the standard deviation of neuron expectations in FC layers. This completes the analysis of property
2.

Property 3: Standard deviation of individual neurons Again, we will not calculate the value
C(q, q)−C(q, c) as it arises in property 3 for now. We will focus on demonstrating that the standard
deviations of neuron distributions are approximately constant across the layer. Hence, we use the
coefficient of variation of standard deviations.

Metric definition 17. The ‘coefficient of variation of neuron standard deviations’ (CVNSTD) is

CV NSTDl(f,D) =
Si(Sxfl[i])
Ei(Sxfl[i])

A low value of CVNSTD indicates that the mean of standard deviations is much larger than the
standard deviation of standard deviations, which indicates that the standard deviations are relatively
constant across the layer as desired. This is what we find in figure 5.5. The largest CVNSTD
values before training are around 0.5 and are largely observed on GUAs and GEAs. However, the
“advantage” of stable architectures is not as drastic as e.g. in figures 5.1 and 5.2. We also find that
overall, CVNSTD values are much smaller for study A architectures in graphs (B-D) than for the
simple architectures in graph (A). This is because study A uses orthogonal initialization for weight
matrices, whereas the simple architectures use Gaussian initialization. Given some fixed value of
Covfk , it is easy to see that minimizing CV NSTDl requires that the columns ofWl have fixed and
equal length, which happens under orthogonal initialization when dk ≥ dl, but not under Gaussian
initialization. Further, the spectrum of Covfk itself tends to be better conditioned under orthogonal
initialization [Pennington et al., 2017, Saxe et al., 2014].

After training, while CVNSTD values are much larger, standard deviations of neuron distributions
are still relatively constant across the layer.

In section 5.3, we prove that 1
dldMF
||Sxfl||22 converges to C(q, q) − C(q, c) a.s. as dMF → ∞.

Demonstrating this empirically for FC layers in section 5.3.3 will complete the analysis of property
3.
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Property 4: Neuron independence Finally, we examine to what degree the neuron distributions
are independent. A staple metric for assessing independence is correlation.

Metric definition 18. The ‘neuron correlation’ (NCORR) is

NCORRl(f,D) =

√
Ei,i′

(Cx(fl[i], fl[i′]))

Sxfl[i]Sxfl[i′]

)2

The covariance operator C and its estimator are defined in section 3.4.1. It is worth noting that
we consider the quadratic mean of pairwise correlations rather than the arithmetic mean. This is
necessary because a positive and negative correlation with the same absolute value is equally likely
due to the symmetry of Wl.

In figure 5.6, we plot NCORR 1
2
. We find that even before training, most architectures exhibit

some degree of correlation, and that the largest correlations tend to occur in GUAs and GEAs.
Some amount of correlation can be explained by Gaussian initialization itself. Non-zero correla-
tions between columns of Wl lead to non-zero correlations between neurons. In fact, even if Covfk
is the identity matrix, we would expect NCORR 1

2
≈ 1√

d 1
2

. Since architectures in figure 5.6(A)

have d 1
2

= 100, it is unsurprising that we do not observe NCORR 1
2

values below 1√
100

. As ex-
pected, neuron correlations are smaller for study A architectures than the simple architectures, as
they are orthogonally initialized.

It is also interesting to note that NCORR0 is 0.19 / 0.16 / 0.17 when evaluated for CIFAR10 /
MNIST / waveform-noise respectively. Hence, the majority of stable architectures with orthogo-
nal initialization actually reduce neuron correlation during forward propagation in the initial state.
Since we would expect an orthogonal transformation to approximately preserve neuron correla-
tion, this reduction is caused by the nonlinear layers. Pennington and Worah [2017] studied the
decorrelating effect of activation layers.

After training, NCORR rises significantly and can attain values close to 1.

If neuron distributions are independent across a layer, we expect the square mean of layer values
to be approximately constant across D. See e.g. proposition 10 in the next subsection. Hence,
another way to measure independence is with the metric below.

Metric definition 19. The ‘layer coefficient of variation’ (LCV) is

LCVl(f,D) =
Sx||fl||2
Ex||fl||2

In figure 5.7, we plot LCV 1
2
. The results are more drastic than for the NCORR metric. Stable

architectures have an almost perfectly constant length, whereas many GUAs and GEAs exhibit
severe variation. To appreciate the extent of this variation, consider an architecture with batch
normalization. The largest possible value of LCV at a BN layer is attained when a single layer
value in the batch has far greater length than the others, and then LCV ≈

√
|B|. Since we use a

batch size of 250, many GUAs actually come close to this theoretical maximum. Length variation
remains very small for stable architectures after training.
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It turns out that studying the degree of variation among layer lengths is a key to explaining Gaussian
instability in section 5.6.
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Figure 5.1: NKURT averaged across an intermediate fully-connected or addition layer. In graph
A, we depict the range across 100 random seeds and therefore 100 random initializations for 40
simple fully-connected architectures on CIFAR10 with a default depth of 51. The interval depicts
the range of values across the random seeds and the filled square depicts the mean. In graphs B-G,
we depict the value for study A architectures, before and after training. We place architectures on
the x-axis in ascending order. Green markers correspond to GUAs and red markers correspond to
GEAs. Some values fall outside the range of the y-axis. In graph A, we specify those values in the
graph. Conclusion: Neuron distributions in FC layers of stable architectures in the initial state are
approximately Gaussian with respect to excess kurtosis. This is not true for GUAs / GEAs.
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Figure 5.2: NGHI averaged across an intermediate fully-connected or addition layer. Graphs are
analogous to figure 5.1. Conclusion: Neuron distributions in FC layers of stable architectures in
the initial state are approximately Gaussian in their cumulative distribution function. This is not
necessarily true for GEAs and especially GUAs.
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Figure 5.3: KURTEX at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. A very small number of values fall outside the range of the y-axis in graphs E-
G. Conclusion: Neuron expectations appear very Gaussian across an FC layer, especially before
training.
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Figure 5.4: GHIEX at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. Conclusion: Neuron expectations appear very Gaussian across an FC layer,
especially before training.
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Figure 5.5: CVNSTD at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. A very small number of values fall outside the range of the y-axis in graphs E
and G. Conclusion: Standard deviations are relatively constant across an FC layer, especially for
stable architectures before training.
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Figure 5.6: NCORR at an intermediate fully-connected or addition layer. Graphs are analogous
to previous figures. Conclusion: Some correlation between neurons does arise, especially when
Gaussian initialization (graph A) is used over orthogonal initialization (graphs B-F).
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Figure 5.7: LCV at an intermediate fully-connected or addition layer. Graphs are analogous to
previous figures. Conclusion: Stable architectures have near constant layer lengths, especially
before training, whereas GUAs and GEAs often have wildly diverging lengths.
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Dataset CIFAR10 MNIST waveform-noise

INSQD density

0 1 2
0

1

2

3

4

5

0 1 2
0

1

2

3

4

5

0 1 2
0

1

2

3

4

5

INCMD density

-1 0 1
0

1

2

3

4

5

-1 0 1
0

1

2

3

4

5

-1 0 1
0

1

2

3

4

5

Table 5.2: INSQD and INCMD taken on the union of training and validation set for study A
datasets. Note that INSQD for waveform-noise appears jittery because the sample size is smaller.
Conclusion: Our datasets can be viewed as approximately ‘elem-like(1,0)’.

5.2.2 Neural regular data

In theorem 4, we used the condition that the input distribution D is elem-like(q, c). We explained
that this condition cannot be fulfilled exactly. In this subsection, we further analyze it. We begin
by simply examining the distribution of the input square mean and co-mean.

Metric definition 20. The ‘input square mean distribution’ (INSQD) and ‘input co-mean distribu-
tion’ (INCMD) are

INSQD(D) = Eix[i]2 where x ∼ D
INCMD(D) = Eix[i]x′[i] where x, x′ ∼ D

We plot the density functions of INSQD and INCMD in table 5.2. They were taken on the union
of training and validation set after data processing as always. We find that INSQD ≈ 1 and
INCMD ≈ 0. Of course, for a hypothetical exact elem-like(1,0) distribution, INSQD would
have all its probability mass concentrated at 1 and INCMD would have all its probability mass
concentrated at 0. This suggests that our datasets are approximately elem-like(1, 0) and hence
suitable for our mean field theory of meta-distributions.
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Note that INSQD = 1 can simply be achieved by normalizing the length of inputs and
Ex,x′INCMD = 0 can simply be achieved by normalizing the expectation of input components.
See pointwise and componentwise normalization in section 2.5.4 respectively. ExINSQD = 1
and Ex,x′INCMD = 0 indeed holds on the union of training and validation set of our datasets due
to data processing according to section 3.1.3, and hence in figure 5.2. (Of course, this means that
training and validation set are no longer strictly an independent sample for evaluating INSQD and
INCMD.)

5.2.2.1 Elem-like ≈ elementwise

It turns out that an elementwise distribution becomes more and more elem-like as dimensionality
increases. This explains our choice of the name ‘elem-like’.

Proposition 10. Let M1 be a meta-distribution over distributions X1 over scalars s. For each
d > 0, let Md be the elementwise meta-distribution over distributions Xd over vectors χd of
dimensionality d that is generated byM1. Let q = EX1∼M1,s∼X1s

2 and c = EX1∼M1(Es∼X1s)
2.

Let χd and χ′d be drawn from the same Xd, which is drawn fromMd. Then

lim
d→∞

Eiχd[i]2 = q a.s.

lim
d→∞

Eiχd[i]χ′d[i] = c a.s.

Note that ifM1 isMN (q, c) in the above proposition, then the q and c values we obtain are exactly
the parameters of the meta-Gaussian. This was the reason behind parametrizing the meta-Gaussian
in the way we did. Of course, the proposition also holds whenM1 has all its probability mass on
a single fixed distribution X1, which implies that each component of χd is drawn IID from X1.

In light of the proposition, the elem-like property can be interpreted as requiring that D mimics
an elementwise distribution, which happens to be the type of distribution that allowed us to set up
mean field theory in section 5.1 in the first place. More generally, we can glean from proposition
10 that the law of large numbers will lead to approximate elem-like-ness if input components are
“relatively independent”, i.e. sufficiently independent that an average over all input components
tends to exhibit a significant amount of convergence towards its mean. As mentioned in section
5.2.1, the NCORR0 values obtained from our datasets are 0.19 for CIFAR10, 0.16 for MNIST
and 0.17 for waveform-noise, i.e. they are low.

5.2.2.2 Elem-like ≈ use a small NLC

In section 4.5, we showed how the apparent nonlinearity of the true input-label function, as mea-
sured by the PNLCD metric, is predictive of the ideal architecture NLC for a dataset. PNLCD
is based on comparing the distance of labels relative to the size of the codomain to the distance
of inputs relative to the size of the domain. Our evidence suggested that PNLCD concentrating
around 1 would lead the dataset to also require a small initial NLC between 1 and 5. We de-
scribed how inputs drawn from the unit Gaussian distribution, which is elementwise, would lead to
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PNLCD concentrating around 1. We showed that datasets must have “tight input clusters” to attain
larger PNLCD sample values. We showed that our three study A datasets largely do not have such
clusters. Now, we relate that analysis back to this section.

Proposition 11. Let D be a data distribution using a finite set of labels in the form of one-hot
vectors. Let p1, .., pC > 0 be the probabilities of each of the C > 1 classes occurring. Let the input
of D be elem-like(q, c) for some q > c ≥ 0.

Then PNLCD(D) = 1√
1−
∑C
ζ=1 p

2
ζ

with probability 1−
∑C

ζ=1 p
2
ζ and 0 with probability

∑C
ζ=1 p

2
ζ .

In practical terms, if the inputs are elem-like and the class frequencies are not too unbalanced,
PNLCD is concentrated at a value close to 1 for datapoints of different classes.

5.2.2.3 Discussion

We now have three different views of dataset regularity - (i) via its apparent nonlinearity, ideal
NLC and the PNLCD metric, (ii) via the mean field theory of meta-distributions, elem-like-ness
and the INSQD and INCMD metrics and (iii) via surrogate input distributions, elementwise-ness
and the NCORR metric. These are all related. Below, we state a definition that unifies the three
views.

Definition 21. A data distribution is ‘neural regular’ if (i) datapoints with relatively different la-
bels tend to have inputs that are relatively distant within their domain, (ii) input components are
relatively independent and (iii) the distributions of input square means and co-means are relatively
concentrated around fixed values.

Neural regularity, unfortunately, is not well-defined at this point. However, as also argued in
section 4.5, we suspect a large fraction of practical deep learning datasets, especially after data
processing, to be sufficiently neural regular to produce the results obtained in this work, as well
as other important results. This can serve as a foundation for data-agnostic ZSAD, as outlined in
section 1.4.1.2.

We note that the NLC is not just useful for neural regular datasets. In section 4.5 we showed that
the NLC is also predictive of test error when PNLCD ≈ 1 is severely violated for datapoints of
different classes. In that case, we have to estimate the ideal NLC range based on e.g. examining
PNLCD.

Of course, we are not claiming that the precise requirements for the predictiveness of the NLC
and the predictiveness of our mean field theory of meta-distributions will turn out to be exactly the
same. There may be “imperfectly neural regular” datasets that are more suitable for one concept
than the other. Investigating this beyond the analysis already performed is a task for future work.
However, it is noteworthy that the predictiveness of the NLC, as modulated by the true input-label
function, is closely related to the predictability of the NLC using mean field theory in the sense of
figure 1.3.
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5.3 Mean field theory of practical metrics and architectures

5.3.1 A-architectures

We now apply the abstract results from previous sections to derive even more practical insights.
Specifically, we calculate the limit of metrics such as the NLC as width converges to infinity. In
subsection 5.3.4, our analysis results in a simple and instructive formula for the limit of the NLC.

In section 3.1.1, we detailed the types of fully-connected architectures we used for study A, which
are some of the simplest types of practical architectures. We will use our study A architectures as
a blueprint in this section.

Definition 22. We say an architecture f is an ‘A-architecture’ (after study A) if it has the following
properties. A-architectures follow our standard framework from section 2.3.4, except for a single
property marked with (*).

22.1 It is composed of layers using the following operations: fully-connected, activation, bias,
layer normalization, batch normalization and addition. See section 2.4.1 for how we
define these operations.

22.2 Activation functions used are non-constant, twice differentiable, and both they and their
derivatives are controlled by CE2.

22.3 Addition layers have fixed, non-zero addition weights.

22.4 The input layer has fixed width d0 = din. Non-input, non-output layers fl have width
dldMF, where dl is fixed and dMF can vary. There is at least one non-input, non-output
layer. The output layer may have variable width dLdMF or be a fully-connected ‘readout
layer’ of fixed width dL = dout. We also use dMF

l to denote the width of a layer, which can
be dl or dldMF depending on the layer. (*)

22.5 Components of weight matrices Wl are initialized as independent Gaussians with mean
zero and variance σ2

l

dMF
k

for some ‘variance parameter’ σ2
l > 0 that is fixed as dMF varies.

22.6 Components of bias vectors βl are initialized as independent Gaussians with mean zero
and variance σ2

l for some fixed ‘variance parameter’ σ2
l .

22.7 If fl is a normalization layer, the regularizer εl is positive.

22.8 f uses either batch normalization or layer normalization layers, but not both.

22.9 In the layer graph, there do not exist two directed paths that begin at distinct activation
layers, end at the same layer, and do not contain any fully-connected layers.

22.10 In the layer graph, there does not exist a directed path that begins at an activation
layer, ends at a different activation or normalization layer, and does not contain a fully-
connected layer.
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22.11 In the layer graph, there do not exist two distinct directed paths that begin and end at the
same layer and contain no fully-connected layer outside of their starting point.

A-architectures follow the framework of section 2.3.4, except that layers have variable width. Vari-
able width stems from mean field architectures defined in section 5.1.1. In contrast to mean field
architectures, A-architectures have a single input and output layer and there is no weight sharing.

Our architectures from study A are A-architectures when dMF = 1, except (i) weight matrices are
orthogonally initialized, (ii) some activation functions are only directionally differentiable instead
of twice differentiable everywhere and (iii) the last addition layer in residual architectures multi-
plies the skip connection with a fixed orthogonally initialized matrix. These are minor differences
in this context. Large orthogonally initialized matrices have approximately Gaussian entries with
very mild cross-entry dependency. Our directionally differentiable activation functions are also
very close to smooth activation functions. For example, ReLU is approximately 1

c
log(1 + ecx) for

some very large c. See section 2.6.1 for further discussion on assuming differentiability in neural
network analysis.

A-architectures turn out to be a specialization of mean field architectures. This insight is behind the
results given below. While A-architectures allow more than the two layer operations used in mean
field architectures, each possible combination of these operations can nonetheless be expressed in
terms of those two. Yang [2019] explained how to cast operations such as layer normalization
and bias as elementwise layers. In this section, we cast entire architectures made up of up to
five different operations as mean field architectures, which requires groups of layers to be re-cast
jointly. This then enables the utilization of e.g. background theorem 1 to prove the results below.
Despite re-casting groups of layers as one, we show that we can nonetheless calculate a wide range
of key metrics via recursion from one A-architecture layer to the next.

We note that many of the properties of A-architectures given in the definition, which are restrictive
in nature, are not “strictly necessary”. One can derive results similar to the ones given below for
more general classes of architectures, including those admitting convolutional layers, as we further
discuss at the end of section 5.3.2.1 and in section 5.7. Because of space and time limitations, we
decided to focus on a class of architectures that would yield calculation rules that are as simple and
instructive as possible. We hope that our presentation is itself instructive and will allow readers to
generalize our results to whatever architecture class they are interested in with the techniques we
employ.

5.3.2 Metric limits in A-architectures

We now show how to calculate the limits of metrics as width converges to infinity in A-
architectures. After a definition, we state the main theorem of this section.

Definition 23. The ‘covariance kernel’ Cτ of an activation function τ and scalars q ≥ c ≥ −q is

Cτ (q, c) = Es,t∼N (µ,Σ)τ(s)τ(t) where µ =

(
0
0

)
, Σ =

(
q c
c q

)
We also write Cτ (c) with 1 ≥ c ≥ −1 short for Cτ (1, c).
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This definition mirrors that of the covariance kernel of an architecture from section 5.1.4. When
c = 0, the definition simplifies to Cτ (q, 0) = (Es∼N (0,q)τ(s))2 and when c = q, the definition
simplifies to Cτ (q, q) = Es∼N (0,q)τ(s)2.

Theorem 5. Let ...

• ... f be an A-architecture with an output layer of variable width.

• ... D be an input distribution.

• ... x(1), .., x(N) be a sample from D of size N ≥ 2 and let D(N) be the discrete uniform
distribution over that sample.

• ... ~ε be the vector of all regularizers used by normalization layers in f .

Assume:

• D is elem-like(q, c).

• q > c

If f does not contain batch normalization but can contain layer normalization layers, we have

limEifl(x(1))[i] = ml (5.1)
limEifl(x(1))[i]2 = ql (5.2)

limEifl(x(1))[i]fl(x
(2))[i] = cl (5.3)

lim
1

dMF
l

||Jl,m(x(1))||2F =
gl
gm

(5.4)

lim
1

dMF
l

Ex||fl(x)||22 = ql (5.5)

lim
1

dMF
l

||Exfl(x)||22 = cl (5.6)

lim
1

dMF
l

||Sxfl(x)||22 = ql − cl (5.7)

lim
1

dMF
l

Ex||Jl,m(x)||2F =
gl
gm

(5.8)

lim
1

dMF
l

Ex Tr(Jl,m(x)CovfmJl,m(x)T ) =
gl(qm − cm)

gm
(5.9)

limNLC(fl(fm), fm(D(N))) =

√
gl(qm − cm)

gm(ql − cl)
(5.10)

where
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• ... x ∼ D(N)

• ... lim stands for lim~ε→0,N→∞
(

limdMF→∞ ...a.s.
)
. The inner limit takes dMF to infinity and

the outer limit takes N to infinity as well as ~ε to zero. The inner limit is an “almost sure”
limit.

• ... ml, ql, cl and gl are calculated via table 5.3.

• ... fm is a bottleneck for fl.

• ... 0 ≤ m ≤ l ≤ L

• ... randomness is induced by θ and the x(n).

Further, if the output layer is instead a readout layer of fixed dimensionality dout, the above
limits do not necessarily hold when l = L. Instead, (a) as dMF → ∞, the meta-distribution
of the output layer expansion-converges to the elementwise meta-distribution with generator
MN (parm1, parm2), where lim~ε→0 parm1 = qL and lim~ε→0 parm2 = cL. The first level of
randomness is induced by D and the second level by θ. And, (b) when N is fixed, for almost
all samples, as dMF → ∞, (f(x(1)), .., f(x(N))) converges in distribution to a Gaussian that
is elementwise over output vectors where the generator has mean zero and covariance matrix
K(N, parm1, parm2), where again lim~ε→0 parm1 = qL and lim~ε→0 parm2 = cL. Randomness for
each sample is induced by θ.

If f does not contain layer normalization but can contain batch normalization layers, analogous
statements hold. See section 11.6 for details.

Because this theorem is already very long, we decided not to give the BN case explicitly here,
but instead defer it to section 11.6. Nonetheless, we include BN in table 5.3 and in the discussion
below. As in section 4.4.4, we generalize to the BN case by letting f take batches of inputs instead
of individual inputs.

5.3.2.1 Interpreting theorem 5

Assumptions As in theorem 4, the most severe assumption is that D is elem-like. See section
5.2 for a discussion of elem-like-ness, which holds approximately for our study A datasets.

q > c is a mild assumption. q = c would effectively imply that all inputs to f are equal, and
therefore that each layer takes a single fixed value. This would e.g. make the NLC invalid and BN
degenerate as ~ε converges to zero. Since the definition of ‘elem-like(q, c)’ also requires c ≥ 0, we
have q > c ≥ 0.

Note that we no longer explicitly require rank stability or parameter-controlled multi-activation
functions in theorem 5 the way we did throughout sections 5.1 and 5.2. Now, we obtain these
things indirectly from our other assumptions and the definition of A-architectures.
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Value fl Formula
ql input q parameter of inputs
ql FC σ2

l qk
ql activation Cτl(qk, qk)
ql bias qk + σ2

l

ql LN 1
ql BN 1

ql addition
∑Kl

κl=1w
2
l,κl

qkl[κl]
cl input c parameter of inputs
cl FC σ2

l ck
cl activation Cτl(qk, ck)
cl bias ck + σ2

l

cl LN ck
qk

cl BN 0

cl addition
∑Kl

κl=1w
2
l,κl

ckl[κl]
ml input undetermined
ml FC 0
ml activation Es∼N (0,qk)τl(s)
ml bias mk

ml LN 0
ml BN 0

ml addition
∑Kl

κl=1 wl,κlmkl[κl]

gl input 1
gl FC σ2

l gk
gl activation Cτ ′l (qk, qk)gk
gl bias gk
gl LN gk

qk

gl BN gk
qk−ck

gl addition
∑Kl

κl=1w
2
l,κl

gkl[κl]

Table 5.3: Recursive rules for calculating mean field limits in an A-architecture f .
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Limits It is important that we take the limit over dMF first, before we take the limit over N .
Therefore, we are not technically making statements about metric values with respect to D as dMF

converges to infinity, but only about the metric values with respect to arbitrarily large samples of
D as dMF converges to infinity. This is not entirely satisfying from a mathematical standpoint.
However, it is practically sufficient because we can only ever apply a neural network to a finite
number of inputs. Yang [2019] also focused on arbitrarily large, finite sets of inputs. The reason
for this ordering of the limit is because we follow a proof strategy as outlined in section 5.1.4,
where we propagate the sample forward using the N -duplex of f . We can then evaluate means
and co-means of that N -duplex to obtain the metric values with respect to the sample of size N .
Exchanging the limits is likely possible, but would require a more powerful version of background
theorem 1, which goes beyond the scope of this work.

The limit over ~ε is of minor importance. We need positive regularizers to eliminate the singularity
of the normalization operations, which can be considered a “nuisance” for theoretical analysis. If
~ε is very small, as it is in practice, it has no significant impact on any observed phenomena.

As mentioned at the beginning of section 5.2, batch normalization with a finite batch size is a
cumbersome operation from a mean field perspective. When theorem 5 is applied to architectures
with BN, we take the limit of batch size to infinity while taking the limit of N to infinity. When
neural networks with BN are deployed after training, the batch moments are generally replaced by
training set moments, as we described in section 2.4.1.1. This is similar to taking the batch size
towards infinity. Unless very small batches are used during training, infinite batches capture the
mean field behavior of the architecture adequately.

Limit quantities ml, ql and cl can be easily interpreted as layer mean, square mean and co-mean
based on statements (5.1), (5.2) and (5.3). gl can be understood in light of statement (5.4). This
yields lim 1

dMF
l
||Jl,0(x(1))||2F = gl. We further have ||Jl,0(x(1))||2F = Eu||Jl,0(x(1))u||22 when u is

unit Gaussian. Hence, gl can be regarded as the limit of the square mean of the gradient as it is
forward-propagated from the input. Using forward-mode propagation instead of backpropagation
for the gradient enables us to base theorem 5 on background theorem 1 instead of the master
theorem of Yang [2020b]. Yang [2020b] requires more complex mean field architectures and
stronger assumptions to model gradient backpropagation. This strategy also allows us to bypass
the gradient of the loss function d`

df
which is not part of the mean field framework. Yang [2020b]

have to use a Gaussian approximation for the gradient of the loss function. We suspect that using
forward-mode propagation, the tools and weaker assumptions from Yang [2019] may actually be
sufficient to obtain the results of Yang [2020b].

Statements We will interpret the statements one by one.

(5.1) This is equivalent to the first statement of background theorem 1.

(5.2) and (5.3) This is equivalent to the second statement of background theorem 1. ql is the
layer square mean and corresponds to cl;l. cl is the layer co-mean and is obtained
by propagating x(1) and x(2) jointly through the 2-duplex of f . cl corresponds to
cl;l′ , where fl and fl′ form a pair in the duplex.
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(5.4) As explained above, gl can be regarded as the square mean of the forward-
propagated gradient. It ultimately derives from the second statement of
background theorem 1 when gradient propagation is cast as “regular” for-
ward propagation in a mean field architecture (section 11.5.2). By definition,
Jl,0 = Jl,mJm,0 because fm is a bottleneck for fl. Statement (5.4) yields
||Jl,0(x(1))||2F ≈ gl, ||Jm,0(x(1))||2F ≈ gm and ||Jl,m(x(1))||2F ≈

gl
gm

. So state-
ment (5.4) can be interpreted as saying that the Frobenius norm of the Jacobian
is decomposable, similar to section 4.4.11.

(5.5) This is similar to (5.2), except that we take the expectation over x in addition to
the mean over i. Since x is drawn from a finite sample, we simply take the mean
over that sample, which works as expected.

(5.6) This is an interesting statement that relates the co-mean of layer values to the
magnitude of neuron expectations. It can be understood in light of proposition
10, which relates the co-mean of two vectors to the square mean of their compo-
nentwise expectations.

(5.7) This follows directly from the previous two statements as ||Sxfl||22 = Ex||fl||22 −
||Exfl||22.

(5.8) This follows from (5.4) by taking the mean over a finite sample.

(5.9) First, we observe Tr(Covfm) = ||Sxfm(x)||22 and hence
lim 1

dMF
m

Tr(Covfm) = (qm − cm), according to statement (5.6). Sec-
ond, we observe 1

dMF
l
Ex Tr(Jl,m(x)Jl,m(x)T ) = 1

dMF
l
Ex||Jl,m||2F ≈

( 1
dMF
l
Ex||Jl,0||2F )( 1

dMF
m
Ex||Jm,0||2F )−1 if Jm,0 is assumed to be uniformly

random. Statement (5.9) is the amalgamation of both observations.

(5.10) This is the square root of the ratio of (5.9) and (5.7).

Expansion-convergence and convergence in distribution results These are straightforward ap-
plications of theorem 4 and background corollary 2 respectively, where the abstract C based on
table 5.1 has been replaced by concrete values based on table 5.3.

Table 5.3 We will begin with some high-level observations.

gl always depends multiplicatively on gk. This is because gradient propagation multiplies the
gradient of each layer to the in-flowing gradient. If the magnitude of the in-flowing gradient
changes by some factor, so does the magnitude of the out-flowing gradient.

The recursion of q does not depend on c. This is because q is the limit of quantities that can
be obtained by forward-propagating only a single input without regard to its relationship to other
inputs, as long as f does not use BN. And the BN operation sets q to a fixed value regardless of c.
Conversely, the recursion of c does depend on q. This is because operations such as activation and
LN depend upon the square mean of the dependency in a nonlinear fashion.
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The recursion of q and c does not depend on m. This is because we chose the definition of A-
architectures intentionally to eliminate this dependency. q and c are required to calculate the NLC
limit, but m is not. So A-architectures allow us to calculate the NLC with the simplest possible
recursion. Both q and c would depend on m if we allowed, say, activation layers followed by
normalization layers or addition layers that depend on multiple activation layers.

In order for all statements of theorem 5 to be valid, we require ql > cl ≥ 0 and gl > 0 for all l.
Since we assume q > c ≥ 0, we have q0 > c0 ≥ 0 and table 5.3 yields g0 = 1 > 0. It turns out
that the recursion preserves this property from layer to layer. This is easy to see for non-activation
layers. For activation layers, we have the following.

Proposition 12. Assume τ is continuous, non-constant and q > c > −q. Then

Cτ (q, q) > Cτ (q, c)

Proposition 13. For any τ and q ≥ c ≥ 0, we have

Cτ (q, c) ≥ 0

Proposition 14. Assume τ is continuous, not the zero function and q > 0. Then

Cτ (q, q) > 0

So, putting things together we have the following.

Proposition 15. Let f be an A-architecture. Let ql, cl and gl be defined according to table 5.3
where q > c ≥ 0. Then ql > cl ≥ 0 and gl > 0 for all l.

In general, the rules for q, c and g look similar to the definition of the operation itself, and similar to
each other. This will become more apparent below, where we discuss the rules for each individual
operation.

input The conditions on D were chosen specifically to yield a fixed q and c value.

FC Both the operation and its gradient apply a multiplicative transformation to a vector,
where the scale of that transformation is controlled by σ2

l . This is reflected in the
recursive calculation rules. Because each weight matrix entry has mean zero, we obtain
an m value of zero.

activation We effectively replace τ with Cτ and τ ′ with Cτ ′ during input / gradient propagation
respectively. In this way, the recursion mimics the layer operation. Cτ is defined in
terms of an expectation over a Gaussian distribution, similar to Ee in table 5.1. We will
dive deeper into this in section 5.4.

bias Because the same bias vector is added to both fk(x(1)) and fk(x(2)), we experience the
same increase in both the square mean and co-mean. Bias vector addition has a unit
gradient, so there is no effect on gk. Since bias vector components have mean zero,
there is no effect on mk.
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LN Note that one property of A-architectures is that normalization layers cannot follow
activation layers before another FC layer. Therefore, we have mk = 0. So the mean
subtraction part of LN has no effect on the limit and we obtain ml = 0 regardless.
Dividing the dependency by the standard deviation has the effect of dividing qk, ck and
gk by qk.

BN The key difference with LN is that BN removes the neuron mean across inputs in a
batch, whereas LN removes the layer mean for each input. So the subtraction part of
BN affects ck instead of mk, which may be nonzero. So we subtract ck from both qk
and ck and then divide by qk − ck, which also affects the gradient.

addition We apply weighted addition to all limit quantities, where quantities that represent a
square mean or co-mean require squaring the weights.

Scope As discussed in section 5.3.1, the proof of theorem 5 requires us to re-cast segments
of the layer graph of the A-architecture between successive fully-connected layers as a single
elementwise layer in a mean field architecture. This process is highly dependent on the form that
this segment takes. Properties 22.1, 22.8, 22.9, 22.10 and 22.11 of A-architectures limit the range
of segments that can occur in an A-architecture. While the complexity of segments for which we
prove mean field limits, to our knowledge, goes beyond that of related work, we need to draw the
line somewhere. As stated, we orient ourselves on the architectures we use for study A. Limiting
the scope of the class of A-architectures also keeps the calculation rules of table 5.3 simple and
enables e.g. proposition 16.

If we did not have property 22.10, it would be possible to have consecutive activation layers in an
A-architecture. The first activation layers could induce non-Gaussian neuron distributions. Then it
would no longer be possible to model the dependency of the second activation layer as Gaussian,
as is done by the covariance kernel Cτ . In table 5.3, the recursion for q, c, and g do not depend
on m. Without property 22.9, it would be possible to have an addition layer that adds together
two activation layers, which can have non-zero m values. Then, depending on whether those m
values e.g. have the same or different signs, they could cancel out or amplify in the addition layer,
which would have a knock-on effect on e.g. q. The calculation rules for addition layers in table
5.3 assume that the weighted sum is taken over essentially independent layers. Without property
22.11, this would not be the case as there could be an addition layer that e.g. adds a layer to itself.

Properties 22.4, 22.5 and 22.6 are basic requirements for applying mean field theory. Property 22.7
is technical and ensures that normalization operations do not diverge for e.g. zero input vectors. We
suspect property 22.8 is unnecessary in that theorem 5 as stated would hold without it. However,
BN and LN layers require somewhat different proof strategies. We did not consider them jointly
to keep the complexity and length of the proof at its current level. Property 22.3 is a convenience.
Any layer graph edge corresponding to a zero addition weight can simply be removed.

The aspect of property 22.2 that requires differentiable activation functions is necessary to state
theorem 5 in terms of gradients. We use the second derivative of activation functions to prove
parameter-control for layer graph segments containing LN and activation layers. A weaker as-
sumption, such as a locally Lipschitz derivative, might also suffice. Finally, assuming control by
CE2 is necessary to apply background theorem 1 and its corollaries.
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Metric name Notation Definition Statement Limit

Layer quadratic
mean

LQMl(f, x)
√
Eifl(x)[i]2 (5.2)

√
ql

Jacobian Frobenius
norm

JACFl,m(f, x) 1√
dl
||Jl,m(x)||F (5.4)

√
gl
gm

Layer scale LSCALEl(f,D)
√

1
dl
Ex||fl||22 (5.5)

√
ql

Quadratic mean of
neuron expectations

QMNEXl(f,D) 1√
dl
||Exfl||2 (5.6)

√
cl

Quadratic mean of
neuron standard de-
viations

QMNSTDl(f,D) 1√
dl
||Sxfl||2 (5.7)

√
ql − cl

Nonlinearity coeffi-
cient numerator

NLCNUMl,m(f,D)
√

1
dl
Ex Tr(Jl,mCovfmJ T

l,m) (5.9)
√

gl(qm−cm)
gm

Nonlinearity coeffi-
cient

NLCl,m(f,D)

√
Ex Tr(Jl,mCovfmJ Tl,m)

Tr(Covfl )
(5.10)

√
gl(qm−cm)
gm(ql−cl)

Table 5.4: Metrics used to determine the practical predictiveness of theorem 5. For each metric,
we give the statement in theorem 5 it corresponds to as well as its mean field limit.

To fully appreciate the relevance of each of the properties of an A-architecture for theorem 5, it is
necessary to study the proof (sections 11.5.2, 11.6.3).

The requirement that fm is a bottleneck for fl can likely be eliminated if we set all g values
corresponding to layers that are not descendants of fm to zero and apply all other calculation rules
as normal.

5.3.3 Empirical analysis

In this subsection, we validate theorem 5 empirically. Specifically, we focus on statements (5.2),
(5.4) through (5.7), (5.9) and (5.10). Combining those statements with the analysis done in section
5.2.1 validates the expansion-covergence clause at the end of theorem 5. Each statement (5.1)
through (5.10) is an equality statement with a left- and right-hand side. The left-hand side is a
limit of a metric defined in terms of propagation through a network of variable but finite width.
The right-hand side contains expressions of “limit quantities”, which are defined via table 5.3 and
do not require any network or layer evaluation. Below, we discuss how we compute a representative
value for each side. Then, we present results.

Computing the finite width metrics To compute values for the left-hand side of the theorem
statements, we simply ignore the limit. This requires choosing values for the quantities over which
the limit is taken. We replace D(N) with D and set dMF = 1. We use a batch size of 250 and set ~ε
small enough so that its floating-point representation is zero, as usual. This turns the left-hand side
into metrics of fixed width networks under the framework of section 2.3.4 as we computed them
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throughout this work. The metrics we compute are given in table 5.4.

Metric definition 21. See table 5.4.

Each metric corresponds to one of the statements from theorem 5. In table 5.4, we include addi-
tional square roots. Taking the root on both sides of a theorem statement does not alter its validity,
but makes the quantities a bit more intuitive. (In general, we prefer means over squares of means.)

Computing mean field metrics To compute values for the right-hand side of the theorem state-
ments, we have to use table 5.3. A few issues arise. (i) Our datasets are not exactly elem-like and
thus do not come with q and c parameters. Because our datasets are normalized to have component
means of 0 and an average neuron variance of 1 across the union of training and validation set, we
set q = 1 and c = 0 in table 5.3. See also section 5.2.2. (ii) As in section 5.2.1, we want to conduct
experiments in the initial state, when weight matrices are not Gaussian initialized, and in the final
state. Hence, we do not generally have explicit access to the variance parameters as strictly defined
in section 5.3.1. Hence, we replace σ2

l in table 5.3 with its finite-width estimate, i.e. 1
dl
||Wl||2F for

FC layers and 1
dl
||βl||22 for bias layers. For Gaussian initialized bias and especially FC layers, this

estimate would be very close to σ2
l for practical widths, due to the law of large numbers.

Metric definition 22. The ‘mean field metrics’ m̂l(f, θ, q, c), q̂l(f, θ, q, c), ĉl(f, θ, q, c) and
ĝl(f, θ, q, c) of an architecture f , parameter value θ and scalars q > c ≥ 0 are calculated via
table 5.3, where we replace σ2

l with 1
dl
||Wl||2F for FC layers and 1

dl
||βl||22 for bias layers. For all

these metrics, the default value of q is 1 and the default value of c is zero. f must be composed
of the layer operations in table 5.3 for the metrics to be valid. Finally, using the same function
arguments on both sides, we write

n̂l,m(f, θ, q, c) =

√
ĝl(q̂m − ĉm)

ĝm(q̂l − ĉl)

Mean field metrics are different from the metrics we defined previously in this work. They depend
not on the network f via function evaluation, but on the architecture f via recursive calculation
rules that utilize the architecture definition. Computing these metrics poses somewhat different
challenges. Instead of statistical estimation, we have to use numerical integration for the Gaussian
expectation inside Cτ . While this works well enough for a single evaluation of Cτ , it can create
problems when we iterate many times for a deep network. Under Gaussian instability, even 64-bit
floating-point rounding errors can grow to the point of overflow, though this does not happen in
our experiments. We further discuss this in section 5.4.2. See also section 3.4.1.1.

Mean field theory predicts finite width metrics We plot the finite width metrics from table 5.4
vs their estimate based on mean field metrics in figures 5.8, 5.9, 5.10, 5.11, 5.12, 5.13 and 5.14. In
all cases, we depict the estimate on the x-axis and the finite width metric on the y-axis. Each figure
corresponds to one finite width metric. Note that we do not present the value of QMNEX explicitly,
but via the ratio QMNEX

LSCALE
. This is because computing the neuron expectation incurs an estimation
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error proportional to the neuron standard deviation. Therefore when QMNEX << QMNSTD
we cannot hope to compute QMNEX accurately in absolute terms, but only relative to QMNSTD
or LSCALE.

We find that all mean field estimates are highly accurate when three conditions hold. (i) The
architecture is in the initial state, (ii) we use CIFAR-10 or MNIST and (iii) the architecture is stable,
i.e. depicted in black. Consider especially figure 5.9(A-B). There, we plot the network Jacobian
Frobenius norm along with a confidence interval of +/-2 standard deviations. We find that even
at +/-2 standard deviations, JACF is very close to the mean field estimate, even though the range
of JACF values obtained for different architectures spans 30 orders of magnitude! Consider also
figure 5.14(A-B). We find that mean field theory predicts the NLC of stable architectures highly
accurately in the initial state, and still reasonably accurately for GEAs. It only fails for GUAs,
which do not use popular activation functions. This means that we can use table 5.3 as a neural
architecture design guide. This is the central insight of this chapter.

Let’s look at the three factors we mentioned above that cause the degradation of mean field predic-
tiveness. (i) We find that estimates for waveform-noise are somewhat less accurate than estimates
for the other datasets for most metrics, including the NLC. This is likely explained by the lower
input and output dimensionality, which caused irregular behavior in e.g. section 4.4.14, and / or
the lower dataset size which induced noise e.g. in section 4.4.2. (ii) As usual, GUAs and GEAs are
less well-behaved. Of course, in table 5.3 the limits of activation layers model the neurons in the
dependency as Gaussian. Therefore, if they are less Gaussian in practice, as we showed in section
5.2.1, we can expect the theory to be less predictive. GEAs, depicted in red, are still estimated
relatively accurately in general. Note, however, that GEAs have some of the biggest confidence
intervals in figures 5.8 and 5.9. (iii) As usual, architectures are not as well-behaved after training.
However, it is worth noting that the accuracy of mean field estimates after training does differ sig-
nificantly from metric to metric. Specifically, LQM (figure 5.8) and LSCALE (figure 5.10) are still
estimated quite well. We conjecture that this is because the architecture does not have an incen-
tive to modify layer quadratic means during training. The architecture does have an incentive to
attain a low NLC after training for reasons discussed in sections 4.4.13 and 4.5. This conjecture is
supported by figure 5.14, where we find that mean field theory overestimates the NLC after train-
ing. More generally, we find that gradient-related metrics (figures 5.9, 5.13) are overestimated and
QMNSTD (figure 5.12), which is the denominator of the NLC, is underestimated.

We include correlation values in the figures. As usual, the caveat applies that the exact correlation
values are significantly influenced by the frequency of GUAs and GEAs among architectures, as
well as by only considering architectures that attained a non-random validation error after training
in the bottom row of each figure.

The mean field estimate of the NLC usually stays relatively constant during training, but
sometimes changes drastically In figure 5.15(A-C), we plot the mean field estimate of the NLC
before vs after training. We find that the value changes very little for most architectures. Of course,
the only way in which training can impact the mean field estimate is via a change of weight matrix
and / or bias vector magnitude.

Metric definition 23. The ‘parameter growth’ (PARMGROWTH) of a final parameter value θ(T )

relative to an initial parameter value θ(0) is

255



PARMGROWTH(θ(0), θ(T )) =
||θ(T )||2
||θ(0)||2

In figure 5.15(D-F), we plot PARMGROWTH. We find that the parameter length never decreases
more than a tiny amount, and it stays approximately constant for a majority of architectures. How-
ever, for some architectures it increases by orders of magnitude. In figure 5.15(G-I), we confirm
that significant changes to the mean field estimate of the NLC only happen when the parameter
length undergoes a large relative change, except for a very small number of architectures. Even
when the parameter length changes drastically, the mean field estimate often does not. It is worth
noting that the mean field estimate of the NLC is actually independent of the parameter in study
A architectures when batch normalization is used. Also, PARMGROWTH is highly dependent on
the learning rate. While we chose the starting learning rate in a very systematic fashion (section
3.1.2), there were sometimes wide ranges of starting learning rates that yielded very similar per-
formance, such that choosing from within this range was essentially random. However, this choice
still affects PARMGROWTH enormously.

Overall, the inaccuracy of the mean field estimate of the NLC after training is not caused by a
change in the value of the estimate, as it is approximately constant for most architectures.
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Figure 5.8: LQM vs its mean field estimate for study A architectures. The metrics are evaluated
at a fully-connected or addition layer halfway through the network, as in figures in section 5.2.1,
because of the narrowness of the output layer. Vertical lines correspond to confidence intervals of
2 standard deviations. GUAs are depicted as blue points with green lines. GEAs are depicted as
red points with red lines. Both GUAs and GEAs are displayed in the foreground as throughout
chapter 4, i.e. their markers fully or partially occlude the markers of stable architectures when they
overlap. Some graph diagonals are given in black as a visual aid. Note that all x- and y-axis ranges
of graphs across this figure, as well as across each of the figures below, are identical to enable
easier comparison. Conclusion: The mean field estimate is highly accurate for stable architectures
and GEAs before training and still relatively accurate after training.
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ĝ0/ĝL after training

J
A
C
F
L
,0

a
ft
er

tr
a
in
in
g

correlation=0.70, p-value=3.1e-28

waveform-noise(I)

1e201e101e01e-101e-20

1e20

1e10

1e0

1e-10

1e-20

√

ĝ0/ĝL after training

J
A
C
F
L
,0

a
ft
er

tr
a
in
in
g

correlation=0.32, p-value=2.1e-6

MNIST(H)

1e201e101e01e-101e-20

1e20

1e10

1e0

1e-10

1e-20

√
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Figure 5.9: JACF vs its mean field estimate at an intermediate and at the input layer. Graphs
are analogous to figure 5.8. Conclusion: The mean field estimate is highly accurate for stable
architectures and GEAs before training, but not after training.
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Figure 5.10: LSCALE vs its mean field estimate at an intermediate layer. GUAs are depicted in
green. GEAs are depicted in red. Both are displayed in the foreground. There are no confidence in-
tervals. Graphs are otherwise analogous to previous figures. Conclusion: The mean field estimate
is highly accurate for stable architectures and almost all GEAs before training, and still relatively
accurate after training.
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Figure 5.11: QMNEX
LSCALE

vs its mean field estimate at an intermediate layer. Graphs are analogous to
previous figures. Conclusion: The mean field estimate is highly accurate for stable architectures
and fairly accurate for GEAs before training, but not after training.
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Figure 5.12: QMNSTD vs its mean field estimate at an intermediate layer and at the output later.
Graphs are analogous to previous figures. Conclusion: The mean field estimate is highly accurate
for stable architectures and almost all GEAs before training. After training, the range of QMNSTD
values is small, so it is difficult to assess accuracy.
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Figure 5.13: NLCNUM vs its mean field estimate, for the whole network and for the second half
of the network. Graphs are analogous to previous figures. Conclusion: The mean field estimate is
highly accurate for stable architectures and GEAs before training. After training, the mean field
estimate tends to overestimate NLCNUM, but is still highly correlated with it.
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Figure 5.14: NLC vs its mean field estimate, for the whole network and for the second half of the
network. Graphs are analogous to previous figures. Conclusion: The mean field estimate is highly
accurate for stable architectures and GEAs before training. After training, the mean field estimate
usually overestimates the NLC, but it is still highly correlated with it.
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Figure 5.15: Metric values for study A architectures. In graphs A-C, we plot the initial vs final ñ. In
graphs D-F, we plot PARMGROWTH for study A architectures, sorted on the x-axis in ascending
order. In graphs G-I, we plot the ratio of initial over final ñ. Architectures are placed on the x-axis
in the same order as in graphs D-F. Conclusion: ñ is stable for most architectures, but changes
drastically for some. This change is generally associated with significant PARMGROWTH.

264



5.3.4 The mean field NLC and nonlinearity path equation

While each recursion rule in table 5.3 makes sense by itself, taken together they still appear some-
what “black-box”, i.e. it is not clear whether there is a simple relationship between specific quali-
tative architecture properties, such as depth, activation functions or skip connections, and the mean
field limits of important metrics. In this section, we show that we can indeed express the mean
field estimate of the NLC in an incredibly instructive way. This allows us to ultimately explain the
nonlinearity of an architecture using mean field theory and the architecture definition.

Metric definition 24. The ‘mean field NLC’ nl,m of an A-architecture f and scalars q > c ≥ 0 is

nl,m(f, q, c) =

√
gl(qm − cm)

gm(ql − cl)

where the limit quantities on the right-hand side are calculated according to table 5.3. The variance
parameters are considered part of the architecture definition as usual. We write n short for nL,0 for
the “mean field NLC of f”.

Going forward, we will use the term ‘mean field NLC’ interchangeably for nl,m and n̂l,m, as defined
in the previous subsection, as both have nearly identical values for practical A-architectures in the
initial state without severe Gaussian instability.

We can immediately observe that nl,m is decomposable in the sense of section 4.4.11, i.e. if we
break down the section of the architecture between fm and fl into a series of segments where
the endpoints of those segments are bottlenecks, nl,m is the product of mean field NLCs of these
segments. Specifically, given a chain of layers in which each has a single dependency, the mean
field NLC of that chain is equal to the product of mean field NLCs of each individual layer.

We also observe that the mean field NLC of individual layers has a simple form. For FC, bias, LN
and BN layers, it is equal to 1. For addition layers with a single dependency, it is equal to 1. This
is expected for operations that are linear functions of the dependency, like FC, bias and addition,
because of proposition 3. Informally, we can say that LN and BN layers are approximately linear
for large width and batch sizes. To see this, consider that subtracting the mean of a vector is linear.
Dividing by the standard deviation projects the values of the dependency onto a lower-dimensional
space which is curved in only a single dimension per neuron (BN) / input (LN). Therefore, the
nonlinearity of that space becomes increasingly negligible as width / batch size increases.

If fl is an activation layer, we have

nl,k =

√
(qk − ck)Cτ ′l (qk, qk)

Cτl(qk, qk)− Cτl(qk, ck)

Hence, we define the following.

Definition 24. The ‘activation function NLC’ of an activation function τ and scalars q > c ≥ 0 is
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nτ (q, c) =

√
(q − c)Cτ ′(q, q)

Cτ (q, q)− Cτ (q, c)

We write nτ (c) short for nτ (1, c). When c = 0, the formula simplifies to

nτ (q, 0) =

√
qEs∼N (0,q)τ ′(s)2

Es∼N (0,q)τ(s)2 − (Es∼N (0,q)τ(s))2

We will investigate nτ in detail in section 5.4. For now, note that nτ is valid for any q > c > −q
for any differentiable and non-constant τ due to propositions 12 and 13. Note also that the q and
c arguments in nτ (q, c) are somewhat different from those in nm,l(f, q, c) in that they capture the
properties of the input to τ , instead of the properties of D.

In A-architectures, the only layer operation that can have multiple dependencies is the addition
operation. In other words, if p and p′ are two directed paths through the layer graph, then those
paths can only join at an addition layer.

Definition 25. Define the ‘path-weight’ w(p) of a directed path in the layer graph of an A-
architecture as follows. For each addition layer contained in the path, consider the ratio (qk−ck)w2

ql−cl
,

where fl is the addition layer, fk is the dependency contained in the path, and w is the addition
weight corresponding to fk. w(p) is then the product of all such ratios for addition layers contained
in the path that are not its starting point.

Considering the calculation rule for the q and c values of addition layers in table 5.3, it is easy
to see that the sum of path weights over all directed paths from input to output layer in a given
layer graph equals 1. Informally, if we consider qL − cL as the variance of the network output,
the path weight indicates the fraction of that variance that is contributed by that particular path.
The path representation now enables the following proposition, which can be proven simply using
induction.

Proposition 16 (‘Nonlinearity path equation’). Let ql, cl and gl be defined according to table 5.3.
Let 0 ≤ m ≤ l ≤ L and let fm be a bottleneck for fl in the A-architecture f . Then

nl,m(f, q, c) =

√ ∑
p∈Pm,l

w(p)
∏
fl′∈p

nτl′ (qk′ , ck′)
2

where Pm,l is the set of directed paths from fm to fl, the product is over all activation layers fl′ on
path p excluding its starting point and fk′ is the dependency of fl′ .

When Pm,l only contains a single path / dependency chain pm,l, this simplifies to

nl,m(f, q, c) =
∏

fl′∈pm,l

nτl′ (qk′ , ck′)

266



In plain words, the mean field NLC of an A-architecture is the weighted quadratic mean of the
mean field NLC of each directed path in the layer graph, where each path is weighted according to
the fraction of the output variance it contributes. The mean field NLC of a path is the product of
the activation function NLCs on that path.

This is the instructive relationship between n and the architecture definition we have been looking
for. It allows us to make manual design decisions while controlling the initial NLC. We will use the
nonlinearity path equation throughout the remainder of this work as a reference point for compiling
design insights. For now, we will give some first observations.

• n is independent of width as long as the σ2
l are fixed.

• n decreases with the introduction of linear skip connections, proportionally with the square
of the skip connection strength, assuming there are no knock-on effects on downstream q
and c values.

• n does not directly depend on normalization layers used.

• Replacing an activation function with another of higher nτ value increases n, assuming there
are no knock-on effects on downstream q and c values.

• Composition of activation functions corresponds to multiplying nonlinearity, a principle that
is familiar from the chain rule of calculus, the exploding / vanishing gradient problem and
the notion of neural network expressivity.

5.4 Mean field theory of activation functions

The key properties of an activation function from a mean field perspective are Cτ , Cτ ′ and the de-
rived quantity nτ . In this section, we study these constructs as activation function metrics. We will
establish a plethora of useful properties that will be utilized later in this work. This effort culmi-
nates in subsection 5.4.5, where we show that the mean field NLC is the first-order approximation
of the bandwidth of the covariance kernel. This is the most important of our results that establish
the NLC as a primary measure of model complexity in deep learning.

Metric definition 25. Cτ (q, c) and nτ (q, c) are defined as in the beginning of section 5.3.2 and
section 5.3.4 respectively.

As stated in section 5.3.4, nτ is valid for any q > c > −q and differentiable, non-constant τ . We
will implicitly assume this in our discussion, but not in our theoretical results. In practical terms,
activation function metrics are computed using numerical integration techniques as described in
section 3.4.1. The discussion of section 2.6.1 applies to the issue of non-differentiable activation
functions such as ReLU. However, in this section we do also give results for τ that are only direc-
tionally differentiable, so that we have at least some theory in this work that explicitly includes this
case.
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5.4.1 The NLC of activation functions with meta-Gaussian input

We begin by showing that nτ is not just an abstract quantity arising from table 5.3, but a direct
measure of activation function nonlinearity.

Let the distribution T over vectors χ of dimensionality dτ be drawn from an elementwise meta-
distribution with generatorMN (q, c), q > c ≥ 0. Then

NLC(τ, T ) =

√
(q − c)Ei,s∼N (0,q−c)τ ′(χ̄[i] + s)2

Ei,s∼N (0,q−c)τ(χ̄[i] + s)2 − Ei(Es∼N (0,q−c)τ(χ̄[i] + s))2

Here, the component means χ̄[i] are drawn on the meta-level from a Gaussian with mean zero and
variance c, and Ei is a finite mean over dτ values. The term NLC(τ, T ) implies that the scalar
function τ is applied elementwise to vectors drawn from T . Given that the sample mean converges
almost surely to the distribution expectation, we obtain

lim
dτ→∞

NLC(τ, T ) =

√
(q − c)Es∼N (0,q)τ ′(s)2

Es∼N (0,q)τ(s)2 − Et∼N (0,c)(Es∼N (0,q−c)τ(t+ s))2
a.s.

We can cast the Gaussian expectations in the above formula as a metric of τ , q and c, like we did
with the covariance kernel.

Metric definition 26. The ‘bias kernel’ Bτ of an activation function τ and scalars q ≥ c ≥ 0 is

Bτ (q, c) = Es∼N (0,c)(Et∼N (0,q−c)τ(s+ t))2

Then we obtain

lim
dτ→∞

NLC(τ, T ) =

√
(q − c)Bτ ′(q, q)

Bτ (q, q)−Bτ (q, c)
a.s.

The right-hand side is exactly nτ (q, c), except that the covariance kernel is replaced by the bias
kernel. We close the loop with the following result.

Proposition 17. For any τ and q ≥ c ≥ 0, we have

Bτ (q, c) = Cτ (q, c)

Hence, we have

lim
dτ→∞

NLC(τ, T ) = nτ (q, c) a.s.

So the activation function NLC is the limit of the NLC under meta-Gaussian input. Of course,
this is not unexpected given theorem 4, which establishes that fully-connected layers are meta-
Gaussian meta-distributed. Proposition 10 also shows that these meta-Gaussians lead to the square
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means and co-means that arise in table 5.3. The above result also justifies the name ‘activation
function NLC’. Finally, we obtain that the nonlinearity path equation relates the mean field NLC
of the architecture to the actual nonlinearity of its activation functions.

5.4.2 The length kernel of activation functions

The term Cτ (q, q) has appeared repeatedly in this chapter. In this subsection, we investigate it
further. We begin by giving it its own definition.

Metric definition 27. The ‘length kernel’ Lτ of an activation function τ and scalar λ ≥ 0 is

Lτ (λ) =
√
Cτ (λ2, λ2) =

√
Es∼N (0,λ2)τ(s)2

The length kernel represents the infinite width limit of the quadratic mean of an activation layer
when its dependency is distributed according to N (0, λ2I). We believe that the quadratic mean is
a more intuitive quantity to deal with than the square mean. Hence, we define ll =

√
ql. Table 5.3

then yields ll = Lτl(lk) for activation layers fl. Since a deep network generally composes many
activation layers, lL depends on l0 via a sequence of length kernel applications.

Definition 26. We say a ‘plain architecture’ is an architecture composed ofM macro-layers, which
are themselves composed of an FC and an activation layer. Each activation layer uses the same
activation function τ and each FC layer is Gaussian initialized with the same fixed multiple σ2 of
the LeCun variance.

A plain architecture is a fixed width A-architecture, except for the technical conditions on the
activation function. Hence, for the purpose of discussion, we apply theorem 5 and its corollaries,
in addition to the results of section 5.4, to plain architectures.

In a plain architecture with σ = 1, we have lL = LMτ (l0), where the exponent indicates com-
position. Of course, not all architectures we care about are this simple. However, this example
motivates us to study the length kernel under the umbrella of function iteration. In a nutshell,
because of the ZSAD guideline of scale stability given in section 2.4.2, we desire the iteration to
converge to a non-zero value, which is ideally close to 1. We will further discuss this point in detail
throughout chapter 8.

Below, we give the main theorem of this subsection, which gives a range of properties for the
length kernel. We follow this up with an empirical study.

Theorem 6. For any τ we have

1. If Lτ (λ) 6= 0 for some λ > 0, then for all λ > 0 we have

(a) Lτ (λ) > 0

(b) Lτ is differentiable at λ with L′τ (λ) = 1
2
Lτ (λ)−1Es∼N (0,λ2)τ(s)2(s2λ−3 − λ−1)

(c) L′τ (λ)λ
Lτ (λ)

> −1
2
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(d) (
√
λLτ (λ))′ > 0

2. If τ is continuous and not zero everywhere, then Lτ (λ) > 0 for all λ > 0.

3. If τ is continuous at zero, Lτ is continuous at zero.

4. If τ is directionally differentiable at zero, then Lτ is differentiable at zero with L′τ (0) =√
τ−(0)2+τ+(0)2

2
if τ(0) = 0 and L′τ (0) = 1√

2π
sign(τ(0))(τ+(0)− τ−(0)) if τ(0) 6= 0. The +

and - superscripts indicate the right and left derivative respectively.

5. If Lτ (λ) 6= 0 for some λ > 0, then for all λ > 0 the sequence (Lnτ (λ))n either (i) is strictly
increasing and diverges to infinity or (ii) converges.

The highlights are that under very mild conditions Lτ is differentiable, iterating Lτ yields con-
vergence or strictly increasing divergence, and statement 1(c) yields that Lτ has no unstable fixed
points where it is decreasing. Going forward, we can think of the iteration convergence behavior
of Lτ like that of a general differentiable function.

In tables 5.5, 5.6, 5.7 and 5.8, we depict the length kernel for 24 activation functions: the 12 ac-
tivation functions contained in tables 2.1, 3.1 and 4.3, as well as the debiased versions of those
activation functions. Debiasing in the context of activation functions, as described in e.g. section
3.1.1, corresponds to subtracting from the activation function its expectation under the unit Gaus-
sian distribution, i.e. Es∼N (0,1)τ(s). This strategy was used for generating many architectures for
both study A and study B. Note that tanh, odd square and sawtooth are equal to their debiased
versions, and SeLU is almost equal to it.

We plot length kernels in three colors: blue, red and magenta. When we iterate Lτ starting from a
point in a blue segment, the iteration converges to a non-zero point. When we iterate Lτ starting
from a point in a red segment, the iteration either converges to zero or diverges to infinity. When
we iterate Lτ starting from a point in a magenta segment, the iteration is stationary.

We find that we obtain a range of different convergence behaviors for different activation functions.

• For many activation functions, all starting values of λ converge to the same non-zero value.
Their length kernels are depicted in all blue and the limit is a bold blue point.

• Also for many activation functions, all starting values of λ converge to zero. Their length
kernels are depicted in all red and lie below the diagonal, which is depicted in black as a
visual aid.

• For some activation functions, small values of λ converge to zero whereas large values di-
verge. Their length kernels are depicted in red, and the curve crosses the diagonal.

• For one activation function (abs. val.), Lτ is the identity, so λ is preserved. Its length kernel
is depicted in magenta.

• Finally, for one activation function (square-debiased), all values of λ diverge. Its length
kernel is depicted in red and above the diagonal.
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Similarly, we find a range of values for the convergence rate. The majority of the time, convergence
is exponential. This occurs when the derivative of Lτ is neither 0, 1 or -1 at the limit point. If the
derivative is 0, then the convergence is superexponential. This happens for the square and odd
square activation functions. In fact, convergence is square exponential. If the derivative is either 1
or -1, convergence is sub-exponential. For tanh and even tanh, the rate isO( 1

M0.5 ), and for sawtooth
the rate is sub-polynomial, i.e. slower than any O( 1

Mε ) with ε > 0. In tables 5.5 through 5.8, we
specify convergence rates as precisely as we were able to determine them with simple methods.

In tables 5.5 through 5.8, we also give the normalized length kernel Lτ (λ)
Lτ (1)

. This is the length kernel
we would obtain when normalizing the activation function by its quadratic mean under the unit
Gaussian, i.e.

√
Es∼N (0,1)τ(s)2. This normalization is done for both study A and study B archi-

tectures. Hence, we are interested in normalized length kernels, which are themselves valid length
kernels, as is any positive multiple of a valid length kernel. The range of convergence behaviors
observed among our normalized length kernels is largely similar to the range we observed previ-
ously, except that there are now several activation functions that have both λ values that converge
to a non-zero value (depicted in blue) as well as λ values that diverge (depicted in red).

While we have observed a wide range of convergence behaviors in tables 5.5 through 5.8, through
deliberate design of activation functions, we could generate an even more diverse set of behaviors,
though this goes beyond the scope of this work. While length kernels depicted have at most one
stable and one unstable fixed point, it is easy to generate activation functions that have an infinite
number of them. When τ(s)2 oscillates between small and large values, so can Lτ .

In addition to studying the length kernel normalized by its value at 1, i.e. Lτ (λ)
Lτ (1)

, we can study

the family of all normalizations of form Lτ (λ)λ′

Lτ (λ′)
for some fixed λ′ > 0. Lτ (λ)λ′

Lτ (λ′)
has a fixed point

at λ = λ′ with derivative L′τ (λ)λ
Lτ (λ)

. We plot L′τ (λ)λ
Lτ (λ)

as a function of λ in tables 5.5 through 5.8. A
value between -0.5 and 1 indicates stability (depicted in blue), a value above 1 indicates instability
(depicted in red) and a value of 1 indicates stationary behavior (depicted in magenta). Note that
statement 1(c) of theorem 6 implies that this curve cannot dip below -0.5. For the majority of
activation functions, we obtain the same regime for all values of λ, though for some we obtain
stability specifically for small values of λ.

5.4.3 The covariance kernel of activation functions

When calculating cL according to table 5.3, we repeatedly apply Cτ (q, c). So just as with the length
kernel, we are interested in function iteration.

Definition 27. We say an architecture is ‘plain stable(q, q′)’ if it is a plain architecture where
σ2q = q′ and Lτ (

√
q′) =

√
q.

In a plain stable(q, 1) architecture, when the input distribution is elem-like(q, c), we have cL =
qC̃Mτ (1, c), where the exponent indicates composition and C̃τ denotes Cτ

Lτ (1)2
. While this setup

might appear specific, it describes networks fulfilling the scale stability ZSAD guideline from
section 2.4.2 in a mean field sense. This setup was used approximately for both study A and B
and was the focus of prior work [Poole et al., 2016, Schoenholz et al., 2017, Jacot et al., 2018, Lee
et al., 2019]. As previously mentioned, we shorten Cτ (1, c) to Cτ (c). While we mostly focus on
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the case q′ = 1 in this and the next subsection, we can easily obtain equivalent results for any other
value of q′. Again, we will further use the results from this subsection in chapter 8.

It turns out that Cτ (c) is more regular than Lτ (λ). After a definition, we give our main theorem of
this subsection, followed by an empirical study.

Definition 28. We say a function F : R → R is ‘piecewise n-differentiable’ if there exists a
partition of R into a finite set of intervals such that (i) F is n times differentiable in the interior
of each interval and (ii) F is continuous and n times directionally differentiable everywhere. In
particular, the left and right derivative at each interval endpoint does not have to be the same.

All of our activation functions in table 2.1, except sawtooth, are piecewise n-differentiable for any
n. Sawtooth is still piecewise n-differentiable within any bounded interval.

Theorem 7. Assume τ is piecewise 5-differentiable. Consider Cτ (c) defined on [0, 1]. Let aτs+ bτ
be the least squares linear fit to τ under N (0, 1) and let τ̃ = τ − aτs− bτ . Then

(a) Cτ is differentiable and C′τ = Cτ ′ .

(b) Cτ is increasing, convex and for all c > 0, ε > 0 with c + 3ε ≤ 1 we have Cτ (c + 3ε) −
3Cτ (c+ 2ε) + 3Cτ (c+ ε)− Cτ (c) ≥ 0.

(c) (i) Cτ (c) = Cτ̃ (c)+a2
τc+ b2

τ , (ii) Cτ̃ (0) = 0, (iii) Cτ (0) = b2
τ , (iv) C′τ̃ (0) = 0, (v) C′τ (0) = a2

τ ,
(vi) CAR(τ,N (0, 1)) = Cτ (0)

Cτ (1)
, (vii) LAR(τ,N (0, 1)) = C′τ (0)

Cτ (1)
and (viii) Cτ is linear if and

only if τ is linear.

Now also assume τ is not linear. Then, for the normalized covariance kernel C̃τ (c) = Cτ (c)
Cτ (1)

exactly
one of three cases hold on [0, 1].

1. There is a stable fixed point at clim = 1 with exponential convergence rate and no other fixed
point. 0 < C̃′τ (1) < 1 holds.

2. There is a stable fixed point at clim = 1 with sub-exponential convergence rate and no other
fixed point. C̃′τ (1) = 1 holds.

3. There is an unstable fixed point at 1 and there is exactly one other fixed point clim in [0, 1),
which is stable. C̃′τ (1) > 1 and 1 > C̃′τ (c

lim) ≥ 0 hold. The convergence rate is super-
exponential or exponential depending on whether C̃′τ (c

lim) = 0 holds.

In particular, there exists exactly one stable fixed point clim and iterating C̃τ will lead to convergence
towards clim from any starting point.

The third part of statement (b) is similar to saying that Cτ (c) has a non-negative third derivative.
Note that if τ is smooth, we can apply statement (a) repeatedly to obtain that the n’th derivative of
Cτ (c) is the covariance kernel of the n’th derivative. Hence, we immediately have a wide range of
properties for the n’th derivative, including those in the above theorem as well as propositions 12,
13 and 14.
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While we do not give a detailed interpretation of the theorem here, we make use of the different
parts in various places throughout this work. We note that, to a large degree, the convergence case
breakdown in the second half of the theorem was previously observed empirically by Poole et al.
[2016] for various architectures based on the tanh activation function. However, to our knowledge,
it was never proven for general τ .

In tables 5.5, 5.6, 5.7 and 5.8, we plot the normalized covariance kernel C̃τ (c) for our 24 activation
function. Note that C̃τ (c) is itself a valid covariance kernel of the activation function τ

Lτ (1)
. Indeed,

each of the three convergence cases from the theorem is observed.

The LAR, CAR and NAR metrics were defined in section 4.4.7. In table 4.3, we gave LAR,
CAR and NAR values for our activation functions as well as the τ̃ corresponding to our τ . More
generally, the analysis from section 4.4.7 applies to activation functions. For example, we have
nτ̃ (0) ≥

√
2 and nτ (0)2 = LAR

LAR+NAR
+ NAR

LAR+NAR
nτ̃ (0)2.

5.4.4 The activation function NLC

Properties of nτ (c) Using theorem 7, we straightforwardly obtain the following about nτ (c).

Proposition 18. Assume τ is piecewise 5-differentiable. Consider nτ (c) defined on [0, 1). Then

1.

nτ (c) =

√
C′τ (1)(1− c)
Cτ (1)− Cτ (c)

=

√
C̃′τ (1)(1− c)

1− C̃τ (c)

2. nτ is decreasing

3. limc→1 nτ (c) = 1

4. nτ (c) ≥ 1

Hence, nτ (c) is determined entirely by the covariance kernel of τ . Note the contrast of statement
1 to statement (c) from theorem 7. It turns out that the nonlinearity of an activation function as
measured by the linear approximation error is related to the derivative of the covariance kernel at
0. The nonlinearity of an activation function as measured by the NLC is related to the derivative
of the covariance kernel at 1. Statement 2 makes sense in light of proposition 17. The smaller the
neuron variance under the meta-Gaussian, the more linear τ becomes across its effective domain.

Iterating nτ (c) For plain stable(q, 1) A-architectures, the nonlinearity path equation yields

n =
M∏
m=1

nτ (C̃
m
τ (c0))

We are interested in the behavior of n as M converges to infinity. By theorem 7, C̃mτ (c0) converges
to some value clim as m increases, where clim is the single stable fixed point of C̃τ . If clim 6= 1, then
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clearly n diverges exponentially with rate nτ (c
lim). This corresponds to case 3 in theorem 7. Two

cases remain.

Case 2 from theorem 7: n is a telescopic product that equals
√

1−c0
1−C̃Mτ (c0)

. This also diverges to

infinity, where the rate is related to the convergence rate of C̃Mτ to 1. For ReLU and abs. val., for
example, that rate isO( 1

M2 ), and therefore n grows linearly with depth. If C̃τ is twice differentiable
at 1, that rate is O( 1

M
) and so n grows as the square root. By theorem 7, C̃τ is twice differentiable

if τ is differentiable and τ ′ is piecewise 5-differentiable. This is fulfilled by neither ReLU nor abs.
val.. Because limc→1 nτ (c) = 1, divergence is always sub-exponential.

Case 1 from theorem 7: The limit of n also depends on the analytical properties of C̃τ at 1. If
C̃τ is twice differentiable at 1, then it is easy to show that n converges exponentially with depth.
By theorem 7, this holds, for example, for softplus, sigmoid and Gaussian. These are the three
activation functions in tables 5.5 to 5.8 that fall under case 1. Unfortunately, we do not know what
can happen when C̃τ is not twice differentiable.

Properties of nτ (q, 0) We are also interested in how nτ responds to changes in q, though for
the opposite reason that we are interested in nτ (1, c). While we generally design architectures to
achieve qk ≈ 1 for dependencies of activation layers, we also want to understand what happens if
this condition fails.

In tables 5.5, 5.6, 5.7 and 5.8, we plot nτ (λ2, 0), where λ =
√
q as in section 5.4.2. We find

that different activation functions exhibit drastically different behavior. Some activation functions,
such as ReLU, abs. val. and square, have a stable nτ , whereas other activation functions, such
as even tanh and sawtooth, have a rapidly increasing one. Hence, different activation functions
respond very differently to e.g. changes in the variance of weight matrix entries. Here are some
general patterns.

• nτ (λ
2, 0) is invariant to debiasing.

• SeLU, softplus and Swish are all ReLU-like for large λ and so limλ→∞ nτ (λ
2, 0) =

nReLU(1, 0) = 1.21.

• ReLU, abs. val., square and odd square have the property τ(λs) = λτ(s) for arbitrary s and
λ ≥ 0, so nτ (λ

2, 0) is constant.

• Tanh and sigmoid “converge to the step function” so nτ (λ
2, 0) diverges as O(

√
λ).

• Even tanh and Gaussian “converge to the delta function” so nτ (λ
2, 0) diverges as O(λ).

• Sawtooth is periodic so nτ (λ
2, 0) diverges as O(λ).

5.4.5 The covariance kernel of A-architectures

Now we bring things back to the architecture level. The covariance kernel of a mean field archi-
tecture with a single finite input and readout layer with respect to finite sets of inputs was defined
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in section 5.1.4 in the context of background corollary 2. In the context of A-architectures and
elem-like input distributions, we define analogously.

Definition 29. For an A-architecture f without batch normalization, the ‘covariance kernel’
C(q, c), q ≥ c ≥ 0, is the function that returns cL defined according to table 5.3.

It is easy to check that qL = C(q, q) holds. To see that C is valid for the case q = c, which was
excluded in e.g. theorem 5 and proposition 15, we note that each operation other than BN preserves
q ≥ c ≥ 0 in table 5.3. For the activation operation, see propositions 12 and 13.

Proposition 19. Let f be an A-architecture where each activation function used is piecewise 5-
differentiable and let q > c ≥ 0. If f does not contain batch normalization but can contain layer
normalization layers, we have

n(f, q, c) =

√
d
dq′

C(q, q′)|q′=q(q − c)
C(q, q)− C(q, c)

If f does not contain layer normalization but can contain batch normalization layers, an analogous
statement holds. See section 11.6 for details.

Like the nonlinearity path equation, this can be proven simply with induction. Crucially, we
also use statement (a) from theorem 7. Like for theorem 5, we defer the BN case to section
11.6. This proposition explicitly requires that the activation functions used by f are piecewise
5-differentiable. Further, because f is an A-architecture, its activation functions are also required
to be controlled by CE2, non-constant and twice differentiable with a derivative controlled by CE2.

We can interpret proposition 19 just as we interpreted the NLC in section 4.2 and gradient-
based local linear approximability in section 4.4.6. If we view D as an elementwise distribu-
tion in the spirit of proposition 10, then the dimensionality-normalized radius of the domain√

1
din

Tr(Covx) becomes
√
q − c. Similarly, if the codomain is generated byMN (C(q, q),C(q, c)),

then
√

1
dout

Tr(Covf ) becomes
√
C(q, q)− C(q, c). Finally, d

dq′
C(q, q′)|q′=q measures the sensitiv-

ity of the output co-mean with respect to small changes in input co-mean. So we can informally
say the following. If Eix[i]2 = Eix′[i]2 = q and Eix[i]x′[i] = q − ε, then ε = 1

2din
||x − x′||22 and

d
dq′

C(q, q′)|q′=qε + O(ε2) = 1
2dout
||f(x) − f(x′)||22. So

√
dout
din

d
dq′

C(q, q′)|q′=q measures the output

change induced by a small input change as defined by Euclidean distance. But 1√
din
||J ||F also

measures this change, so d
dq′

C(q, q′)|q′=q represents 1√
dout
||J ||2F . Putting it all together, n(f, q, c)

resembles NLCFROB from section 4.4.5, which has the same mean field limit as the NLC.

“Wide networks are Gaussian processes” [Yang, 2019], as we outlined in section 5.1.4. The asso-
ciated kernel function for an A-architecture with elem-like input is C(Eix[i]2,Eix[i]x′[i]). There-
fore, we can view d

dq′
C(q, q′)|q′=q as the first-order approximation of the bandwidth of the kernel.

n(f, q, c) then becomes the (square root of the) bandwidth normalized by the radius of domain
and codomain. This normalization is desirable for all the reasons it is desirable to employ this
normalization in the NLC as discussed in e.g. sections 4.1, 4.2 and 4.4.8. For a fixed unnormalized
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bandwidth value, a large domain implies that a small fraction of input pairs in that domain receive
a significant kernel value, whereas a small domain implies that a large fraction of input pairs in that
domain receive a significant kernel value. Similarly, a large codomain implies that a large kernel
value, and hence a large bandwidth is required for outputs to be relatively close together, whereas a
small codomain implies that a small bandwidth is sufficient. We will further study the importance
of this normalization in chapter 9.

Via mean field theory, we therefore find that the NLC is a measure of model complexity for the
same reason that kernel bandwidth is a measure of model complexity in the field of kernel methods.
In the infinite width limit of the initial state, which this, as well as prior, work has shown is
extremely practically predictive, the network function is determined by a kernel. To the degree to
which an effectively normalized scalar bandwidth can be defined for that kernel, the mean field
NLC captures it. In turn, the mean field NLC is highly practically predictive of the NLC. While
proposition 19 is unfortunately limited to A-architectures, we suspect an analogous result holds
much more generally for mean field architectures under e.g. the setup of background corollary 2,
or even for general Gaussian processes. Proving such an extension is future work.
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Act. fun. ReLU SELU softplus Swish abs. val. tanh

τ(s)

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

Lτ (λ)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 0 1.00 0.93 0 - 0
Conv. rate O(0.71M) O(0.78M) O(0.45M) O(0.5M) - O( 1

M0.5 )

Lτ (λ)
Lτ (1)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit - 1 1 0 - 1
Conv. rate - O(0.78M) O(0.49M) O(0.84M) - O(0.46M)

L′τ (λ)λ
Lτ (λ)

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

C̃τ (c)

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

Iter. limit 1 0 1 0.66 1 0
Conv. rate O( 1

M2 ) O(0.97M) O(0.32M) O(0.94M) O( 1
M2 ) O(0.93M)

nτ (λ
2, 0)

0 5 10
0

5

10 0  1.211
1  1.211
10  1.211

0 5 10
0

5

10 0  1.020
1  1.035
10  1.166

0 5 10
0

5

10 0  1
1  1.039
10  1.170

0 5 10
0

5

10 0  1
1  1.101
10  1.213

0 5 10
0

5

10 0  1.659
1  1.659
10  1.659

0 5 10
0

5

10 0  1
1  1.085
10  2.402

λ→∞ 1.21 1.21 1.21 1.21 1.66 O(
√
λ)

Table 5.5: (This table is continued on the next three pages.) Activation function metrics for the ac-
tivation functions used in this work, given in table 2.1, as well as their debiased versions. Segments
of Lτ and Lτ (λ)

Lτ (1)
depicted in blue correspond to x-coordinate values that converge upon iteration to

a non-zero value. Segments depicted in red correspond to x-coordinate values that diverge or con-
verge to zero upon iteration. Segments depicted in magenta correspond to x-coordinate values that
are stationary upon iteration. ... (caption continues on next page)
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Act. fun. sigmoid even tanh Gaussian odd square square sawtooth

τ(s)

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

Lτ (λ)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 0.51 0 0.37 0 0 0
Conv. rate O(0.05M) O( 1

M0.5 ) O(0.11M) 1√
3
(
√

3λ)2M 1√
3
(
√

3λ)2M Ω( 1
Mε )∀ε > 0

Lτ (λ)
Lτ (1)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 1 1 1 0 0 1
Conv. rate O(0.11M) O(0.46M) O(0.33M) λ2M λ2M ≈ O(10−10M)

L′τ (λ)λ
Lτ (λ)

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

C̃τ (c)

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

Iter. limit 1 0.99 1 0 0.5 0
Conv. rate O(0.15M) O(0.91M) O(0.33M) O(0.85M) O(0.67M) super-exp.

nτ (λ
2, 0)

0 5 10
0

5

10 0  1
1  1.017
10  1.771

0 5 10
0

5

10 0  1.659
1  2.335
10  13.83

0 5 10
0

5

10 0  1.414
1  1.577
10  7.608

0 5 10
0

5

10 0  1.155
1  1.155
10  1.155

0 5 10
0

5

10 0  1.414
1  1.414
10  1.414

0 5 10
0

5

10 0  1
1  6.928
10  69.28

λ→∞ O(
√
λ) O(λ) O(λ) 1.15 1.41 O(λ)

Table 5.6: (This table is a continuation of table 5.5.) ... Segments of L′τ (λ)λ
Lτ (λ)

are depicted in red
if the y-coordinate is greater than 1, blue in (−1

2
, 1) and magenta at 1. Non-zero iteration limits

are depicted as bold blue dots. Limits and convergence rates are given below the respective graph
where applicable. Values of nτ (λ2, 0) at λ = 0, λ = 1 and λ = 10 are given in green. Diagonals
are given as thin black lines for visual orientation. Each convergence rate is given as precisely as
we were able to determine it with basic techniques. The values are discussed in sections 5.4.2,
5.4.3 and 5.4.4. There is no single, overarching conclusion.
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Act. fun. ReLU-deb. SELU-deb. softpl.-deb. Swish-deb. abs. v.-deb. tanh-deb.

τ(s)

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

Lτ (λ)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 0.33 1.00 0.13 0.23 0.5 0
Conv. rate O(0.02M) O(0.78M) O(0.22M) O(0.17M) O(0.27M) O( 1

M0.5 )

Lτ (λ)
Lτ (1)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 1 1 0.63 0.67 1 1
Conv. rate sub-exp. O(0.78M) O(0.93M) O(0.87M) sub-exp. O(0.46M)

L′τ (λ)λ
Lτ (λ)

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

C̃τ (c)

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

Iter. limit 0 0 0 0 0 0
Conv. rate O(0.73M) O(0.97M) O(0.92M) O(0.80M) super-exp. O(0.93M)

nτ (λ
2, 0)

0 5 10
0

5

10 0  1.211
1  1.211
10  1.211

0 5 10
0

5

10 0  1.020
1  1.035
10  1.166

0 5 10
0

5

10 0  1
1  1.039
10  1.170

0 5 10
0

5

10 0  1
1  1.101
10  1.213

0 5 10
0

5

10 0  1.659
1  1.659
10  1.659

0 5 10
0

5

10 0  1
1  1.085
10  2.402

λ→∞ 1.21 1.21 1.21 1.21 1.66 O(
√
λ)

Table 5.7: (This table is a continuation of table 5.5.)
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Act. fun. sigm.-deb. even t.-deb. Gauss.-deb. odd sq.-deb. sq.-deb. sawtooth-deb.

τ(s)

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

-4 -2 0 2 4
-4

-2

0

2

4

Lτ (λ)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 0 0.35 0.11 0 - 0
Conv. rate O(0.5M) O(0.36M) O(0.04M) 1√

3
(
√

3λ)2M - Ω( 1
Mε )∀ε > 0

Lτ (λ)
Lτ (1)

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

0 1 2
0

1

2

Iter. limit 1 1 1 0 0.58 1
Conv. rate O(0.72M) O(0.17M) O(0.74M) λ2M super-exp. ≈ O(10−10M)

L′τ (λ)λ
Lτ (λ)

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

0 1 2
-2

0

2

C̃τ (c)

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

0 0.5 1
0

0.5

1

Iter. limit 0 0 0 0 0 0
Conv. rate O(0.98M) super-exp. super-exp. O(0.85M) c2M super-exp.

nτ (λ
2, 0)

0 5 10
0

5

10 0  1
1  1.017
10  1.771

0 5 10
0

5

10 0  1.659
1  2.335
10  13.83

0 5 10
0

5

10 0  1.414
1  1.577
10  7.608

0 5 10
0

5

10 0  1.155
1  1.155
10  1.155

0 5 10
0

5

10 0  1.414
1  1.414
10  1.414

0 5 10
0

5

10 0  1
1  6.928
10  69.28

λ→∞ O(
√
λ) O(λ) O(λ) 1.15 1.41 O(λ)

Table 5.8: (This table is a continuation of table 5.5.)
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5.5 Explaining the NLC’s properties with mean field theory

In section 4.4, we demonstrated that a range of properties holds for the NLC empirically in the
architectures’ initial state. It turns out that many of them can be explained via mean field theory
as follows. (i) The property holds exactly for n. (ii) n closely approximates the NLC as shown in
section 5.3. Below, we go through the properties one by one. We list further properties of n at the
end of section 5.3.4.

The NLC is robust to data distribution (section 4.4.2) n depends on the distribution only
through the scalar q and c parameters. We showed in section 5.2.2 that the three datasets we study
in this work have characteristic q and c values which lead to accurate mean field estimates. n will
have the same value for any dataset with the same characteristic q and c values. In section 5.2.2,
we also discussed the general class of such datasets. Note that when mean field theory is extended
to cover convolutional layers, it utilizes the entire covariance structure of the input. See section
5.7.

The NLC is robust to random initialization (section 4.4.3) n does not depend on θ directly, but
only on the initialization scheme. Hence, it is invariant to the actual initial value of θ drawn from
that scheme. When θ is random, the NLC converges almost surely as width converges to infinity.

The NLC can (sometimes) be proxied by even simpler metrics (section 4.4.5) Using state-
ments (5.4), (5.7) and (5.10) from theorem 5 and the relation ||Sxfl||22 = Tr(Covfl), we obtain that
the NLC and NLCFROB as defined in section 4.4.5 have the same mean field limit.

The NLC is related to kernel methods and model complexity (section 4.4.9) See section 5.4.5.

The NLC is decomposable into NLCs of individual layers (section 4.4.11) The mean field
limits of the NLC and LNLC as defined in section 4.4.11 are identical.

The NLC is robust to width change (section 4.4.12) The essence of mean field theory is con-
vergence with increasing width. Hence, a change of width will not alter the NLC significantly as
long as the width remains sufficiently large and the initial weight variance co-varies according to
the LeCun initialization / variance parameter. In section 4.4.12, we show that even a width of 50,
which is considered small in practice, is sufficient to obtain stability.

The initial NLC predicts the final NLC (section 4.4.13) In section 5.3.3, we measured our
theoretical limit quantities with mean field metrics that use the magnitude of the actual parameter
value. In that section, we also showed that the parameter magnitude, and hence the value of the
mean field metrics, often does not change significantly during training.
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The NLC is continuous from layer to layer (section 4.4.14) According to the nonlinearity path
equation, n increases gradually and multiplicatively as we include more and more activation layers.

5.6 Defining and explaining Gaussian stability

We have repeatedly encountered the notion of Gaussian stability and Gaussian instability through-
out this work. (Gaussian instability simply denotes the absence of Gaussian stability.) In the
context of our empirical studies, we defined Gaussian unstable architectures (GUAs) and Gaussian
edge architectures (GEAs) in terms of activation functions and normalization methods as given at
the end of section 3.4.2 / 3.6, with a full list of GUAs and GEAs available in the appendix in chap-
ter A. GUAs have shown distinct empirical behavior in sections 4.4.2, 4.4.3, 4.4.5, 4.4.11, 4.4.12,
4.4.14, 5.2 and 5.3. The aforementioned subsections of section 4.4 demonstrate properties of the
NLC that are explained by mean field theory in section 5.5. Hence, as long as an architecture’s
behavior in the limit of infinite width is predictive of its behavior at a practical width, we expect
these properties of the NLC to hold. In section 5.2 and 5.3, we found that the limit is often not
predictive for GUAs. This explains why these properties of the NLC hold to a lesser degree for
GUAs.

While Gaussian instability causes mean field theory to break down, it can nonetheless be explained
using mean field theory, as we do below. The explanation will lead to the precise definition of
the property of ‘mean field Gaussian stability’, which then informs the more practical, “fuzzy”
definition of Gaussian stability.

We begin by considering a setup like the one used in section 5.4.2. Let an architecture f be
composed of M + 1 macro-layers which are themselves composed of an FC and an activation
layer. Let the FC layers be LeCun Gaussian initialized and let all activation layers use activation
function τ . Then lL = LM+1

τ (l0). Further, assume that τ is normalized to have Lτ (1) = 1 and
that Eix[i]2 = 1 for all inputs x, so that l0 = 1 and lL = 1. Let’s see what happens when we
forward-propagate some input x. After the first macro-layer, we obtain l2 = 1. (The 2 subscript
arises because the macro-layer contains two layers.) If the layer is sufficiently wide, we also obtain
Eif2(x)[i]2 = 1 + ε for some small ε. However, because the macro-layer still has finite width and
thus cannot follow mean field theory exactly, we generally do not obtain ε = 0. For the remainder
of the architecture, we can now take two approaches for our mean field recursion. Either, we
continue to recurse on l2 = 1 to obtain lL = 1, or we recurse on 1 + ε, which we denote by l̃2, to
obtain l̃L = LMτ (1 + ε). For example, we can obtain l̃L by applying theorem 5 with f3 as the readin
layer. If ε is sufficiently small, we further obtain l̃L ≈ 1 + εdL

M
τ (1)
dλ

= 1 + εL′τ (1)M .

In section 5.4.2, we described the possible behaviors of Lτ upon iteration near a fixed point. If
L′τ (1) < 1, the fixed point at 1 is stable and l̃l converges to 1 as l increases. If L′τ (1) = 1, the fixed
point is stationary and l̃l remains at 1 + ε + O(ε2). If L′τ (1) > 1, the fixed point is unstable and l̃l
diverges from 1 as l increases. However, divergence also implies that l̃l diverges from ll. Hence,
if the activation function in f has L′τ (1) > 1, mean field theory makes conflicting estimates for
Eifl(x)[i]2 for sufficiently large l, and hence mean field theory cannot be predictive for sufficiently
deep f . In plain terms, mean field theory predicts that small deviations in the layer quadratic means
(LQMs) of f grow exponentially during forward propagation. However, since such deviations are
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always introduced in a practical network due to finite width, the LQMs of f diverge from their
mean field limit during forward propagation, and the mean field estimate becomes inaccurate. This
constitutes a “breakdown” of the practical predictiveness of not just theorem 5, but also of mean
field theory given in prior work as described in e.g. section 5.1. To our knowledge, this breakdown
has not been described in literature.

Let’s apply this reasoning to a more general setup. Let a network f be composed of M + 1
macro-layers composed of an FC and an activation layer, where the σ2

l and τl are arbitrary. Then
l̃L ≈ lL + ε

∏
τl
L′τl(lk), where the product is taken over the last M activation layers in f . We

could argue that divergence happens if the value of the product is above a certain level. However,
as is a recurring theme in this work, we must consider the deviation relative to the value from
which it deviates. Say we have lL = 1. Then we would consider l̃L = 1 + 1 = 2 to be a significant
deviation. However, if lL = 105, then we would consider l̃L = 105 +1 to be a small deviation. Also
consider that the value of both lL and l̃L can be arbitrarily multiplicatively scaled by appending an
FC layer with an arbitrary initial weight variance to the architecture. Appending such an FC layer
clearly should not affect our judgment of whether “mean field theory has broken down”. The same
argument applies at layer f2. If l2 is small, then a given deviation ε is more significant than if l2 is
large, because our judgment of how severely an LQM deviates from the mean field estimate should
not depend on e.g. whether τ2 is scaled by a constant.

Hence, we care about the relative deviation at the output
ε
∏
τl

L′τl
(lk)

lL
relative to the relative de-

viation at the input ε
l2

. Table 5.3 yields that the ratio of those ratios is equal to the telescopic

product
∏

τl

lkL
′
τl

(lk)

Lτl (lk)
. So, we can say that the deviation relatively grows at some activation layer fl

if
lkL
′
τl

(lk)

Lτl (lk)
> 1, and relatively shrinks if

lkL
′
τl

(lk)

Lτl (lk)
< 1. This idea is now formalized.

Definition 30. We say an activation function τ exhibits ‘mean field Gaussian stability’ at λ > 0
if λL′τ (λ)

Lτ (λ)
< 1, ‘mean field Gaussian instability’ if λL′τ (λ)

Lτ (λ)
> 1 and is ‘mean field Gaussian edge’ if

λL′τ (λ)
Lτ (λ)

= 1. (Note that λL
′
τ (λ)

Lτ (λ)
≤ −1 is excluded by theorem 6.)

If we substitute
√
q = λ and

√
Cτ (q, q) = Lτ (λ), we obtain λL′τ (λ)

Lτ (λ)
= qC′τ (q,q)

Cτ (q,q)
, where the derivative

is with respect to the double argument q. Hence, mean field Gaussian stability can be defined
equivalently in terms of the length kernel or covariance kernel.

We already analyzed λL′τ (λ)
Lτ (λ)

as a function of λ in section 5.4.2 and plotted that function in tables
5.5 through 5.8. We find that for activation functions used in our study A architectures at λ = 1,
stability occurs for SELU, tanh, sigmoid, even tanh and Gaussian. Instability occurs for square and
odd square. ReLU is mean field Gaussian edge. The same thing holds for the debiased activation
functions. This is the motivation behind which activation functions we include in our definition of
GUAs and GEAs.

Mean field Gaussian instability does not only lead to the divergence of practical LQMs from their
limit. By the same argument, it also leads to the divergence of practical LQMs corresponding to
different inputs from each other. This observation provides the desired link to our empirical results.
In section 5.2.1, we investigated the LCV metric, which measures the coefficient of variation of
LQM values. Out of all the metrics we investigated in section 5.2.1, LCV provided the clearest
signal. Especially before training, stable architectures all had extremely low LCV values, whereas
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many GUAs and GEAs had large ones. In proposition 10, we showed that layer values generated
by a meta-Gaussian have small LCV. Hence, large LCVs imply that layers are not meta-Gaussian,
and we found this to be the case for our GUAs throughout section 5.2.1. As stated at the beginning
of this section, the breakdown of mean field theory implied by non-meta-Gaussian fully-connected
layers then explains our observations in section 4.4. We stress that mean field Gaussian instability
does not cause our theorems 4 and 5 to become false. However, it can cause the width that is
required for a practical architecture to behave as its limit to become enormous.

It is also clear how a large LCV value would interfere with the accuracy of mean field predictions
of e.g. the NLC. The strongest condition of theorem 5 is that the input distribution is elem-like,
which implies that all inputs have the same length. Mean field theory is an iterative theory, i.e.
results for child layers are built from results for their parents. Hence, layer lengths remaining
approximately constant throughout this recursion is a necessity.

While Gaussian instability can be reduced to the behavior of the length kernel in our setup
above, the complexity of the phenomenon increases with the complexity of the architecture def-
inition. Consider for example an architecture that also contains normalization layers between
fully-connected and activation layers. If layer normalization is used, then LCV becomes 0 at the
normalization layers, i.e. the deviation ε is eliminated. This prevents the exponential compounding
of the instability at each activation layer, and hence the architecture as a whole behaves as if it con-
tains mean field Gaussian stable activation functions. Hence, when a fully-connected architecture
contains LN, we do not consider it a GUA or GEA in our studies. However, the story is different
when batch normalization is used. BN only causes the layer quadratic mean across the entire batch
to be 1, but not for individual inputs. This means the LQMs corresponding to different inputs in
the same batch can still deviate, and the architecture can exhibit unstable behavior. In fact, this
phenomenon is one of the key differences between LN and BN.

Providing an exhaustive analysis of Gaussian stability across architecture types goes beyond the
scope of this work. Hence, we must settle for an imprecise definition of Gaussian stability in terms
of the empirical observations we have made.

Definition 31. We say a neural network f exhibits ‘Gaussian stability’ if values of its fully-
connected or convolutional layers are distributed as a draw from an elementwise meta-distribution
generated by a meta-Gaussian when the data distribution is neural regular as defined in section
5.2.2. Gaussian stability can be measured by e.g. the NKURT, NGHI, CVNSTD, NCORR and
especially the LCV metric given in section 5.2.1.

This definition makes no direct reference to mean field theory. We also include convolutional
networks in the definition. The theoretical justification for meta-Gaussian convolutional layers is
similar to that for meta-Gaussian fully-connected layers. We briefly discuss the mean field theory
of convolutional architectures in the next section. Among activation functions used for our study
B convolutional architectures, not only are square and odd square mean field Gaussian unstable at
λ = 1, but also Swish, softplus-debiased and Swish-debiased. However, their instability is much
less severe than that of square and odd square. In practice, we find that only some architectures
based on a linearized version of abs. val.-debiased exhibit clear Gaussian instability as captured by
the above definition. We specify those architectures at the end of section 3.4.2 / 3.6 and in section
A.2. They are considered GUAs in our empirical studies. Further, layer normalization is not
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sufficient to prevent Gaussian instability in convolutional architectures, because it does not prevent
the quadratic mean across some spatial regions of the layer value to diverge from the quadratic
mean across other spatial regions. Hence, there are GUAs using LN in study B.

Gaussian instability can have extreme effects. Let’s return one more time to our setup with alternat-
ing LeCun Gaussian initialized FC and activation layers. Let’s say the square activation function
is used, normalized to achieve Lτ (1) = 1. When computing the recursive calculation rules of ta-
ble 5.3, even if we compute the length kernel as accurately as possible under 32-bit floating-point
precision, i.e. with a rounding error of around 10−7, at around macro-layer 30 this rounding error
explodes and induces numerical underflow or overflow. Of course, this explosion happens much
more quickly when we compute the length kernel inaccurately or during actual forward propaga-
tion in the finite-width network.

When we designed empirical studies A and B, we always observed that architectures based on
square or odd square and no normalization layers exhibited numerical underflow or overflow.
Hence, we decided to always combine square and odd square activation functions with normal-
ization layers. We made this decision before we understood the phenomenon of Gaussian stability.

Gaussian stability plays an important role when computing metrics via statistical estimation, as
we explained in sections 3.4.1.1 and 4.4.4. Our metrics are often based on operators such as
expectation and standard deviation applied to layer quantities.

Gaussian stability bears similarity to scale stability as given in section 2.4.2. We further distinguish
the two in section 6.2.

5.7 Mean field theory of CNNs: an outlook

Due to time and space limitations, we do not extend our analysis in this chapter to architectures
with convolutional layers. Yang [2019], Xiao et al. [2018] show how to apply mean field theory
to convolutional architectures. To apply mean field theory to A-architectures, which can contain
a range of layer operations, we re-cast them as mean field architecture as defined in section 5.1.1,
which can contain only two layer operations, one of which can be considered a “template”. For
convolutional architectures, we can follow the same steps to derive recursive calculation rules for
e.g. the square mean and co-mean of layers that use operations such as the convolutional and
pooling operation in the style of table 5.3. However, there are a number of additional complexities.

Consider a tensor layer as defined in section 2.4.1.2 with spatial dimensions Sl,1, Sl,1, .., Sl,Tl−1 and
Cl channels. When re-casting the convolutional architecture to a mean field architecture, in general,
that tensor layer is cast not as one layer in the mean field architecture, but as Sl,1Sl,1..Sl,Tl−1 lay-
ers. For each tensor layer in the convolutional architecture, we require one layer in the mean field
architecture per spatial location, each of which has width CldMF. Consider, then, a convolutional
layer with a weight tensor that has spatial dimensions Hl,1, Hl,2, .., Hl,Tl−1. In the mean field ar-
chitecture, the convolutional layer corresponds to Hl,1Hl,1..Hl,Tl−1Sl,1Sl,1..Sl,Tl−1 fully-connected
layers, each with a weight matrix of size CkdMF × CldMF. (Here, we assume the dependency is
padded.) Each fully-connected layer is responsible for the contribution of one spatial location in
the dependency to one spatial location in the convolutional layer. Finally, we add the contributions
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to each spatial location in the convolutional layer together with a single elementwise or addition
layer per spatial location.

At the end of this process, we obtain for one tensor layer not one value of m, c, q and g, but one for
each spatial location. Of course, this is significantly more unwieldy than the fully-connected case.
It is consequently somewhat more difficult to extract simple yet practically meaningful patterns
from the recursion.

The technical conditions of mean field theory are also more difficult to (approximately) fulfill for
convolutional architectures. If the input x comes as a tensor, then in order to make theorems 4 and
5 work, we would require an elem-like condition that states that for all spatial locations and inputs,
the square mean across channels is approximately equal to some globally fixed q. Since tensor-
shaped inputs often have a small number of channels (e.g. 3 for color images), this condition is
more severe than the equivalent condition for non-tensor inputs. Further, the co-mean for all pairs
of inputs and spatial locations would have to be approximately equal to some globally fixed c.

In section 4.4.2, we showed that the covariance structure of the input is important for the value of
the NLC in convolutional architectures, but not for fully-connected architectures. This is explained
by the mean field theory of CNNs viewing different spatial locations in a single input as distinct
inputs.

In future work, we plan to apply heuristics to simplify the mean field recursion for convolutional
architectures to obtain practically relevant insights. Now, we present a first attempt at this which
establishes that mean field theory is indeed applicable to the analysis of the nonlinearity of convo-
lutional architectures. We greatly simplify the nonlinearity path equation to

n ≈
∏
τl∈f

nτl(1, 0)

We estimate the mean field NLC of the network as the product of activation function NLCs with
respect to the unit Gaussian. In figure 5.16, we plot

∏
τl∈f nτl(1, 0) vs the initial NLC for some

study B architectures in the initial state. Note that all our study B architectures contain 19 instances
of the same activation operation. We find that our rough estimate of n is still strongly predictive
of the NLC. This is remarkable as this estimate does not take into account varying qk and ck
values, tensor structure, pooling, normalization layers or data augmentation, among other things.
Note that we exclude residual architectures in figure 5.16 as our estimate of n cannot account
for multiple paths in the layer graph. We also exclude architectures that do not use a debiased
activation function so that our simplifying assumption ck = 0 has a greater chance of working.

Of course, the full nonlinearity path equation still holds for convolutional architectures under the
proper technical conditions, though there is now one nτ value per spatial location and activation
layer. The number of paths is exponential in the number of sequentially composed convolutional
layers. However, one key property of the nonlinearity path equation still holds. Replacing an
activation function with another that has a higher nτl(qk, ck) value increases n, assuming that there
are no knock-on effects on downstream q and c values. We can eliminate knock-on effects by
ensuring that ql and cl are not altered by the substitution. This is the insight behind the nonlinearity
normalization algorithm which we present in chapter 7.
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Figure 5.16: Initial NLC vs the product of activation function NLCs with respect to the unit Gaus-
sian, for non-residual study B architectures with debiased activation functions. GUAs are dis-
played in green and in the foreground. Conclusion: Despite the gross simplification of the mean
field NLC, this estimate is predictive of the NLC.

While convolutional mean field theory is more cumbersome, it also explains the great performance
gains that a convolutional architecture can induce relative to a fully-connected architecture. In
figure 4.2, we find that CNNs greatly outperform FCNs. In section 5.1.4, we explained how FCNs
are determined by their covariance kernel, which is based on the input co-mean. CNNs can have
much richer covariance kernels, which tend to map semantically similar images to large kernel
values even in the initial state. CNNs encode information about images before training even begins.
Novak et al. [2019] showed that fairly high performance can be attained by applying Bayesian
inference to the Gaussian process to which a CNN converges. Saxe et al. [2011], Jarrett et al.
[2009] showed that fairly high performance can be attained by training only the last linear layer of
a CNN and retaining the random weights in other layers. Xiao et al. [2018], Ortiz-Jimenez et al.
[2020] investigated the feature representations of CNNs in terms of their frequency spectrum.
Tancik et al. [2020] showed that fully-connected architectures can learn high frequencies present
in data much more easily when hard-coded Fourier features are added to the input.
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Chapter 6

Beyond the NLC - explaining the
performance of neural architectures

In the previous two chapters, we have gone a long way towards establishing “1 ≤ NLC ≤ 5”
(sections 4.2, 4.4.1) as a ZSAD guideline that fulfills the utility criteria of figure 1.3. We continue
this task in this and later chapters. In this chapter, we focus on other ZSAD guidelines, and
therefore on other things that can go wrong when designing an architecture. While a large fraction
of this work explores the NLC in-depth, the purpose of this chapter is to add breadth.

How should we choose which guidelines to investigate? Of course, we do not simply want to
present a disjointed list of minimally validated concepts. Instead, we use the following criteria to
decide what to cover.

• The guideline has a significant explanatory influence on the test or training error of our study
A and B architectures.

• The guideline influenced the design of the architectures in our studies.

• The guideline is explainable based on results from prior chapters. For example, we have
derived insights from mean field theory to explain the NLC theoretically. In this chapter, we
will apply these insights to other guidelines.

• The guideline is related to the NLC on a conceptual and / or quantitative level.

• The guideline can be used to explain popular building blocks and design strategies.

Many of our ZSAD guidelines fulfill multiple of these criteria.

Of course, we cannot investigate each guideline we cover in this chapter to the same depth as the
NLC, due to space and time limitations. To mitigate the limitations of brevity, we draw heavily
from analysis presented in prior chapters. To a significant degree, this chapter simply re-interprets
prior analysis from the viewpoint of a different guideline. For example, robustness to input distri-
bution and other properties follow from mean field theory like for the NLC in section 5.5. Nonethe-
less, some of the insights we generate here will have to be fleshed out in future work. Basing some
of our guidelines on concrete, well-defined properties is also future work.
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Each section from 6.1 to 6.5 is dedicated to one guideline which is named in the section title.
In section 6.6, we document the importance of exhaustive learning rate tuning and present some
intriguing results which might lead to fleshed-out learning rate selection strategies. In section 6.7,
we bring the ZSAD guidelines of this chapter and the NLC together to explain the majority of the
test and training error variation of our study A and B architectures. By then also relating those
guidelines to popular building blocks and design strategies in chapter 8, we hope to make at least
designing fully-connected architectures relatively foolproof. For a more detailed guideline-by-
guideline overview of this chapter, see section 1.2.2.

Background from prior chapters Like sections 4.4, 5.2.1 and 5.3.3, this chapter is based on
the empirical studies detailed in chapter 3. We recommend reading at least summary section 3.6
before proceeding. Throughout this chapter, we use the terminology, notation and conventions of
section 2.7.

We continue to analyze the NLC in this chapter, which is motivated by chapter 4. A complete
understanding of chapter 4 beyond section 4.4.1 is not required. Throughout this chapter, we make
references to mean field theory as studied in chapter 5. A high-level understanding of that chapter
and an awareness of its key definitions are required to follow such references.

Technical considerations As discussed in section 4.2, we implicitly assume things like integra-
bility (section 2.6.2), differentiability (section 2.6.1) and non-zero denominators when necessary.

6.1 Ensure Gaussian stability

Gaussian stability has been important throughout this work. We defined and discussed it in detail in
section 5.6. In this section, we add the observation that Gaussian stability is also highly desirable
for network performance. In figure 6.1A-G, we repeat the following graphs in order: 4.2A, 4.2B,
4.2C, 4.4A, 4.4B, 4.2D, 4.4B. These depict NLC before training vs test and training error after
training for our study A and B architectures. The difference is that this time we display some points
in green. Like in many previous figures and all figures throughout this chapter, green markers
represent Gaussian unstable architectures (GUAs) as defined at the end of section 3.4.2 / 3.6.
Green markers are displayed in the foreground, and can therefore partially or fully occlude other
markers. We find that a large fraction of architectures that perform significantly below what their
initial NLC level would suggest are in fact GUAs. This holds especially for our convolutional
architectures. Hence, Gaussian stability is not just necessary for accurate mean field estimates, but
also for performance.

ZSAD guideline definition 2. ‘Ensure Gaussian stability’ requires that a network exhibits Gaus-
sian stability as defined in section 5.6.

More work is needed to uncover the mechanisms behind the performance impact of Gaussian
instability. A crude interpretation is as follows. Gaussian instability is associated with high LCV
values (section 5.2.1). The gradient with respect to a weight tensor is the product (for FC layers) or
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Figure 6.1: Initial NLC vs test error and vs training error after training error minimization for
study A and B architectures. Graphs are identical to graphs in figures 4.2 and 4.4, except that
GUAs are displayed in green and in the foreground. Note that the x-axis range differs significantly
between graphs A-E and F-G. Keep in mind that throughout this work, axis ranges can vary when
related but not identical metric values are depicted. However, we also strive to keep axis ranges the
same for comparability when possible. Conclusion: In general, GUAs greatly underperform other
architectures with a similar NLC.
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Figure 6.2: Initial LSCALEL and test error as the initial weight variance and the loss function
varies, for depth-5 fully-connected ReLU architectures on waveform-noise. A weight variance
scaling factor of 1 corresponds to He initialization. Results are obtained by averaging 100 inde-
pendent runs corresponding to 100 random seeds. (Each of the 100 runs conducts 40 indepen-
dent training runs with different starting learning rates.) LSCALEL is averaged in log space.
Conclusion: Graph A: Softmax+cross-entropy performs optimally when network outputs have ap-
proximately unit quadratic mean, and then outperforms the other loss functions. Graph B: The
introduction of bias layers causes basic gradient descent to fail for small initial weights.

convolution (for convolutional layers) of the layer value of the dependency with the gradient with
respect to the linear layer. If the layer quadratic means of the dependency differ drastically from
one datapoint to another for reasons that are “random”, i.e. not related to information present in
the inputs, then the weight gradient of an entire batch will be dominated by the weight gradients of
a small number of datapoints in that batch, leading the learning process to focus entirely on those
few datapoints.

Gaussian stability, at least in simple architectures, stems from mean field Gaussian stability, as
explained in section 5.6. Being a mean field property, it is robust to data distribution, random
initialization and width change as is the NLC, as explained in section 5.5. Hence, the guideline of
Gaussian stability is as data-agnostic as the NLC (sections 1.4.2.2, 4.4.2) and can be fundamentally
regarded as an architecture property (section 4.4.3).

6.2 Ensure scale stability, and specifically LSCALEl ≈ 1

We defined and outlined the ZSAD guideline of scale stability in section 2.4.2. In this section, we
analyze it in detail. Note that scale instability denotes simply the absence of scale stability.

Scale stability and Gaussian stability are somewhat similar. Both properties ultimately deal with
neuron values. The difference is that scale stability requires that the overall magnitude of neu-
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ron values across inputs and neurons is stable, which implies that layer quadratic mean (LQM;
table 5.4) values are not too large or small overall. On the other hand, Gaussian stability requires
that LQM values do not diverge relative to each other, as this would “break” meta-Gaussianity.
Gaussian stability is (partially) captured by the LCV metric, whereas scale stability could be cap-
tured by e.g. the LSCALE metric (table 5.4). In mean field terms, scale instability is associated
with small or large q values but not necessarily non-Gaussian neuron distributions in linear layers.
Conversely, Gaussian instability is associated with inaccurate q values and non-Gaussian neuron
distributions in linear layers, but q itself does not necessarily become large or small. Of course, in
the end, the distinction between both concepts is somewhat fuzzy and subjective.

Whereas Gaussian instability represents a breakdown of mean field theory, scale instability has a
natural equivalent within mean field theory.

Definition 32. We say an A-architecture f exhibits ‘mean field scale stability’ if at all layers fl,
ll =
√
ql is close to 1. ql is defined according to table 5.3.

Because scale stability “has a mean field limit”, like Gaussian stability, it is relatively data-agnostic
and can be fundamentally regarded as an architecture property, especially if we also assume that
q0 is close to 1.

The importance of scale stability stems from deep learning building blocks being designed to work
best with LQMs around 1. Below, we discuss three different manifestations of this phenomenon.
In section 9.1.2, we show how scale stability becomes irrelevant when the neuron value magnitude
is deliberately taken into account during architecture design.

Activation functions tend to work best under scale stability Consider the nτ (λ
2, 0) curves

from tables 5.5 through 5.8. The activation function NLC of many activation functions changes
drastically as the q / λ2 parameter changes. Hence, the mean field NLC n̂l,k of an activation layer
can change drastically as the parameter and hence the magnitude of the input to the activation
layer q̂k grows. Of course, n̂τ ≈ nτ is related to the mean field NLC of the architecture via the
nonlinearity path equation. The mean field NLC is related to the NLC as shown in section 5.3.
Therefore, uncontrolled growth or decay of layer values often corresponds to uncontrolled change
in network NLC, and therefore to uncontrolled change in performance.

Many activation functions are designed with the assumption in mind that the LQMs of the de-
pendency are around 1. For example, the sigmoid and tanh activation functions are meant to be
continuous versions of the step function (section 1.3.1). However, if absolute neuron values in the
dependency are much less than 1, they become equivalent to linear functions, i.e. they become
‘pseudo-linear’ (section 9.6). If absolute neuron values in the dependency tend to be much greater
than 1, they become equivalent to the discrete step function. Similarly, the softplus and Swish
activation functions are smooth versions of ReLU. For large inputs, they become ReLU. For small
inputs, they become pseudo-linear. Their nτ values change accordingly, as discussed in section
5.4.4. It is worth noting that ReLU itself stands out in this regard. nReLU(λ2, 0) is independent of λ
because τReLU(cs) = cτReLU(s) for all c > 0. In this way, ReLU networks are less reliant on scale
stability and thus more forgiving of suboptimal design choices.
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The softmax+cross-entropy loss function tends to work best under scale stability Consider
the following two alternative loss functions, which we denote by `large and `small.

`large(f, y) = max
iL

f [iL]− f [y]

`small(f, y) = EiLf [iL]− f [y]

Denote the softmax+cross-entropy loss function by `S+CE(f, y) (section 2.5.2). It is easy to check
that `S+CE(cf, y) ≈ `large(cf, y) for large c and that `S+CE(cf, y) ≈ `small(cf, y) for small c. A
priori, it is not clear whether `S+CE, `large or `small is best for any given task or architecture. To
gain some empirical understanding, we trained depth-5 ReLU architectures on waveform-noise.
Specifically, we trained 7 architectures with different initial weight variances. The first architecture
is He initialized, which leads to LQML values around 1, as explained in section 2.4.2. We then
created 6 additional architectures by multiplying the initial weight variances jointly by 10−3, 10−2,
10−1, 101, 102 and 103 respectively. We ran our full training protocol for each architecture-loss
function pair 100 times with different random seeds and averaged results across random seeds.

The results are given in figure 6.2. We find that for `large and `small, test error is indepen-
dent of the weight variance scaling factor, even though the magnitude of the output, as mea-
sured by LSCALEL, differs by many orders of magnitude. Because `large(cf, y) = c`large(f, y),
`small(cf, y) = c`small(f, y) and τReLU(cs) = cτReLU(s) for c > 0, a ReLU network with one of our
alternative loss functions is in some sense scale-invariant, which causes the learning dynamics to be
preserved as long as the learning rate is adjusted to compensate for the scaling factor. We explore
scale invariance further in section 9.1.2. The learning rate adjustment is performed automatically
by our training protocol (section 3.3). In contrast, we find that for `S+CE the following happens. (i)
For large scaling factors, the test error is equivalent to `large. (ii) For small scaling factors, the test
error is equivalent to `small. (iii) The test error under `S+CE is minimized by LSCALEL ≈ 1. The
first two findings are expected based on the construction of our loss functions. The third finding
implies that `S+CE achieves the lowest test error out of the three loss functions. Again, while this
is not clear a priori, it is somewhat expected given that `S+CE is universally popular but `large and
`small are not. However, the gap in performance is surprising. The error under `small is more than
twice as high as under `S+CE! Hence, scale stability at the output layer can be necessary for high
performance under `S+CE.

Having a single learning rate for all layers tends to work best under scale stability One of
the key properties of gradient descent is that the same learning rate is applied to the gradient of
each parameter component for a given update. While this choice is in some sense natural, it is
not necessarily optimal. Classic optimization algorithms such as Newton’s algorithm and natural
gradient descent can be viewed as modulating learning in different directions in parameter space
based on the local shape of the objective function, which can greatly speed up learning. In the
deep learning field, parameter sub-vectors of different layers can have very different meanings and
properties. The Adam algorithm, which we used in section 4.4.1 and defined in section 2.5.1, is
the most popular way of adapting the learning rate of individual parameter components.
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Scale instability can impede learning when a single learning rate is used for all parameter compo-
nents. To show this empirically, again, we train depth-5 ReLU architectures on waveform-noise
with different initial weight variances, using SGD as usual. This time, we use the augmented
loss function from study A (section 3.1.2) which normalizes the network output before applying
softmax+cross-entropy, thereby eliminating the influence of the weight variance scaling factor on
performance via the loss function. Additionally, we now introduce bias layers into the architecture,
so that a macro-layer is composed of a fully-connected layer, a bias layer and a ReLU layer.

In figure 6.2B, we give the results. Since the bias vectors are initialized to zero, we find that
LSCALEL before training is the same as in graph A. Also, when straight He initialization is used,
the test error is similar to graph A. In contrast to graph A, when the weight variance scaling factor
is larger than 1, we find that the test error does not increase. This is because we use the augmented
loss function. When the scaling factor is less than 1, we find that the error increases to random
levels. This is because of the following effect. As the weight variance decreases, so does the length
of the layer values. The gradient with respect to the weight matrices is multiplicatively dependent
on layer values, whereas the gradient with respect to the bias vectors is not. Hence, as the scaling
factor decreases, the gradient with respect to bias vectors increases relative to the gradient with
respect to weight matrices. In fact, basic arithmetic yields that the gradient with respect to the bias
vector in the last macro-layer is multiplied by c−5 relative to the weight matrix gradients, where c
is the scaling factor. Hence, as c decreases, only the bias vectors are trained. Since the majority of
the architecture’s modeling capacity is contained in the weight matrices, the error increases.

Again, using basic arithmetic, we find that it is trivial to circumvent this pathology by employing
layer-specific learning rates. We formalize this in section 9.1.2. For now, we note that gradient
descent can have a preference for layer values of non-extreme magnitude.

We end by formalizing the ZSAD guideline of scale stability by extending our definition from
section 2.4.2. Based on (i) the analysis of this section, (ii) the mean field limit given in theorem 5
and (iii) simplicity, we recommend that scale stability be measured by the LSCALE metric. Since
scale stability is not as deep and meaningful a property as nonlinearity, there is likely no “single
correct” metric for determining its presence.

ZSAD guideline definition 3. ‘Ensure scale stability’ requires that at each layer in a network f ,
the overall magnitude of neuron values across inputs and neurons is not excessively large or small.
Specifically, we advocate measuring this via LSCALEl ≈ 1 at each layer fl, where LSCALE is
the quadratic expectation of layer quadratic means as defined in table 5.4.

6.3 Ensure training stability

In this work, we focus primarily on studying the impact of properties of the initial state on perfor-
mance. However, we have shown that properties of the final state can, in a sense, be even more
important. For example, in figure 4.3, we showed that the range of NLC values that an architecture
can attain and still achieve high or even non-random performance is narrower after than before
training. We show a similar property for LBIAS in the next section. This makes sense given that
the ultimate goal is to obtain a network function that approximates the true input-label function,
and therefore its properties, in the final state. If we ensure that desirable properties hold in the
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initial state, we need to ensure they do not disappear during training. This leads to the following
ZSAD guideline.

ZSAD guideline definition 4. ‘Ensure training stability’ requires that the value of metrics or the
presence of properties that either directly or indirectly influence architecture performance, such as
LSCALE, LCV, NLC, LBIAS, Gaussian stability or noise stability, are not prone to change in an
uncontrolled or harmful way during training for an architecture f .

Of course, the specificity of this guideline for architecture choice in particular is limited, because
the extent of the change during training does depend greatly on training algorithm and learning
rate. However, some architectures are indeed more resilient to such changes than others.

Consider again the impact of LQMs on the NLC. In section 5.3.3, we investigated how the mean
field NLC n̂ changes during training in study A architectures. Its change is dependent on the change
of the parameter magnitude. We found that the parameter vector usually grows during training
because of the updates that are added. This growth can be minuscule or enormous depending
on the learning rate used among other factors. The nτ (λ

2, 0) curves from tables 5.5 through 5.8
show the potential impact of parameter growth on the network NLC as discussed in the previous
section. Again, we find that tanh and sigmoid are inherently susceptible whereas ReLU is not.
From table 5.3, we also find that using BN before every activation layer eliminates the possibility
of q̂k or ĉk changing, and therefore keeps the mean field NLC constant. Ioffe and Szegedy [2015]
advocated BN especially in the presence of tanh or sigmoid to eliminate what they term ‘covariate
shift’. We further discuss this in section 8.7. Our concept of training stability certainly builds upon
and is similar to covariate shift. The main difference is that while training stability requires the
preservation of properties that have been shown to influence performance, we are not aware of a
general argument as to why preserving the entire layer distribution is important, which is implied
by covariate shift.

The harmful impact of parameter growth in sigmoid and tanh networks is widely known as the
“exploding / vanishing gradient problem in sigmoid / tanh networks”, which we further discuss
in section 9.1.5.4. Finally, we note that the most extreme cases of training instability, like the
most extreme cases of scale instability and Gaussian instability, can induce numerical overflow
and hence training failure.

6.4 Avoid neuron bias, and specifically ensure LBIASl ≈ 0

We outlined the ZSAD guideline of avoiding neuron bias in section 2.4.2. In this section, we
analyze it in detail. We measure it via the LBIAS metric. Like the NLC, LBIAS is highly pre-
dictive of performance. However, we show that in contrast to the NLC, it is possible to achieve
significantly better-than-random test error with high LBIAS if the loss function, error function and
training algorithm are somewhat modified. In section 8.5, we further show that NLC and LBIAS
form a “dichotomy” when certain architecture design strategies are used. In chapter 9, we com-
pare the NLC / LBIAS dichotomy to the exploding gradient / vanishing gradient and order / chaos
dichotomies.
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Like many other ZSAD guidelines, ‘avoid neuron bias’ is not well-defined. Specifically, (i) it is
not clear at what level neuron biases are pathological and (ii) it is not clear how to aggregate the
biases of individual neurons to determine the “overall bias level” of a network.

With regards to (i), as usual, we must consider the bias relative to the overall magnitude of that
which is biased, i.e. relative to the overall magnitude of neuron values. The meaning of having,
say, Exfl[il] = 1 for some (l, il) pair is very different if we also have Sxfl[il] = 0.001 vs if we
also have Sxfl[il] = 1000. (S denotes the standard deviation operator as defined in section 3.4.1.1.)
The absolute value of neuron expectations can be manipulated via e.g. the initial weight variance
of linear layers. In a vacuum, changing this weight variance clearly should not affect our judgment
of whether a network is biased.

With regards to (ii), we believe that there are multiple ways of aggregating neuron biases that may
highlight different underlying pathologies. One of the key explanations for the predictiveness of
the NLC is that we need to learn a network that has a nonlinearity level comparable to that of the
true input-label function. We argued in section 4.1 that most practical true input-label functions
have a relatively low nonlinearity level. If we apply the same reasoning to bias, then we should
care about the biasedness of the network function, and therefore specifically about the biasedness
of the output neurons as opposed to other neurons in the network.

These arguments lead to the following definitions.

Metric definition 28. The ‘layer bias’ (LBIAS) is

LBIASl(f,D) =

√
Ex||fl(x)||22
||Sxfl(x)||2

Further, we shorten LBIASL to LBIAS. This is equivalent to how NLC is the short form of
NLCL,0 defined in table 5.4.

Further, we refer to neuron biases at the output layer as ‘output bias’.

LBIASl measures the magnitude of neuron values relative to the variation of neuron values in

a layer. An alternative definition is
√
||Exfl||22+||Sxfl||22
||Sxfl||2

. So if neurons in a layer are unbiased, i.e.
Exfl = 0, then LBIASl = 1. In contrast, if neurons in a layer are highly biased, i.e. the coeffi-
cients of variation of neuron values are small, then LBIASl is large. By definition, LBIASl ≥ 1
always holds. Note that the denominators of LBIAS and NLC are identical. LBIAS is also the
ratio of the LSCALE and QMNSTD metrics defined in table 5.4. Like the NLC, LBIAS does not
require significant assumptions beyond those inherent in the functional-gradient paradigm, though,
unlike the NLC, it does not even require a gradient or local linear approximation. See section 4.2.1.

LBIAS is predictive of performance In figure 6.3, we plot the LBIAS of our study A and B
architectures before training vs test error and training error. The picture obtained is similar in
many ways to the one from figures 4.2 and 4.4, where we plotted the NLC vs error. We find
that a large initial LBIAS leads architectures to attain a random test error in all cases. The cutoff
point differs between datasets, but is always below 1000. To attain an optimal test error, an initial
LBIAS of less than 10 is required. In contrast to the NLC, there are no high-LBIAS architectures
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that attain a better-than-random training error. In figure 6.4, we plot LBIAS after training vs test
error and training error. All architectures that attain a better-than-random error attain an LBIAS
that is very close to 1. In figure 6.4 as throughout this work, whenever we plot values for metrics
not based on error for architectures in the final state, we omit all architectures that did not attain a
better-than-random error.

We can interpret this as follows. A high LBIAS indicates that all network outputs are relatively
similar, i.e. close to some fixed non-zero expectation. If the network is randomly initialized,
the output expectation would also be random. By our analysis from section 5.2, if the outputs
are returned by a linear layer, the expectation would be approximately elementwise Gaussian. In
general, we would expect the expectation to be non-constant across output neurons. Hence, the
neuron with the highest activation is likely to be the same for all outputs, and so all inputs are
assigned to the same class by the network. So at least in the initial state, networks with high
LBIAS tend to assign all inputs to the same class. As with the NLC, in order for a network to have
high performance, its LBIAS value should not differ too much from the true input-label function.
All our datasets had roughly equal class frequency. Hence, to attain low test or training error, our
architectures must assign a high value to each output neuron roughly equally often, and this roughly
corresponds to low LBIAS. Hence, architectures must either “unlearn” a high initial LBIAS or will
have random test and training error after training. This is what we find in figure 6.4. In figure 6.3,
we find that this happens in practice only when the initial LBIAS is not too high. This behavior is
very similar to the behavior found for the NLC in sections 4.4.1 and 4.4.13.

The initial LBIAS, along with the test and training error, for our individual architectures is given
in the appendix in chapter A.

LBIASl and mean field theory The mean field limit of LBIASl according to theorem 5 is√
ql

ql−cl
. We have shown that the mean field estimate of both the numerator and denominator are

accurate for non-GUAs in figures 5.10 and 5.12. Hence, the estimate of the ratio is also accurate.
Note that not only LBIASl has such a simple mean field limit, but also other metrics that could be
reasonably used to measure neuron bias. Hence, neuron bias is relatively data-agnostic and can be
fundamentally regarded as an architecture property, especially if we also assume that c0

q0
is close to

0.

In section 5.4.4, we studied the mean field NLC of plain architectures as depth increases. We
can do the same for the ‘mean field LBIAS’. Consider a plain stable(q, 1) architecture. There,
cL = qC̃Mτ (c0) and qL = q. C̃τ = Cτ

Cτ (1)
is depicted in tables 5.5 through 5.8. Hence, as M

increases, mean field LBIAS converges to
√

1
1−clim , where clim is the stable fixed point of C̃τ . The

convergence rate directly follows from the convergence rate of C̃τ towards clim.

One interesting consequence of this is that at least in very simple architectures, if the input is
processed to have expectation zero and hence c0 = 0, mean field LBIASl tends to either remain
at one or increase from macro-layer to macro-layer. In figure 6.5, we plot LBIAS = LBIASL
vs the highest LBIASl value across all layers in the initial state. Indeed, we find that across all
our study A and B architectures, LBIASl never exceeds LBIAS for any l in the initial state by
more than around an order of magnitude. Hence, LBIAS can, at least in simple architectures, be
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regarded as a meaningful “upper bound” of the biasedness of the whole initial state network. So
for the purpose of this work, we will always use LBIAS as a measure for the ‘avoid neuron bias’
guideline in general, not just for output bias. In figure 6.6, we make the same comparison in the
final state. While LBIAS is always close to 1, maxl LBIASl can range up to 50.

Architectures with high LBIASl values can be trained if we adjust the training protocol If
the only meaningful difference between our architectures with output bias and our other architec-
tures is that, well, their output is biased, then we should be able to eliminate the performance hit
by simply normalizing the output expectation. For study A architectures, we used an augmented
loss function that normalizes the magnitude of the network output. It evaluates LSCALEL before
training on the training set and then divides all network outputs by that scalar value before apply-
ing softmax+cross-entropy, as described in section 3.1.2. We could apply the same strategy for the
output expectation.

Definition 33. An architecture is trained and evaluated with ‘output debiasing’ if the following
augmented loss and error functions are used. Before training, Ex∈Dtrainf(θ(0), x) is evaluated. Then,
loss and error function subtract that fixed value from the output before applying softmax+cross-
entropy loss / classification error respectively.

Using our study A protocol plus output debiasing, we find that there is no significant improvement
in the test or training error of biased architectures. We do not depict the results. This suggests
that while LBIAS is predictive of performance, it does not tell the whole story. What if bias
at intermediate layers disrupts the learning process? One way to test this hypothesis is to train
our architectures by only applying gradient updates to the first fully-connected layer, which is
not biased, and keeping all other parameter sub-vectors fixed. We trained our waveform-noise
architectures with a modified study A protocol that includes this ‘first-layer-only training’ and
output debiasing. We give the results in figure 6.7. In graphs A-C, we plot results for test error.
In graphs D-F, we plot results for training error after training error minimization. In graphs A
and D, we plot LBIAS before training vs the error achieved. In graphs B and E, we plot LBIAS
after training vs the error achieved. In all cases, we find that architectures with high LBIAS, and
thus high LBIASl values overall, can now achieve error levels that are somewhat comparable to
other architectures. In graphs D and F, we plot LBIAS before training vs the reduction in test
error achieved by training with our modified protocol vs our original protocol. We find that while
the error of high-bias architectures is almost always reduced, there are some relatively unbiased
architectures that experience a significant to large error increase. This is unsurprising when only
one instead of all layers is trained.

Is there a way to train all layers despite bias? Let’s consider a “unit” of two layers consisting of
a linear layer followed by a bias layer: fl = fkWl + βl. This unit can be rewritten as follows:
fl = (fk− f̄ (0)

k )Wl + (βl + f̄
(0)
k Wl), where f̄ (0)

k is short for Exfk(θ(0), x). The first of the two terms
has expectation zero, at least in the initial state. The idea is now to only train the first of the two
terms while leaving the second term unchanged, thereby eliminating the influence of the bias on
training. We can apply this idea to our study A architectures because all trainable parameter sub-
vectors are contained in units of an FC and a bias layer. Let’s see what this looks like in practice.
We have d`

dWl
= fTk gl. If we write fl = (fk − f̄ (0)

k )W ′
l + (βl + f̄

(0)
k W ′′

l ), then d`
dW ′l

= (fk − f̄ (0)
k )Tgl.
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If we apply an update based on this gradient to the single copy of the weight matrix stored in
memory, this update would affect both the value of W ′

l and W ′′
l . However, we can compensate for

this by applying a surrogate gradient f̄ (0)
k (fk − f̄

(0)
k )Tgl to βl. The resulting update to βl would

cancel the change to W ′′
l , at least under SGD. Hence, we define the following algorithm.

Definition 34. ‘Debiased gradient descent’ (DGD) is the training algorithm that performs the fol-
lowing updates for each unit fl = fkWl + βl at each iteration.

grad = E(x,y)∈|B|(fk(θ
(t−1), x)− f̄ (0)

k )T
d`(f(θ(t−1), x), y)

dfl

W
(t)
l = W

(t−1)
l − α(t)grad

β
(t)
l = β

(t−1)
l + α(t)f̄

(0)
k grad

α(t) is the learning rate. DGD is not defined if non-empty parameter sub-vectors arise outside of
FC-bias units.

We give the results of training with our study A protocol where SGD was swapped for DGD
and output debiasing was used in figure 6.8. Individual graphs are equivalent to figure 6.7. For
architectures with high LBIAS, we obtain similar results compared to first-layer-only training.
However, for architectures with low LBIAS, we now very rarely see a large increase in error, as
desired.

Why does DGD work? While investigating this point in detail goes beyond the scope of this
work, we speculate that the negative impact of neuron bias arises because the gradient fTk gl is
dominated by the expectation of fk if it has greater magnitude than the variation of fk. However,
the expectation is the same for each input, and hence the learning itself is not responsive to the
value of the input. In the DGD update, the term (f

(t)
k − f̄

(0)
k )T does differ significantly from input

to input, at least in the initial state.

The effectiveness of DGD reveals a fundamental difference between NLC and LBIASl. While
nonlinearity is an indicator of fundamental compatibility (or lack thereof) between the true input-
label function and the network function, neuron bias is more of a nuisance factor that can be greatly
mitigated by proper conditioning of the loss function, error function and training algorithm. In this
sense, ‘avoid neuron bias’ is similar to the ‘ensure scale stability’ guideline, as we show in section
9.1.2. Of course, there is a caveat in that we cannot show that architectures with high NLC can
never achieve high performance under any reasonable training protocol. However, it seems that
such a protocol would have to at least be capable of drastically altering the network function. If
this is the case, it might just be easier to choose an architecture with a good NLC to begin with.

Summary While DGD and output debiasing can mitigate the effects of large LBIASl, we still
conclude that avoiding excessive LBIASl values is desirable, at least in the context of current
designs. Another reason for this is the relationship between neuron bias and pseudo-linearity
discussed in section 9.6. However, more work is necessary to fully understand the nature of the
pathologies involved. We formalize the ZSAD guideline below.
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ZSAD guideline definition 5. ‘Avoid neuron bias’ requires that absolute neuron expectations are
not excessively large. Specifically, we advocate measuring this via LBIASl ≈ 0 at each layer fl,
where LBIASl is the layer bias as defined above. We especially recommend ensuring LBIASL ≈
0.

This guideline contributes to the nonlinearity normalization algorithm in chapter 7.

Computing LBIASl Since LBIASl and NLCl,0 have the same denominator, our discussion of
the computation of the NLC denominator in section 4.4.4 applies here as well. With a good imple-
mentation, the computation does not suffer from catastrophic rounding error unless the rounding
error induced by the network evaluation exceeds the (mathematical) difference of outputs. Among
our study A architectures, there were four architectures for which this happened. The computed
LBIAS value was around 1015, which is around 1 over the spacing of the floating-point grid. While
the true LBIAS values would have been somewhat larger, we decided that the computed value was
an acceptable proxy and used it for plotting results in e.g. the figures of this section. Computing
the LBIASl numerator is trivial compared to the denominator.

In light of this section, we can say that architectures with initial LBIASl values large enough to
cause computational issues are likely to be suboptimal from a performance standpoint.
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Figure 6.3: Initial LBIAS vs test and training error for study A and B architectures. Inset graphs in
the bottom right are magnifications of the region 0.8 < LBIAS < 100. Conclusion: The LBIAS
of an architecture, when evaluated in the initial state before training, is a powerful predictor of
test and training error after training and attaining a small LBIAS value is essential for attaining an
optimal test or training error.

302



LBIAS after training

T
ra
in
in
g
er
ro
r

CIFAR10 - Conv, train-opt(G)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
es
t
er
ro
r

CIFAR10 - Conv(F)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
ra
in
in
g
er
ro
r

waveform-noise, train-opt(E)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
ra
in
in
g
er
ro
r

CIFAR10, train-opt(D)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
es
t
er
ro
r

waveform-noise(C)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
es
t
er
ro
r

MNIST(B)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

LBIAS after training

T
es
t
er
ro
r

CIFAR10 - FC(A)

1e11e01e-1

1

0.8

0.6

0.4

0.2

0

Figure 6.4: Final LBIAS vs test and training error for study A and B architectures. Conclusion:
All architectures that attain a better-than-random test or training error also attain a near-1 LBIAS
after training.
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Figure 6.5: LBIAS vs the maximum LBIASl value across all layers for study A and B architec-
tures in the initial state. Correlations are close to 1. Conclusion: The two values are functionally
equivalent for our purposes.
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Figure 6.6: LBIAS vs the maximum LBIASl value across all layers for study A and B architec-
tures in the final state. Conclusion: While LBIAS is always close to 1 for architectures that achieve
a better-than-random error, we observe maxl LBIASl values up to around 50.

305



LBIAS before training
T
ra
in
in
g
er
ro
r:

a
lt
er
ed

-
o
ri
g
in
a
l

output debiasing, first-layer-only)
waveform-noise, train-opt (original vs

(F)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

−0.2

−0.4

−0.6

−0.8

−1

LBIAS after training

T
ra
in
in
g
er
ro
r

(output debiasing, first-layer-only)
waveform-noise, train-opt

(E)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

LBIAS before training

T
ra
in
in
g
er
ro
r

(output debiasing, first-layer-only)
waveform-noise, train-opt

(D)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

LBIAS before training

T
es
t
er
ro
r:

a
lt
er
ed

-
o
ri
g
in
a
l

output debiasing, first-layer-only)
waveform-noise (original vs

(C)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

−0.2

−0.4

−0.6

−0.8

−1

LBIAS after training
T
es
t
er
ro
r

(output debiasing, first-layer-only)
waveform-noise

(B)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

LBIAS before training

T
es
t
er
ro
r

(output debiasing, first-layer-only)
waveform-noise

(A)

1e201e151e101e51e0

1

0.8

0.6

0.4

0.2

0

Figure 6.7: LBIAS vs error for study A waveform-noise architectures trained with output debiasing
and first-layer-only training. In graphs C and F, we plot LBIAS vs the error difference between
the modified training protocol and training with the original study A protocol. The “original” error
values are the same as in figure 6.3. Conclusion: Output debiasing and first-layer-only training
enable training and generalization for architectures with high initial LBIAS values and do not
force those architectures to attain low LBIAS values in the final state.
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Figure 6.8: LBIAS vs error for study A waveform-noise architectures trained with output debiasing
and DGD. Graphs are equivalent to figure 6.7. Conclusion: Output debiasing and DGD enable
training and generalization for architectures with high initial LBIAS values and do not force those
architectures to attain low LBIAS values in the final state. Additionally, they do not greatly harm
the performance of unbiased architectures.
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6.5 Ensure noise stability, and specifically sufficient floating-
point precision

Many deep learning building blocks purposefully make the prediction noisy. In the case of batch
normalization, the prediction for an individual input depends on the other inputs with which it is
forward-propagated. In the case of dropout, it depends on which neuron values are dropped. In the
case of data augmentation, it depends on choices made by the data augmentation function. Some
activation functions are explicitly noisy [Gulcehre et al., 2016]. All these choices are random and
thus induce noise. While it is not the topic of this work to discuss the potential benefits of noise,
we investigate one of the pitfalls in this section. In order to obtain a reliable prediction, any noise
must not lead the output to vary too drastically. We can imagine that excessive noise caused by
e.g. a high dropout rate or a small batch size would adversely impact performance. In this section,
we confirm this hypothesis empirically for two examples: floating-point rounding error and batch
normalization. Then we formulate the ‘ensure noise stability’ guideline.

In section 4.4.8, we showed how the NLC is related to the degree to which random noise added to
the network input affects the network output. In a nutshell, we found the NLC is proportional to
the magnitude of the induced output noise relative to the diameter of the codomain, when adding
a certain magnitude of input noise relative to the diameter of the domain. In that section, we
empirically investigated the impact of artificial noise added to the input. In this section, we show
that the impact of “natural” sources of noise is also modulated by the NLC, though not necessarily
as straightforwardly.

Ensure that floating-point precision is sufficient Evaluating the mathematical functions repre-
sented by e.g. the network or the training algorithm using floating-point computation introduces
error. This error is not technically random, as floating-point computation is generally implemented
as a deterministic system. In practice, this error is often viewed as random noise, as the exact po-
sition of the floating-point grid relative to mathematical function values is viewed as random. This
assumption is very practically reasonable for our purposes, as well as most other purposes. Note
that floating-point rounding error is of prime importance in quantized, low-precision networks (e.g.
Stock et al. [2020], Sun et al. [2020], Lin et al. [2020]).

In the previous section, as well as section 4.4.4, we encountered the importance of floating-point
precision for obtaining accurate NLC and LBIAS values. We begin our empirical investigation
with this issue. In figure 6.9A, we plot the value of the NLC computed in the initial state when us-
ing our regular 64-bit setup vs the value computed using effectively the same program under 32-bit
precision for our study A waveform-noise architectures. We find that for a large majority of archi-
tectures, the value is effectively unchanged. For some GUAs, the value changes somewhat but not
drastically. This is explained by the instability of the estimator and has nothing directly to do with
the change of precision. However, for some architectures, the NLC value does change drastically.
These architectures have LBIAS ' 107. For those architectures, the NLC denominator takes very
small values. Under 32-bit, that value is effectively rounded up to the floating-point grid spacing,
which leads to an overestimate of the denominator and thus to an underestimate of the NLC. For
two waveform-noise architectures, which are in the lower left quadrant of figure 6.9A, even 64-bit
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precision is not enough for computing the NLC accurately, as mentioned in section 4.4.4.

Now let’s look at architecture performance. We re-trained and re-evaluated our waveform-noise
architectures using our study A protocol, except that all computation was conducted with 32-bit
floating-point precision. The results are given in figure 6.9B. In figure 6.9C, we give the difference
between the test error values obtained under 32- and 64-bit. We find that changing the precision
does not have a significant impact on test error overall, though the test error of individual archi-
tectures does change to a small degree. These kinds of small changes are due to the sensitivity of
the architecture’s final state to minuscule levels of noise under gradient-based training [Metz et al.,
2019], and are not inherently related to the change in precision. See also section 3.5.9.

In figure 6.9A and 6.9B, we give the results obtained from training error minimization under 32-
bit. Here, there are three architectures where the training error increases massively relative to
64-bit. Specifically, we observe that these architectures all have an initial NLC larger than 107.
There is only one other architecture with such a large NLC that is still trainable under 32-bit, and
it is exactly the architecture that changes its NLC significantly after the first gradient update, as
described in section 4.4.13. Hence, as long as the NLC remains larger than around 107, training
fails under 32-bit precision.

This suggests that rounding error indeed behaves somewhat like uniformly random noise. In sec-
tion 4.4.8, we showed that noise of relative magnitude around 1

NLC
was needed to increase error.

If we view the rounding error as noise of relative magnitude equal to the grid spacing, we would
expect architectures to become untrainable when the NLC exceeds 1 over the grid spacing. This is
exactly what we observe. Note that there can be other factors that create a need for high floating-
point precision other than the NLC. If a network has, say, an intermediate layer that is extremely
biased so that the first several significant digits are constant across inputs, the need for floating-
point precision might be significantly higher than 1

NLC
.

For our study B architectures, unfortunately, we had to conduct all computation in 32-bit precision
and were unable to try out 64-bit precision. Since some of our architectures had an initial NLC
around 107, it is possible that our experimental results were impacted, at least when it comes to
evaluating the trainability of high-NLC architectures in e.g. figure 4.4.

Ensure sufficient batch size To investigate the impact of noise induced by batch selection under
batch normalization, we re-trained our waveform-noise architectures with our study A protocol,
except that we used a batch size of 3000, which corresponds to the entire training set. When
computing validation and test error, we use batches of size 1000, which corresponds to the entire
validation / test set. Therefore, the noise inherent in propagating the same input forward inside
different batches is eliminated.

In figures 6.10E-F and 6.10C-D, we give the results of training and evaluating architectures in
“fullbatch” mode with 64-bit precision. In figure 6.10H-I and 6.10E-F, we give the results of
training and evaluating in fullbatch mode with 32-bit precision. We find that test error suffers for
some architectures, and never improves significantly. Possible explanations for this are that larger
batch sizes are inherently inferior, as is generally believed, or that training “overfits” to the single
training batch and does not generalize as much to the test batch. For the training error, we obtain
different results. A significant number of architectures with very high NLCs that were untrainable
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with small batches are trainable with large batches. The red color indicates that all those newly
trainable architectures use BN. When restricted to 32-bit, fullbatch mode only reduces training
error when the NLC is less than around 107. The only exception to this, which is visible in the
lower right quadrant of figure 6.10F, is an architecture that reduces its NLC massively after the
first update, just as the architecture we discussed above. All of this is expected. Removing batch
selection noise helps high-NLC architectures train, but introducing additional rounding error can
negate that effect.

Based on these observations, we formulate the ZSAD guideline of noise stability.

ZSAD guideline definition 6. ‘Ensure noise stability’ requires that the random choices made
when evaluating the network function do not induce output variation of a magnitude greater than
the range of predictions that can be considered accurate for a given task. In this context, floating-
point rounding error can also be viewed as noise.

We note that, while we did not observe a systematic increase in test error due to noise in this
section, this is because our sources of noise were not large enough to impact architectures with
an NLC small enough for generalization. If trainability were impacted for low-NLC architectures,
then test error would be as well.

How much noise does BN induce? A rough estimate of the relative estimation error of the neuron
mean and standard deviation from a sample of size |B| is 1√

|B|
. If |B| = 250, then this value is

around 0.06. However, in figure 6.10D, we find that the benefit of fullbatch training only kicks
in for an NLC around 5000. Hence, noise from BN has a much lesser impact on trainability than
the noise from floating-point rounding relative to its magnitude, and a much lesser impact than
proposition 9 would suggest. This fact is worth further study.

Finally, in figure 6.9D/G, we compare the “original” value of the NLC vs the NLC computed under
fullbatch mode and 64-bit or 32-bit precision. We find that using full batches makes no difference
to the NLC value for non-GUAs. This insight may confer flexibility when computing the NLC in
practice in terms of the batch size used.
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Figure 6.9: Computed metric values for study A waveform-noise architectures. In graphs A/B/C,
we depict results from performing computation using 32-bit floating-point precision. In graphs
D/E/F, we depict results from using the entire training / validation / test set as a single batch during
training and metric computation. In graphs G/H/I, we depict results from using the entire training
/ validation / test set as a batch and 32-bit precision. In graphs A/D/G, we plot the initial NLC
obtained from our original regime vs the initial NLC obtained in the modified regime. Note that
these values are computed estimates and do not necessarily reflect the mathematical values of the
NLC. GUAs are depicted in green in the foreground. In graphs B/E/H, we plot the initial NLC
from the original regime vs the test error from the modified regime. In graphs C/F/I, we plot the
initial NLC from the original regime vs the difference between the test error from the modified
and original regime. Conclusion: Lowered precision compromises NLC computation for some
architectures. Changing batch size from 250 to 3000 does not impact the NLC. The modified
regimes do not yield drastically different test error values overall.
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Figure 6.10: Metric values for study A waveform-noise architectures. In graphs A/B, we depict re-
sults from performing computation using 32-bit floating-point precision. In graphs C/D, we depict
results from using the entire training / validation / test set as a single batch during training and error
computation. In graphs E/F, we depict results from using the entire training / validation / test set
as a batch and 32-bit precision. In graphs A/C/E, we plot the initial NLC obtained from our origi-
nal regime vs the training error obtained in the modified regime after training error minimization.
In graphs B/D/F, we plot the initial NLC from the original regime vs the difference between the
training error from the modified and original regime. Red points correspond to architectures with
BN. Conclusion: Lowered precision compromises trainability for high-NLC architectures. Using
full batches enables trainability for high-NLC architectures with BN.
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Figure 6.11: Count of the number of architectures for which the n’th element in the starting learn-
ing rate sequence was chosen, for study A and B architectures. In graphs A/B/C, the choice was
based on validation error. In graph F, the choice was based on test error. In graphs D/E/F, the
choice was based on training error for the purpose of training error minimization. Conclusion: We
were largely successful in ensuring that, for each architecture, the best SLR considered lies within
the wide valley of the SLR-to-error function.
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6.6 Perform exhaustive learning rate tuning

This section differs from the previous sections of this chapter in that we do not discuss a specific
guideline for zero-shot architecture design. Throughout this work, we investigate the question
of how to build neural architectures to maximize performance. In order to speak meaningfully
about the “performance of an architecture”, we need to ensure that our training protocol enables
a fair comparison. As we explained in section 1.4.1.1, the most important aspect of this is to
conduct an independent, exhaustive learning rate search for each architecture. In this section, we
verify the importance of learning rate tuning for both scientific validity and practical performance
maximization. Then, we go on to uncover patterns that might enable us to predict which learning
rates work best for an architecture or task. This might then enable us to reduce the computational
cost involved in learning rate tuning.

The SLR-to-error function has a characteristic shape, as depicted on page 425 of Goodfellow et al.
[2016]. There is almost always a single “wide valley” that has a relatively robust minimum which
can be found by considering SLR grids of spacing factor around 3. This is the minimum we look
for in this section. However, the SLR-to-error function also has an unknown number of valleys
that can be extremely sharp, and can have minima far below the minimum of the wide valley. For
example, if an SLR of 0.7465 induces an error of 0.103 and an SLR of 0.7466 induces an error
of 0.104, an SLR of 0.74655 may induce an error of 0.07, for example. We term this the sharp
valley problem, which we further discuss in section 3.5.9. Throughout this section and this work,
we ignore the presence of these sharp valleys and focus on finding an SLR close to the minimum
of the wide valley, as is done in practice.

Throughout this work, whenever we train an architecture, we select the best starting learning rate
by conducting a large number of independent training runs. It is important to keep in mind that
when we refer to the “best starting learning rate” in this work, we refer to the best SLR that is
found via this procedure. The full list of starting learning rates chosen for each of our architectures
for both validation / test error and training error minimization is given in the appendix in chapter
A along with key metrics.

The range of starting learning rates we considered contains the wide error valley for almost
all architectures We selected the best SLR independently for each architecture by independently
training with 40 different SLRs in study A and determining the best validation error. We re-trained
study A architectures to minimize training error without early stopping based on validation error,
where we used 60 different SLRs and selected based on best training error. In study B, we used
20 different SLRs and selected based on best test error or best training error for training error
minimization. See sections 3.1.2 and 3.2.2 for details about the training protocol.

In study A, our SLRs formed a geometric sequence with spacing factor 3. The beginning of this
sequence was different for each architecture. The reason behind this customization was to increase
the chance that the range covered by the grid would contain the wide error valley and robust
minimum described above. In a nutshell, the lowest SLR we considered for an architecture scales
inversely with the magnitude of the parameter gradient. In figure 6.11A-C, we count the number of
architectures for which the n’th member of the SLR sequence yielded the lowest validation error,
for each n. We find that for almost all architectures, the best SLR lies somewhere in the middle
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Figure 6.12: Initial NLC vs the smallest SLR considered for study A architectures. Conclusion:
The smallest SLR decreases proportionally as the NLC increases.

of the sequence. Hence, the sequence positioning was successful. There were no architectures
whose best SLR was either among the first 5 or last 5 elements of the sequence. We view this as
confirmation that our ranges indeed cover the wide error valley. Note that in figure 6.11 and figures
6.13 through 6.18, architectures for which the error used to select SLR was not better than random
for any SLR are not depicted in our graphs, as no meaningful best SLR could be chosen for them.

In figure 6.11D/E, we depict how often each element of the sequence was chosen for training error
minimization in study A. Again, most chosen SLRs lie in the middle of their sequence. However,
the total range of sequence elements chosen is much larger compared to when we select based on
validation error. This was the reason behind expanding our sequence to 60 elements. 40 elements
would not have been enough to cover all architectures with the starting point heuristic we used.
We will uncover the reason for this increased breadth later in this section. With 60 elements, we
ensure that the first 5 or last 5 elements are never chosen, except for one architecture where the
fourth largest element is chosen.

In study B, we considered 20 fixed starting learning rates. We were unable to adjust the sequence
on a per-architecture basis, due to code base limitations as outlined in section 3.5.7. In figure
6.11F/G, we find that, while there is a buffer at the lower end of the sequence, the largest SLRs
considered were chosen for some architectures. Hence, we cannot guarantee that considering even
larger SLRs would not have increased performance further for some architectures. As we discussed
in the previous section, the trainability of some high-NLC architectures might have been impacted
by using only 32-bit floating-point precision. Under 64-bit precision, the range of optimal SLRs
might have been larger. Because of this uncertainty, we also exclude results from training error
minimization of study B architectures from figures 6.13 through 6.18.

The smallest SLR scales inversely with the NLC In figure 6.12, we plot the initial NLC vs
the least SLR considered, i.e. the smallest member of our SLR sequence. We find that there is
an inversely proportional relationship. Across the architectures we consider, the NLC is roughly
proportional to the magnitude of the parameter gradient, which in turn is inversely proportional to
the lowest SLR we consider by construction. In general, the strength of the relationship between
NLC and parameter gradient magnitude that is behind the trend of figure 6.12 does depend on
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Figure 6.13: Initial NLC vs best SLR for study A and B architectures. Conclusion: The NLC is
somewhat negatively related to the best SLR. However, only in the case of a large NLC and training
error minimization is this relationship strong. In that case, the best SLR scales as the inverse square
of the NLC.

various architecture properties, which we do not investigate here. In general, we focus this work
on the input and layer gradients rather than the parameter gradient. An analysis along the lines of
section 5.3, chapter 8 or Yang [2020b] can shed further light on the parameter gradient.

As stated in section 3.1.2, the smallest SLR we consider for training error minimization of study
A architectures is exactly 10−8 times the smallest SLR given in figure 6.12.

The best SLR has a wide range across architectures In figure 6.13A/B/C/F, we plot the initial
NLC vs the best (=selected) SLR. We find that the range of best SLRs has width around 107 in log
space within each graph, and around 1010 across all graphs. In figure 6.13D/E, we plot the initial
NLC vs the best SLR for training error minimization. Now, the range spans 30 orders of magni-
tude! This strongly underscores the need for exhaustive learning rate tuning in order to compare
architectures fairly for the purpose of empirical study, and in order to maximize performance. Yet,
very few studies conduct such tuning.

The NLC is not predictive of the best SLR when minimizing validation / test error but some-
what predictive when minimizing training error In figure 6.13A/B/C/F, we find that for any
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Figure 6.14: Error vs best SLR for study A and B architectures. Conclusion: For CIFAR10 and
MNIST, only a small range of SLRs can lead to close-to-optimal test error. For waveform-noise
and training error, this range is much wider.

NLC level, the range of optimal SLRs has width around 104 and 107 in log space. This range seems
to shift slightly as the NLC increases. Overall, the NLC is not much help in predicting the best
SLR. In figure 6.13D/E, we find that there exists a small group of architectures with high NLCs for
which the best SLR scales as the inverse square of the NLC. These are precisely the architectures
that train but do not generalize, which we have investigated e.g. in the previous section. There are
a few outliers to this trend. For waveform-noise, there is a single outlier with initial NLC around
1010. This is the same outlier we discussed before, which changes its NLC after the first update.
For CIFAR10, there is an outlier with initial NLC around 107 and one with initial NLC around
109. These do not achieve a low final NLC. However, the magnitude of the parameter still changes
drastically, which is confirmed by their PARMSHIFT values below.

Only a narrow range of SLRs can lead to optimal test error for CIFAR10 and MNIST, but
a wide range can lead to optimal error for waveform-noise In figure 6.14, we plot the test
and training error achieved vs the best SLR. For CIFAR10 and MNIST, in order to attain a test
error close to the optimal value for the dataset, we find that the SLR has to lie within a range of
width around 10 in log space. Architectures whose best SLR lies outside that range do not attain a
close-to-optimal test error. For waveform-noise, a much wider range of SLRs can lead to optimal
or close-to-optimal test error. This is one of the few situations where we observe different behavior

317



for our datasets. We hypothesize that waveform-noise is more forgiving because it is a smaller
dataset and hence represents an easier task. Minimizing training error is also easier compared to
minimizing test error.

The best parameter update size has a narrower range than the best SLR In addition to
looking at the SLR directly, we can study it indirectly. As the learning rate increases, the update
that is applied to the parameter during the first iteration also increases. In general, we would expect
the magnitude of the sum of all updates to increase as well.

Metric definition 29. The ‘parameter shift’ (PARMSHIFT) of a final parameter value θ(T ) relative
to an initial parameter value θ(0) is

PARMSHIFT (θ(0), θ(T )) =
||θ(T ) − θ(0)||2
||θ(0)||2

We plot the initial NLC as well as error vs PARMSHIFT obtained from the best SLR for study A
architectures in figures 6.15 and 6.16. We find results similar to figures 6.13 and 6.14. Again, for
CIFAR10 and MNIST, only a narrow range of PARMSHIFT values can lead to close-to-optimal
test error. Compared to SLR, the range of best PARMSHIFT values across architectures is narrower
for at least, say, the top 50% of architectures. In figure 6.13D/E, we now find that when minimizing
training error of our high-NLC architectures, PARMSHIFT scales inversely with the NLC. This
can be interpreted in light of our earlier findings. In figure 6.12, we found that the NLC is roughly
proportional to the parameter gradient magnitude. In figure 6.13, we found that the best SLR for
training error minimization scales as the inverse square of the NLC. We might expect PARMSHIFT
to be roughly proportional to the product of parameter gradient magnitude and SLR, thus inversely
proportional to the NLC.

The best output update size lies in a very narrow range and is highly related to test error
Finally, in addition to investigating the magnitude of the change to the parameter, we investigate
the magnitude of the change to the network output. For the same reason as for PARMSHIFT, we
expect it to be closely related to the SLR.

Metric definition 30. The ‘output shift’ (OUTSHIFT) of an architecture f during the first update
is

OUTSHIFT (f,D, θ(0), θ(1)) =

√
Ex||f(θ(0), x)− f(θ(1), x)||22

Ex||f(θ(0), x)||22

Here, we consider specifically the change of the output during the first update, as we suspect
that updates during consecutive iterations will cancel each other out to a significant degree. In
figures 6.17 and 6.18, we repeat figures 6.15 and 6.16 with the OUTSHIFT instead of PARMSHIFT
metric, which is evaluated on the test set. The results are highly noteworthy. In graphs A/B/C, the
majority of architectures have an OUTSHIFT value extremely close to a single fixed value, which

318



turns out to be
√

2 for reasons described below. Even architectures that deviate from this value are
generally not more than a factor of 10 away. The range of OUTSHIFT values is much narrower
than the range of SLR values in figure 6.13. Further, in figure 6.18, we find that architectures with
close-to-optimal test error all have OUTSHIFT ≈

√
2, even for waveform-noise. Note that the

range covered by the y-axis in figures 6.17 and 6.18 is much smaller compared to that of figures
6.15 and 6.16.

OUTSHIFT ≈
√

2 arises when (i) Ex||f(θ(0), x)||22 ≈ Ex||f(θ(1), x)||22 and (ii) f(θ(0), x) is
approximately independent of f(θ(1), x). In other words, we need the first update to reset the
outputs completely without increasing their magnitude significantly. If the architecture uses neither
BN nor LN, only a very small number of SLRs achieve this exactly. If BN or LN is used, all
SLRs above a certain level achieve this, because OUTSHIFT is bounded above by the fact that
Ex||f(θ(0), x)||22 = Ex||f(θ(1), x)||22 = 1 holds.

The OUTSHIFT requirement is reminiscent of line search. Because of their large capacity, neural
networks are often able to move all outputs for the first batch close to the label in the first update.
An “output reset” would correspond to doing this and therefore to minimizing loss on the batch.

In figure 6.17D/E, we find that OUTSHIFT does not decrease significantly for large NLC’s under
training error minimization, at least relative to SLR and PARMSHIFT. Again, there is a similar
interpretation. If the parameter gradient magnitude is proportional to the NLC and the SLR scales
with the inverse square of the NLC, then the magnitude of the first parameter update scales with
the inverse of the NLC. Finally, OUTSHIFT is roughly the product of update size and parameter
gradient magnitude.

Learning rate prediction: discussion We have presented some intriguing relationships between
best SLR and other metrics. These findings are preliminary and more work is needed to develop
fleshed-out learning rate selection strategies. Since we are not deeply familiar with the literature
on learning rate selection, we are also not able to place these results in a wider context. However,
given the breadth of our studies, we do believe there is value in mining them for insights about
learning rate. We note that tying parameter to update length as in PARMSHIFT was recently done
by Bernstein et al. [2020] and line search was recently used for deep networks by Mutschler and
Zell [2020].

While we found it difficult to predict the best SLR, or its surrogates PARMSHIFT and OUTSHIFT,
for a given architecture, we found that the architectures that achieve close-to-optimal test error for
a dataset have predictable behavior. The most significant pattern is OUTSHIFT ≈

√
2. This

might enable us to greatly reduce our learning rate search while only attaining suboptimal error
values for architectures that are suboptimal to begin with. This might be sufficient in some practical
situations.

Finally, we note that using early stopping was crucial in reining in the computational expense.
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Figure 6.15: Initial NLC vs PARMSHIFT corresponding to the best SLR, for study A architectures.
Conclusion: PARMSHIFT values lie in a narrower range than SLR values. In the case of a large
NLC and training error minimization, PARMSHIFT scales inversely with NLC.
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Figure 6.16: Error vs PARMSHIFT corresponding to the best SLR, for study A architectures.
Conclusion: PARMSHIFT values lie in a narrower range than SLR values. For CIFAR10 and
MNIST, only a small range of PARMSHIFTs can lead to close-to-optimal test error.
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Figure 6.17: Initial NLC vs OUTSHIFT corresponding to the best SLR, for study A archi-
tectures. Conclusion: OUTSHIFT values have a very narrow range relative to PARMSHIFT
and SLR, especially for waveform-noise. When considering test error, most architectures have
OUTSHIFT ≈

√
2.
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Figure 6.18: Error vs OUTSHIFT corresponding to the best SLR, for study A architectures.
Conclusion: OUTSHIFT values have a very narrow range relative to PARMSHIFT and SLR,
especially for waveform-noise. All architectures that attain close-to-optimal test error have
OUTSHIFT ≈

√
2. This is also necessary for close-to-optimal test error.
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6.7 Summary: explaining the performance of our architec-
tures

In this chapter, we have introduced several novel ZSAD guidelines, and have analyzed them as well
as previously existing ZSAD guidelines. We are now in a position to explain, to a large degree,
the performance of our architectures in terms of these guidelines. In chapter 8, we further explain
these guidelines in terms of the architecture definition itself.

In figure 6.19, we plot the initial NLC vs test and training error for our study A and B architectures.
Graphs A/B/C/D/E/G/H are equivalent to the graphs in figure 6.1, except for colors. GUAs are dis-
played in green. Architectures with an initial LBIAS greater than 10 are displayed in red. In graphs
D and H, architectures with an initial NLC greater than 1000 that use BN or data augmentation
and are not GUAs are depicted in blue. Data augmentation is the third source of noise that occurs
in study B (but not in study A), next to noise from BN and floating-point computation. While we
did not address it in section 6.5, our data augmentation induces noise of significant magnitude via
cropping and especially horizontal flipping (sections 2.5.5, 3.2.2).

In graphs A through C, we find that almost all low-NLC study A architectures that do not generalize
are either GUAs or suffer from neuron bias. The relationship between the NLC and test error
among the remaining architectures, depicted in grey, is very strong. In graph G, again, we find that
among study B architectures with NLC less than around 1000, architectures that have the highest
errors are GUAs or suffer from neuron bias.

In graphs D, E and H, we find that all untrainable architectures are either GUAs or suffer from
neuron bias or noise instability. Unfortunately, study B did not end up containing architectures with
an initial NLC greater than 3000 that did not also suffer from noise or Gaussian instability. Hence,
our study did not verify that high-NLC convolutional architectures are trainable. (Note that we also
would have been limited by 32-bit floating-point precision.) There are three CIFAR10 architectures
with very high NLC, depicted in grey in graph D, which have elevated, though not random, training
error. Two of them have NLC > 1015. Hence, they likely suffer from noise instability induced
by 64-bit floating-point precision. An even higher level of precision would have to be used to
determine whether these architectures are untrainable in a mathematical sense. This leaves only a
single high-NLC architecture with elevated training error, which still has training error less than
0.4. Hence, we consistently show that ultra-high complexity architectures are trainable. To our
knowledge, we are the first to explicitly demonstrate this. For example, Schoenholz et al. [2017]
and Xiao et al. [2018] previously argued this was impossible. We uncover that the requirements
are a well-tuned small learning rate, noise stability and an absence of neuron bias. The latter
requirement can be circumvented by e.g. debiased gradient descent. We further discuss this point
in section 1.2.1.2.

In graphs G and H, we find that some architectures with NLC close to 1 attain a high, though not
random, training and test error. This indicates underfitting as discussed in section 4.4.7. Some of
our study B architectures are very close to linear functions due to the construction of our study B
activation functions.

In graph F, we give results from conducting training and error computation using the entire training
set as a single batch, as done in section 6.5. The graph is equivalent to figure 6.10C except for color.
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By eliminating the noise induced by small-batch BN, all architectures that are not GUAs and do
not suffer from neuron bias attain better-than-random training error and all such architectures with
NLC > 105 attain a training error close to zero.

Overall, an all-or-nothing pattern emerges. Even if there is a single ZSAD guideline that an archi-
tecture does not follow, the architecture is likely to attain suboptimal or even random performance.
For low training error, we should avoid neuron bias and ensure Gaussian and noise stability. For
low test error, we should also ensure 1 ≤ NLC ≤ 5, or a different optimal NLC when the dataset
is not neural regular. Scale stability was controlled in our empirical studies. Training stability and
exhaustive learning rate tuning are prerequisites for our results in figure 6.19. Finally, we refer the
reader again to the full list of architectures in the appendix in chapter A, where it is possible to
compare individual architecture definitions with metric values and properties.

This completes the explanation of the performance of our architectures. However, there is a larger
lesson. The design of our empirical studies was essential for the discoveries we made. Without
including the square and odd square activation functions, we would not have discovered Gaussian
instability. Without studying very deep networks and activation functions with high nτ values, we
would not have observed such a wide range of NLC values. Without observing such a wide range
of NLC values, we would not have discovered e.g. noise stability. Without conducting 64-bit
precision computation, we would not be able to study high-NLC architectures in the same way.
Without studying activation functions that are biased, i.e. that have Es∼N (0,1)τ(s) 6= 0, we would
not have been able to study neuron bias. Our ultimate results are dependent on choices made in
study design. We were largely unaware of the outcomes of these choices when they were made. Of
course, this obliviousness is essential for making scientifically and statistically sound discoveries.
On the other hand, this means that our ZSAD guidelines are at least somewhat incidental and may
not represent “the most important” guidelines, period. We also discuss this point in section 3.5.2.
We would argue that any guideline that is of paramount importance in empirical studies as broad
and careful as our studies, and that is explained in terms of general principles, is likely to have
significance beyond a specific set of experiments.

We did make some deliberate choices when designing our studies in order to exclude some factors
that are known to impact performance. The variance of weight tensor entries in the random initial-
ization schemes we used never deviated significantly from the LeCun variance in order to ensure
scale stability. For study A, we augmented the softmax+cross-entropy loss function to remove
the influence of output magnitude on performance (section 6.2). In many architectures, we used
activation function debiasing. We ensured that the parameter dimensionality was approximately
constant across architectures within each study. Without these restrictions, the signals we found
in this chapter might have been less clear. We believe that one of the key insights of this work is
that, in order to make progress in understanding deep learning, we must control phenomena we al-
ready understand. There exist too many possible architectures to spend significant effort on known
pathologies.
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Figure 6.19: Initial NLC vs test and training error for study A and B architectures. In graph F,
we plot initial NLC vs training error when the entire training set is used as a single batch for
all computations. Architectures depicted in green are GUAs. Architectures depicted in red have
LBIAS > 10. Architectures depicted in blue have NLC > 1000, use BN or data augmentation,
and are not GUAs. Other architectures are depicted in grey. All colored markers are displayed
in the foreground relative to grey markers. We verified that no grey markers in distinctive posi-
tions were occluded. Conclusion: Gaussian instability, neuron bias, noise instability and the NLC
explain the majority of performance variation.
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Chapter 7

Nonlinearity Normalization (nlnorm)

Throughout this work, we have explored the importance of attaining a right-sized NLC, especially
in the initial state. In chapter 5, we showed how to predict the NLC from the architecture definition.
However, so far, all we can do with an architecture that has a suboptimal initial NLC is to discard
it. In this chapter, we show how to control the NLC of an architecture by modifying the activation
functions used, effectively turning the NLC into a tunable hyperparameter. This corresponds to
utility criterion 5. Control is achieved via the simple nonlinearity normalization algorithm. Our
analysis shows that the NLC can be considered not just predictive of performance, but causal for
performance. Nonlinearity normalization can also eliminate neuron bias and scale instability. We
find that applying nonlinearity normalization to an architecture often induces massive performance
gains if that architecture’s initial NLC or LBIAS is suboptimal.

We present evidence that nlnorm may significantly reduce the need for a range of building blocks
like skip connections (section 7.4), normalization layers (section 7.4) or specific activation func-
tions (section 7.3.4). While these building blocks have a large impact on performance when non-
linearity is not considered, this impact can significantly diminish when nlnorm is employed. This
means that tuning the NLC when comparing deep learning pipelines and building blocks is essen-
tial to obtain a fair comparison, especially given that no single NLC value leads to optimal or even
adequate performance for every type of architecture (section 7.5).

Background from prior chapters Like prior chapters, this chapter is based on the empirical
studies detailed in chapter 3, specifically study B (section 3.2). We recommend reading at least
summary section 3.6 before proceeding. Throughout this chapter, we use the terminology, notation
and conventions of section 2.7. We use results and definitions from sections 4.4.1, 6.2, 6.4 and 5.3
to motivate nonlinearity normalization. While we reference additional prior sections when relevant
for discussion, a complete understanding of chapters 4 through 6 is not required.

Technical considerations As discussed in section 4.2, we implicitly assume things like integra-
bility (section 2.6.2), differentiability (section 2.6.1) and non-zero denominators when necessary.
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Limitations We designed study B specifically to validate nlnorm. However, we did not design
study A in this way, as it was conducted before we understood nonlinearity. Hence, the empirical
analysis of this chapter is restricted to convolutional architectures.

7.1 Definition and discussion

The idea of ‘nonlinearity normalization’ (nlnorm) is based on the nonlinearity path equation from
section 5.3.4. One of its implications is that when an activation function τ (1)

l is replaced in an
architecture with another activation function τ (2)

l such that n
τ
(2)
l

(qk, ck) < n
τ
(1)
l

(qk, ck), then the
mean field NLC of the architecture decreases, as long as there are no knock-on effects on down-
stream q and c values. In plain words, the NPE suggests that we can control the nonlinearity of the
network by controlling the nonlinearity of activation functions.

Assume for now that all activation layers in an architecture use the same activation function τ(s).
nlnorm modifies this ‘base architecture’ by replacing all instances of τ(s) with cτ̈(l, s) + b, where
l, c and b are parameters. (In the context of nlnorm, l does not refer to a layer index.) The
values of those parameters are shared between all occurrences of the activation function. We
choose the three values to jointly achieve three objectives: right-sized NLC, low neuron bias,
and scale stability. We begin by choosing the function τ̈(l, s) such that we obtain a range of
nτ̈(l,s) values, specifically nτ̈(l,s)(1, 0) values, as the ‘linearization parameter’ l varies. Note that
we have nτ̈(l,s) = ncτ̈(l,s)+b for all c 6= 0 and b. For a given value of l, we jointly set b and
c to attain Es∼N (0,1)cτ̈(l, s) + b = 0 and Es∼N (0,1)(cτ̈(l, s) + b)2 = 1. Hence, we ensure that
Ccτ̈(l,s)+b(1, 1) = 1 and Ccτ̈(l,s)+b(1, 0) = 0. So, in the context of table 5.3, if (qk, ck) = (1, 0)
holds for the dependency of an activation layer, (ql, cl) = (1, 0) holds for the activation layer itself.
The idea here is to ensure (ql, cl) = (1, 0) throughout the network. If this “state of normalization”
is preserved by activation layers as well as other layers by e.g. using LeCun initialization, then
it holds at all layers and specifically at the output. If mean field theory is predictive, this ensures
both near-zero neuron bias and scale stability. By ensuring (qk, ck) = (1, 0) for activation layers,
we also ensure that the nonlinearity path equation is made up of nτ̈(l,s)(1, 0) terms. Therefore, we
can control the mean field NLC and, ultimately, the NLC of the architecture with l. The NLC
indirectly becomes a tunable hyperparameter via l. If mean field theory is predictive, values of l
that induce a high nτ̈(l,s)(1, 0) value correspond to a large architecture NLC. Values of l that induce
a small nτ̈(l,s)(1, 0) value correspond to a small architecture NLC. The last step is now to choose
the desired NLC by choosing l. We summarize nlnorm for architectures with a single activation
function in figure 7.1.

The simple form of nlnorm given in figure 7.1 may not be sufficient for a given base architecture. A
base architecture may not use only a single activation function. Weight tensors may not be LeCun
initialized, which may lead to scale instability if the activation functions do not compensate. Layer
operations that we have not discussed in this work may be present, which may induce different
kinds of nonlinearity or partially invalidate table 5.3. With the understanding of the material pre-
sented in this work, especially figure 5.3, it should be somewhat straightforward to adapt nlnorm
to more complex situations. For example, if an architecture contains multiple activation functions,
we can simply choose a linearization method for each of them and then either choose a single l
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The nonlinearity normalization algorithm
for architectures with a single activation function.

• If the single activation function is τ(s), choose a parametrized version
τ̈(l, s) such that varying l yields a range of values for the activation func-
tion NLC (section 5.3.4):

nτ̈(l,s)(1, 0) =

√
Es∼N (0,1)τ ′(s)2

Es∼N (0,1)τ(s)2 − (Es∼N (0,1)τ(s))2

See figure 3.1 for examples, and section 7.1.1 for an analysis of the uni-
versal choice τ̈(l, s) = τ(s) + ls.

• Replace each occurrence of τ(s) with cτ̈(l, s) + b, where c and b are
chosen so that Es∼N (0,1)cτ̈(l, s) + b = 0 and Es∼N (0,1)(cτ̈(l, s) + b)2 = 1
and l is a free parameter.

• Choose a value of l to obtain the desired network NLC in the initial state.

Figure 7.1: The nonlinearity normalization algorithm for architectures with a single activation
function.

value for all activation layers or separate l values. Alternatively, we may choose not to linearize ac-
tivation layers that play a “gating” role as they occur in e.g. LSTM [Hochreiter and Schmidhuber,
1997] or GRU [Cho et al., 2014]. Klambauer et al. [2017], Mishking and Matas [2016], Arpit et al.
[2016] also provide examples of how to conduct “normalization by recursion”, i.e. normalizing
layers closer to the output based on assumptions derived from the normalization of layers closer
to the input. For this work, the form in figure 7.1 is sufficient. Providing explicit, well-defined
generalizations is future work.

While ncτ̈(l,s)+b is invariant to b and c, replacing τ̈(l, s) with cτ̈(l, s) + b can and often does change
the mean field NLC. If the replacement changes any q or c value, there can be knock-on effects
throughout the architecture. For example, from our discussion in section 5.4.4 we can see that
debiasing an activation function can cause the mean field NLC to diverge exponentially from one
macro-layer to the next when it was originally converging. In general, we would expect activation
function debiasing not to decrease the mean field NLC, because nτ (c) is a decreasing function of
c, as discovered in section 5.4.4. We also find this to be true empirically in section 7.3.1.

As usual, and as described in section 3.4.1.1, we can compute the Gaussian expectations involved
in the calculation of b and c accurately using standard numerical integration techniques.

7.1.1 Linearization methods

We term a method for converting an activation function τ(s) into a parametrized version τ̈(l, s)
a ‘linearization method’. τ̈(l, s) itself becomes an (activation function, linearization method) pair
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or ‘AFLM’. We introduced these terms in section 3.1.2. See figure 3.1 for examples of AFLMs
used in this work. The simplest linearization method, which features most prominently, is ‘linear
interpolation’.

τ(s)→ τ(s) + ls

What values of nτ̈(l,s)(1, 0) can be obtained from this? Consider the theory of section 4.4.7. Let
aτs + bτ be the least squares linear fit to τ under unit Gaussian input and let τ̃ = τ − aτs− bτ be
the nonlinear component of τ . Then

nτ̈(l,s)(1, 0) =

√
nτ̃ (1, 0)2Es∼N (1,0)τ̃(s)2 + (aτ + l)2

Es∼N (1,0)τ̃(s)2 + (aτ + l)2

As l converges to infinity or minus infinity, nτ̈(l,s)(1, 0) converges to 1. When l = −aτ ,
nτ̈(l,s)(1, 0) = nτ̃ (1, 0) ≥

√
2 by theorem 2 and proposition 8. Hence, as l varies, nτ̈(l,s)(1, 0)

attains at least all values between 1 and
√

2. In table 4.3, we find that for popular activation func-
tions τ , nτ (1, 0) is significantly smaller than

√
2. So in practical situations, the desired nτ̈(l,s)(1, 0)

value should always be attainable by linear interpolation. For popular activation functions, we also
have aτ ≥ 0. Hence, setting l ≥ 0 ensures that nτ̈(l,s)(1, 0) varies monotonically between nτ (1, 0)
and 1.

7.2 Related Work

Mean and variance normalization is certainly a staple theme of deep learning. It is the foundation
of normalization layers like BN and LN as well as methods that modify activation functions (e.g.
normalization propagation [Arpit et al., 2016]), modify weight initialization (e.g. LeCun initializa-
tion, He initialization or LSUV [Mishking and Matas, 2016]) or normalize weights directly (e.g.
weight normalization [Salimans and Kingma, 2016]), as well as of novel activation functions (e.g.
SELU [Klambauer et al., 2017]). As mentioned above, several of these methods normalize layers
recursively. The key innovation of nlnorm is that nonlinearity is normalized in addition to mean
and variance. Of course, this is not as straightforward in the sense that we must also choose an l
value, which nlnorm deliberately leaves open. In section 4.5, we already found that there cannot
be a universal best NLC across tasks. In section 7.5, we will show that there is also variation in
terms of which NLC is best for a given base architecture. Predicting the exact best NLC based on
the base architecture definition is future work.

In the context of mean field theory, several studies have controlled nonlinearity indirectly by con-
trolling weight initialization (e.g. Pennington et al. [2017], Schoenholz et al. [2017], Xiao et al.
[2018]). Consider the nτ (λ2, 0) curves from tables 5.5 through 5.8. For many activation functions,
the activation function NLC converges to 1 as λ converges to zero. Specifically, this happens for
activation functions that have a valid non-zero derivative at zero. If these activation functions are
applied to small inputs, they mimic linear functions. The aforementioned studies generate small
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inputs by carefully reducing initial weight variance. This allows those studies to successfully train
arbitrarily deep networks.

7.3 Properties of nlnorm

In each subsection of this section, we establish a property of nlnorm empirically. This is similar
to section 4.4, where we establish properties of the NLC. We will use study B for this. nlnorm is
based on theory that we did not explicitly present for convolutional architectures. The fact that it
still works for such architectures is an indicator of robustness.

The architecture design and training protocol for study B has been detailed in section 3.2 and
summarized in section 3.6. Study B contains a total of 552 architectures. Each of them uses a single
activation function, which is based on one of 12 AFLMs given in table 3.1. In this work, we found
that the square and odd square activation functions induce Gaussian instability, which is harmful to
performance, as shown in section 6.1. Since nlnorm (unfortunately) does not eliminate Gaussian
instability in general, we consider only architectures based on the other 10 AFLMs in this chapter,
i.e. ReLU-interpolation through Gaussian. This leaves a total of 480 architectures. For each
AFLM, l has a default value that makes the AFLM revert to the basic activation function from table
2.1. Study B contains 12 different activation functions per AFLM, corresponding to 12 different
(l, c, b) triplets for the expression cτ̈(l, s) + b. In the first triplet, l is set to the default value, b is
set to zero and c is set to achieve Es∈N (0,1)(cτ̈(ldefault, s))

2 = 1. This corresponds to ensuring scale
stability only. We consider this to be the “base case” that an architecture without nlnorm would
use. As in our design of study A, we treat scale stability as a pre-established ZSAD guideline that is
respected even in “baseline architectures”. Hence, we consider architectures using this first triplet
as our base architectures as defined above. Across the other 11 triplets, l varies. Roughly, these 11
triplets correspond to 0% linearization, 10% linearization, etc. up to 100% linearization. (b, c) are
set jointly to achieve Es∈N (0,1)(cτ̈(l, s)+b)2 = 1 and Es∈N (0,1)cτ̈(l, s)+b = 0. Hence, architectures
using one of these 11 triplets use nlnorm and are thus termed ‘normed architectures’. For each
AFLM we considered in this chapter, for each triplet, study B contains 4 architectures. One of
them uses BN, one uses LN, one uses BN and skip connections, and one uses neither normalization
layers nor skip connections. In this chapter, we refer to the last of the four specifically as a “vanilla
architecture”. Each group of 12 architectures that share all properties except the (l, c, b) triplet we
term a ‘base group’. Finally, note that architectures vary in other properties, such as the presence
of pooling or bias layers, between AFLMs. However, architectures that are based on the same
AFLM do not vary except in the ways specified in this paragraph.

7.3.1 nlnorm controls the NLC

A core requirement for nlnorm to work is that it is effective at controlling the NLC of practical,
finite-width architectures. In figure 7.2, we verify this. As described above, we consider a total of
40 sequences of 11 normed architectures that differ only in the value of l and the induced values
of c and b. For each sequence, let the 11 l values be ordered so that l0 is the l value that induces
the highest nτ̈(l,s)(1, 0) value, and l10 is the l value that induces the lowest nτ̈(l,s)(1, 0) value. Note
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Figure 7.2: Comparing the initial NLCs of pairs of architectures. The initial NLC of one architec-
ture is plotted on the x-axis and the initial NLC of the other architecture is plotted on the y-axis.
Both architectures in a pair are from the same base group. Each graph contains one marker per
base group. The labels denote which members of the base group are used for each axis. Con-
clusion: l values that lead to larger / smaller nτ̈(l,s)(1, 0) values generally lead to larger / smaller
network NLCs in the initial state. l10 induces an NLC close to 1. The base architecture NLC is
approximately contained within the range of normed architecture NLCs.
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that the actual values taken by l0 through l10 differ between AFLMs. See section A.2 for details.

For nlnorm to be effective, we require that for each base group, the architecture using l0 has the
highest NLC, the architecture using l1 has the second highest, etc. The first 10 graphs of figure
7.2 correspond to the 10 pairs (l0, l1), (l1, l2), .., (l9, l10). For each pair, we plot the initial NLC of
the 40 architectures using the first l value in the pair vs the NLC of the 40 architectures using the
second l value in the pair. In almost all cases, we find that the second architecture has a lower NLC
than the first, as desired. We also find that architectures using l10 have an NLC close to 1. This is
also desired as we expect the ideal NLC to be somewhat close to 1 as well. We want the range of
NLCs covered by nlnorm to contain the ideal NLC.

For nlnorm to be effective, we also require that the NLC of the base architecture is within the range
of NLCs covered by the corresponding normed architectures. If this is not the case, then nlnorm
may force us into an inferior NLC. In the bottom right of figure 7.2, we plot the initial NLCs of the
40 base architectures vs the initial NLCs of the corresponding normed architectures using l0 and
l10 respectively. We find that the NLC of the base architecture is either between or very close to
being between the other two NLCs, as desired. Each of our AFLMs allows us to choose l values
so that nτ̈(l,s)(1, 0) is either exactly or arbitrarily close to 1. With such an l value, we can reduce
the NLC relative to the base architecture. Note that we cannot always get the NLC exactly to 1,
because some nonlinearity is contained in normalization and max pooling layers that arise in some
architectures. Each of our AFLMs also allows us to choose the default l value so that τ̈(l, s) reverts
to the basic activation function from table 2.1. As mentioned above, we expect the introduction of
debiasing not to decrease the NLC. Hence, by choosing ldefault within nlnorm, we expect an NLC
approximately at least as large as the base NLC.

More generally, ensuring scale stability and low neuron bias in normed architectures causes the
modeling of activation function inputs as unit Gaussians to be accurate, and therefore the simple
version of nlnorm given in figure 7.1 to be effective. We found that setting b and c always more or
less ensures scale stability and low neuron bias in our architectures, with the exception of vanilla
architectures based on abs. val. with a low degree of linearization. We found those architectures
to also exhibit Gaussian instability, and they are considered GUAs in section 3.4.2. We also find
in tables 5.5 through 5.8 that debiased abs. val. exhibits the highest degree of mean field Gaus-
sian instability among activation functions that do not involve squaring, at least as soon as layer
quadratic means grow slightly larger than 1.

7.3.2 nlnorm finds good nonlinearity levels

nlnorm is based on the insight that an insufficient NLC leads to underfitting (see e.g. section 4.4.7)
whereas an excessive NLC leads to overfitting (see e.g. section 4.4.8). We desire that the optimal
tradeoff between both phenomena is obtained by an NLC that is within the range of NLCs obtained
by varying l. In figure 7.3, we verify this.

We plot the initial NLC vs test error for our 480 architectures. The raw x- and y-axis values are
identical to figure 4.2D, but the visual presentation is different. Each of the 10 graphs of figure
7.3 depicts results for one AFLM, and each color in a graph corresponds to one base group. Blue
corresponds to the vanilla base group, red to the BN base group, green to the LN base group and
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Figure 7.3: Initial NLC vs test error, broken down by base group. Blue markers correspond to
vanilla architectures. Red markers correspond to BN architectures. Green markers correspond to
LN architectures. Black markers correspond to BN-ResNet architectures. Squares correspond to
base architectures. Lines arise from connecting points corresponding to the normed architectures
within a base group with neighboring values of l. Conclusion: In the majority of cases, the low-
est test error is reached at an intermediate NLC value, with the smallest and largest NLC values
performing significantly worse.

black to the BN-ResNet base group. The line is generated by connecting markers corresponding
to normed architectures in the base group with neighboring values of l. The square represents the
base architecture in the base group. Indeed, we find that for most base groups, the lowest test error
is attained at a point that does not correspond to the smallest or largest NLC. Further, test error
tends to increase in both directions when moving away from this optimal point.

There are some exceptions to this pattern. For the SELU AFLM, the optimal test error is reached
with the largest NLC considered. We have τ̈SELU(l, s) = τSELU(s) + ls. We only considered non-
negative values of l. Hence, the largest nτ̈(l,s) value we obtained was around 1.035 by table 4.3.
A larger value might have been ideal, especially for SELU-BN-ResNet. This shows that it can be
important to choose linearization methods that can make an activation function less linear, rather
than only more linear. In contrast to SELU, we find that for softplus and abs. val., the least NLC
considered attains the lowest or close to the lowest test error. This points to an important difference
between linearization methods. Consider τ̈softplus(l, s) = 1

l
log(1 + els) and τ̈abs. val.(l, s) = |s + l|.

When l is small / large respectively, then nτ̈(l,s)(1, 0) ≈ 1. However, nτ̈(l,s)(λ
2, 0) can still be

significantly larger than 1 for larger q. In fact, no matter the value of l, nτ̈(l,s)(λ
2, 0) converges

to 1.21 for softplus and to 1.65 for abs. val. as λ converges to infinity. Hence, growth of the
parameter value during training, as studied in section 5.3.3 and discussed in section 6.2, can cause
the activation function NLC with respect to q̂k to increase and hence counterbalance the effect of
excessive nonlinearity normalization. This is not true to the same degree for activation functions
linearized with linear interpolation.
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In figure 7.3, we also find that for most base groups, the performance of the base architecture is
close to the performance of normed architectures with comparable NLC. For three AFLMs, there
is significant deviation: softplus, even tanh and Gaussian. For softplus and Gaussian, while the BN
and BN-ResNet base architectures perform comparably to their normed counterparts, the vanilla
and LN base architectures attain a random error of 0.9, and hence are not depicted in figure 7.3.
These four base architectures are the ones that attain a very high initial LBIAS value, larger than
105, as depicted in e.g. figure 6.3F/G. This demonstrates the importance of eliminating bias with
nlnorm. For even tanh, similarly, the vanilla and LN base architectures have significant LBIAS.
We have not investigated why the vanilla base architecture nevertheless outperforms normed ar-
chitectures with comparable initial NLC. We note that the test error of that base architecture is still
highly suboptimal overall. The even tanh-BN base architecture has an NLC greater 104 and a test
error greater than 0.5, and hence does not show up in the figure.

We end with two remarks. First, the non-smoothness of many curves in figure 7.3 is most likely due
to the fact that we only conducted a single training run per starting learning rate and architecture.
If we had averaged over multiple runs corresponding to different random number sequences /
initializations, we would expect results to be much less noisy. Our already high computational
budget was not sufficient to do this for every architecture. Since searching for the best l value and
starting learning rate in a 2D grid is expensive, we expect that this will generally have to be done
without multiple runs per grid point in practical situations. Hence, we were content to give results
in figure 7.3 that depict what one can expect from a single run. However, we would recommend
that in practice, at least the same initial trainable parameter value is used for all values of l and
starting learning rates to reduce noise. We did not have the chance to do this. See section 3.5.7.

Second, we note that in figure 7.3, the lowest error value achieved differs significantly between
AFLMs. Since architectures corresponding to different AFLMs differ in ways other than activation
function, we cannot draw a conclusion about the relative strength of AFLMs “in a vacuum”.

7.3.3 nlnorm improves performance

In the previous subsection, we found that there were often values of l that induced a more ideal
NLC and reduced test error relative to the base architecture. In this subsection, we explicitly
investigate the test error gain induced by nlnorm. To quantify test error gain, we need to quantify
baseline test error and “test error with nlnorm”, then take the difference. We would like to define
the “test error with nlnorm” as the minimal test error attained by a normed architecture for any
value of l. Of course, this sort of minimum suffers from the sharp valley problem, as discussed
in section 3.5.9, and as it arises for e.g. starting learning rate in section 6.6. In light of this,
we define “test error with nlnorm” as follows. We choose the l value out of the 11 values we
considered for each base group that yielded the lowest test error. We call the architecture using this
l value the ‘tuned architecture’. Then we re-train the tuned architecture with 10 different random
number sequences, which also induce 10 different initial parameter values, with the SLR that was
best for the tuned architecture during the original runs. Finally, the test error gain is defined as
the difference between the average test error attained from those 10 reruns minus the average test
error obtained from 10 reruns of the base architecture, again using the best SLR from the original
training of the base architecture. This re-training is also described in section 3.2.2 / 3.6.
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Figure 7.4: Comparison of error, initial NLC and initial LBIAS between base and tuned archi-
tectures. All results are averaged over 10 re-training runs. Quantities depicted in log scale are
averaged in log space. Conclusion: nlnorm drastically improves test error for many base architec-
tures and never significantly increases test error. Larger NLC reduction corresponds to larger error
reduction. Very large LBIAS reduction corresponds to very large error reduction.

A caveat of this procedure is that the computational expense of determining the performance with
nlnorm is much greater than that of determining the baseline performance, because we need to
train architectures for many l values, which gives nlnorm an inherent advantage. When we chose
our l values for each AFLM, we tried to infuse as little prior knowledge as possible so as to
not compromise the scientific validity of our results. We included l values that we very strongly
suspected were suboptimal based on prior analysis. This means that the number of l values that
need to be investigated in practice to observe the kind of performance gains we observe should be
significantly less than 11. We further investigate this question in section 7.5.

In figure 7.4A, we plot the average error from the base architecture reruns vs the average error from
the tuned architecture reruns. The re-init label above a graph such as in figure 7.4 indicates that
the results depicted are averages from our 10 reruns. Metrics depicted in log scale are averaged in
log space. We find that nlnorm leads to massive test error gains for many base architectures, and
never leads to significant losses. The average test error gain was 0.144. This is perhaps the second
most important empirical finding in this work after section 4.4.1. In that section, we showed the
NLC is predictive of performance. Now we show that the NLC, along with LBIASl, are causal
for performance, i.e. making a minimal modification in the nonlinear layers of the architecture
leads to significant test error changes.

A caveat is that, while nlnorm improved the test error of architectures that did not previously
perform well, it did not significantly improve the test error of architectures that already performed
close-to-optimal. The lowest test error achieved by any base architecture was very close to the
lowest test error achieved by any tuned architecture.

The largest test error gains, which correspond to points depicted in the bottom right of figure 7.4A,
correspond to softplus, softplus-LN, Gaussian, Gaussian-LN and even tanh-BN. We discussed
those architectures in the previous subsection.

In figure 7.4B, we plot the test error gain on the y-axis vs the ratio of tuned NLC over base NLC
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Base / tuned architecture Rank Test error: re-init, base Test error: re-init, tuned
softplus-BN-ResNet 1 0.102 0.102
Gaussian-BN-ResNet 2 0.120 0.103
Gaussian 3 0.900 0.105
even tanh 4 0.398 0.106
Gaussian-BN 5 0.128 0.108
softplus-LN 6 0.900 0.108
softplus-BN 7 0.108 0.109
Swish-BN-ResNet 8 0.110 0.111
Swish-BN 9 0.117 0.115
Gaussian-LN 10 0.900 0.117

Table 7.1: Tuned architectures that achieve the 10 lowest test error values in CIFAR10 - Conv.
The test error of the corresponding base architectures is given for comparison. Values are averaged
over re-training runs. Conclusion: nlnorm can help activation functions perform competitively that
would otherwise perform suboptimally.

across the 10 reruns on the x-axis. Disregarding our 5 outliers, we find that the larger the NLC
reduction induced by nlnorm, the greater the test error gain tends to be. In figure 7.4C, we plot the
ratio of LBIAS values vs test error gain. The points in the bottom left corner indicate that softplus,
softplus-LN, Gaussian and Gaussian-LN exhibit random performance without the debiasing of
nlnorm. Disregarding those outliers, we do not see a relationship between LBIAS reduction and
error reduction.

7.3.4 nlnorm opens up activation function design

As mentioned above, we cannot use study B to obtain a representative performance ranking of
AFLMs because architectures using different AFLMs differ in ways unrelated to the AFLM. How-
ever, it is worth pointing out that different activation functions are affected differently by nlnorm.
In table 7.1, we rank the tuned architectures that attain the lowest test error. We find that some of
them have a corresponding base architecture error that is very close, such as softplus-BN-ResNet.
However, for some tuned architectures, the corresponding base architecture has high error, or even
random error. Hence, the set of activation functions that can yield competitive performance with
nlnorm is much greater than the set of activation functions that can yield competitive performance
without nlnorm. Our results indicate that, along with mean field Gaussian instability, a suboptimal
degree of nonlinearity is the number one obstacle for activation function design. nlnorm can take
care of this issue automatically.

When we originally designed our studies, we invented the Gaussian and even tanh activation func-
tion because they seemed different from popular activation functions. If we only used them outright
in our architectures, we would have to conclude that they are vastly inferior to popular activation
functions. However, nlnorm paints a rather different picture. By controlling bias and nonlinearity,
we are capable of even using ad hoc activation functions in high-performing architectures. This
somewhat calls into question the myriad rationalizations that exist for carefully designed activa-
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Figure 7.5: Test error of vanilla architectures vs test error of architectures using normalization
layers / skip connections, by normalization layer / skip connection type. Base architectures are
depicted on the left-hand side, tuned architectures on the right-hand side. Results are averaged
over re-training runs. The test error difference, averaged over AFLMs, is given as a number in each
graph. We omit correlation values due to the impact of outliers. Conclusion: Normalization layers
and skip connections boost performance without nlnorm, but have a small impact with nlnorm.
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tion functions proposed over the years. Investigating the value of these activation functions modulo
nonlinearity is an interesting topic for future work.

7.4 nlnorm vs batchnorm vs layernorm

It is natural to compare nlnorm with BN and LN, which feature prominently in this work and in
popular architectures. It is also worth comparing nlnorm to skip connections because, as we argued
in section 5.3.4 and further show in section 8.9, skip connections also tend to reduce the NLC. In
this section, we perform this comparison from a performance standpoint. In chapter 8, we perform
a qualitative comparison.

In figure 7.5, we plot the test error values obtained with various architecture types. In graphs
A/C/E, we plot the test error of vanilla base architectures vs the test error of corresponding base
architectures with BN, LN and BN-ResNet respectively. There is one point in each graph for
each AFLM. The two architectures in each pair differ only in their use of normalization layers /
skip connections. We designed study B specifically to enable a clean comparison. In each graph,
we give the average test error gain obtained from introducing normalization layers and / or skip
connections across AFLMs as a number. In graphs B/D/F, we make the equivalent comparison
between pairs of corresponding tuned architectures. We find that BN, LN and especially BN-
ResNet boost performance significantly when nlnorm is not used, but have a much lesser impact
when nlnorm is used. Hence, at least in our experiments, and at least from a test error standpoint,
nlnorm greatly reduces the need for normalization layers and skip connections. Of course, there
are situations where normalization layers confer critical benefits not conferred by nlnorm, as will
become clear in sections 8.8. However, some of the benefits of activation layers clearly overlap
with the benefits of nlnorm. For example, both nlnorm and BN have a debiasing effect.

This analysis underscores the lesson from section 6.7. The perceived performance impact of archi-
tecture building blocks like BN / LN / skip connections greatly depends on the way we design our
baseline architectures. If we consider nonlinearity normalization as a crucial step in the design of
any architecture and that the NLC needs to be tuned as a hyperparameter like learning rate, then we
may perceive these normalization layers in a very different light than if we were oblivious to the
importance of nonlinearity and neuron bias. There are many other building blocks and strategies
that impact NLC and / or LBIASl beyond those discussed in this work. It is interesting to consider
what fraction of the performance gains of e.g. DenseNet [Huang et al., 2017a], LSUV [Mishking
and Matas, 2016], ELU [Clevert et al., 2016] or other activation functions can be explained by
their impact on NLC / LBIASl. Leaky ReLU [Maas et al., 2013] and PReLU [He et al., 2015] are
similar to our ReLU-interpolation AFLM.

7.5 What is the best NLC for an architecture?

In section 4.5, we investigated how to determine a range of good NLC values for a given task.
When using nlnorm, it is possible to choose an l value that immediately yields an architecture with
an initial NLC inside this range. If the initial NLC of the base architecture lies significantly outside
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Figure 7.6: Initial NLC (graph A) and final NLC (graph B) vs test error. Each curve is obtained by
connecting points corresponding to normed architectures from the same base group with neighbor-
ing l values. The test error values are normalized by subtracting the test error of the corresponding
tuned architecture. Triangles placed on the x-axis depict tuned architectures. Conclusion: While
there is a definite range that contains the best NLC value for each base group, both before and after
training, there is no NLC that universally leads to optimal or even close-to-optimal performance
relative to other members of the same base group.

the optimal range, we should see a performance boost from this l value. However, ideally, we do
not simply want to choose a good l value, but the best l value for that base architecture. (Again,
we disregard sharp valleys. See section 3.5.9.) In this section, we investigate whether there is a
single best NLC across base groups for the task on which study B is based, which is CIFAR10
classification.

In figure 7.6A, we plot curves similar to the curves of figure 7.3. The initial NLC is on the x-axis
and the test error is on the y-axis. Each curve corresponds to the normed architectures in a base
group. The difference is that all curves are in the same graph, and that we normalize the test error of
each normed architecture by subtracting the test error of the corresponding tuned architecture. This
means that the test error plotted for tuned architectures is zero. The location of tuned architectures
in the graph is marked by a little triangle of the same color as the corresponding curve, placed on the
x-axis. In essence, we depict the test error penalty incurred by applying nlnorm with a suboptimal l
value. The results are not encouraging, though not necessarily unexpected. We find that there is no
best initial NLC across base groups. There is not even a single initial NLC value for which all base
groups perform reasonably close to their optimum. On the one hand, this underscores the need for
nonlinearity tuning. On the other hand, it means that some trial-and-error is likely necessary to
find a close-to-optimal l value. To get the most out of nlnorm, we have to be willing to make a
computational investment.

In figure 4.4.1, we found that the range of good initial NLC values for CIFAR10 is between 1 and
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5. In figure 7.6A, we indeed find that for some base architectures, the best initial NLC is very close
to 1. This is perhaps unfortunate, as other architectures severely underfit for such small initial
NLCs. We also find that for 7 base groups, the best initial NLC is larger than 5. This suggests that
the base architecture was in some way suboptimal to begin with. Further investigation is required.
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Figure 7.7: NLC before train-
ing vs after training for tuned
architectures, averaged over re-
raining runs. Conclusion: There
is no significant relationship.

We were interested in whether there are patterns in terms of
NLC after training. In figure 7.6B, we plot the final NLC vs
test error, in the same way as in figure 7.6A. The range of best
NLCs is different. It begins as low as 0.7 and ends just above
2. Again, there is no final NLC that works well for all base
groups. In figure 7.7, we plot the initial vs final NLC for tuned
architectures, averaged over our 10 re-training runs. We find no
significant relationship between the two. In summary, at least
to the degree to which we have studied the phenomenon, the
precise best NLC value for a base architecture appears to be a
chaotic property.

Starting learning rate is a key hyperparameter. While it is tun-
able, the best value is difficult to predict. While nlnorm turns
the initial NLC into a tunable hyperparameter, its best value is
also difficult to predict.

7.6 Impact of lack of validation set

In study B, we did not have access to a validation set, as explained in section 3.5.7. Therefore,
we had to choose the best value of l and SLR by considering the least test error. This procedure
could overfit on the test set. While we cannot determine the extent of this problem exactly, we can
determine the extent to which the test error and NLC change from one random number sequence to
the next. If our original sweep over l and SLR overfits on the test set, we would expect a different
random number sequence to yield a somewhat higher test error and / or a different NLC when
applied to the chosen l and SLR.

In figure 7.8, on the x-axis, for each tuned architecture, we plot the ratio of the initial NLC averaged
across the 10 re-training runs over the initial NLC from the original run. The original run was the
one that was used to choose the tuned architecture among normed architectures in the base group.
We find that the ratio is close to 1, and that there exists no systematic bias in terms of the tuning
procedure selecting an l or SLR value that yields a particularly large or small NLC with the original
random number sequence relative to other random number sequences. On the y-axis, for each tuned
architecture, we plot the difference of the test error averaged across the 10 re-training runs minus
the test error from the original run. We find that the difference is generally close to zero, and that
there exists no systematic bias in terms of the tuning procedure selecting an l or SLR value that,
when paired with the random number sequence of the original run, yields a particularly large or
small error relative to other random number sequences. Further, we find no association between
the x- and y-axis values. Through further analysis, we also found that the largest error differences
correspond to high absolute errors and the NLC ratios furthest from 1 in log space correspond to
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Figure 7.8: The impact of re-training on the NLC and test error of tuned architectures. x-axis:
Ratio of the initial NLC averaged across re-training runs over the initial NLC from the original
run. y-axis: Difference of test error averaged across re-training runs minus the test error from
the original run. Conclusion: Overall, there is little deviation between the original run and the
re-training runs. There also appears to be no bias in any direction, and no trend between the two
plotted values.

the largest absolute NLCs.

While this analysis is not proof that our l and SLR tuning procedure did not overfit on the test set,
it provides significant evidence to the contrary.

7.7 Learning rates and nlnorm

In section 6.6, we found that it is difficult to predict the best SLR for a given architecture. We end
this chapter by investigating whether nlnorm can be helpful in this process.

In figure 7.9A, we plot the initial NLC vs best starting learning rate for all normed architectures.
The x- and y-axis values are the same as in figure 6.13F. However, now we form a curve for
each base group as in figures 7.3 and 7.6. The results are surprising. We find that even between
architectures from the same base group with similar initial NLCs, the best SLR can vary wildly.
Hence, performing exhaustive tuning of the SLR for one value of l does not necessarily help for
another value of l. A caveat to this analysis is that, as discussed in sections 7.3.2 and 3.5.7, we had
to use a different random number sequence / initial parameter value for each value of l and SLR.
Without this source of noise, the results may be somewhat different.

In figure 7.9B, we again plot the same values as in figure 6.13F, but we restrict ourselves to tuned
architectures. We find that while there is no single SLR that is optimal for all tuned architectures,
all but one tuned architecture has its best SLR take one of five values. For comparison, in figure
6.13F, the best SLR takes 13 different values. While this difference may partially be due to the
smaller sample size in figure 7.9B, it corroborates our finding from section 6.6 that if we are content
with finding the best SLR for the best architectures, we might not have to search as extensively.
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Figure 7.9: Initial NLC vs best SLR for normed architectures. Axis values are equivalent to figure
6.13F. In graph A, we connect points corresponding to neighboring architectures within the same
base group, as in e.g. figure 7.3. Also as in figure 6.13F, we omit architectures that did not achieve
a better-than-random test error. Those architectures are simply skipped over when forming the
curve for each base group. Graph B is equivalent to figure 6.13F restricted to tuned architectures.
Conclusion: The best SLR can vary wildly even between architectures of the same base group with
similar l values. The range of best SLRs for tuned architectures may be somewhat narrower than
for other architectures.
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Chapter 8

A survey and explanation of architecture
design

In this chapter, we examine and explain popular architecture building blocks and design strategies
as given in section 2.4 in light of the results of prior chapters. We provide an overview of the range
of architecture behaviors that they induce. Each section in this chapter corresponds to a building
block or design strategy. In section 8.13, we summarize this chapter by mapping strategies to
guidelines in table 8.1.

In section 2.4, we stated that the key drivers behind popular neural architecture design strategies
are (i) historical momentum as outlined in section 1.3.4, (ii) computational efficiency as described
in section 1.3.5 and (iii) trial-and-error as described in section 1.3.6. So, how is it possible to
explain these strategies in terms of ZSAD guidelines that do not fall under those three umbrellas,
that might even have been unknown at the time these strategies became popular? For a strategy
to emerge as popular from the trial-and-error gauntlet of the deep learning community, it needs
to be both simple and consistent. It needs to yield high performance from task to task without
requiring a large amount of expertise or tuning. Strategies that have this property naturally tend to
be explainable. In a largely empirical field like deep learning, it is common to build understanding
through post-hoc explanation. In this chapter, we rationalize popular architecture designs.

Background from prior chapters Throughout this chapter, we use the terminology, notation
and conventions of section 2.7. Specifically, we repeatedly use and contrast the terms ‘architecture
design strategy’ and ‘ZSAD guideline’ which are defined in section 2.4 / 2.7 and further explained
in section 2.4. In places, we use the empirical studies laid out in chapter 3 for validation. We
recommend reading at least summary section 3.6.

We extensively use the analysis and definitions of chapters 5 and 6 in our discussion. We recom-
mend a strong familiarity with those chapters. Chapter 4 is largely not required as background,
except for motivating the desire to achieve ZSAD guideline 1. Chapter 7 is relevant in that nlnorm
is one of the design strategies discussed in this chapter.
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Technical considerations As discussed in section 4.2, we implicitly assume things like integra-
bility (section 2.6.2), differentiability (section 2.6.1) and non-zero denominators when necessary.

Limitations In this chapter, we often focus on the behavior of building blocks and design strate-
gies in the context of simple architectures. Design strategies have a complex interplay with each
other which makes it often difficult to analyze them in a vacuum. Our objective is to be just general
enough that the explanations we give for the design strategies actually reflect many of the reasons
why those strategies became popular in the real world. Explaining specific designs beyond that
level is not a focus of this work, as the goal of zero-shot architecture design is to establish princi-
ples that go beyond specific designs. We hope that this chapter can serve as a guide for the reader
to explain any specific design they are interested in or to come up with their own designs.

We make extensive use of the results of section 5.3, including the nonlinearity path equation. As
discussed at the end of the introduction of chapter 5, those results are technically restricted to
A-architectures as defined in section 5.3.1 though we expect them to have much more general
conceptual validity. We showed the nonlinearity path equation to be highly predictive for study A
architectures and to inform NLC predictions and nlnorm for study B architectures in section 5.7
and chapter 7 respectively. Architectures in neither study are technically A-architectures. Our def-
inition of A-architectures reflects simple, popular designs including some of the strategies covered
in this chapter. The fact that the nonlinearity path equation holds for architectures that use e.g.
LeCun initialized linear layers, normalization layers placed before activation layers and addition
layers that add a linear and a nonlinear path is another reason for the success of those strategies,
as the nonlinearity path equation implies consistent nonlinearity levels and thus consistent perfor-
mance.

8.1 Layers and width

Arguably the most foundational design strategy for neural architectures is the use of layers, as we
explained in sections 2.3.3 and 2.4.2. Layers come with obvious benefits. Defining an architecture
in terms of layers is simpler than defining it in terms of neurons. Evaluating large numbers of
identical computational units in parallel is computationally efficient on specialized hardware such
as GPUs.

Large portions of this work, such as chapter 4 and parts of chapter 6, are deliberately layer-agnostic
and build directly upon the functional-gradient paradigm as outlined in section 1.3.2. In contrast,
layers are critical to our analysis in chapter 5. Mean field theory is the leading framework for
making specific, quantitative predictions of an architecture’s behavior from its definition. It is
based on taking the width of layers to their theoretical limit at infinity. Of course, without layers,
there is no such thing as width. The wider a network is, the more “layered” we can consider
it. Hence, layers underpin the predictability of architecture behavior, as well as the performance
consistency required for designs to become popular as described above. The layer concept also
underpins this very chapter. We discuss the ZSAD guideline of “using an appropriate width”
further in section 9.7.
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8.2 Linear layers and random initialization

If layers in general are necessary for predictability with mean field theory, randomly initialized
linear layers are necessary specifically. In chapter 5, we largely restrict ourselves to fully-connected
layers and only briefly discuss convolutional layers in section 5.7. The FC operation is one of two
operations on which background theorem 1 is based. The key property that is shared by FC and
convolutional layers is that neurons in the initial state are the dot product of (near-)independent
random weights and a large number of neurons in the dependency. This enables the application
of the central limit theorem, which implies for certain input distributions that linear layers are
meta-Gaussian meta-distributed (section 5.2), and that the random initial state yields effectively
deterministic behavior. The practical predictiveness of mean field theory has been shown in this
work and a large number of prior works.

In mean field theory, as the width of the dependency of an FC layer is taken to infinity, the initial
weight variance of the FC layer must scale inversely with that width in order to yield convergent
behavior. This implies that the FC layer must use a fixed multiple of the LeCun variance, which
explains the importance of LeCun initialization. In section 2.4.2, we provide a basic explanation
that does not reference mean field theory as to how LeCun and He initialization can induce scale
stability.

Another important benefit of (wide) linear layers is that they have a high-dimensional parameter
sub-vector. Parameter dimensionality is a key statistical measure of model complexity, as we
further discuss in section 9.7. For example, the dimensionality of the parameter sub-vector of
fully-connected layers is dldk, i.e. it scales as the square of architecture width.

Throughout the rest of this chapter, we largely do not discuss convolutional layers explicitly. They
behave largely equivalently to fully-connected layers within the context of this chapter, except
when paired with normalization layers. Of course, additional issues arise with convolutional layers,
as discussed in e.g. Xiao et al. [2018], that go beyond the scope of this work.

8.3 Activation layers

Neural networks require layers that make them non-linear. Activation layers apply the same nonlin-
ear functions to each component of the dependency and usually do not have a trainable parameter
sub-vector. Hence, activation layers can be viewed as the simplest possible nonlinear layer. We
are not aware of any fundamental reason why nonlinearity should be introduced specifically in
elementwise layers. For example, consider background theorem 1. While it is stated in terms of an
elementwise operation, it could be generalized to many other nonlinear operations that behave in
a regular and reasonable way as width converges to infinity. By reducing the complexity of non-
linear layers down to activation layers, we can derive comprehensive results, such as expressing
mean field properties of architectures in terms of 1D and 2D Gaussian expectations of activation
functions, as is done in theorem 5 / table 5.3. Focusing on activation layers allows us to enumerate
the types of architecture behaviors that can be obtained for “arbitrary nonlinear layers”, as we do
e.g. in this chapter.
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8.4 Macro-layers

Dependency chains of consecutive linear layers, especially fully-connected layers, are undesirable,
barring specific design objectives such as dimensionality reduction, as the space of functions that
can be represented by two consecutive linear layers can generally also be represented by a single
linear layer. Using consecutive linear layers can complicate training with gradient methods [Saxe
et al., 2014]. We further discuss the pathology of not separating linear layers with (sufficiently)
nonlinear layers, termed ‘pseudo-linearity’, in section 9.6.

Similarly, composing an activation layer with activation function τ (1)(s) with another activation
layer with activation function τ (2)(s) is equivalent to a single activation layer with activation func-
tion τ (2)(τ (1)(s)). Hence, we generally wish to alternate linear layers and activation layers, which
leads to macro-layers.

8.5 Plain architectures

In this section, we study plain architectures as defined in section 5.4.2. In practical simple fully-
connected architectures, all macro-layers indeed tend to be identical. We are not aware of any
benefits of this convention besides simplicity.

Gaussian stability In plain architectures, Gaussian stability is closely related to mean field Gaus-
sian stability as explained in section 5.6. Layer quadratic means diverge from the mean field limit
l approximately if L′τ (l)l

Lτ (l)
> 1. For popular activation functions given in the top row of figure 2.1,

as well as their debiased variants, we indeed find in figures 5.5 through 5.8 that L′τ (λ)λ
Lτ (λ)

never sig-
nificantly exceeds 1 for any 0 < λ < 2, i.e. when there is scale stability. We have not observed
significant Gaussian instability in any of our experiments with these activation functions.

Scale stability From table 5.3, we obtain lL = LMτσ(l0), where τσ is the activation function that
first multiplies its input with σ and then applies τ and M is the number of macro-layers. This is
precisely the scenario we studied in section 5.4.2. To achieve mean field scale stability, Lτσ must
stay close to 1 upon iteration. This is necessarily the case when Lτσ(l0) = l0 and l0 is itself close
to 1. When we approximate Lτ with the identity, this yields σ2 = 1, i.e. the LeCun variance
itself. Setting τ to ReLU, we obtain σ2 = 2, which corresponds to the He variance. Table 5.5
shows that this is also the only value of σ that works for ReLU. SeLU was designed specifically to
achieve Lτ (1) = 1 so that the LeCun variance and unit scale inputs would induce mean field scale
stability. For tanh, Lτ converges to zero upon iteration when σ2 = 1, but only slowly. It converges
exponentially to zero when σ2 < 1. When σ is somewhat larger than 1, we have stability.

Theorem 6 states that the sequence (LMτσ(l0))M (i) is strictly increasing and diverges to infinity
or (ii) converges. It should be easy to determine into which camp a given (τ, σ) pair falls. If
convergence is achieved, modifying both τ and σ to achieve convergence at or near 1 is also easy.
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Figure 8.1: Initial NLC vs LBIAS for study A and B architectures. Type 1 architectures are
depicted in blue, type 2 architectures are depicted in red and type 3 architectures are depicted in
grey. (Types are prominently defined in section 8.5.) Red and blue markers are displayed in the
foreground relative to grey markers and thus may fully or partially occlude them. Inset graphs in
the top right are magnifications of the region 0.8 < NLC,LBIAS < 2000. Conclusion: The
three different architecture types show very distinct behavior.
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NLC and neuron bias Now, we assume mean field scale stability. Specifically, we consider
plain stable(q, 1) architectures as considered in section 5.4.3, where we have σ = 1

l0
= 1√

q
and

Lτ (1) = l0 =
√
q. As in sections 5.4.3 and 5.4.4, we can easily obtain equivalent results for plain

stable(q, q′) architectures with q′ 6= 1.

From table 5.3, as in section 5.4.3, we obtain cL = qC̃Mτ (c0) from the above assumptions, where
C̃τ = Cτ

Cτ (1)
. Let us revisit the three convergence cases of theorem 7. In section 5.4.4, we explained

that in case 3 the mean field NLC diverges exponentially with M . On the other hand, in case 2 we
have sub-exponential divergence and in case 1 we have exponential convergence as long as C̃τ is
twice differentiable at 1. We can similarly apply this case breakdown to LBIAS, which has mean
field limit

√
1

1−cL
in our scenario. In case 3, mean field LBIAS converges to

√
1

1−clim . In case 2,
mean field LBIAS diverges sub-exponentially. In case 1, LBIAS diverges exponentially.

This analysis reveals an intriguing “trichotomy”. Either (1) mean field NLC converges and mean
field LBIAS diverges exponentially; or (2) mean field LBIAS and mean field NLC diverge sub-
exponentially; or (3) mean field LBIAS converges and mean field NLC diverges exponentially.
(Going forward, we leave open the case where C̃τ is not twice differentiable at 1 and C̃′τ (1) < 1.
We also leave open the case where τ is not piecewise 5-differentiable as assumed in theorem 7.)
Notably, this trichotomy was first observed by Poole et al. [2016] in the context of simple tanh
architectures, though of course it was not phrased in terms of NLC / LBIAS. See also section 9.2.

It turns out that this trichotomy is very prominent in our empirical studies. While most of our
architectures are not quite as simple as the plain architectures we consider in this section, it is
nonetheless possible to associate each of them with one of the three cases of the trichotomy. Let’s
first consider our activation functions in tables 5.5 through 5.8. For (undebiased) softplus, sigmoid
and Gaussian, the stable fixed point of C̃τ is at 1 and the convergence rate exponential. Hence,
those activation functions suggest case 1. For (undebiased) ReLU and abs. val., the stable fixed
point of C̃τ is at 1 and the convergence rate is sub-exponential, suggesting case 2. For (undebiased)
even tanh, the stable fixed point of C̃τ is close to 1 and the convergence rate, while exponential, is
relatively slow. This still suggests case 2. For all debiased activation functions as well as SELU,
Swish, tanh, square and odd square, the stable fixed point of C̃τ is significantly different from 1,
suggesting case 3. (We do not consider sawtooth here, as it was not used in study A or B.)

Another crucial factor with respect to the trichotomy is batch normalization. We discuss this in
detail in the next section. For now, we note that a BN layer always “resets” c to zero. In a mean
field sense, this is similar to activation function debiasing. Hence, the presence of BN suggests
case 3. We thus divide our study A and B architectures into three types.

Type 1 The architecture does not use BN, does not use activation function debiasing and is
based on one of softplus, sigmoid or Gaussian.

Type 2 The architecture does not use BN, does not use activation function debiasing and is
based on one of ReLU, abs. val. or even tanh.

Type 3 The architecture uses BN, or uses activation function debiasing, or is based on one of
SELU, Swish, tanh, square or odd square.
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In figure 8.1, we plot the initial NLC vs initial LBIAS for our study A and B architectures. Type 1
architectures are depicted in blue, type 2 architectures are depicted in red and type 3 architectures
are depicted in grey. Indeed, we find a very strong pattern. Type 1 architectures always have small
NLC but can have large to very large LBIAS. Type 2 architectures can simultaneously have large
NLC and LBIAS, but never have very large values. Type 3 architectures always have small LBIAS,
but can have large to very large NLC. Note that small LBIAS / NLC values can be attained by
shallow architectures of any type. The strength of this pattern is noteworthy given that we did not
take into account architecture properties like activation function scaling / shifting / linearization,
skip connections, layer normalization, convolution, pooling, etc. that arise in our architectures as
described in sections 3.1.1 and 3.2.1. Also see our full list of architectures with definition and
metric values in the appendix in chapter A.

Which of the three cases is preferable? Assuming the true input-label function has no special
properties that need to be imitated by the network, we are not aware of any benefits of a non-zero
LBIAS in the initial state. In contrast, a certain amount of nonlinearity is desirable. Hence, we
argue case 3 is best. For example, the biasedness of sigmoid explains the increase in popularity of
tanh relative to sigmoid.

To build deep networks, we need relatively small nτ values. Consider table 2.1. If we rank the
activation functions by their nτ (1, 0) values given in e.g. table 4.3, the popular activation functions
in the top row attain five out of the lowest six nτ (1, 0) values. Hence, a relatively small activation
function NLC is a prerequisite for a popular activation function. In fact, many of the “ReLU
spin-offs”, such as SELU, ELU, Swish and softplus, have significantly lower nτ (1, 0) than ReLU.
Interestingly, this fact was largely unknown to the designers of those activation functions. Their
superiority over ReLU, especially in deep networks, was often rationalized in somewhat ad hoc
ways. Many of these ReLU style activation functions also require an additional debiasing method,
such as BN or explicit activation function debiasing, in order to not induce an excessive LBIAS.

As we argued in section 6.4, in simple architectures, LBIAS is a good proxy for neuron bias in
general. Hence, our discussion of LBIAS above and in the sections below applies to neuron bias
in general.

Training stability As we explained in sections 6.2, 6.3 and at the end of section 5.3.3, an un-
controlled growth of the overall weight magnitude during training can lead to an increase of q̂k
/ ĉk at the dependencies of activation layers fl. This can drastically change nτ (q̂k, ĉk) and hence
n̂. The nτ (λ

2, 0) curves of tables 5.5 through 5.8 indicate the susceptibility of different activation
functions to this effect. We specifically note that this curve is constant for ReLU (as well as abs.
val.) because we have τReLU(cs) = cτReLU(s) for all c > 0. Hence, ReLU mitigates the harm
of training instability and is more forgiving to an improper initial weight variance. This was one
of the major reasons for the rise of ReLU, as it addressed what was known as the “exploding /
vanishing gradient problem in sigmoid / tanh networks” which we detail in section 9.1.5.4.

SELU Klambauer et al. [2017] gave the following design criteria for SELU. (Of course, they did
not phrase them in the same way.)

• similar to ELU
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• Lτ (1) = 1

• Cτ (0) = 0

• L′τ (1) < 1

These criteria correspond to scale stability in LeCun initialized plain architectures with unit scale
inputs, activation function debiasing and mean field Gaussian stability, respectively. However,
SELU’s low activation function NLC, arguably its most important property, remained “undiscov-
ered”.

8.6 Depth

Assuming scale stability, the nonlinearity path equation implies that n is bounded above approxi-
mately by nτ (1, 0)M . The largest nτ (1, 0) value attained by a popular activation function in table
2.1 is 1.21, and it is attained by ReLU. Hence, if we want a plain stable architecture to have a
higher degree of nonlinearity than 1.21 as measured by mean field NLC using a popular activation
function, we must have multiple macro-layers. We suspect that in complex tasks such as ImageNet,
an NLC as low as 1.21 is not ideal. To achieve a mean field NLC of e.g. 2 with ReLU, we need
at least 5 macro-layers. This is a key reason behind the success of deep networks. However, it is
not clear what the practical downsides of using activation functions more nonlinear than ReLU in
a shallow network are relative to using ReLU in a deeper network. This is an interesting topic for
future work. We discuss the ZSAD guideline of “using an appropriate depth” further in section
9.4.

8.7 Normalization layers

When a macro-layer uses a normalization layer, that normalization layer is generally placed di-
rectly before the activation layer. Training stability explains this choice. As discussed above,
as the weights in linear layers grow, the mean field NLC of the network can change drastically.
This can be mitigated by normalization layers, which explicitly control the magnitude of neuron
values. If normalization layers are placed after the activation layer, weight growth in the linear
layer can still affect the magnitude of inputs to the activation layer. It is generally said that one of
the key benefits of normalization layers is that they “enable larger learning rates”, which directly
corresponds to training stability.

While there are commonalities between the behavior of different normalization layers, there are
also important differences. As always in this work, we compare and contrast BN and LN.

At a BN layer fl, we have Exfl = 0 by definition. Hence, BN removes neuron bias. In table 5.3,
we find that at an LN layer fl we have cl

ql
= ck

qk
. Hence, LN preserves bias in a mean field sense.

This is the most important reason for the greater popularity of BN relative to LN. In the previous
section, all our BN architectures fell under type 3, which we argue is best, whereas the type of
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architectures with LN depended on the activation function. Note that when convolutional layers
are used, the definition of BN changes slightly, as explained in section 2.4.1.2. In that case, the
degree to which BN removes neuron bias is less clear-cut.

When it comes to Gaussian stability, though, LN has the advantage. A core feature of Gaussian
instability is the divergence of layer quadratic means, as explained in e.g. section 5.6. LN sets
the quadratic mean for each individual layer value to exactly 1, independently of the layer width
or batch. Therefore, Gaussian instability is eliminated. In contrast, while BN sets the quadratic
mean across the entire batch to 1, it fails to do so for individual layer values. Therefore, Gaus-
sian instability is not eliminated. Throughout this work, our fully-connected GUAs used BN or no
normalization. Fully-connected architectures with LN never exhibited Gaussian instability. This
benefit is severely impaired if convolutional layers are used. The problem is that some spatial re-
gions of layers can grow or shrink relative to other regions, which can still lead to low performance.
Throughout the work, convolutional architectures with LN were still considered GUAs depending
on activation function.

Both BN and LN ensure scale stability. Neither BN nor LN directly control the NLC, but can have
drastic indirect effects by e.g. changing convergence type.

BN leads the output returned for an individual input to depend on other inputs in the batch, which
are generally selected randomly. In practical situations, the batch size can be as small as 1 due to
computational resource constraints. The smaller the batch size, the greater the chance of harmful
noise instability (section 6.5). This has motivated a search for BN replacements for small-batch
situations [Ioffe, 2017].

8.8 nlnorm

Unlike the other design strategies covered in this chapter, nlnorm, which we introduced in the
previous chapter, is, of course, not currently a popular design strategy. We cover it here for com-
parability.

nlnorm has a three-fold objective: ensure scale stability, eliminate neuron bias, control nonlinearity.
To our knowledge, no normalization method has thus far granted explicit control over nonlinearity.
A disadvantage of nlnorm relative to normalization layers is that nlnorm does not mitigate training
instability induced by weight growth. In fact, the “normalization by recursion” principle, which
normalizes layers closer to the output by assuming layers closer to the input are already normalized,
is especially susceptible to weight growth. Despite the fact that there was not a great performance
boost observed by normalization layers in figure 7.5 when nlnorm was used, normalization layers
should be able to provide significant value on top of nlnorm to reduce e.g. training instability. Also,
LN can eliminate Gaussian instability, whereas nlnorm generally does not. Note that nlnorm, as
given in figure 7.1, applies directly only to simple architectures.
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Figure 8.2: Initial NLC and LBIAS for study A architectures. Architectures are placed on the
x-axis in the order of their y-axis value. Architectures depicted in red are residual, and normal-
ization layers are placed between residual units. Architectures depicted in blue are residual, and
normalization layers are placed only within residual blocks. Architectures depicted in black are
not residual. Conclusion: Skip connections significantly reduce both NLC and LBIAS. This effect
is stronger when normalization layers are placed only within residual blocks.

8.9 Skip connections

NLC and LBIAS The primary reason why skip connections increase performance is that they
reduce nonlinearity. In figure 8.2A-C, we plot the initial NLC of our study A architectures on the
y-axis. On the x-axis, we arrange all architectures by NLC magnitude from left to right. Red and
blue bars correspond to residual architectures. We find that residual architectures indeed tend to
have lower NLCs.

The nonlinearity path equation explains this. Using the notation from the end of section 2.4.2 and
assuming that the mean field NLC of the skip connections is 1, we obtain

n(f+(fs(fa), fr(fa)))
2

=
(qs − cs)n(fs(fa))

2 + (qr − cr)n(fr(fa))
2

qs − cs + qr − cr

= 1 +
qr − cr

qs − cs + qr − cr
(n(fr(fa))

2 − 1)
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The square of the mean field NLC of a residual unit is the weighted average of the square of the
mean field NLC of the residual block and the square of the mean field NLC of the skip connection.
Both branches are weighted by their respective “output variance” qr − cr / qs − cs. Depending on
the value of these variances, the mean field NLC of the unit can be far closer to 1 than the mean
field NLC of the block by itself. When the mean field NLCs of residual units are multiplied in the
nonlinearity path equation, the effect on the NLC of the entire network can be drastic. In one of
our prior works [Philipp et al., 2018], we give a detailed, visual explanation of this effect, which
we term ‘k-dilution’.

Let’s look at a specific example. Consider an architecture composed of macro-layers composed of
a BN layer, an activation layer with activation function τ , a fully-connected layer and an addition
layer. The addition layer adds the output of the fully-connected layer together with the output of
the previous addition layer. The mean field NLC of each residual block is then equal to nτ (1, 0).
qr − cr is fixed across macro-layers whereas qs − cs grows linearly as the signal accumulates.
Hence, we have

n(f+(fs(fa), fr(fa))) =

√
1 +

qr − cr
qstart − cstart +m(qr − cr)

nτ (1, 0)2

where m is the index of the macro-layer, qstart / cstart are taken at the start of the first residual unit
and the addition layers are assumed to use addition weights equal to 1. Hence, the mean field NLC
of the residual units behaves as 1 + O( 1

m
) as the macro-layer index increases. In plain language,

the deeper the network goes, the less nonlinear the residual units become.

This simple example actually explains and is representative of the type of residual architecture that
became popular starting from He et al. [2016b], where skip connections bypass two macro-layers
and convolutional layers are used in addition to BN. The mean field NLC of units still decreases as
1 +O( 1

m
). This is the reason why these residual architectures work at enormous depths. However,

the product of a series that behaves as 1 + O( 1
m

) still diverges. Hence, there usually does come a
depth at which one observes increased error even with this type of residual architecture.

Let’s consider a slightly altered example. Instead of having the addition layer add the fully-
connected layer together with the last addition layer, we have it add the fully-connected layer
to the previous BN layer. This means that normalization occurs between residual units, not within
residual blocks. Now we have

n(f+(fs(fa), fr(fa)) =

√
1 +

qr − cr
1 + qr − cr

nτ (1, 0)2

Hence, the mean field NLC of the residual units behaves as O(1) as the macro-layer index in-
creases. So n is exponential in the number of macro-layers, which mirrors the behavior of non-
residual architectures with BN. Adding this type of skip connection “only” reduces n by a constant
factor in log space. Because this between-unit normalization type is less effective at reducing the
NLC, the within-block normalization type became the popular standard.

In study A, we considered both types of residual architecture, which we now compare empirically.
In figure 8.2A-C, residual architectures that use within-block normalization are depicted in blue.
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Figure 8.3: Initial NLC vs test error for study A architectures. Graphs mirror those in figure
4.2. Architectures depicted in red are residual. Architectures depicted in black are non-residual.
Architectures with an initial LBIAS greater than 10 and GUAs are omitted. Conclusion: Residual
architectures tend to have lower NLCs than non-residual architectures and tend to outperform non-
residual architectures of comparable NLC, at least when 1 ≤ NLC ≤ 100.
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Residual architectures that use between-unit normalization are depicted in red. Non-residual ar-
chitectures are depicted in black. Indeed, we find that blue architectures tend to have lower NLCs
than red architectures, which tend to have lower NLCs than black architectures. Note that in 50%
of our study A residual architectures, we apply an addition weight less than 1 to the skip connec-
tion. This tempers their NLC-reducing effect. Without this, the pattern in figure 8.2 would be more
pronounced. See section 3.1.1 for details.

Just like skip connections tend to significantly reduce NLC, they tend to significantly reduce
LBIAS, as shown in figure 8.2D-F. Again, within-block normalization is more effective at this.
Of course, the ideal outcome of eliminating neuron bias is not achieved, not even in the mean field
sense.

Scale stability In terms of scale stability, skip connections can actually be harmful. In the within-
block normalization example above, we found that q grows linearly from macro-layer to macro-
layer. If the normalization layer is removed entirely, things become more problematic. As the q
value grows, so do the inputs to the activation function. If the activation function is e.g. tanh, then
nτ (qk, ck) values increase with depth, which defeats the purpose of skip connections. If the activa-
tion function is e.g. ReLU, then q increases exponentially from unit to unit. This is why skip con-
nections are always paired with normalization layers in practice. Zhang et al. [2019] constructed
normalization-free residual architectures. However, these architectures require a specialized and
cumbersome weight initialization scheme, and may still be susceptible to training instability. De
and Smith [2020] use trainable addition weights initialized to zero instead of normalization layers.
As they point out, they need to use smaller learning rates due to training instability.

ResNet vs nlnorm We introduced nlnorm as the first method that explicitly turns the NLC into
a tunable hyperparameter. It would be interesting to consider to what extent the addition layers of
ResNets can be used in a similar fashion. An addition layer can apply addition weights to the skip
connection and residual block that are unequal to 1. We then have

n(f+(fs(fa), fr(fa))
2 = 1 +

w2
r(qr − cr)

w2
s(qs − cs) + w2

r(qr − cr)
(n(fr(fa))

2 − 1)

By controlling wr and ws, we can control the mean field NLC of the residual unit and hence of
the architecture itself. The similarity between this and nlnorm becomes even more clear when
we realize that nlnorm using the ‘linear interpolation’ linearization method given in section 7.1 is
equivalent to using identity skip connections that bypass only the activation layers. It is interesting
to consider to what extent tuning the l parameter of nlnorm yields similar outcomes compared to
tuning the addition weights in a residual architecture where skip connections bypass many layers.

Related work Our finding that popular types of ResNet exhibit “polynomial behavior” rather
than “exponential behavior” with increasing depth is mirrored by e.g. Yang and Schoenholz [2017],
Labatie [2019], De and Smith [2020]. Greff et al. [2017], Jastrzebski et al. [2018] showed that with
depth, residual units have a diminishing impact on the network output. However, our work goes
beyond this. Via e.g. the nonlinearity path equation, it is possible to place skip connections in the
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network and choose their strength deliberately to achieve target values for properties like the NLC,
just like in nlnorm. Our analysis is also not limited to ResNet, but is fundamentally applicable to
all the myriad neural architectures that have been proposed in the wake of ResNet that additively
combine paths which significantly differ in their nonlinearity (e.g. FractalNet [Larsson et al.,
2017], DenseNet [Huang et al., 2017a], Residual networks of Residual networks [Zhang et al.,
2017], Inception [Szegedy et al., 2016]).

“Unexplained” performance gains It has been reported that residual architectures outperform
non-residual architectures even when controlling for a range of factors. We find that this is true
in our experiments as well. In figure 8.3, we repeat the results of figure 4.2, but this time (i) we
depict all residual architectures in red, (ii) we omit architectures with initial LBIAS greater than
10 and (iii) we omit GUAs. (In other words, we omit architectures that were plotted in red or green
in figure 6.19 due to a known pathology.) Among architectures depicted in figure 8.3, we find that
residual architectures do not just tend to exhibit lower NLC values, as also shown in figure 8.2, but
overall attain significantly lower test error values at any given NLC level within the critical range
1 ≤ NLC ≤ 100.

8.10 Orthogonal initialization

Orthogonal initialization contributes to improving the overall ‘orthogonality’ of the architecture.
We do not investigate the ZSAD guideline of orthogonality in detail in this work, but define it and
discuss related work in section 9.5.

8.11 Bias vector initialization

Setting components of bias vectors that arise in bias layers to zero in the initial state prevents those
bias layers from inducing neuron bias or scale instability. Of course, the picture is less clear during
and after training. While it is possible for a bias layer to learn to remove neuron bias that arises
in its dependency, it often ends up learning to introduce significant biases. The key is that those
biases are learned explicitly and are not random or a byproduct of other learning processes. The
reasons behind the potential benefits of learned biases are an interesting topic for future work.

8.12 Scaling vector initialization

Setting components of scaling vectors that arise in elementwise multiplication layers to 1 in the ini-
tial state prevents those elementwise multiplication layers from inducing scale instability. Similar
to the bias vector, the scaling vector can induce significant scale changes during and after training.
The benefit of learning such explicit changes is an interesting topic for future work.
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Design strategy NLC no neuron bias scale st. Gaussian st. training st. noise st.
LeCun / He var. - - yes - -
Activation layers enables - - - -
Bias vector init - not harmful not harmful - -
Scaling vector init - - not harmful - -
ReLU - - - Gauss. edge improves
softplus reduces - - yes -
SELU reduces yes - yes -
tanh - yes - yes -
Depth enables - - - -
BN - yes, esp. FC yes - improves can harm
LN - - yes FC only improves
nlnorm yes yes yes - -
Skip connections reduces improves can harm - -

Design strategy Gaussian stability parameter dim. orthogonality no pseudo-linearity
Linear layers / ran-
dom init

prerequisite contributes - -

Macro-layers - - - enables
Orthogonal init - - contributes -

Table 8.1: Very high-level summary of how building blocks and design strategies relate to ZSAD
guidelines in the context of the simple architecture designs discussed in this chapter. “yes” means
that the design strategy is consistently effective at causing the architecture to follow the guideline.
See earlier sections of this chapter for details.

8.13 Summary

We summarize the insights of this chapter in table 8.1. Of course, this table is very high-level and
relies on prior sections for context. See chapter A in the appendix for detail on how building blocks
influenced properties and metric values of each of our architectures.

We do not claim that we have given a complete and exhaustive explanation of the benefits of the
discussed strategies in this chapter, if such a thing is even possible. For example, we showed
that skip connections confer performance benefits that are not explained in this work and, to our
knowledge, not adequately explained in literature in general. Batch normalization has recently
been linked to orthogonality [Daneshmand et al., 2020].
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Chapter 9

The NLC versus related work

Determining what is “related work” in the context of this work is challenging because of the gener-
ality and breadth of the topics contained herein. The idea of architecture design can be understood
broadly to include anything from neural architecture search to the theory of depth-2 ReLU net-
works; anything from an empirical survey of architecture types to a proposed new layer operation.
In section 1.4, we defined the term ‘zero-shot architecture design’ to describe and distinguish our
approach to architecture design and to place our work within the spectrum of deep learning re-
search. Hence, we will focus this chapter on ZSAD guidelines that have been proposed previously.
Of course, since we introduce the concept of ZSAD in this work, no prior work has explicitly
identified a strategy as being a ZSAD guideline. Hence, we must make the determination of “what
counts”, which is, unfortunately, inevitably, a subjective process. Non-ZSAD related work is dis-
cussed e.g. in sections 1.3, 1.4.3, 5.1, 7.2 and 8.9.

Even within the ZSAD sub-field, like in any other sub-field of deep learning research in the year
2020, there is a very large number of ideas that have been worked on in a small number of studies.
Some relatively widely known examples of such ideas are “avoid dying ReLUs” [Trottier et al.,
2017], “maximize trajectory transitions” [Raghu et al., 2017] and “avoid covariate shift”, as dis-
cussed in section 6.3. We made the decision to focus this chapter on examining the most prominent
and well-developed ZSAD guidelines in detail. Many of the critiques we have for those guidelines
can be applied directly to a large fraction of the ZSAD landscape. If we can show that our work
in many ways improves upon those guidelines which have been fleshed out most, then we believe
there is a good chance this work advances the state-of-the-art as a whole. We hope this chapter can
serve as a blueprint for the reader for analyzing guidelines they are interested in, and for comparing
them to the NLC.

This chapter explains the genesis of the NLC. It was developed to build upon valuable insights
gleaned from ZSAD guidelines presented in this chapter while addressing their shortcomings. Our
analysis of the NLC is based on the 10 utility criteria given in figure 1.3. In the introduction
in section 1.3.6, we stated that existing guidelines “remain vague and circumstantial because (i)
there are no well-defined, agreed-upon metrics that measure concepts like exploding gradients and
overall width in practical situations; and (ii) while prior research presented evidence that these
guidelines lead to success in certain situations, their generality is unclear”. Hence, while we show
that the NLC is strong along all 10 criteria, we saw the need to develop it primarily because of
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criteria 1, 7 and 10. While neural architecture design had long been viewed as a “dark art”, we
think this work can be a step in the direction of a more scientific approach to architecture design
research based on well-defined metrics and general principles. We argue that such an approach
could greatly accelerate progress in architecture design research.

Like in chapter 6, each section of this chapter is dedicated to one ZSAD guideline. Whereas chapter
6 introduced novel guidelines and fleshed out existing ones via novel analysis, this chapter focuses
on existing guidelines through the lens of prior work, and through the lens of the deep learning
community as a whole, although some novel analysis is presented as well. Our overall argument
is that the guidelines we discuss here are either (i) improved upon / (partially) superseded by our
guidelines or (ii) naturally complementary to them. Guidelines that fall more into category (i) are
presented with a “vs” in the section title. Guidelines that fall more into category (ii) are presented
with an “and” in the section title, though there is no hard distinction.

Background from prior chapters Throughout this chapter, we use the terminology, notation
and conventions of section 2.7. In places, we use the empirical studies laid out in chapter 3 for
validation. We recommend reading at least summary section 3.6.

We compare and contrast our guidelines in this chapter primarily against the NLC, scale stability
and neuron bias. Key sections for those guidelines include 4.2, 4.4.1, 6.2 and 6.4, though we argue
the advantageousness of the NLC based on all results from prior chapters. We also repeatedly
reference the convergence behavior of the mean field limit quantities with increasing depth as
discussed in sections 5.4.2, 5.4.3, 6.4 and 8.5. We reference a range of other sections when relevant
for discussion.

Technical considerations As discussed in section 4.2, we implicitly assume things like integra-
bility (section 2.6.2), differentiability (section 2.6.1) and non-zero denominators when necessary.

9.1 NLC vs exploding / vanishing gradients

One of the most well-known ZSAD guidelines, which dates back many decades, is the avoidance
of exploding and vanishing gradients, which we shorten to EVG. Many of the foundational papers
of modern architecture design [Glorot and Bengio, 2010, He et al., 2015, Ioffe and Szegedy, 2015,
He et al., 2016a] as well as mean field theory [Poole et al., 2016, Xiao et al., 2018] reference the
concept, though as we will show, not always without issues.

There are many quantitative and conceptual similarities between EVG and NLC, as well as many
crucial differences. If we were to make a single argument for the importance of the NLC based on
its relationship to prior work, it would be the degree to which it improves upon the EVG concept.
We argue that the NLC, together with LBIAS, at least in the context of feedforward networks, is
the natural evolution of the EVG concept. While the NLC can be viewed as merely a measure of
EVG, we argue that the NLC stands on its own and does not need to be viewed through this lens.

In each of the following subsections, we present one criticism of the EVG concept.
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In one of our prior works [Philipp et al., 2018], we introduced the ‘gradient scale coefficient’ (GSC)
as a measure of EVG. The NLC is a further evolution of GSC.

9.1.1 Exploding / vanishing gradients are not well-defined

When trying to avoid EVG, the question “When does a network have EVG?” immediately arises.
There is no consensus answer to this question. Many studies concern themselves with stabilizing
gradients in some form, and not all of them use the terms “exploding gradients” and / or “vanishing
gradients”. Oftentimes, a measurement for EVG is chosen ad hoc and without justification.

Which metric should be used for determining the presence of EVG? Should we care about the
quadratic mean of the gradient vector [Schoenholz et al., 2017, Yang and Schoenholz, 2017], or
about the variance of gradient vector components as induced by the parameter initialization scheme
[He et al., 2015, Glorot and Bengio, 2010], or about the singular values of the Jacobian [Saxe et al.,
2014, Pascanu et al., 2013, Pennington et al., 2017]? Depending on the metric used, different
strategies arise for combating EVG, as we will show in section 9.1.3.

Even if we decide on a metric which can be applied to a specific object like a gradient vector or
Jacobian, it is still unclear which object to apply it to. Should we apply it to the gradient with
respect to the input? Should we apply it to the gradient with respect to intermediate layers, or the
gradient with respect to the parameter? The terminology of EVG suggests that the gradient “is
first of moderate size, but then becomes enormous / tiny”. It is derived from the backpropagation
algorithm and the chain rule. The gradient with respect to layers further away from the output is
the (sum-)product of many layerwise gradients. If the factors in that product are consistently larger
/ smaller than 1 according to some norm, then the product “explodes” / “vanishes” as additional
factors are added as we consider layers further and further away from the output. Detecting this
specific behavior is even harder than merely measuring gradients. What happens if gradient mag-
nitude does not change monotonically, or in varying increments, or converges rather than diverges?
What if the network is not a single dependency chain and there is no clear notion of “closer to” or
“further from” the network output?

The NLC is well-defined in terms of the network Jacobian, input covariance and output covari-
ance. Hence, in contrast to EVG, it explicitly does not depend on the loss function or intermediate
network layers. Because the effectiveness of the NLC is based on matching the network function
to the true input-label function, it does not need to concern itself explicitly with whether there is
“explosion” or “vanishing” from layer to layer. The definition of the NLC, as opposed to other
popular measures of EVG, is theoretically justified.

9.1.2 Exploding / vanishing gradients are confounded by re-scaling

When evaluated before training, the NLC is predictive of performance after training. In certain
contexts, the same is true for EVG as we show in section 9.1.5. Of course, there likely would not
be a large amount of momentum behind EVG if this was not the case. However, EVG lacks general
predictiveness, because there exist network transformations based on re-scaling that do not alter
architecture performance, but are capable of arbitrarily changing the presence of EVG. To make
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Figure 9.1: Metric values for various simple fully-connected architectures on waveform-noise,
in the final state (test error) or initial state (other metrics). We use regular, un-augmented
softmax+cross-entropy as the loss function. See the top of each graph and section 3.3 for de-
tails. Test error is plotted on the left y-axis and all other metrics are plotted on the right y-axis. In
each graph, we vary a single hyperparameter and depict how metric values vary. Averages across
random seeds are taken in log space for metrics depicted in log scale (NLC, GVCS and GLEN).
Conclusion: NLC correctly predicts performance in the presence of confounding hyperparameter
changes, whereas other metrics do not.
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this concrete, we require a metric to measure EVG for the purpose of our analysis. In fact, we will
consider two metrics as defined below.

Metric definition 31. The ‘gradient vector component size (GVCS)’ is

GV CSl(f, `,D) =
√

E(x,y)Eigl(x, y)[i]2

Metric definition 32. The ‘gradient vector length (GLEN)’ is

GLENl(f, `,D) =

√
1

dL
E(x,y)||gl(x, y)||22

GVCS captures the approach of measuring EVG from Schoenholz et al. [2017], Yang and Schoen-
holz [2017]. While GLEN and GVCS are trivially related via

√
dL
dl
GLENl = GV CSl, important

differences arise when measuring EVG via one or the other, as we show below. While we will
frame a lot of our analysis of EVG in terms of those two metrics, our analysis is not specific to
those metrics and would largely apply to any other metric that is tied strictly to layer gradient
magnitude, as we also mention in section 9.1.9.

We begin our analysis in this subsection by discussing three concrete examples of re-scaling trans-
formations that confound EVG and then explain the general principle behind them. Consider an
architecture that starts with a linear layer and then a BN or LN layer. We transform the dataset by
multiplying all inputs with some constant c > 0. Clearly, this does not alter the output returned
by the network for those inputs, nor does it change the parameter gradient. Therefore, the final
parameter and error values are also invariant when gradient-based training is used. However, mul-
tiplying the inputs by c does multiply the values of GLEN0 and GV CS0 by 1

c
. In figure 9.1A, we

give results obtained from training a depth-5 ReLU-BN architecture where the input was scaled
with different values of c. We find that test error is unaffected, but GLEN0 and GV CS0 vary.

We obtain equivalent results when scaling the loss function with a constant c. This leads GLEN0

and GV CS0 to be multiplied by c. As long as the learning rate is multiplied by 1
c
, the final

parameter and error values are unchanged for e.g. SGD or momentum. In figure 9.1B, we give
results obtained from training a depth-5 ReLU-BN architecture when scaling the loss function with
different values of c. We find that test error is unaffected, but GLEN0 and GV CS0 vary. Note
that the required learning rate adjustment happens automatically in our training protocol, which
independently considers 40 different starting learning rates which are tied to parameter gradient
magnitude (section 3.3 / 3.6). This is yet another example where exhaustive and consistent learning
rate tuning is crucial for a fair and insightful comparison (section 6.6).

Yet another transformation we can consider is the scaling of the initial weight variance. Consider
a He-initialized ReLU architecture. In section 6.2 and figure 6.2A, we gave results from training
such an architecture as well as architectures where the initial weight variance was scaled by some
constant c. Because we have τReLU(cs) = cτReLU(s) for all c > 0, error is only affected by c
because the behavior of the softmax+cross-entropy loss function changes with output magnitude.
We repeat these results in figure 9.1C, and also depict how GLEN0 and GV CS0 vary with c. We
find that both change by a factor of c5! The value 5 stems from the depth of the architecture.
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When changing the input or loss scale, we are not changing the architecture at all. When changing
the weight variance, we are changing the architecture only superficially in the case of ReLU.
(Technically, it is debatable whether the loss function is part of the architecture.) Loss scaling does
not affect test error at all. Input scaling does not affect test error for certain architectures. Initial
weight variance scaling only affects test error in ReLU architectures based on the loss function.
Hence, a measure for a ZSAD guideline should ideally be invariant to these transformations for
the respective architectures. Indeed, we find in figure 9.1A-C that the value of the NLC does not
change. Hence, we can specify an ideal range for the NLC in [1, 5] (sections 4.4.1,4.5), which
would be impossible for GLEN or GVCS without additional assumptions.

All three transformations correspond to variations that occur among practical deep learning sit-
uations. Practitioners may choose to process and normalize their data in different ways, which
may correspond to a change in input scale. Not all loss functions have an agreed-upon scale. For
example, the L2 loss is sometimes defined to be 1

2
||f − y||22 and sometimes defined to be ||f − y||22.

When a custom loss function is created, it does not even have a “correct scale”. Finally, the ini-
tial weight variance is so non-standardized that neither TensorFlow nor PyTorch even has LeCun
initialization as the default setting! Hence, all three confounders we describe are of significant
practical relevance.

All three transformations are linear. In propositions 4 and 5, we already gave two examples
of how the NLC is not affected by linear transformations. It turns out that there is a general
class of linear transformations which can manipulate GLEN / GVCS but not NLC or error. Let
fl(θl, fkl[1], .., fkl[Kl]) be the l’th non-input layer as a function of its parameter sub-vector and its
dependencies using the notation of section 2.3.4. Then for any c 6= 0, if we simultaneously re-
place all non-input layers in the network with 1

c
fl(θl, cfkl[1], .., cfkl[Kl]) as well as replace `(f, y)

with `(cf, y) and multiply the inputs with 1
c
, the following happens. (i) The network function is

unaffected. (ii) The final parameter value and error is unaffected. (iii) NLCl,m is unaffected for
all 0 ≤ m ≤ l ≤ L with fm a bottleneck for fl. (iv) GLENl and GV CSl are multiplied by c
for all 0 ≤ l ≤ L. Hence, gradient magnitude is susceptible to superficial linear re-scaling at all
layers. The scaling of e.g. linear layers and activation functions is common in deep learning and
throughout this work, so this susceptibility is practically harmful.

We can further extend the scope of this transformation class. If we replace fl(θl, fkl[1], .., fkl[Kl])
with 1

c
fl(cθl, cfkl[1], .., cfkl[Kl]) and multiply the parameter by 1

c
by e.g. changing the variance of its

initial distribution, then parameter gradients can also be scaled arbitrarily. Again, changes in initial
parameter magnitude are common in deep learning. This transformation requires the adjustment
of the learning rate for SGD by a factor of 1

c2
to preserve error. This adjustment touches upon the

deeper question of “What is architecture performance?”. As we argued in section 1.4.1, and as
has become clear throughout this work, in order to discuss architecture performance in a vacuum,
we have to equate it to the best attainable performance as training algorithm and training hyperpa-
rameters such as learning rate vary. (Caveat: sharp valley problem. See section 3.5.9.) Therefore,
if the scaling of layers and parameter initialization scheme requires a change in learning rate to
compensate, then we still consider the scaled architecture to have exactly the same performance as
the un-scaled architecture. Since we do not consider there to be a “special learning rate”, we can
neither prefer the original nor the scaled architecture on the basis that it “works with that special
learning rate”.
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Finally, we can generalize our transformation class further by allowing different constants c at each
layer, which would allow us to simulate gradual gradient explosion or vanishing when choosing
increasingly large / small constants respectively in the direction away from the output layer. If we
scale the initial parameter sub-vectors by different constants, we would have to allow SGD to use
layer-wise learning rates to compensate. We would argue that the scaled architecture still has the
same performance as the un-scaled architecture and that layerwise learning rate adjustments are
“allowed” to preserve performance. Finding and using parameter- or layer-specific learning rates
is a common feature of deep learning, and part of both popular training algorithms like Adam and
less popular advanced training algorithms like vSGD [Schaul et al., 2013], pathSGD [Neyshabur
et al., 2015] and Fromage [Bernstein et al., 2020].

In summary, it is possible to induce or eliminate gradient explosion or vanishing to arbitrary de-
grees without affecting performance or NLC, using scalings common to deep learning pipelines.
Hence, gradient magnitude by itself is not robustly predictive of architecture performance.

The transformations discussed here also have important implications for the ‘ensure scale stability’
guideline from section 6.2. It is clear that they are not only able to manipulate gradient magnitude,
but also neuron value magnitude. Hence, they are able to induce or eliminate scale instability to
arbitrary degrees without affecting performance. Hence, the scale stability guideline is conditional
on the use of e.g. un-scaled popular activation and loss functions, as we stressed in section 6.2.
Once we understand the impact of neuron value magnitude on all the building blocks in a given
deep learning pipeline, and we understand how to choose learning rates, scale stability becomes
irrelevant. The ‘avoid neuron bias’ guideline may behave similarly, as indicated by the success of
debiased gradient descent (section 6.4).

We note that the susceptibility of not just GLEN and GVCS, but many other metrics to scaling has
recently received more attention in the community. For example, Jiang et al. [2019], Sanyal et al.
[2020] recognized the importance of scale-invariance when relating metrics to performance and
designed metrics accordingly.

9.1.3 Exploding / vanishing gradients are often entangled with layer width

Let’s look at GLENl and GV CSl from a mean field perspective. We have GLENl =√
1
dL
E(x,y)||gLJL,l||22. Assume fl is a bottleneck. If we model gL as unit Gaussian noise, we

have GLENl ≈
√

1
dL
||JL,l||F . As we showed in section 5.3 for our study A architectures, we

have
√

1
dL
||JL,l||F ≈

√
gL
gl

. Modeling the gradient of the loss function as Gaussian noise, or at
least as independent of the network Jacobian, is a common feature of mean field theory which has
been shown to lead to accurate estimates (e.g. Yang [2020b]). So we obtain GLENl ≈

√
gL
gl

and

GV CSl ≈
√

dLgL
dlgl

. While we omit the results, we verified that these approximations indeed hold
empirically for our study A architectures in the manner of figure 5.9. (Note that if the scale of the
loss function changes, we would also have to adjust the scale of the Gaussian noise and hence the
mean field estimate.)

So, mean field theory reveals that GLEN is the more meaningful metric for capturing EVG as

367



GVCS contains a “nuisance factor” of
√

dL
dl

. Whatever EVG is trying to capture, its mean field
estimate should not explicitly depend on layer width.

We can demonstrate the advantageousness of GLEN by transforming an architecture by changing
its width. In the previous subsection, we re-scaled elements of the learning pipeline and found
that both GVCS and GLEN were confounded. Now we show that width manipulation confounds
GVCS, but not GLEN. We train depth-5 ReLU-BN architectures where the input dimensionality
varies. We achieve this by taking the individual features of the waveform-noise dataset and repli-
cating them c times for some positive integer c. Of course, since we use He initialization, the initial
weight variance in the first fully-connected layer varies accordingly. We also multiply the learning
rate applied to the first fully-connected (FC) layer by 1

c
in order to approximately preserve the

length of the SGD update of the first FC layer, thereby approximately preserving OUTSHIFT as
defined in section 6.6. In figure 9.1D, we find that this joint transformation does not significantly
affect test error, NLC or GLEN0, but GV CS0 is multiplied by 1√

c
.

Changes in input dimensionality are common in deep learning. Many practical datasets have an
enormous number of features, from which only a small number may be sub-selected for training.
Changing the number of selected features changes input dimensionality. Consider image data as
an example. Neighboring pixels tend to be highly correlated. Hence, we may choose to reduce the
resolution prior to training. A measure for a ZSAD guideline would ideally be invariant to this,
especially when convolutional layers are not used. (If convolutional layers are used, we might have
to adjust e.g. the weight tensor size to compensate [Xiao et al., 2018].)

It is even easier to manipulate GV CSl for l 6= 0 via the width of intermediate layers, as we do not
have to change properties of the data. Again, GLEN is largely not susceptible to this.

The superiority of GLEN exposes an interesting and important difference between layer gradients
and layer values. Throughout this work, we have built concepts like length kernel (section 5.4.2),
covariance kernel (section 5.4.5), scale stability (section 6.2) and Gaussian stability (section 5.6)
on layer quadratic means, NOT layer lengths. In the forward pass, the quadratic mean is the
characteristic magnitude measure, but in the backward pass, the length is.

Despite this, GVCS is more representative of how EVG is popularly measured. Hence, many
studies carry the

√
dL
dl

nuisance factor, which often complicates or confounds their analysis. This
occurs even in some of the most prominent architecture design papers. In section 2.4.2, we showed
how the LeCun initialization preserves overall neuron value magnitude / layer quadratic mean.
When a gradient vector is backpropagated through a not-unreasonably-narrow LeCun-initialized
FC layer fl, GLEN is preserved, but GVCS is multiplied by

√
dl
dk

. Thus, when considering GVCS,
it appears as if LeCun-initialization fails. Glorot and Bengio [2010] addressed this point by advo-
cating for what they term ‘normalized initialization’. Specifically, they suggest an initial weight
variance of 2

dk+dl
for FC layers. Their justification is as follows. LeCun initialization causes a

“magnitude shift” of 1 in the forward pass, but
√

dl
dk

in the backward pass. Normalized initializa-

tion causes a shift of
√

2dk
dk+dl

in the forward pass and
√

2dl
dk+dl

in the backward pass. Since
√

2dl
dk+dl

and
√

2dk
dk+dl

are both closer to 1 in log space than
√

dl
dk

when dl 6= dk, normalized initialization
reduces the “severity of the more severe of the two shifts”. Of course, the supposed advantage of
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normalized initialization is not an advantage at all, because there is no reason to preserve GVCS
during backpropagation. However, the disadvantage can be severe, especially in the context of tanh
networks, which Glorot and Bengio [2010] used to justify their initialization scheme. As depicted
in the bottom right of table 5.5 and discussed in e.g. sections 5.4.4, 6.2, 6.3 and 8.5, the mean field
NLC of tanh layers n̂l,k = nτtanh(q̂k, ĉk) is highly susceptible to q̂k. Multiplying q̂k by

√
2dk
dk+dl

can
lead the mean field NLC to be arbitrarily close to 1 when the width is expanding and arbitrarily
large when the width is contracting, both of which are undesirable.

Bizarrely, the LeCun initialization, which was proposed by LeCun at least as early as 1989, has
since 2010 become known as the ‘Xavier initialization’, after Xavier Glorot of Glorot and Bengio
[2010], even though Glorot argued against the LeCun initialization and advocated an arguably
inferior alternative based on a meaningless utility criterion. We are not aware of another case in
the deep learning field where a strategy’s primary name is the first name of an author, much less of
an author who did not propose the strategy.

Several years later, He et al. [2015] applied Glorot’s analysis to ReLU architectures, and concluded
that the initial weight variance would have to be multiplied by 2 relative to an architecture without
ReLU layers. They left open the question of whether 2

dk
, 4
dk+dl

or 2
dl

should be chosen, but also
pointed out that this choice is not critical because of the τReLU(cs) = cτReLU(s) property which has
shown up many times throughout this work. Like Glorot, Kaiming He ended up having his name
associated with the correct choice of 2

dk
, which became the ‘He initialization’ or, less frequently,

the ‘Kaiming initialization’ or ‘MSRA initialization’.

Another example of the conflict between GVCS and GLEN is [Yang and Schoenholz, 2018].
There, the authors identified an expression that corresponds to

√
dLgL
dlgl

as a mean field estimate
of GVCS. Instead of concluding, however, that GVCS is not a meaningful metric, they conducted
experiments to demonstrate that if the gl values are undesirable, this can be counteracted by ma-
nipulating layer width. No evidence was given that this would then improve performance.

9.1.4 Exploding / vanishing gradients lack meaning

In the last two subsections as well as subsection 9.1.6, we outline situations where EVG fails to
predict test error. However, we do not consider this the most important argument against EVG
and in favor of the NLC. Undoubtedly, a scenario that confounds the NLC can be constructed.
For example, consider an architecture f that behaves like a practical, low-gradient architecture
almost everywhere except that it has an enormous Jacobian on some inconsequentially tiny set of
inputs. Such an architecture could perform well yet have an enormous initial and / or final NLC. At
that point, the question would arise whether this confounder is more practically relevant than the
confounders discussed for EVG above. While we would argue that it is much easier to confound
EVG in practice, this would ultimately be a somewhat subjective judgment.

It is more important to consider that the NLC is meaningful, i.e. it represents a fundamental and
deep property of a neural network, as demonstrated in chapter 4 and throughout this work. While
the explanation provided by the NLC for architecture performance can fail, for EVG there is no
explanation to begin with. In the context of feedforward networks, large or small gradients are not
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conceptually tied to performance in general. In certain specific contexts, gradient magnitude can
be related to an actual pathology, as we detail in the next subsection.
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Figure 9.2: Metric values for a depth-
10 fully-connected ReLU-BN architec-
ture with large weight and bias vari-
ance and width oscillation in the initial
state. Conclusion: The NLC increases
smoothly away from the output layer, but
other metrics oscillate wildly. †See sec-
tion 9.1.4 and 3.3 for architectural details.

To further demonstrate the fickle nature of EVG, in
figure 9.2, we give results obtained from a depth-10
ReLU-BN architecture with changing scale and width.
Each macro-layer is made up of an FC layer, a bias
layer, a BN layer and a ReLU layer, except the last
macro-layer which does not contain a ReLU layer. The
input layer has width 40 and the macro-layers have
widths 1000, 10, 1000, 10, 1000, 10, 1000, 10, 1000,
3, in that order. FC layers have an initial weight vari-
ance of 106 times the LeCun variance and components
of the bias vectors are Gaussian initialized with mean
zero and variance 1012. We find that both GLEN and
GVCS oscillate wildly from layer to layer, but the NLC
increases smoothly away from the output. Clearly,
there is no layer fl at which GLENl or GV CSl rep-
resent some meaningful property of the network. Fig-
ure 9.2 also calls into question the idea of a gradually
growing or shrinking gradient as the exploding / van-
ishing terminology implies. Such a gradual change de-
pends on a range of conditions, as we further discuss
in the next subsection.

There are a myriad of methods that, at face value,
“deal with” incorrectly sized gradients: regulariza-
tion, Adam (section 2.5.1), learning rates, etc. At first
glance, these methods should simply be able to “handle” EVG. Given these methods, EVG should
be merely a numerical inconvenience. We do not know what the community believes regarding
whether those methods “solve” EVG.

9.1.5 Exploding / vanishing gradients have multiple meanings

While EVG has no inherent meaning, in certain contexts, metrics like GLEN can be associated
with a real pathology. It turns out that there is not just one such pathology, but many. We are
aware of at least four distinct scenarios based on different underlying mechanisms that are lumped
together under the EVG umbrella. Because of this ambiguity, many publications that discuss EVG
make statements that can be considered, at the very least, misleading. This is true for even some
of the most prominent architecture design papers, as we will show at the end of this subsection.

370



GLEN0 before training

L
B
IA

S
b
ef
o
re

tr
a
in
in
g

waveform-noise(I)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

L
B
IA

S
b
ef
o
re

tr
a
in
in
g

MNIST(H)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

L
B
IA

S
b
ef
o
re

tr
a
in
in
g

CIFAR10 - FC(G)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

N
L
C

b
ef
o
re

tr
a
in
in
g

waveform-noise(F)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

N
L
C

b
ef
o
re

tr
a
in
in
g

MNIST(E)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

N
L
C

b
ef
o
re

tr
a
in
in
g

CIFAR10 - FC(D)

1e201e101e01e-101e-20

1e20

1e15

1e10

1e5

1e0

GLEN0 before training

T
es
t
er
ro
r

waveform-noise(C)

1e201e101e01e-101e-20

1

0.8

0.6

0.4

0.2

0

GLEN0 before training

T
es
t
er
ro
r

MNIST(B)

1e201e101e01e-101e-20

1

0.8

0.6

0.4

0.2

0

GLEN0 before training

T
es
t
er
ro
r

CIFAR10 - FC(A)

1e201e101e01e-101e-20

1

0.8

0.6

0.4

0.2

0

Figure 9.3: Initial GLEN0 vs test error, initial NLC and initial LBIAS for study A architectures.
Colors are identical to figure 8.1. Inset graphs are magnifications of the region 0.001 < GLEN0 <
1000. Lines indicate GLEN0 = 1, NLC = 1, NLC = GLEN , LBIAS = 1 and GLEN ∗
LBIAS = 1 respectively. Line colors are chosen for visual convenience. Conclusion: In the
context of our study A architectures, gradient explosion / vanishing as measured by GLEN0 is
predictive of performance and associated with excessive NLC and LBIAS.
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Figure 9.4: Initial GLEN0 vs test error, initial NLC and initial LBIAS for study B architectures.
Colors are identical to figure 8.1. Conclusion: In the context of our study B architectures, gradient
explosion / vanishing as measured by GLEN0 is predictive of performance and associated with
excessive NLC and LBIAS, though not as much as for study A architectures.

9.1.5.1 In debiased networks, EVG can mean nonlinearity

Let’s compare the mean field estimates of NLC and GLEN0 for A-architectures. The former is

equal to
√

gL(q0−c0)
g0(qL−cL)

(section 5.3). The latter is equal to
√

gL
g0

(see above). Under certain conditions,
the two can be viewed as proportional. q0 ≈ 1 and c0 ≈ 0 is often achieved via data processing
(section 2.5.4). qL ≈ 1 corresponds to scale stability (section 6.2). cL ≈ 0 corresponds to a
lack of output bias (section 6.4). g0 = 1 holds by definition. That leaves the gL term to vary
between architectures. The estimate of GLEN0 also depends on the gradient of the loss function
having unit scale. Hence, at least in practical fully-connected networks, the NLC is approximately
proportional to GLEN0 modulo data processing, scale stability, output bias and loss function. As
long as these four factors are controlled for, large gradients may indicate excessive nonlinearity.

In figures 9.3D-F and 9.4B, we plot initial GLEN0 vs NLC. The colors are the same as in figure
8.1, and correspond to the three convergence cases from theorem 7 discussed in section 8.5. We
find that for type 3 architectures, depicted in grey, there is a strong linear relationship between
GLEN0 and NLC. Type 3 architectures have small output bias. For type 3 FC architectures,
depicted in figure 9.3D-F, it appears we have GLEN0 ≈ cNLC for some constant c that is fixed
across architectures. It turns out that this constant arises from the scale of the gradient of the loss
function. For convolutional architectures depicted in figure 9.4B, the relationship is less strong.
This is because of the interaction of the Jacobian with the input covariance matrix in the numerator
of the NLC, which we discussed e.g. in section 4.4.5.

The relationship between NLC and GLEN0 for type 3 architectures also translates to a predictive-
ness of performance. In figures 9.3A-C and 9.4A, we plot initial GLEN0 vs test error. Among
architectures depicted in grey, the relationship between both metrics is clear. As expected, the
predictiveness is degraded for convolutional architectures.

In section 8.5, we explained that for convergence case 3, the mean field NLC grows exponentially
from macro-layer to macro-layer. Now, we find that the NLC is associated with GLEN0. Hence,
“exploding gradients” is related to “exponentially growing NLC” for plain stable architectures of
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convergence case 3. Also see our full list of architectures with definition and metric values in the
appendix in chapter A for detailed information.

9.1.5.2 In almost-linear networks, EVG can mean output bias

Let’s now compare the mean field estimates of LBIAS and GLEN0 for A-architectures. The
former is equal to

√
qL

qL−cL
(section 5.3, 6.4). The latter is equal to

√
gL
g0

(see above). Again,
assume q0 ≈ 1, c0 ≈ 0 and qL ≈ 1. Now also assume that the mean field NLC is roughly 1, i.e.√

gL(q0−c0)
g0(qL−cL)

≈ 1. Then we obtain
√

qL
qL−cL

≈
(√

gL
g0

)−1

and hence that LBIAS is approximately
inversely proportional to GLEN0 modulo data processing, scale stability, nonlinearity and loss
function, at least in practical FC networks. As long as these four factors are controlled for, small
gradients may indicate excessive output bias.

In figures 9.3G-I and 9.4C, we plot initial GLEN0 vs LBIAS. Again, the colors are the same as
in figure 8.1, and correspond to the three convergence cases from theorem 7 discussed in section
8.5. We find that for type 1 architectures, depicted in blue, there is a strong linear relationship
between GLEN0 and LBIAS. These architectures have small NLC. For FC architectures depicted
in figure 9.3D-F, it appears we have GLEN0LBIAS ≈ c for some constant c that is fixed across
architectures. Again, it turns out that this constant arises from the scale of the gradient of the loss
function. Note that the few architectures in the top left corner of figures 9.3D-F that seemingly
buck this trend slightly do so because numerical underflow affects the computation of LBIAS as
described in section 6.4 and 4.4.4. For convolutional architectures depicted in figure 9.4B, the
relationship is difficult to evaluate, as there are only four type 1 architectures.

The relationship between LBIAS andGLEN0 for type 1 architectures translates to a predictiveness
of performance. In figures 9.3A-C, we find that among architectures depicted in blue, the relation-
ship between GLEN0 and test error is clear. In figure 9.4A, all four convolutional architectures
with very small GLEN0 exhibit random performance.

In section 8.5, we explained that for convergence case 1, the mean field LBIAS grows exponentially
from macro-layer to macro-layer. Now, we find that LBIAS is inversely associated with GLEN0.
Hence, “vanishing gradients” is associated with “exponentially growing LBIAS” for plain stable
architectures of convergence case 1.

9.1.5.3 In RNNs, EVG can mean sensitivity imbalance

As far as we know, the origin of the vanishing gradient concept lies in recurrent neural networks
[Bengio et al., 1994, Hochreiter, 1991]. Classical RNNs behave essentially like exponential mov-
ing averages. At each time step, the accumulated signal from past inputs is linearly combined with
the signal stemming from the current input. Hence, the proportion of the signal that stems from a
given time step decreases exponentially into the past. Hence, the final output is exponentially less
sensitive to these inputs, and hence the gradient with respect to these older inputs decreases expo-
nentially. This phenomenon has nothing to do with either nonlinearity or output bias as it arises
even in RNNs exclusively composed of fully-connected and addition layers. Hence, the problem
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is of a different nature. While we have not studied RNNs in this work, this “sensitivity imbalance”
pathology has been widely studied, as we further detail in section 9.5.

9.1.5.4 In tanh networks, EVG can mean gradient instability

Again, we revisit the issue of the susceptibility of tanh networks to a change in weight magnitude,
as we discussed in e.g. sections 5.4.4, 6.2, 6.3, 8.5 and above. Large weights correspond to
high mean field NLCs in plain tanh networks, whereas small weights yield a network that is close
to linear. However, this does not tell the full story. The mean field regime studies the limit of
increasing width. However, what happens when the weight magnitude increases but the width
stays large but finite? If the weight variance is σ2 times the LeCun variance and there areM macro-
layers, we have that the probability of having a gradient close to zero for a uniformly random input
is 1−O(σ−M) as σ increases. For the remaining inputs, the gradient grows as O(σM). Hence, the
quadratic expectation of gradients across inputs grows as O(

√
σ
M

). Hence, the gradient explodes
in expectation but vanishes in probability. We also obtain the O(

√
σ
M

) term when combining
the O(

√
λ) growth rate in the bottom right corner of table 5.5 with the M exponent from the

nonlinearity path equation (section 5.3.4).

As far as we know, the community generally understands the vanishing gradient problem in tanh
networks as follows. “If weights are initialized too large or grow because of an excessive learning
rate, the gradient vanishes, which slows down training.” The fact that gradients explode in expecta-
tion is usually omitted. In fact, for the exploding gradients to become “invisible”, the 1−O(σ−M)
probability must be less than about 1 over the number of distinct inputs that are fed into the net-
work. Of course, this requires that σ is quite large. Throughout this work, we never encountered
an architecture for which we had to choose a learning rate that leads to weights so large that this
kind of vanishing was an issue, no matter the activation function. In section 6.6, we did find some
evidence that our very best architectures prefer starting learning rates that are on the larger side. If
weight magnitude does become very large, it is not sufficient to say that “gradients vanish” or “gra-
dients explode” in order to describe the whole phenomenon. The core issue is rather that gradient
magnitudes are unstable from one input to another. This bears some similarity to the Gaussian
instability phenomenon for layer values, and is an interesting topic of further study.

9.1.5.5 Ambiguity in literature

The fact that EVG amalgamates different pathologies leads to a great deal of confusion. Even
the most prominent architecture design publications make statements about EVG that are, at least,
misleading.

The paper that introduced SELU [Klambauer et al., 2017] writes:

SNNs are based on scaled exponential linear units “SELUs” which induce self-normalizing prop-
erties like variance stabilization which in turn avoids exploding and vanishing gradients.

SELUs do not avoid exploding gradients. When plugged into a plain architecture with LeCun
initialized FC layers, the NLC grows exponentially with depth as discussed in section 8.5. This
exploding NLC goes along with exploding GLEN0, as described above. So replacing ReLU with
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SELU in a plain architecture actually causes exploding gradients, rather than eliminating them, as
He-initialized ReLU architectures have a stable g value. We suspect that the intent of the authors
was to say that SELU avoids gradient instability because it is not tanh-like. Ironically, SELU can
in fact reduce gradient growth because of its small activation function NLC (section 5.3.4, table
4.3), but the authors do not seem to have been aware of that fact.

The paper that introduced batch normalization [Ioffe and Szegedy, 2015] writes:

In traditional deep networks, too-high learning rate may result in the gradients that explode or
vanish, as well as getting stuck in poor local minima. Batch Normalization helps address these
issues.

This is accurate in that gradient instability in tanh and sigmoid networks, which can be considered
the “traditional” networks as explained in section 1.3.1, is alleviated by BN, because if layer values
are “blown up” by large weights, they are “scaled back down” by BN. However, BN can actually
induce exploding gradients in the nonlinearity sense described above. In section 7.1, we explained
how debiasing increases nonlinearity. In section 8.5, we explained how a zero (converging) LBIAS
is associated with an exponentially growing NLC. For example, inserting BN into a plain He-
initialized ReLU architecture brings about exploding gradients [Philipp et al., 2018].

The paper that introduced ResNet [Ioffe and Szegedy, 2015] writes:

Is learning better networks as easy as stacking more layers? An obstacle to answering this question
was the notorious problem of vanishing/exploding gradients, which hamper convergence from the
beginning. This problem, however, has been largely addressed by normalized initialization and
intermediate normalization layers, ...

Neither normalized initialization (section 9.1.3 above) nor intermediate normalization layers fun-
damentally deal with exploding gradients in the nonlinearity sense. As we showed in chapter 7,
we need to normalize nonlinearity either directly or indirectly. It is notable that by far the most
popular strategy for reducing the NLC, ResNet, came out of a paper that did not even recognize
that exploding gradients were still an issue, much less recognized that ResNet has some ability to
alleviate them.

9.1.6 Exploding and vanishing gradients can cancel each other out

In the previous subsection, we showed how plain stable architectures of convergence case 1 may
exhibit vanishing gradients inversely proportional to their LBIAS, and how plain stable architec-
tures of convergence case 3 may exhibit exploding gradients proportional to their NLC. But what
about convergence case 2? The problem is that in plain stable architectures, a stable gradient does
not correspond to an absence of pathology, but to a potential presence of two pathologies: exces-
sive NLC and excessive LBIAS. In section 8.5, we argued that, overall, case 3 is preferable to case
2. Indeed, in figures 9.3A-C and 9.4A, we find that many type 2 architectures underperform type
3 architectures of comparable GLEN0 value. In figure 9.1G, we give results obtained from train-
ing depth-2 architectures with the following activation function: 1 + cτsawtooth(

1
c
s), which we term

‘biased sawtooth’. Results are averaged across 100 random seeds. τsawtooth is defined as in table
2.1. The parameter c controls both the period and amplitude of the oscillations of the activation

375



function. Using the notation of section 5.4.3, we have C̃′τbiased sawtooth
(1) = 1, so biased sawtooth falls

under case 2. In fact, NLC and LBIAS both increase linearly with c. However, the absolute deriva-
tive of τbiased sawtooth is always 1, independently of c. Hence, GLEN0 is approximately constant as c
varies. Because NLC and LBIAS “balance each other out”, neither is reflected in the gradient mag-
nitude. Indeed, in figure 9.1G, we find that test error increases as NLC increases and c decreases,
but GLEN0 is stable. As in previous subsections, EVG is not predictive of performance.

The same issue can arise even in an architecture as popular as the plain He-initialized ReLU archi-
tecture, which also falls under case 2. Specifically, as explained in section 5.4.4, mean field NLC
and LBIAS grow linearly with depth. Mean field GLEN0, on the other hand, is constant. Again,
both pathologies mask each other in the value of GLEN0. In figure 9.1F, we give results from
training plain ReLU architectures of various depths. As expected, we find that NLC increases and
performance decreases with depth. It turns out that with depth, bothGLEN0 andGV CS0 decrease
slightly as they diverge from their mean field estimate. This happens because ReLU is also on the
Gaussian edge (section 5.6, table 5.5), so with great depth there is some instability in both layer
value and gradient magnitude.

He et al. [2015] believed that their initialization would “solve” the gradient issue in deep plain
ReLU architectures. It turns out it solves neither of the two underlying pathologies.

9.1.7 Exploding gradients can be a good thing

The idea behind exploding gradients is that they are supposed to be harmful. However, depending
on how we define “explosion”, the opposite may be true. Throughout this section, we have mostly
equated “exploding gradients” with “large gradients”. However, we can also simply interpret “ex-
plosion” as “exponential growth”, no matter to what level the gradient grows.

We have demonstrated that an excessive NLC is associated with high test error. However, expo-
nential growth of the NLC is not associated with high test error, as long as the total network NLC
is not excessive. Consider a plain SELU architecture. We have nτSELU(1, 0) = 1.035 (table 4.3).
Hence, a depth-50 plain LeCun initialized SELU architecture still only has a mean field NLC of
5.58. This allowed Klambauer et al. [2017] to train very deep SELU architectures. According to
the nonlinearity path equation, an exponentially growing NLC in an architecture composed of a
single dependency chain simply implies that nonlinearity is distributed evenly over the activation
layers. In section 9.6, we argue that this is actually a positive, not a negative, as it avoids pseudo-
linearity. As mentioned above, in section 8.5, we argue that convergence case 3, which tends to
exhibit exponentially growing gradients, is overall preferable to convergence case 2, which does
not.

9.1.8 Summary

EVG is a microcosm of ZSAD guidelines. At first glance, the notion of tiny or enormous gradi-
ents “just doesn’t seem right”. Therefore, researchers “buy into” the idea that EVG is in fact a
pathology without there being an underlying argument, and without a way to quantify and mea-
sure the phenomenon. At second glance, one may realize that methods like Adam scale gradients,
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and therefore EVG, may in fact be completely irrelevant. When one digs deeper, one finds that
there are specific contexts where EVG does predict, and to a limited degree explain, performance.
However, these contexts rely on assumptions that are generally unspecified. Over time, differ-
ent researchers develop different and potentially conflicting ideas about what EVG is and means
and when it arises, and the number of unsubstantiated assumptions and objectives grows. Finally,
progress in architecture design is negatively affected. Had the investigation of EVG been centered
around a concrete metric like GLEN0, we believe these problems might have been less severe.
Hence, this work is concerned first and foremost with the NLC, and only secondarily with the
abstract notion of nonlinearity.

9.1.9 A note on the Jacobian and Lipschitz constant

In this section, we based our analysis on the GVCS and especially GLEN metrics. EVG has also
been measured by metrics applied to the Jacobian or its square, e.g. Frobenius norm, mean eigen-
value and maximum eigenvalue (e.g. Novak et al. [2018], Pennington et al. [2017], Pascanu et al.
[2013], Saxe et al. [2014]). A particularly prominent example of this is the Lipschitz constant.
For a differentiable network, the Lipschitz constant across some input space is the maximum ab-
solute singular value of any Jacobian across that space. While the Lipschitz constant is essentially
gradient-based, the literature on the Lipschitz constant is somewhat separate from the EVG litera-
ture. Latorre et al. [2020], Sanyal et al. [2020], Jordan and Dimakis [2020] are recent papers that
provide an overview.

Metrics defined in terms of the Jacobian ultimately suffer from the same or similar drawbacks as
those discussed in this section for GLEN and GVCS, including being confounded by re-scaling
and width change. Therefore, we will not give a separate in-depth discussion.

9.2 NLC vs order / chaos / edge of chaos, depth scale, correla-
tion preservation and signal propagation

In chapter 5, we discussed the mean field theory of neural networks. In the context of this work,
we use mean field theory primarily to predict architecture properties in the initial state based on the
architecture definition. These properties are then used to further predict performance after training.
It turns out that the same two steps are present in the line of works that popularized mean field
theory to begin with. For the purpose of this section, we primarily consider the following works:
Poole et al. [2016], Schoenholz et al. [2017], Yang and Schoenholz [2017], Xiao et al. [2018],
Chen et al. [2018], Pennington et al. [2018], Yang et al. [2019]. Our work benefits substantially
from these studies by building upon them in chapter 5 and beyond. These authors propose several
interrelated concepts for the purpose of performance prediction. The five most prominent concepts
are as follows: exploding / vanishing gradient, order / chaos / edge of chaos, depth scale, correlation
preservation and signal propagation. These correspond to the following ZSAD guidelines.

• avoid exploding / vanishing gradients
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• choose an architecture on the edge of chaos

• maximize depth scale

• preserve input correlation during forward propagation

• maximize signal propagation

Of course, we will not repeat our analysis of exploding / vanishing gradients (EVG) from the last
section though we will refer back to it frequently. Ultimately, the other guidelines are related to
EVG, and so our discussion and criticism are similar. As in section 9.1, each of the following
subsections covers one criticism.

9.2.1 Order / chaos / edge of chaos is limited to simple, homogeneous archi-
tectures

The order / chaos / edge of chaos concept corresponds directly to the three convergence cases of
theorem 7, and hence to the trichotomy we described in section 8.5, which also featured promi-
nently in section 9.1. In a plain stable architecture, we obtain one of three behaviors. Our case
1, which we identify with exponential LBIAS, related works term ‘order’. Our case 2, which we
identify with sub-exponential NLC and LBIAS, they term ‘edge of chaos’. Our case 3, which we
identify with exponential NLC, they term ‘chaos’. (As expected based on theorem 7, the sub-case
we exclude in section 8.5 based on the existence of the second derivative of C̃ at 1 is part of ‘or-
der’.) They argue in favor of edge of chaos primarily on the basis of a stable mean field estimate
of gradient magnitude, which arises as described in sections 9.1.5 and 9.1.6, and sub-exponential
correlation convergence, as explored later in this section. Throughout the rest of this section, we
shorten ‘order / chaos / edge of chaos’ to OCE.

The first and most obvious limitation of OCE is that it is well-defined only for a small set of
architectures. While related work extends the trichotomy to cover convolutional layers, bias layers,
gated recurrent layers, dropout and skip connections, the restrictiveness of the assumptions that
are required to obtain the highly regular convergence behavior implied by the trichotomy is still
considerable. In particular, there must be no variation in weight initialization or activation function
from macro-layer to macro-layer. Also, the definition of OCE ends up being multiplicitous and
specific to the architecture type. Another requirement for OCE is that mean field estimates have to
be predictive for the actual network at high depth, which requires at least Gaussian stability.

9.2.2 Order / chaos / edge of chaos is not predictive if the network does not
behave like its infinite depth limit

OCE is concerned with the convergence behavior as depth tends to infinity. Hence, it does not
capture the behavior of architectures that are too shallow to behave “according to their limit”.

Consider a plain SELU architecture. Because the activation function NLC (section 5.3.4, table 4.3)
of SELU is small, very deep architectures can still have an acceptably small NLC. Hence, while it
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is technically chaotic, at practical depth, the exponential growth of the NLC in SELU architectures
is not harmful because the base of the exponent is so close to 1. To determine whether the value
of a power is excessive, we need to take into account both base and exponent, not simply observe
that “it is a power”.

Conversely, consider a plain architecture using the ‘biased sawtooth’ activation function as in sec-
tion 9.1.6 / figure 9.1G. This architecture type is on the edge of chaos for any value of the sawtooth
period, which is supposed to imply that it can attain a low test error at considerable depth. However,
for small periods, even with 2 macro-layers / 1 activation layer, the NLC is very high, which is rem-
iniscent of a “highly chaotic” architecture. This is because, while C̃ converges sub-exponentially to
1 upon iteration, the first application of C̃ already returns a value close to 1 if the sawtooth period
is small.

9.2.3 Actually, chaos is good, edge of chaos can be bad, and order is not that
bad

In section 8.5 and again in section 9.1.4, we argued that chaos / convergence case 3 is actually
the preferred behavior, as nonlinearity is spread evenly between macro-layers and neuron bias
is avoided. We simply have to calibrate the nonlinearity of individual macro-layers with depth.
Pennington et al. [2017, 2018] actually do this and Yang et al. [2019] acknowledge the possibility
of “succeeding with chaos”. As we showed, edge of chaos can go along with both excessive NLC
and LBIAS. Case in point, switching from a deep ReLU architecture (edge of chaos) to a deep
SELU architecture (chaos) tends to reduce test error significantly. In figures 9.3A-C and 9.4A, we
find that marker color is not the primary driver of performance.

Schoenholz et al. [2017] states:

Thus arbitrarily deep networks may be trained only sufficiently close to criticality.

This statement is not true for architectures that exhibit a high degree of order if one goes beyond
basic training algorithms. In section 6.4, we showed that architectures that exhibit a high degree of
order, i.e. have tiny gradients / enormous LBIAS, can be trained and can generalize as long as we
use (i) output debiasing via the loss function, (ii) e.g. debiased gradient descent or first-layer-only
training and (iii) sufficient floating-point precision. Further, as we showed in section 4.4.1, the
above statement is also not true for architectures that exhibit a high degree of chaos as long as
we consider very small learning rates and have sufficient floating-point precision. Architectures
with enormous NLC / gradients can train with those learning rates, though they cannot generalize.
Through correspondence with the authors, we confirmed that they did not consider very small
learning rates. This was a key motivation for us to design the extensive experimental protocol we
used in our empirical studies (chapter 3).

9.2.4 Order is not the opposite of chaos

The discussion of OCE in related work implies that order and chaos are two manifestations of the
same pathology. Their experiments appear to show that both order and chaos impact performance
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equally. As we described in the previous subsection, ordered and chaotic architectures can in
fact perform to certain degrees, but under very different circumstances. In this work, we argue
that the actual pathologies that correspond to order and chaos are excessive bias and nonlinearity
respectively. There is a wide range of qualitative differences, in addition to quantitative differences
between the two phenomena, as we have explored throughout this work.

9.2.5 Order / chaos / edge of chaos is not fine-grained, but depth scale is
even more limited in scope

Using OCE itself has limitations in terms of performance prediction, because it can only assign an
architecture to one of three discrete classes, but cannot distinguish within a class. Related work
proposes two real-valued metrics for providing a more fine-grained ranking: ‘depth scale’ (called
‘timescale’ in Chen et al. [2018]) and gradient vector quadratic mean, which we capture by GVCS.
We have discussed the latter in detail in section 9.1. Using our terminology from section 5.4.3,
depth scale in plain stable(q, 1) architectures is defined to be | log C̃′τ (c

lim)|−1, where clim is the
iteration limit of C̃τ . The idea is that the larger this value, the slower the convergence of c and
therefore the greater the degree to which correlations are preserved.

To start, depth scale inherits all the drawbacks of OCE discussed in previous subsections. Beyond
this, it fails to rank architectures when they are on the edge of chaos. For those architectures, depth
scale is equal to infinity, and hence all architectures appear “equally good or bad”. Depth scale
is also even more limited than OCE in that it depends on the architecture only via the activation
function. Therefore, it is unable to capture other architecture properties. Hence, related work does
not apply depth scale to e.g. residual or BN architectures.

9.2.6 Correlation is confounded by shifting

Related work justifies the use of depth scale and the consideration of OCE in the first place via
correlation. In plain stable architectures, as depth increases, the mean field co-mean after the
FC layer converges to clim independently of the input co-means. If means and square means are
also stable, then mean field correlation also converges. Related work argues that a change of
correlation between different inputs as they are forward propagated is a pathology. One reason
why this is inaccurate is that correlation can be manipulated easily via shifting, just as EVG can be
manipulated via scaling as discussed in subsection 9.1.2. To demonstrate this effect empirically, as
always, we define a metric.

Metric definition 33. The ‘layer correlation’ (LCORR) is

LCORRl(f,D) =
√

Ex,x′(Ci,i′(fl(x)[i], fl(x′)[i′]))2

The correlation operator C is defined and estimated as in section 3.4.1.1.

Consider, for example, a network that begins with a linear layer followed by BN. If we choose an
arbitrary constant vector and add it to all inputs, the outputs of the network are preserved. Hence,
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given any high-performing architecture that starts as described, we can manipulate the input-output
correlation map and still maintain high performance.

In figure 9.1E, we give results from training a depth-5 ReLU-BN architecture where the input
was shifted by a vector where each component was drawn from a Gaussian with mean zero and
a variance value that was the same across components. We train the architecture with 7 different
variance values. We train with SGD, except that we set the learning rate for the first FC layer to zero
in order to eliminate the impact of the bias on training. Once we do that, the final parameter value is
independent of the input bias. We find that test error, NLC and the output correlation LCORRL are
independent of the input bias, but the input correlation LCORR0 is not. So, regardless of whether
LCORR0 is less than LCORRL, similar to LCORRL or larger than LCORRL, the performance
is the same. Differing levels of LCORR0 are not uncommon in practice as input bias depends on
what type of data processing is used and whether data processing is used at all.

Shifts and biases can also manipulate correlation at intermediate layers. In figure 9.2, we gave
results from the initial state of a depth-10 ReLU-BN architecture with oscillating widths, FC layers
that use 106 times the LeCun variance and bias vectors that have components which are initialized
as independent Gaussians with mean zero and variance 1012. We find that in that architecture,
LCORR moves wildly up and down from one layer to another. If changing correlation is indeed
a problem, then should this be interpreted as an extreme case of pathology? It turns out that
introducing large biases that are immediately removed by a BN layer does not impact training or
performance.

9.2.7 Correlation preservation lacks general meaning

Like EVG, correlation preservation can be related to performance in specific contexts. The mean

field limit of LCORRl in A-architectures is
√

cl−m2
l

ql−m2
l
, which is monotonically related to mean field

LBIASl when ml = 0, which happens e.g. at FC layers. Hence, correlation is related to neuron
bias and output correlation is related to output bias. Hence, if a change in correlation goes along
with high LBIASl and a preservation of correlation goes along with low LBIASl, the degree of
correlation preservation can be related to performance in the same vein as neuron bias.

While correlation can capture bias, there is no general argument in related work to suggest that
specifically preserving correlation is a meaningful thing to do. Even when it comes to bias, there
are many open questions. In the previous subsection, we found that certain enormous biases can
be entirely harmless. In section 6.4, we found that it is possible to mitigate enormous biases that
are present throughout the network by modifying the training protocol. It does not appear that bias
is a “deep enough” pathology to support an entire ZSAD theory.

9.2.8 Signal propagation is not well-defined and lacks meaning

The final step used in related work for arguing for the importance of OCE, depth scale and corre-
lation is a concept they term ‘signal propagation’.

Schoenholz et al. [2017] writes:
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We show the existence of depth scales that naturally limit the maximum depth of signal propagation
through these random networks. ... We hypothesize that a necessary condition for a random neural
network to be trainable is that information should be able to pass through it.

Xiao et al. [2018] writes:

These studies revealed a maximum depth through which signals can propagate at initialization,
and verified empirically that networks are trainable precisely when signals can travel all the way
through them.

Chen et al. [2018] writes:

Afterwards, we move on to a simple gated architecture to explain the role of gating in facilitating
signal propagation in RNNs.

The implication in all of these statements is that “signals propagate if and only if the correlation
of inputs is roughly preserved from layer to layer”. While the phrase “signals do not propagate”
sounds alarming, “signal propagation” is never defined by related work. There is not even a mean-
ingful definition of signal propagation such that it would be related to correlation. Consider some
matrix A where each row corresponds to a layer value corresponding to one input. Let A′ be de-
rived from A by adding a bias vector to each row. Then A and A′ can have wildly different row
correlations for various bias vectors. But it makes no sense to say that either A or A′ therefore
has no signal. Many datasets have naturally biased input components. In many cases, those biases
are removed by data processing. Does that mean that “signal cannot propagate through the data
processing stage”?

9.3 NLC vs Hessian magnitude

The Hessian, and second-order information in general, has not been an especially popular concept
in the deep learning field, as evidenced by the popular training algorithms listed in section 2.5.1
which eschew explicit second-order information. One of the reasons for this is that, historically,
second-order information has been difficult to compute for deep networks. Dangel et al. [2020],
Jacot et al. [2020] have recently made progress in this area.

For general functions, the Hessian is commonly linked to the concept of nonlinearity. Let’s say
some function F : Rdin → R has local quadratic approximation F (χ) + (χ′ − χ)dF

dχ

T
+ (χ′ −

χ)d
2F
dχ2 (χ′ − χ)T . If the quadratic term takes on large values relative to the linear term, then the

local linear approximation is an inaccurate proxy for the local quadratic approximation. Since the
local quadratic approximation itself differs from F , the local linear approximation will be far from
F . Conversely, if the quadratic term takes on small values relative to the linear term, then the
local linear approximation is an accurate proxy for the local quadratic approximation. If the local
quadratic approximation also happens to be close to F , then so will the local linear approximation.

In essence, the magnitude of the quadratic term can be used as the basis for an estimate of the
gradient-based local linear approximability. Of course, this estimate may itself be more or less
accurate. In section 4.4.6, we studied the gradient-based local linear approximability of neural net-
works, and study A architectures in particular. Concretely, we defined and computed the MGLLA
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Figure 9.5: MGLLA as defined in section 4.4.6 vs its counterpart defined via the local quadratic
approximation, MGLLAHE, for study A architectures in the initial state. As in figures 4.17 and
4.18, we set the tolerance T to 2. Red points correspond to architectures based on the ReLU
activation function. Blue points correspond to architectures based on the even tanh activation
function. Green points correspond to architectures based on the SELU activation function. Only
architectures for which MGLLAHE < 109 and MGLLA < 109 are depicted, due to limitations
associated with floating-point computation. Conclusion: While MGLLAHE is a highly accurate
estimate of MGLLA when the second derivative of an activation function captures the error of its
first derivative well, MGLLAHE fails when this is not the case.

metric and presented results in figure 4.18. To estimate gradient-based local linear approximability
via the Hessian, we can simply plug the Hessian into the definition of MGLLA.

Metric definition 34. The ‘median gradient-based local linear approximability Hessian estimate’
(MGLLAHE) is analogous to MGLLA in section 4.4.6, except that the value of f(x(b) + cδ

(b)
in ) is

replaced by the value of the local quadratic approximation of f around x(b) evaluated at x(b) +cδ
(b)
in ,

i.e.

f(x(b)) +
df(x(b))

dx
δ

(b)
in +

din−1,din−1,dout−1∑
i,i′,j=0

d2f(x(b))

dx2
[i, i′, j]δin[i]δin[i

′]

For the Hessian to yield an accurate estimate of gradient-based local linear approximability,
MGLLAHE must be close to MGLLA. In figure 9.5, we plot the two metrics against each other
for study A architectures in the initial state. We find that while for many architectures both met-
ric values are very close, there is a significant to extreme difference for some architectures. To
further explain the different behaviors, we color architectures based on ReLU in red, architectures
based on even tanh in blue, architectures based on SELU in green, and architectures based on tanh,
sigmoid, Gaussian, square or odd square in black. We find that ReLU-based architectures exhibit
the largest difference between both metrics, followed by even tanh, followed by SELU, and both
metrics are virtually equal for architectures depicted in black.

Perhaps unsurprisingly, this trend is entirely based on the local quadratic approximability of the
activation function. For example, in the quadratic approximation of ReLU, the quadratic term is
equal to zero. Hence, it fails completely at measuring the error of the linear approximation. In
figure 9.5, there are architectures based on ReLU that have an MGLLA value of up to 104 but have
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an MGLLAHE value of exactly 1! These are architectures that do not use BN or LN and therefore
the quadratic term of the entire network is zero. Hence, MGLLAHE “believes” that the network is
a linear function. MGLLAHE can be greater than 1 when ReLU is used with BN or LN. However,
we find that the match with MGLLA is still relatively poor.

Even tanh is similar to ReLU in that a “significant proportion of its nonlinearity” is contained
in the non-differentiable point at zero. Again, the quadratic term cannot capture this source of
nonlinearity, and hence MGLLAHE significantly underestimates MGLLA for architectures based
on even tanh. The same effect happens for SELU, though it is less severe because the change in
direction of τSELU at zero is less drastic.

The fact that Hessian-based metrics fail completely for the most popular activation function should
be sufficient reason to prefer the NLC over a Hessian-based metric for capturing nonlinearity. How-
ever, the difference between both approaches goes deeper. Of course, practical neural networks are
often neither once nor twice differentiable everywhere, including all networks based on ReLU.
So, neither NLC nor MGLLAHE is ultimately well-defined in the strictest sense. However, neural
architectures must have a meaningful, computable local linear approximation in order for them to
be trainable by gradient methods. We explain this in section 2.6.1. Having at least such a surrogate
gradient is baked into the functional-gradient paradigm (section 1.3.2) and hence into architec-
ture design. The NLC only requires a surrogate gradient, as explained in sections 4.2.1 and 4.4.4.
We argue for the NLC over MGLLAHE and other Hessian-based metrics because the NLC does
not place additional requirements on the architecture beyond what is already placed on it by the
functional-gradient paradigm, whereas the Hessian does.

If one is seeking a measure of nonlinearity in addition to the NLC, or a measure of nonlinear-
ity that is explicitly based on local linear approximability, we do not see a reason to prefer a
Hessian-based metric over MGLLA, except possibly computational considerations. We discuss
the computational issues around MGLLA in section 4.4.6. We used numerical differentiation to
compute MGLLAHE, and so, just like for MGLLA, we were unable to compute values larger than
109.

9.4 NLC vs “use an appropriate depth”

We discussed the notion of depth in detail in sections 2.3, 2.4.2 and 8.6, and throughout this work.
Mostly, we have discussed depth as a basic architecture property as well as a practical design
strategy that has been empirically successful. In contrast, when we reference “use an appropriate
depth” such as in section 1.3.6, we refer to the ZSAD guideline that postulates that, for principled
reasons, a certain depth is highly desirable, or even necessary, for achieving success with neural
networks. It encapsulates the belief that depth holds the key to neural network success, which is
exemplified in the term ‘deep learning’, which elevates the notion of depth above all other neural
network concepts, and even machine learning concepts. In this section, we question this common
belief.

We have repeatedly criticized the ill-defined nature of depth. Breaking down a network function
into layers is a subjective process. In this work, for example, we distinguished ‘layers’ based on
a single operation, like the fully-connected operation or activation operation, from ‘macro-layers’,
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Figure 9.6: Depth vs test error for study A architectures. Conclusion: Increasing depth tends to
increase test error and there is no identifiable benefit to increasing depth beyond, say, 10.

which are composed of e.g. a linear operation and an activation operation and a normalization
operation. Depending on how we define the layer graph, the length of the longest directed path in
that graph can change drastically. Even if we can decide upon a layer graph, it is not clear whether
considering only the length of the longest directed path in it is sufficient. What if there are many
paths from input to output layer? Is it better to consider e.g. the average length of paths? What
happens if the longest path contains only linear layers and is therefore equivalent to a length 1 path
(sections 9.6, 4.4.10)? Ultimately, like with EVG and OCE, assessing architectures by their depth
value only makes sense in specific, limited contexts where we can control e.g. the overall layout
of the layer graph, the composition of macro-layers, etc. Throughout this work, we have only used
architectures for empirical evaluation that were simple enough such that a depth value could be
specified for them based only on the “popular consensus” of the deep learning community.

Over the years, the primary argument that has emerged for the necessity of depth is that there are
functions that can be represented by architectures of moderate depth and width but that cannot be
represented by shallow (e.g. depth-2) architectures unless they have enormous width. Gühring
et al. [2020] provides an overview and Chatziafratis et al. [2020], Bresler and Nagaraj [2020] are
recent entries in this line of work. The functions considered by these works that supposedly require
high depths are generally “complex” in the sense that a model that learns those functions would
have to have high model complexity. In e.g. sections 4.4.9 and 5.4.5, we established the NLC as
a measure of model complexity. The core relationship between the NLC and depth is established
by the nonlinearity path equation in section 5.3.4. Multiplying a larger number of nτ terms can
lead to a larger mean field NLC. However, the NLC is determined by an enormous number of
factors besides depth, and we discussed a significant number of them in this work. Hence, to
obtain a strong relationship between depth and model complexity, we must control a large number
of factors, such as layer operations used, macro-layer composition, activation functions, presence
of skip connections, etc. Indeed, many works that argue for the ability of deeper architectures
to represent more complex functions severely restrain the types of layers and overall layout that
architectures they consider are allowed to have. This is a severe drawback. This work clearly
shows that model complexity can be increased e.g. by changing activation functions and hence
nτ values. Hence, architectures of any depth can be arbitrarily complex. Hence, the statement
“deeper networks are more complex” is, at the very least, highly simplistic. “Depth is needed
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because complexity is needed” is simply inaccurate.

To make a case for the importance of depth, one would have to show that depth has value even
when controlling for model complexity. In fact, we do believe that this is true and we believe that
this independent contribution of depth is an important driver behind the success of deep networks.
However, we are not aware of any studies showing this. This is a highly interesting topic for future
work.

In section 8.6, we pointed out that depth is necessary to achieve certain NLC levels with popular
activation functions. However, this turns out to be a chicken-and-egg problem. Are low nτ val-
ues necessary because of the prevalence of high depths or are high depths needed because of the
prevalence of low nτ values? More work is needed to answer this question.

Another point that is central to this work but is often not discussed in the “depth literature” is that
complexity is just as likely to be harmful as it is to be helpful. As we found in section 4.4.1, the
majority of our study A architectures overfit, many of them drastically. However, we were unable
to find a trend that indicates underfitting. We were able to find such a trend in study B, but only
because we modify our activation functions to make them more linear, as described in sections
3.2.1 and 7.1. Without deliberate design, the supposed benefit of depth turns out to be a curse. In
figure 9.6, we confirm this by plotting the depth of our study A architectures vs test error. We find
a significant positive correlation, and we do not observe any benefit from increasing depth beyond,
say, 10. Increasing depth has the potential to make all pathologies we discuss in this work more
severe, including excessive NLC, excessive neuron bias and scale / Gaussian / noise instability.

Another argument against the importance of depth is the fact that shallow networks can often
perform just as well as practical deep networks as long as they are given side information during
training. The line of work investigating this phenomenon is referred to as ‘information distillation’
[Hinton et al., 2014]. Tian et al. [2020] provides a recent overview. Hence, some of the practical
benefits of depth may come from a better “fit” with gradient-based training algorithms rather than
a greater ability to represent complex functions.

While the benefits of depth may be somewhat tenuous, the relationship between model complexity
and depth, and specifically between NLC and depth, allows us to construct arbitrarily deep net-
works with high performance. By using e.g. nlnorm (chapter 7), we can endow arbitrarily deep
networks with a right-sized NLC. At least for fully-connected networks, controlling nonlinearity
along with orthogonality (see below) is often sufficient for high performance. Pennington et al.
[2017], Xiao et al. [2018], Pennington et al. [2018] construct arbitrarily deep, high-performing
networks by controlling model complexity, and indirectly nonlinearity, by manipulating the weight
initialization. Xiao et al. [2018] discuss additional requirements for achieving high performance
with arbitrarily deep convolutional networks. The existence of these additional requirements is
why we did not vary depth across our study B architectures.

9.5 NLC and orthogonality

In the final three sections of this chapter, we cover ZSAD guidelines that we argue are comple-
mentary to the guidelines we covered in earlier chapters, rather than more or less superseded by
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them. Hence, we also define them formally. In this section, we discuss ‘orthogonality’, a term that
was recently employed by Hu et al. [2020]. Like them, we use it as a catch-all term that applies to
various matrices.

ZSAD guideline definition 7. (Background) ‘Ensure orthogonality’ requires that the absolute sin-
gular values of characteristic matrices of the network should be relatively similar. These matrices
include the Jacobian, Gram matrix, covariance matrix, Hessian and Fisher matrix.

Hu et al. [2020] focuses on the Jacobian, though the guideline has been investigated in terms of
other matrices (Gram / covariance matrix: Pennington and Worah [2017], Nassar et al. [2020];
Hessian: Pennington and Bahri [2017]; Fisher matrix: Karakida et al. [2019], Liao et al. [2020];
weight tensor: Jin et al. [2020]; activation matrix: Daneshmand et al. [2020]; neural tangent kernel:
Fan and Wang [2020]). It is important here to distinguish the variation of singular values from
their overall magnitude. The latter falls into the realm of NLC, exploding / vanishing gradients
and similar concepts, and we have discussed those above and throughout this work. Like for
exploding / vanishing gradients, there is no agreed-upon metric for capturing eigenvalue variation.
The concept of ‘dynamical isometry’ introduced by Saxe et al. [2014] comes closest. As far as we
know, there is no concrete metric for the dynamical isometry of a network outside of mean field
theory. However, taking the ratio of the quadratic mean of eigenvalues of JJ T over the mean
of eigenvalues of JJ T comes close to how dynamical isometry is used e.g. in Pennington et al.
[2017].

The primary method for achieving orthogonality at the network level is to ensure orthogonality for
the linear transformations applied to the input during forward propagation. The original success
story for this principle is the LSTM architecture [Hochreiter and Schmidhuber, 1997]. In classical
recurrent networks, to obtain the neuron values at a given time step, a full matrix multiplication is
applied to some neuron values of the previous time step. Over multiple time steps, matrix expo-
nentiation and hence de-orthogonalization occurs. LSTM’s replace the full matrix multiplication
with an elementwise multiplication, an operation known as ‘gating’ in the context of recurrent net-
works. These elementwise multiplications are “more orthogonal”. When weights are initialized
advantageously [Tallec and Ollivier, 2018], the default behavior of gates is to leave the value of
recurrent neurons almost unchanged from one time step to the next. Having the transformation of
recurrent neurons be close to the identity prevents both de-orthogonalization and the accumulation
of excessive nonlinearity. A large number of works following LSTM proposed different methods
that can ensure (approximately) orthogonal time step transitions (e.g. Arjovsky et al. [2016b], Bal-
duzzi and Ghifary [2016], Cho et al. [2014], Helfrich et al. [2018] and many more), though not all
make this desideratum explicit.

In the context of feedforward networks, many works on orthogonality come under the aforemen-
tioned umbrella of dynamical isometry, which focuses on the spectrum of the Jacobian. See Hu
et al. [2020] for an overview. Those works provide a large amount of evidence for the superiority
of orthogonal initialization for fully-connected networks, and hence we use this initialization in
our study A architectures (section 3.1.1). Xiao et al. [2018], Adhajanyan [2017] investigated dif-
ferent types of orthogonal initialization for CNNs. Another line of work optimizes the spectrum of
the covariance matrix directly with normalization layers that build upon batch normalization. This
strategy is known as ‘whitening’. Huang et al. [2018] is a seminal paper and Huang et al. [2020]
provides a recent overview.
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The ZSAD guidelines of NLC and orthogonality are natural complements. The former is based on
Jacobian magnitude; the latter is based on singular value variation. The former measures how much
a network differs from a linear function; the latter measures what kind of linear function it is locally
similar to. A network with a right-sized NLC can fail to perform due to lack of orthogonality. The
most obvious case is when very deep networks use very linear activation functions but relatively
non-orthogonal linear layers, such as Gaussian initialized fully-connected or convolutional layers
[Pennington et al., 2017, Xiao et al., 2018]. As mentioned in the previous subsection, orthogo-
nal linear layers are the second key ingredient for high-performing arbitrarily deep feedforward
networks along with controlling nonlinearity.

In section 5.3.3, we showed that mean field theory can estimate the NLC even when linear layers
are orthogonally initialized. Of course, mean field theory generally makes the theoretical assump-
tion that linear layers are Gaussian initialized. Hence, orthogonality can be controlled to a signif-
icant degree without altering the NLC. The mean field theory of characteristic matrices has been
developed [Yang, 2020a, Karakida and Osawa, 2020].

In general, we suspect that feedforward architectures (i) with a right-sized NLC, (ii) with orthog-
onally initialized linear transformations and (iii) built using popular design strategies and building
blocks are unlikely to take a performance hit due to lack of orthogonality.

9.6 NLC and pseudo-linearity

In one of our prior works [Philipp et al., 2018], we formulated the ZSAD guideline of avoiding
‘pseudo-linearity’.

ZSAD guideline definition 8. (Background) ‘Avoid pseudo-linearity’ requires that the network
does not contain an activation layer that is effectively identical to a linear function across the
inputs it receives from its parent in the layer graph.

For example, when the tanh activation function is applied to inputs of very small magnitude, it is
effectively identical to the identity function. When the ReLU activation function is applied to only
positive inputs, it is identical to the identity function. When ReLU is applied to only negative in-
puts, it is identical to the zero function. Pseudo-linearity can make an activation layer unnecessary,
especially when the preceding and following layer are fully-connected layers. Then it is possible
to combine all three layers into a single FC layer without changing the set of functions express-
ible by the architecture and also potentially improving trainability, for example due to improved
orthogonality [Saxe et al., 2014], as well as reducing e.g. computational complexity and memory
footprint.

We bring up pseudo-linearity in this chapter because it relates to several earlier discussions. First,
the nonlinearity path equation dictates that, for the mean field NLC to be stable as depth and
the number of activation layers increases, most activation function NLCs of activation functions
contained in paths with significant overall weight must converge to 1. Therefore, we are faced
with a large amount of pseudo-linearity in the infinite depth limit. This calls into question the
efficacy of increasing depth indefinitely. Indeed, all works that have increased architecture depth
in a well-regulated manner as described in section 9.4 have found that test error converges to
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some “imperfect limit”, rather than converging to zero or improving indefinitely. However, as far
as we know, the statement that the distribution over network functions induced by a parameter
initialization scheme converges in the finite-width, finite-nonlinearity, infinite-depth limit has thus
far not been proven. This is an interesting topic for future work.

Second, pseudo-linearity arises specifically in the “exponential LBIAS” case of the trichotomy
of section 8.5, which corresponds to order (section 9.2) and exponentially shrinking gradients
(section 9.1.4). There, the activation function NLC converges exponentially to 1 with depth. This
is a reason why an exponential LBIAS is undesirable even if the damage is mitigated as in figures
6.7 and 6.8.

Third, we observe that the risk of pseudo-linearity is minimized when the nτ terms are approxi-
mately constant throughout the network. This is achieved by the “exponential NLC” case of the
trichotomy of section 8.5, which corresponds to chaos (section 9.2.3) and exponentially growing
gradients (section 9.1.4). In popular residual architectures, while nτ terms may be stable across
residual units, the mean field NLC of the residual units themselves tends to diminish with depth, as
explained in section 8.9. This may be an argument against using skip connections and in favor of
e.g. using a single dependency chain together with nlnorm. More work is necessary to investigate
this point.

Fourth, pseudo-linearity is related to scale stability. As we discussed in section 6.2, one of the
motivations for scale stability is that activation functions are designed with inputs of a certain
magnitude in mind. When this magnitude changes, one potential negative consequence is pseudo-
linearity. In tables 5.5 through 5.8, we find that for activation functions like tanh, sigmoid, softplus
and Swish, we have limλ→0 nτ (λ

2, 0) = 1. In fact, this holds true for all activation functions that
have a valid, non-zero derivative at zero. In that case, small inputs induce pseudo-linearity.

9.7 NLC and “use an appropriate width / parameter dimen-
sionality”

We discussed the notion of width in detail in e.g. sections 2.3.3, 2.4.2, 8.1 and 8.2, and throughout
this work. Mostly, we have discussed width as a basic layer property as well as a practical design
strategy that has been empirically successful. We outlined the computational and representational
benefits, as well as the predictability benefits, in section 8.1. In contrast, when we reference the
ZSAD guideline “use an appropriate width”, such as in section 1.3.6, we refer to the principled
investigation of which kinds of widths are optimal for performance; and to the general belief that
a certain (large) width is a key to success with neural networks.

Of course, just as with depth, the concept of width suffers from ambiguity. Should the width of
an architecture be considered the width of the widest layer, the width of the narrowest layer, the
average width of layers, etc.? There does not exist an agreed-upon definition. Also, what are the
potential benefits of non-constant width [Han et al., 2017]? It is generally believed that if a layer is
a bottleneck for the output, then a small width can lead to “information loss”, but it is also believed
that individual narrow layers can reduce overfitting.

Width as a ZSAD guideline is highly related to the notion of parameter dimensionality. Histor-
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ically, this quantity was the primary measure for model complexity in the field of statistics, and
the primary predictor of overfitting and underfitting. It has been extensively investigated outside
of deep learning. In neural networks based on linear layers, parameter dimensionality is approx-
imately a quadratic function of width, as we also explained in section 8.2. Hence, both concepts
are treated as somewhat interchangeable by us and by the community in general. Parameter di-
mensionality is also largely synonymous with ‘model size’ and ‘capacity’. However, the role of
parameter dimensionality in deep learning is very different than in classical statistical models. For
example, a very high-dimensional parameter does not generally lead to overfitting. This difference
in behavior has long been seen as one of the most intriguing mysteries of deep learning.

Parameter dimensionality is considered a sufficiently important driver of performance that many
deep learning studies control it when comparing the performance of different architecture types.
We also ensure that parameter dimensionality does not vary significantly across our study A archi-
tectures, as well as across our study B architectures.

We are not aware of any works in the deep learning field proposing principled methods that yield
concrete, ideal width values for a wide range of architecture types and tasks. Usually, the deep
learning community has observed that “bigger is better”, i.e. increasing width generally reduces
test error, or at least does not increase it. “Use an appropriate width” then becomes “maximize
width given computational constraints”. To our knowledge, the first line of investigation that ex-
plicitly advocates that increasing width can lead to reduced test error is based on the recent con-
cept of ‘double descent’ [Nakkiran et al., 2020, Adlam and Pennington, 2020] / ‘triple descent’
[d’Ascoli et al., 2020]. At a very high level, their argument goes as follows: “At low width, the
architecture can only absorb the most salient information from the training set which is likely to
generalize to the test set. At higher width, it may also absorb some of the noise in the training set
which may reduce generalization.” This is similar to the classical argument for limiting parameter
dimensionality. It remains to be seen whether the community finds this observation to hold across
a range of practical tasks. Another concept that may call a large width into question is the neural
tangent kernel (Jacot et al. [2018]; see sections 4.4.9 and 5.1.6). NTK theory predicts that in the
infinite width limit, only the last linear layer learns. This phenomenon is termed ‘lazy training’.
However, practical architectures often exceed the test error obtained from lazy training even at very
high width [Chizat et al., 2019, Goldblum et al., 2020, Liu et al., 2020a, Novak et al., 2019, Lee
et al., 2020a].

Recently, there has been a very large amount of work on gradually removing neurons from archi-
tectures to improve computational properties while not hurting test error too much. This strategy
is known as ‘pruning’. Many works suffer from the fact that they can only reduce width after or
during training [Wen et al., 2016, Alvarez and Salzmann, 2016, Molchanov et al., 2017, Guo et al.,
2016, Meng et al., 2020], which means that these methods do not help significantly in architec-
ture design, because the layer widths used to start training still have to be chosen. Recently, more
works have focused on pruning neurons in the initial state [Lee et al., 2018b, Wang et al., 2020a,
Lee et al., 2020b, Kim et al., 2020b, Tanaka et al., 2020]. One of our prior works [Philipp and
Carbonell, 2017], as well as Wu et al. [2020], starts with a narrow architecture and adds neurons
during training.

The remarkable relationship between the NLC and width is the seeming absence of a relationship.
In the mean field limit of infinite width, the NLC converges, as we prove at least for fairly general
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fully-connected architectures in section 5.3. We demonstrate the robustness of the NLC to width
change empirically in section 4.4.12. Hence, it is almost possible to choose width and NLC in-
dependently when designing an architecture. The same is true for width and other metrics with a
mean field limit, such as GLEN, LCORR, LSCALE, LBIAS and LCV.

This reveals an intriguing fact. While NLC is a measure of model complexity for neural archi-
tectures as well as a predictor of underfitting and overfitting, it can be controlled independently
of width, which corresponds to the classical measure of model complexity. Hence, there emerge
two relatively independent notions of model complexity in deep learning. One is based on the
complexity of the kind of functions expressed by the architecture; the other is based on how many
different functions it can represent. It would be very interesting to study specifically the differ-
ences, similarities and interactions of these two axes of model complexity. We suspect that width
is somewhat more responsible for reducing training error, whereas nonlinearity is somewhat more
responsible for reducing the training error - test error gap. We suspect that a limited NLC is the
regularizer required to prevent overfitting for very large widths.

A first step in this investigation may be the recent work of He and Su [2020]. They show that a
gradient update based on some datapoint for an architecture that is both wide and nonlinear tends
to not corrupt the architecture’s output for another input of a different class.

We formalize the ZSAD guideline as follows.

ZSAD guideline definition 9. (Background) ‘Use an appropriate width / parameter dimensional-
ity’ requires that the network (i) has sufficient capacity to absorb information from the dataset, (ii)
is sufficiently wide to prevent harmful information loss and (iii) does not have so much capacity
and does not retain so much information that it overfits.

The vagueness of the above guideline underscores the criticisms from the beginning of this chapter.
However, it does have significant value because parameter dimensionality is well-defined. Hence,
when varying the width of all layers jointly, we obtain a single width / dimensionality hyperparam-
eter that is known to be key for performance. Crucially, it can be tuned relatively independently of
the NLC.
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Chapter 10

General nonlinearity theory

In this chapter, we prove the theorems and propositions stated in chapter 4 about neural networks
and input distributions. Our theory builds upon the functional-gradient paradigm detailed in section
1.3.2. We consider neural networks simply as functions from Rdin to Rdout for fixed positive integers
din and dout in accordance with section 2.3.4. However, in line with figure 1.1, we do not impose a
layer structure on neural networks as in section 2.3.4. f is completely “black-box” and therefore
not dependent on any specific architecture design strategy. Further, we consider input distributions
D simply as distributions over vectors in Rdin . Assumptions made about f and D tend to be both
mild and practical. The most restrictive assumption made by the chapter’s theorems is that D is
Gaussian.

10.1 Notation, terminology and conventions

Below, we give notation, terminology and conventions that apply throughout this chapter and only
this chapter, unless otherwise specified. Anything given in earlier chapters, including chapter 2,
that is not repeated in the list below is not applicable to this chapter. For example, the letters g, k
and K are re-assigned, and f with a subscript does not refer to a layer.

• D: input distribution over vectors in Rdin

• x , x′, x′′ or x1 etc.: an input distributed according to D

• χ: a vector of dimensionality din + 1 for which the first din components are equal to x and
the last component is 1

• Exexpr or Eexpr or expr: short for Ex∼Dexpr

• µx: the measure associated with x under D

• dx: the probability density function of x when / where it exists

• µ1: the canonical Lebesgue measure
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• Ex∈S: the expectation over x, where x is drawn from D restricted to a set S

• f(x) : Rdin → Rdout : neural network

• n: the probability density function of the 1-dimensional unit Gaussian

• N : the cumulative distribution function of the 1-dimensional unit Gaussian

• N (., .): a Gaussian distribution where the first argument is the mean and the second argument
is the covariance

• i, i′, i′′, etc. : input component index with 0 ≤ i < din

• j, j′, j′′ etc. : output component index with 0 ≤ j < dout

• J : the Jacobian df
dx

• Covvec = Ex(vec− vec)T (vec− vec): covariance matrix with respect to D

• ′ superscript following a scalar function: the derivative

• []: square brackets used for tensor indexing and denoting closed intervals

• NLC: see section 4.2

• Af , bf , f̃ , LAR, CAR, NAR, ‘linear component’, ‘constant component’, and ‘nonlinear
component’ are defined as in section 4.4.7. In general, when A or b are used with a subscript
that is a function, or a tilde is placed above a function, then those expressions are defined
analogously to Af , bf , f̃ .

• If din = dout = 1, let fK be the piecewise linear approximation of f on some interval
[S, T ] with K equally long segments that is equal to f at each knot point. That is, we have
f(S + k

K
T ) = fK(S + k

K
T ) for all 0 ≤ k ≤ K and fK is linear between S + k

K
T and

S + k+1
K
T for all 0 ≤ k < K.

• Vectors defined in this chapter are row vectors by default. Jacobians have size dout × din.

• In general, we omit function inputs when they are clear from context.

• Except for theorem 1, the proof of a result does not depend on a result given after it.

10.2 General assumptions

Below, we give a few general assumptions about f and D that we make throughout this chapter.
Three of them are identical to assumptions given in section 4.2. The fourth is an extended version
of the corresponding assumption from section 4.2. These assumptions are necessary to maintain
readability, to avoid getting bogged down in impractical corner cases and to keep the length of this
chapter bounded. Further conditions are given in individual propositions, lemmas and theorems.
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Assumption 1. f is differentiable everywhere.

In practice, neural networks are often not differentiable everywhere. This assumption is nonethe-
less reasonable, as we argue in section 2.6.1.

The most common type of non-everywhere-differentiable network is differentiable almost every-
where and directionally differentiable everywhere. This happens most commonly when a direc-
tionally differentiable activation function is used, e.g. ReLU. We suspect that it is somewhat easy
to extend our proofs to the directionally differentiable case. In fact, we designed our proofs specifi-
cally to be extensible in this way. For example, lemma 7 is not actually necessary for differentiable
f . Also, as explained in section 2.6.1, in practice, we can generally replace a non-everywhere-
differentiable activation function with an everywhere-differentiable surrogate that is practically
equivalent.

Assumption 3. Tr(Covf ) > 0

This assumption is very mild, as shown by proposition 1. Note that this also implies E||f ||22 > 0
as E||f ||22 = E||f − f̄ ||22 + ||f̄ ||22 = Tr(Covf ) + ||f̄ ||22

Assumption 4. Covx is non-singular.

This assumption is also mild, as shown by proposition 2. Given any practical input distribution
with singular covariance, we can simply attain non-singularity via linear projection / change of
coordinates.

Assumption 5. Simple expressions involving x, f and J are integrable with respect to D, where
we use the term “integrable” as defined in section 2.6.2. For example, expressions like x, xTx,
f , xTf , fTf , J and JCovxJ T are assumed to be integrable. We assume integrability holds
in all reasonable subspaces of Rdin such as lines and hyperplanes and that any multi-dimensional
integral can be broken down into a sequence of 1-dimensional integrals. We assume that simple
expressions involving f and J , when multiplied with the density function dx, converge to zero
along any direction. We assume that differentiation of f can be exchanged with integration of
simple expressions involving f , which means those integrals are themselves differentiable. We
assume that this assumption itself holds for functions simply derived from f , such as f̃ and the Fi
in stage 4 of the proof of theorem 2.

This assumption is also mild, as we argue in section 2.6.2. We can generally consider practical
input distributions to be bounded in some fashion. Gaussian distributions are very light-tailed.
Since f is assumed to be differentiable, it is integrable over any bounded set with respect to the
canonical Lebesgue measure.

Finally, note that we do not explicitly reference the case where f contains batch normalization. In
that case, we can simply regard the entire batch as a single input x,D as a distribution over batches,
and f as a function that returns outputs jointly for all individual inputs in a batch. See also section
3.4.1.3 for further context on this.
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10.3 Lemmas

Lemma 1. Let χ be defined as in section 10.1. Then EχTχ is non-singular.

Proof. Let ν be an arbitrary non-zero vector of dimensionality din +1, let v be that vector restricted
to its first din components and let e be the last component of ν.

Case 1: v = 0. Then we have e 6= 0 and ν(EχTχ)νT = e2 > 0.

Case 2: v 6= 0. We have

vCovxv
T

= v(E(x− x̄)T (x− x̄))vT

= E(v(x− x̄)T )2

≥ 0

So Covx corresponds to a positive semi-definite quadratic form, so its eigenvalues are non-negative.
Since Covx is also non-singular by assumption 4, its eigenvalues are positive. Hence, it corre-
sponds to a positive definite quadratic form, so vCovxv

T > 0. We have

ν(EχTχ)νT

= ν(E(χ− χ̄)T (χ− χ̄) + χ̄T χ̄)νT

= ν(E(χ− χ̄)T (χ− χ̄))νT + ν(χ̄T χ̄)νT

= vCovxv
T + (νχ̄T )2

≥ vCovxv
T

> 0

So in either case we have ν(EχTχ)νT > 0, so EχTχ corresponds to a positive definite quadratic
form, so it is non-singular.

Lemma 2. Let x̄ = 0 and let D be Gaussian. Then ATf = EJ and bf = Ef .

Proof. Denote by di the conditional density function of x[i] given x[i′], i′ 6= i. Then we have
di(x[i]) = ce−

1
2

(x−x̄)Cov−1
x (x−x̄)T = ce−

1
2
xCov−1

x xT for some normalization constant c, so we have
ddi
dx[i]

= −
∑

i′′ Cov−1
x [i, i′′]x[i′′]di. Cov−1

x is valid by assumption 4. We have

(
EJ
)

[j, i]

= Ex[i′],i′ 6=iEx[i]
df [j]

dx[i]
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= Ex[i′],i′ 6=i

∫ ∞
x[i]=−∞

df [j]

dx[i]
dµx

= Ex[i′],i′ 6=i

∫ ∞
x[i]=−∞

df [j]

dx[i]
didµ1

= Ex[i′],i′ 6=i

(
[f [j]di]

∞
x[i]=−∞ −

∫ ∞
x[i]=−∞

ddi
dx[i]

f [j]dµ1

)
= Ex[i′],i′ 6=i

(
[f [j]di]

∞
x[i]=−∞ +

∫ ∞
x[i]=−∞

∑
i′′

Cov−1
x [i, i′′]x[i′′]f [j]didµ1

)
= E

(∑
i′′

Cov−1
x [i, i′′]x[i′′]f [j]

)
= E

(
Cov−1

x xTf
)T

[j, i]

Here, we use integration by parts on a 1-dimensional subspace. This is allowed because di is
absolutely continuous and df [j]

dx[i]
is integrable.

The standard formula for the least squares linear fit yields
(
Af
bf

)
= (EχTχ)−1EχTf , where

(EχTχ)−1 is valid by lemma 1. Using x̄ = 0 we have

(
Af
bf

)
= (EχTχ)−1(EχTf)

=

(
ExTx ExT
Ex 1

)−1(ExTf
Ef

)
=

(
Covx 0

0 1

)−1(ExTf
Ef

)
=

(
Cov−1

x 0
0 1

)(
ExTf
Ef

)
=

(
Cov−1

x ExTf
Ef

)

Hence bf = Ef and Af = Cov−1
x ExTf , and hence ATf = EJ .

Lemma 3. Let ExTf = 0 and Ef = 0. Then Af = 0 and bf = 0.

Proof. The standard formula for the least squares linear fit yields
(
Af
bf

)
= (EχTχ)−1EχTf =

(EχTχ)−1

(
ExTf
Ef

)
= 0, where (EχTχ)−1 is valid by lemma 1.
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Lemma 4. Let din = dout = 1 and letD be Gaussian. Let fK be the piecewise linear approximation
of f as defined in section 10.1 with respect to some interval [S, T ]. Then for each ε there exists a
Kε such that for all K > Kε we have |Ex∈[S,T ]fK − Ex∈[S,T ]f | < ε, |Ex∈[S,T ]f

2
K − Ex∈[S,T ]f

2| < ε,
Ex∈[S,T ]f

′2
K − Ex∈[S,T ]f

′2 < ε and |Ex∈[S,T ]xfK − Ex∈[S,T ]xf | < ε.

Proof. In this proof only, we write E for Ex∈[S,T ]. Let δ = T−S
K

, let k range from 0 to K − 1 and
let xk = S+kδ. Let T denote the distributionD restricted to [S, T ], let t(x) denote the probability
density function of T and let tk =

∫ xk+1

xk
t(x)dµ1. (Keep in mind that expressions like xk and tk

depend on K. The value of K, as opposed to S and T , is not fixed throughout this proof.) We
say that a function ‘covers’ a value on an interval if that value is neither a strict upper bound nor a
strict lower bound for the function on the interval.

Let ck = Ex∈[xk,xk+1]fK . We have EfK =
∑

k tkck. Since fK is linear on [xk, xk+1], ck lies between
fK(xk) = f(xk) and fK(xk+1) = f(xk+1), and so ck is covered by f on [xk, xk+1]. Since f is
integrable over T , limK→∞

∑
k tkck is a valid definition of Ef . Hence we have limK→∞

∑
k tkck =

limK→∞ EfK = Ef and therefore for each ε1 there is a K1 such that for all K > K1 we have
|EfK − Ef | < ε1.

Let sk = Ex∈[xk,xk+1]f
2
K . We have Ef 2

K =
∑

k tksk. Case 1: Assume fK(xk) and fK(xk+1) have
the same sign. Since fK is linear on [xk, xk+1], f 2

K is monotonic on [xk, xk+1]. So sk lies be-
tween fK(xk)

2 = f(xk)
2 and fK(xk+1)2 = f(xk+1)2, and so sk is covered by f 2 on [xk, xk+1].

Case 2: Assume fK(xk) and fK(xk+1) don’t have the same sign. Since fK is linear on [xk, xk+1],
sk lies between 0 and max(fK(xk)

2, fK(xk+1)2) = max(f(xk)
2, f(xk+1)2). Since f is contin-

uous, it attains all values between f(xk) and f(xk+1) on [xk, xk+1], so f 2 attains both 0 and
max(f(xk)

2, f(xk+1)2), so sk is covered by f 2 on [xk, xk+1]. So in both case 1 and case 2, sk
is covered by f 2 on [xk, xk+1]. Since f 2 is integrable over T , limK→∞

∑
k tksk is a valid definition

of Ef 2. Hence we have limK→∞
∑

k tksk = limK→∞ Ef 2
K = Ef 2 and therefore for each ε2 there

is a K2 such that for all K > K2 we have |Ef 2
K − Ef 2| < ε2.

Let gk = Ex∈[xk,xk+1]f
′2
K(x) = (f(xk+1)−f(xk)

δ
)2. We have Ef ′2K =

∑
k tkgk. By the intermediate

value principle, f(xk+1)−f(xk)

δ
is covered by f ′ on [xk, xk+1]. Therefore (f(xk+1)−f(xk)

δ
)2 is not a

strict upper bound for f ′2 on [xk, xk+1]. Let γk be a value attained by f ′2 on [xk, xk+1] that is larger
than or equal to gk. Since f ′2 is integrable over T , limK→∞

∑
k tkγk is a valid definition of Ef ′2.

So
∑

k tkgk = Ef ′2K as a sequence in K is less than or equal to a sequence that converges to Ef ′2.
So for each ε3 there is a K3 such that for all K > K3 we have Ef ′2K − Ef ′2 < ε3.

Let lk = Ex∈[xk,xk+1]xfK(x). We have ExfK =
∑

k tklk. Let rk = mid(xkfK(xk) −
lk, xk+1fK(xk+1) − lk, 0), where mid(., ., .) denotes the middle of three values. Since fK(x) is
linear on [xk, xk+1], we can denote it as akx + bk there. xfK(x) is then a quadratic function on
[xk, xk+1]. Case 1: Assume xfK(x) is monotonic on [xk, xk+1]. Then lk lies between xkfK(xk)
and xk+1fK(xk+1), and so rk = 0. Case 2: Assume xfK(x) is not monotonic on [xk, xk+1]. Then
it has a single critical point x∗ in [xk, xk+1], where x∗ = − bk

2ak
. Then |xkfK(xk) − x∗fK(x∗)| =

|akx2
k + bkxk − ak(− bk

2ak
)2 − bk(− bk

2ak
)| = |ak(x + bk

2ak
)2| = |ak(x − x∗)2| ≤ |ak|δ2. Similarly,

|xk+1fK(xk+1) − x∗fK(x∗)| ≤ |ak|δ2. So the value of xfK(x) at the critical point is not further
than |ak|δ2 away from either xkfK(xk) or xk+1fK(xk+1). So lk is not further than |ak|δ2 away from
either xkfK(xk) or xk+1fK(xk+1). So |rk| < |ak|δ2. So in either case 1 or case 2, |rk| < |ak|δ2.
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ak is the slope of fK(x) on [xk, xk+1], so |ak| =
√
gk, where gk is defined as above. So |

∑
k tkrk| <

δ2
∑

k

√
gktk. We have shown above that Ef ′2K =

∑
k gktk is bounded for large enough K, so√∑

k gktk is bounded for large enough K. Since
∑

k tk = 1, by Jensen’s inequality we have√∑
k gktk ≥

∑
k

√
gktk, so

∑
k

√
gktk is bounded for large enough K, so δ2

∑
k

√
gktk converges

to zero as K converges to infinity, so |
∑

k tkrk| converges to zero, so
∑

k tkrk converges to zero.
rk + lk = mid(xkfK(xk), xk+1fK(xk+1), lk) is covered by f on [xk, xk+1], because lk is either
covered or is not the middle value. Since xf is integrable over T , limK→∞

∑
k(rk + lk)tk is a

valid definition of Exf . So
∑

k(rk + lk)tk as a sequence in K converges to Exf and
∑

k rktk
converges to zero, so

∑
k lktk = ExfK converges to Exf . So for each ε4 there is a K4 such that

for all K > K4 we have |ExfK − Exf | < ε4.

Setting ε1, ε2, ε3 and ε4 to ε and setting Kε = max(K1, K2, K3, K4) yields the lemma.

Lemma 5. Let din = 1 and let h(x) = −xn(x)+(N(x)−N(0))(1−x2). Then h has the following
properties:

1. h′ ≤ 0 where equality holds if and only if x = 0

2. h is strictly decreasing

3. h = 0 if x = 0, h < 0 if x > 0 and h > 0 if x < 0

4. On any closed and bounded interval not containing zero, h is bounded away from zero.

5. For all c > 0, h is bounded away from zero on [c,∞) and (−∞,−c].

Proof. h′(x) = −n(x) + x2n(x) + n(x)(1− x2)− 2x(N(x)−N(0)) = −2x(N(x)−N(0)). As
N(x)−N(0) has the same sign as x, property 1 holds.

Since h is differentiable and property 1 holds, h is decreasing. Assume h(y) = h(z) for some
y < z. Because h is decreasing, it is constant on [y, z], so h′ = 0 on [y, z]. But by property 1,
h′ = 0 holds only at one point. Contradiction. So h(y) 6= h(z). So h is strictly decreasing, hence
property 2.

Property 3 follows directly from property 2 and h(0) = 0.

Consider any closed and bounded interval not containing zero. Then it is either above or below
zero. If it is above zero, by property 2, h attains its maximum at the lower bound of the interval and
its minimum at the upper bound of the interval. By property 3, h is negative at both those points.
Hence, h is bounded away from zero. Similarly, if the interval is below zero, h is bounded in the
positive reals. Hence, property 4.

By property 2, h attains its maximum on [c,∞) at c. By property 3, that maximum is negative.
Hence h is bounded away from zero. Similarly, by property 2, h attains its minimum on (−∞,−c]
at −c. By property 3, that minimum is positive. Again, h is bounded away from zero. Hence,
property 5.

Lemma 6. Let din = 1 andH(x) = −3xn(x)+(N(x)−N(0))(3−x2). ThenH has the following
properties:
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1. H ′ ≤ 0 where equality holds if and only if x = 0

2. H is strictly decreasing

3. H = 0 if x = 0, H < 0 if x > 0 and H > 0 if x < 0

4. On any closed and bounded interval not containing zero, H is bounded away from zero.

5. For all c > 0, H is bounded away from zero on [c,∞) and (−∞,−c].

Proof. We first investigate G(x) = xn(x) − N(x) + N(0). We have G′(x) = −x2n(x). So G is
differentiable and has a non-positive derivative. Hence it is decreasing. Assume that G(y) = G(z)
for some y < z. Then because G is decreasing, it is constant on [y, z], so G′ = 0 on [y, z]. But G′

is only zero at one point. Contradiction. Hence G(y) 6= G(z), so G is strictly decreasing. Since
G(0) = 0, G(x) has the opposite sign as x.

We have H ′(x) = −3n(x) + 3x2n(x) +n(x)(3− x2)− 2x(N(x)−N(0)) = 2x(xn(x)−N(x) +
N(0)) = 2xG(x). Since G(x) has the opposite sign as x, 2xG(x) ≤ 0 where equality holds if and
only if x = 0. We have property 1.

Since H is differentiable and property 1 holds, H is decreasing. Assume H(y) = H(z) for some
y < z. Because H is decreasing, it is constant on [y, z], so H ′ = 0 on [y, z]. But by property 1,
H ′ = 0 holds only at one point. Contradiction. So H(y) 6= H(z). So H is strictly decreasing,
hence property 2.

Property 3 follows directly from property 2 and H(0) = 0.

Consider any closed, bounded interval not containing zero. Then it is either above or below zero.
If it is above zero, by property 2, H attains its maximum at the lower bound of the interval and
its minimum at the upper bound of the interval. By property 3, H is negative at both those points.
Hence, H is bounded away from zero. Similarly, if the interval is below zero, H is bounded in the
positive reals. Hence, property 4.

By property 2, H attains its maximum on [c,∞) at c. By property 3, that maximum is nega-
tive. Hence H is bounded away from zero. Similarly, by property 2, H attains its minimum on
(−∞,−c] at −c. By property 3, that minimum is positive. Again, H is bounded away from zero.
Hence, property 5.

Lemma 7. Let din = dout = 1 and let D be Gaussian. Then for all ε there exists a δ > 0 such that
for all 0 ≤ x < δ we have |f(x)− f(0)| < ε

√
x.

Proof. We argue by contradiction. Assume that there exists an ε for which there is no such δ. Then
there exists a decreasing sequence δk > 0 converging to zero such that |f(δk)− f(0)| ≥ ε

√
δk for

all k. Let dmin be the minimum value that dx takes on [0, δ0]. Since D is Gaussian, this value is
positive. We have

∫ δk

0

f ′2dµx
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≥ dmin

∫ δk

0

f ′2dµ1

≥ dmin(

∫ δk

0

f ′dµ1)2(

∫ δk

0

dµ1)−1

= dmin
(f(δk)− f(0))2

δk

≥ dmin
(ε
√
δk)

2

δk
= dminε

2

Here, we use Jensen’s inequality.

Because f ′2 is integrable with respect to D, we have
∫ δ0

0
f ′2dµx = limk→∞

∫ δ0
δk
f ′2dµx, so 0 =

limk→∞
∫ δ0

0
f ′2dµx −

∫ δ0
δk
f ′2dµx = limk→∞

∫ δk
0
f ′2dµx. But

∫ δk
0
f ′2dµx is bounded away from

zero. Contradiction. Hence, we have the lemma.

10.4 Propositions

Proposition 1. Assume there exists an open set S where D has a continuous, positive density
function and f is not constant on S. Then Tr(Covf ) > 0.

Proof. (For the purpose of this proof, naturally, we do not use assumption 3.) Since f is non-
constant on S, there are x1, x2 ∈ S with f(x1) 6= f(x2). At least one of f(x1), f(x2) is unequal to
f̄ . WLOG, f(x1) 6= f̄ . Because dx is continuous and positive on S, there exists an open set S1 and
ε1 > 0 such that x1 ∈ S1 and dx(x) > ε1 for all x ∈ S1. Because f is continuous and f(x1) 6= f̄ ,
there exists an open set S2 and ε2 > 0 such that x1 ∈ S2 and ||f(x) − f̄ ||22 > ε2 for all x ∈ S2.
Let S3 = S1 ∩ S2. Because S1 and S2 are open, so is S3. Because x1 ∈ S1 and x1 ∈ S2, S3 is
non-empty, we have

∫
S3
dµ1 > 0. So we have

Tr(Covf )

= Tr(E(f − f̄)T (f − f̄))

= E||f − f̄ ||22
=

∫
x

||f − f̄ ||22dµx

≥
∫
x∈S3

||f − f̄ ||22dµx

=

∫
x∈S3

||f − f̄ ||22dx(x)dµ1

≥
∫
x∈S3

ε2ε1dµ1

401



= ε2ε1

∫
S3

dµ1

> 0

Proposition 2. Assume there exists a non-empty open set S where D has a continuous, positive
density function. Then Covx is non-singular.

Proof. (For the purpose of this proof, naturally, we do not use assumption 4.) Assume Covx is
singular. Then there exists a non-zero vector v ∈ Rdin such that vCovx = 0. Let F (x) = xvT . F is
not constant on any non-empty open set, so it is non-constant on S. Hence we can apply the proof
of proposition 1 to obtain CovF > 0. We also have

CovF

= E(F − F̄ )T (F − F̄ )

= EF TF − F̄ T F̄

= EvxTxvT − vx̄T x̄vT

= v(ExTx− x̄T x̄)vT

= v(E(x− x̄)T (x− x̄))vT

= vCovxv
T

= 0

This is a contradiction, which completes the proof.

Proposition 3. Let f be linear. Then NLC(f,D) = 1.

Proof. If f : Rdin → Rdout is linear, we can write f(x) = xA+ b for a fixed matrix A and vector b.
Then we have

NLC(f,D)2

=
ETr(J (x)CovxJ (x)T )

Tr(Covf )

=
Tr(ATCovxA)

Tr(Ex(xA+ b− Ex′(x′A+ b))T (xA+ b− Ex′(x′A+ b)))

=
Tr(ATCovxA)

Tr(E(xA− x̄A)T (xA− x̄A))

=
Tr(ATCovxA)

Tr(EAT (x− x̄)T (x− x̄)A)
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=
Tr(ATCovxA)

Tr(ATCovxA)
= 1

Proposition 4. Let A be an orthogonal matrix of size dout×dout and b be a dout-dimensional vector.
Then NLC(fA+ b,D) = NLC(f,D).

Proof.

NLC(fA+ b,D)2

=
ETr(ATJ (x)CovxJ T (x)A)

Ex Tr((f(x)A+ b− Ex′(f(x′)A+ b))T (f(x)A+ b− Ex′(f(x′)A+ b)))

=
Ex,x′ Tr(ATJ (x)(x′ − x̄)T (x′ − x̄)J (x)TA)

ETr(AT (f(x)− f̄)T (f(x)− f̄)A)

=
Ex,x′ ||ATJ (x)(x′ − x̄)T ||22

E||AT (f(x)− f̄)||22

=
Ex,x′ ||J (x)(x′ − x̄)T ||22

E||f(x)− f̄ ||22

=
Ex,x′ Tr(J (x)(x′ − x̄)T (x′ − x̄)J (x)T )

ETr((f(x)− f̄)T (f(x)− f̄))

=
ETr(J (x)CovxJ (x)T )

Tr(Covf )

= NLC(f,D)2

Proposition 5. Let A be a matrix of size din × din and b be a din-dimensional vector. Assume
Tr(Covf(xA+b)) > 0. Then NLC(f(xA + b),D) = NLC(f(x),DA + b), where drawing x from
DA+ b is equivalent to drawing x from D and applying xA+ b.

Proof.

NLC(f(xA+ b),D)2

=
Ex Tr(df(xA+b)

dx
Covx

df(xA+b)
dx

T
)

Tr(Covf(xA+b))

=
Ex,x′ Tr(J (xA+ b)AT (x′ − x̄)T (x′ − x̄)AJ (xA+ b)T )

Tr(Covf(xA+b))

=
Ex,x′ Tr(J (xA+ b)(x′A+ b− Ex′′(x′′A+ b))T (x′A+ b− Ex′′(x′′A+ b))J (xA+ b)T )

Tr(Ex(f(xA+ b)− Ex′′f(x′′A+ b))T (f(xA+ b)− Ex′′f(x′′A+ b)))

=
Ex,x′∼DA+b Tr(J (x)(x′ − Ex′′∼DA+bx

′′)T (x′ − Ex′′∼DA+bx
′′)J (x)T )

Tr(Ex∼DA+b(f(x)− Ex′′∼DA+bf(x′′))T (f(x)− Ex′′∼DA+bf(x′′)))
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= NLC(f(x),DA+ b)2

Proposition 6. We have

1. EF T f̃ = 0 and EF f̃T = 0 for any linear function F : Rdin → Rdout

2. E((x− x̄)Af )f̃
T = 0, E(bf + x̄Af )f̃

T = 0 and E((x− x̄)Af )(bf + x̄Af )
T = 0

3. LAR + CAR + NAR = 1

Proof. Since F is linear, it can be written as xA + b for some A, b. Let A denote
(
A
b

)
. The

standard formula for the least squares linear fit yields
(
Af
bf

)
= (EχTχ)−1EχTf , where (EχTχ)−1

is valid by lemma 1. Then we have

EF T f̃

= E(xA+ b)T (f − χ
(
Af
bf

)
)

= E(χA)T (f − χ(EχTχ)−1(EχTf))

= EAT (χTf − χTχ(EχTχ)−1(EχTf))

= AT ((EχTf)− (EχTχ)(EχTχ)−1(EχTf))

= 0

Since we have F f̃T = Tr(F T f̃), we have EF f̃T = 0. Hence, property 1.

(x − x̄)Af is linear, so by property 1 we have E((x − x̄)Af )f̃
T = 0. bf + x̄Af is linear, so by

property 1 we have E(bf + x̄Af )f̃
T = 0. Also we have E((x − x̄)Af )(bf + x̄Af )

T = ((x̄ −
x̄)Af )(bf + x̄Af )

T = 0. Hence, property 2. Finally, we have

1

= (E||f ||22)−1E||f ||22
= (E||f ||22)−1EffT

= (E||f ||22)−1E(f̃ + (x− x̄)Af + (bf + x̄Af ))(f̃ + (x− x̄)Af + (bf + x̄Af ))
T

= (E||f ||22)−1E
(
f̃ f̃T + (x− x̄)Af ((x− x̄)Af )

T + (bf + x̄Af )(bf + x̄Af )
T

+2((x− x̄)Af )f̃
T + 2(bf + x̄Af )f̃

T + 2(x− x̄)Af (bf + x̄Af )
T
)

= (E||f ||22)−1E
(
f̃ f̃T + (x− x̄)Af ((x− x̄)Af )

T + (bf + x̄Af )(bf + x̄Af )
T
)

= (E||f ||22)−1E
(
||f̃ ||22 + ||(x− x̄)Af ||22 + ||bf + x̄Af ||22

)
404



=
E||f̃ ||22
E||f ||22

+
E||(x− x̄)Af ||22

E||f ||22
+

E||bf + x̄Af ||22
E||f ||22

= LAR + CAR +NAR

We have property 3.

Proposition 7. Assume there exists an open set S where D has a continuous, positive density
function and f is not linear on S. Then Tr(Covf̃ ) > 0.

Proof. We have f̃ = f − xAf − bf . Assume f̃ is linear on S. Then it can be written as xA + b.
Then f = x(Af + A) + (bf + b), so f is linear on S. Contradiction. So f̃ is not linear on S. So f̃
is not constant on S. Hence, by proposition 1, Covf̃ > 0.

Proposition 8. Let xAf̃ + bf̃ be the least squares linear fit to f̃ . Then Af̃ = 0 and bf̃ = 0.

Proof. The standard formula for the least squares linear fit yields
(
Af
bf

)
= (EχTχ)−1EχTf and(

Af̃
bf̃

)
= (EχTχ)−1EχT f̃ , where (EχTχ)−1 is valid by lemma 1. Then we have

(
Af̃
bf̃

)
= (EχTχ)−1EχT f̃

= (EχTχ)−1EχT (f − χ
(
Af
bf

)
)

= (EχTχ)−1EχT (f − χ(EχTχ)−1EχTf)

= (EχTχ)−1
(
EχTf − (EχTχ)(EχTχ)−1EχTf

)
= 0

Hence, Af̃ = 0 and bf̃ = 0 as required.

Proposition 9. Let δin ∼ N (0,Covx) and δout ∼ N (0,Covf ) be row vectors. Assume NLC > 0.
Then

Ex,δin ||
δin

NLC
J (x)T ||22 = Eδout||δout||22

Proof. We have

Eδout ||δout||22
= Eδout

∑
j

δout[j]δout[j]
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= Eδout

∑
j

(δToutδout)[j, j]

=
∑
j

(Eδoutδ
T
outδout)[j, j]

=
∑
j

Covf [j, j]

= Tr(Covf )

Further, we have

Ex,δin ||δinJ (x)T ||22
= Ex,δin

∑
j

(∑
i

δin[i]J (x)[j, i]
)2

= Ex,δin

∑
j

(
(
∑
i

δin[i]J (x)[j, i])(
∑
i′

δin[i
′]J (x)[j, i′])

)
= Ex,δin

∑
j

(
J (x)δTinδinJ (x)T

)
[j, j]

= Ex
∑
j

(
J (x)Eδin(δ

T
inδin)J (x)T

)
[j, j]

= Ex
∑
j

(
J (x)CovxJ (x)T

)
[j, j]

= Ex Tr(J (x)CovxJ (x)T )

Finally, we have

Ex,δin||
δin

NLC
J (x)T ||22

=
1

NLC2
Ex,δin ||δinJ (x)T ||22

=
Tr(Covf )

Ex Tr(J (x)CovxJ (x)T )
Ex Tr(J (x)CovxJ (x)T )

= Tr(Covf )

= Eδout||δout||22

as required.
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10.5 Theorems

10.5.1 Theorem 1: NLC ≥ 1 for Gaussian inputs

Theorem 1. Let D be Gaussian. Then NLC(f,D) ≥ 1, where equality holds if and only if f is
linear.

Proof. In this proof, we will use theorems 2 and 3. Since the proofs of those theorems are not
dependent on this theorem, there is no circular reasoning.

By proposition 3, we have NLC(f,D) = 1 if f is linear. So now assume f is not linear. By
proposition 7, Tr(Covf̃ ) > 0 and soNLC(f̃ ,D) is valid. We also have E||f̃ ||22 = E||f̃−(Ef̃)||22 +

||Ef̃ ||22 = Tr(Covf̃ ) + ||Ef̃ ||22 > 0 and so NAR(f,D) > 0. We have

NLC(f,D)2

=
LAR

NAR + LAR
+

NAR

NAR + LAR
NLC(f̃ ,D)2

= 1 +
NAR

NAR + LAR
(NLC(f̃ ,D)2 − 1)

≥ 1 +
2NAR

NAR + LAR
> 1

Discussion and alternative proof sketch Theorem 1 can be proven directly without relying on
theorem 2 or 3. In fact, we proved theorem 1 first and then developed the proof of theorem 2 as
an extended version. Due to the length that this chapter already has, we will only give a quick
summary of this direct proof here, thereby avoiding the near-duplication of tedious arguments
present in the proof of theorem 2.

Like the proof of theorem 2, the direct proof of theorem 1 proceeds in stages. In the first stage, we
examine odd, scalar f with unit Gaussian D. Let T > S > 0. Using integration by parts, we have

∫ T

S

f 2dµx

=

∫ T

S

f 2

x
(xdx)dµ1

= [−f
2

x
dx]

T
S +

∫ T

S

2ff ′

x
− f 2

x2
dxdµ1

=
f(S)2

S
n(S)− f(T )2

T
n(T ) +

∫ T

S

2ff ′

x
− f 2

x2
dµx
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and so

(Ef ′2 − f 2)− (Ef)2

= Ef ′2 − f 2

= 2
( ∫ ∞

0

f ′2 − f 2dµx
)

= 2
( ∫ S

0

f ′2 − f 2dµx +

∫ T

S

f ′2dµx −
∫ T

S

f 2dµx +

∫ ∞
T

f ′2 − f 2dµx
)

= 2
( ∫ S

0

f ′2 − f 2dµx +

∫ T

S

f ′2dµx

−f(S)2

S
n(S) +

f(T )2

T
n(T )−

∫ T

S

2ff ′

x
− f 2

x2
dµx +

∫ ∞
T

f ′2 − f 2dµx
)

= 2

∫ T

S

(f ′ − f

x
)2dµx +

= 2
( ∫ S

0

f ′2 − f 2dµx +

∫ ∞
T

f ′2 − f 2dµx −
f(S)2

S
n(S) +

f(T )2

T
n(T )

)
The first term is strictly positive if f is not linear on [S, T ]. Also, the first term increases as S
decreases and T increases while the second term converges to zero as S converges to zero and T
converges to infinity. Therefore, we can choose S and T such that the whole expression is strictly
positive. This proves theorem 1 for odd, scalar f .

In the second stage, we generalize from odd, scalar f to arbitrary scalar f by observing that the
NLC of such f is at least a weighted average between the NLC of an odd function that mirrors f
on the negative quadrant and the NLC of an odd function that mirrors f on the positive quadrant.
Next, we consider multi-dimensional unit Gaussian D together with dout = 1. We use a simplified
version of the argument from stage 4 of the proof of theorem 2 where we only need to define
the fi, but not the ti,k or pi,k. Finally, we extend to the general case via a series of trivial stages,
analogously to the proof of theorem 2.

10.5.2 Theorem 2: NLC ≥
√

2 when the least squares fit is zero

Theorem 2. Let D be Gaussian and let the linear component of f be the zero function. Then we
have

NLC(f,D) ≥
√

2

Proof. This proof is quite long and will proceed in a number of stages. In each stage, we prove the
statement NLC(f,D) ≥

√
2 for a more general class of pairs (f,D) while building on the results

from previous stages. The notation defined in any stage is local to that stage.
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Stage 1: The statement holds when din = dout = 1, D has expectation zero and variance one, f is
an even function and the constant component of f is the zero function.

We argue by contradiction. Assume NLC(f,D) <
√

2. Denote
∫ T
S
xpdµx by Ip(S, T )

for any S ≤ T and p. In this stage, we have NLC(f,D)2 = Ef ′2
Ef2−(Ef)2

=

limX→∞
∫X
−X f ′2dµx

limX→∞
∫X
−X f2dµx−(limX→∞

∫X
−X fdµx)2

. We have limX→∞ I0(−X,X) = 1. So we have

NLC(f,D)2 =
limX→∞

∫X
−X f ′2dµx
I0(−X,X)

limX→∞

∫X
−X f2dµx

I0(−X,X)
−
(

limX→∞

∫X
−X fdµx

I0(−X,X)

)2 . Hence, there is an X with

∫X
−X f ′2dµx
I0(−X,X)∫X

−X f2dµx

I0(−X,X)
−
( ∫X
−X fdµx

I0(−X,X)

)2 < 2 and also X > 1. For the remainder of stage 1, let X be this

fixed value. We shorten the expression Ip(−X,X) to Ip. Rearranging, we obtain 1
I0

∫ X
−X f

′2 −
2f 2dµx + 2

I20
(
∫ X
−X fdµx)

2 < 0. Let T be D restricted to [−X,X]. Then our formula becomes
(Ex∼T f ′2) − 2(Ex∼T f 2) + 2(Ex∼T f)2 < 0. Let fK be the piecewise linear approximation of f
on the interval [−X,X] with K linear segments as defined in section 10.1. By lemma 4, we can
choose an e > 0 andKe such that (Ex∼T f ′22K)−2(Ex∼T f 2

2K)+2(Ex∼T f2K)2 < −e for allK > Ke.
We write obj(f2K) < −e.
The next step in the proof is to show that for each η > 0, there is a Kη > Ke and an even quadratic
function q = ax2 +c such that obj(q) < obj(f2Kη)+η. Because this step is quite long and tedious,
we will first show how to complete stage 1 once we have shown the existence of this Kη and q. We
have for arbitrary q

obj(q)

=
1

I0

∫ X

−X
4a2x2 − 2a2x4 − 4acx2 − 2c2dµx +

2

I2
0

(

∫ X

−X
ax2 + cdµx)

2

=
1

I0

(4a2I2 − 2a2I4 − 4acI2 − 2c2I0) +
2

I2
0

(a2I2
2 + 2acI2I0 + c2I2

0 )

=
2a2

I2
0

(2I2I0 − I4I0 + I2
2 )

=
2a2

I2
0

(
2(1− 2N(−X)− 2Xn(X))(1− 2N(−X))−

(3− 6N(−X)− 2X(X2 + 3)n(X))(1− 2N(−X)) + (1− 2N(−X)− 2Xn(X))2
)

=
2a2

I2
0

(−2Xn(X) + 4Xn(X)N(−X) + 4X2n(X)2 + 2n(X)X3 − 4X3n(X)N(X))

=
2a2

I2
0

(2Xn(X)(X2 − 1)(1− 2N(−X)) + 4X2n(X)2)

≥ 0

In the last step, we used X > 1. But if we choose η < e, then from obj(f2Kη) < −e and
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obj(q) < obj(f2Kη) + η we obtain obj(q) < 0. This is the contradiction that would complete stage
1. So we are left to show the following.

Claim 1: For each η > 0, there is a Kη > Ke and an even quadratic function q = ax2 + c such that
obj(q) < obj(f2Kη) + η.

For each K, we define the even quadratic function qK = aKx
2 +cK . We choose the parameters aK

and cK to satisfy the following equalities: f2K(X) = qK(X) and ET f2K = ET qK . It is clear that
for each pair of values of f2K(X) and ET f2K , there exist unique values for aK and cK . Because f ,
and hence f2K , is even, we also have f2K(−X) = qK(−X).

Let objdiff(K) = obj(f2K) − obj(qK). The remainder of the proof of claim 1 will proceed as
follows. In step 1, we will fix K and derive an alternative formula for objdiff . In step 2, we will
break down that formula into a sum of terms where each term is either positive or arbitrarily close
to zero for largeK. This will then allow us to pick aK > Ke with objdiff(K) > −η for arbitrary
Ke and η, and then we will have claim 1.

Step 1: Fix K. Define Fk, 0 ≤ k ≤ K as follows. On [−X,− k
K
X] and [ k

K
X,X], Fk is equal to

f2K . On [− k
K
X, k

K
X], Fk is an even quadratic that connects with f2K at − k

K
X and k

K
X and has

Ex∈[− k
K
X, k

K
X]Fk = Ex∈[− k

K
X, k

K
X]f2K , which is equivalent to ET Fk = ET f2K , to

∫ X
−X Fkdµx =∫ X

−X f2Kdµx and to
∫ k
K
X

0
Fkdµx =

∫ k
K
X

0
f2Kdµx because both functions are even. Then F0 = f2K

and FK = qK . So objdiff =
∑K−1

k=0 obj(Fk) − obj(Fk+1). As
∫ X
−X Fkdµx is the same for all k,

we have objdiff = 1
I0

∑K−1
k=0

∫ X
−X(F ′2k − 2F 2

k ) − (F ′2k+1 − 2F 2
k+1)dµx. Because all functions are

even, we then have objdiff = 2
I0

∑K−1
k=0

∫ X
0

(F ′2k − 2F 2
k ) − (F ′2k+1 − 2F 2

k+1)dµx. Finally, we can
eliminate sections of the integral where consecutive F ’s are equal. Then we obtain objdiff =
2
I0

∑K−1
k=0

∫ (k+1)
K

X

0
(F ′2k − 2F 2

k )− (F ′2k+1 − 2F 2
k+1)dµx. Denote the k’th term of this sum by Dk.

Let’s look at a specific Dk. For now, we will omit most k and K subscripts because k and K are
considered fixed. Instead, we introduce some additional notation. Let ε = X

K
, y = kε, z = (k+ 1)ε

and let bx+ d be the line segment in f2K between kε and (k + 1)ε. Let ax2 + r be the equation of
the even square in Fk between 0 and kε. Let Ax2 +R be the even quadratic in Fk+1 between 0 and
(k + 1)ε. Then the 6 parameters a, r, A,R, b, d satisfy the following constraints, which arise from
Fk(y) = f2K(y), Fk+1(z) = f2K(z) and

∫ z
0
Fkdµx =

∫ z
0
Fk+1dµx respectively.

ay2 + r = by + d

Az2 +R = bz + d

aI2(0, y) + rI0(0, y) + bI1(y, z) + dI0(y, z) = AI2(0, z) +RI0(0, z)

And we have

Dk(a, r, A,R, b, d)

= (b2 − 2d2)I0(y, z)− 2b2I2(y, z)− 4bdI1(y, z) + 4a(a− r)I2(0, y)− 2a2I4(0, y)

−2r2I0(0, y)− 4A(A−R)I2(0, z) + 2A2I4(0, z) + 2R2I0(0, z)
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It is easy to check that simultaneously adding a constant to Fk and Fk+1 neither alters Dk nor
affects the validity of the constraints. Hence WLOG we can subtract d from r and R and then set
d = 0 within the constraints and Dk. We then use the first two constraints to substitute values for
r and R into the third constraint and Dk. We thus obtain a single constraint.

A =
aI2(0, y) + (by − ay2)I0(0, y) + bI1(y, z)− bzI0(0, z)

I2(0, z)− z2I0(0, z)

The denominator is h(z) where h is defined as in lemma 5. By that lemma, z > 0 implies h(z) < 0,
so the above ratio is valid.

Both N and n are continuously differentiable with a Lipschitz derivative. Therefore, we have
N(z) = N(y) + εN ′(y) + ε2∇(y, ε) = N(y) + εn(y) + ε2∇(y, ε) and n(z) = n(y) + εn′(y) +
ε2ν(y, ε) = n(y) − εyn(y) + ε2ν(y, ε) for some ν and ∇ which are bounded for y, ε ∈ [0, X].
Substituting the above expressions for A, n(z), N(z) and z = y + ε into Dk we obtain

Dk(a, b) = n(y)(2ya− b)2 h2(y)

h2(y + ε)
ε+

P (2)b2 + P (1)b+ P (0)

h2(y + ε)
ε2

Here P (2), P (1) and P (0) are polynomials composed of ε, y, n(y), N(y), ν(y, ε), ∇(y, ε) and a
terms. Importantly, the symbolic expression of these polynomials is not dependent on K or k.

Now, we re-introduce the k subscripts as we aggregate the values of the Dk for our fixed K. We
obtain

objdiff =
2

I0

K−1∑
k=0

Dk =
2

I0

K−1∑
k=0

n(yk)(2ykak − bk)2 h2(yk)

h2(yk + ε)
ε+

P (2)b2
k + P (1)bk + P (0)

h2(yk + ε)
ε2

Again, we note that the three polynomials do not have k subscripts because their symbolic expres-
sion does not depend on k. This is the alternative expression of objdiff we were looking for in
step 1.

Step 2: Now K is no longer considered fixed. Let C be a positive integer and assume that K is a

multiple of C. Then we break down objdiff(K) into 2
I0

∑K
C
−1

k=0 Dk and 2
I0

∑K−1

k=K
C
Dk.

Let’s look at 2
I0

∑K−1

k=K
C
Dk first, and let’s do so for a fixed value of C. We have yk > X

C
, so by

lemma 5, h(yk + ε) is bounded away from zero across all K and k ≥ K
C

. All terms that make up
the polynomials P (0), P (1), P (2) are bounded, except possibly ak. Hence, if we can show that ak is
also bounded, then the polynomials are bounded. ak and rk are determined via the system(

I2(0, yk) I0(0, yk)
y2
k 1

)(
ak
rk

)
=

(∫ yk
0
f2K(x)dµx
f2K(yk)

)
Since f is continuous, f is bounded on [0, X], so the right-hand side is bounded. Since yk is
bounded, all entries in the 2 by 2 matrix are bounded. So, if the determinant of the matrix is
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bounded away from zero, then ak and rk are bounded. The determinant is I2(0, yk)−y2
kI0(0, yk) =

h(yk). Since yk ≥ X
C

is bounded away from zero, so is h(yk) by lemma 5. Hence ak is indeed
bounded. So we have for some constants B2, B1, B0

∣∣∣ 2

I0

K−1∑
k=K

C

P (2)b2
k + P (1)bk + P (0)

h2(yk + ε)
ε2
∣∣∣

≤ 2

I0

K−1∑
k=K

C

(b2
kB2 + |bk|B1 +B0)ε2

=
2B2ε

I0

K−1∑
k=K

C

b2
kε+

2B1ε

I0

K−1∑
k=K

C

|bk|ε+
2B0ε

I0

K−1∑
k=K

C

ε

We will now investigate each of the 3 terms in the above sum one after the other.

1. Remember that bk is defined to be the slope of f2K on [ k
K
X, k+1

K
X]. By the intermediate

value principle, f ′ takes a value at least as large as bk and a value at least as small as bk on
[ k
K
X, k+1

K
X]. Hence, f ′2 takes a value at least as large as b2

k in [ k
K
X, k+1

K
X]. Let such a value

be β2
k . Because f ′2 is integrable over the unit Gaussian measure over any finite interval,

it is also integrable over the canonical Lebesgue measure over any finite interval. Hence
we have

∫ X
X
C
f ′2dµ1 = limK→∞

∑K−1

k=K
C
β2
kε. So

∑K−1

k=K
C
β2
kε is bounded for sufficiently large

K, so
∑K−1

k=K
C
b2
kε is bounded for sufficiently large K. And since ε converges to zero as K

converges to infinity, 2B2ε
I0

∑K−1

k=K
C
b2
kε converges to zero.

2. Since
∑K−1

k=K
C
b2
kε is bounded for sufficiently large K, so is

√∑K−1

k=K
C
b2
kε, so is

(
∑K−1

k=K
C
|bk|ε)(

∑K−1

k=K
C
ε)−

1
2 by Jensen’s inequality, so is

∑K−1

k=K
C
|bk|ε. And since ε converges

to zero as K converges to infinity, 2B1ε
I0

∑K−1

k=K
C
|bk|ε converges to zero.

3. 2B0ε
I0

∑K−1

k=K
C
ε =

2B0ε(X−XC )

I0
also converges to zero.

So in summary, we have that, for a fixed C and K restricted to multiples of C,∣∣∣ 2
I0

∑K−1

k=K
C

P (2)b2k+P (1)bk+P (0)

h2(yk+ε)
ε2
∣∣∣ converges to zero as K converges to infinity.

Now let’s look at 2
I0

∑K
C
−1

k=0 Dk. We have 2
I0

∑K
C
−1

k=0 Dk = 2
I0

∫ X
C

0
(F ′20 − 2F 2

0 )− (F ′2K
C

− 2F 2
K
C

)dµx =

2
I0

∫ X
C

0
F ′20 + 2F 2

K
C

− 2F 2
0 − F ′2K

C

dµx. The first two out of those four terms are non-negative. Since

f is bounded on [0, X], so is F0. So
∫ X
C

0
−2F 2

0 dµx converges to zero as C converges to infinity.

Finally, we turn to the
∫ X
C

0
−F ′2K

C

dµx term. On [0, X
C

], FK
C

is an even quadratic. Denote it by ax2+r.

Setting δ = X
C

, a and r are determined via the system
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(
I2(0, δ) I0(0, δ)
δ2 1

)(
a
r

)
=

(∫ δ
0
f2K(x)dµx
f2K(δ)

)
Thus we obtain

∫ δ

0

−F ′2K
C
dµx

= −4a2I2(0, δ)

= −4I2(0, δ)
(∫ δ

0
f2K(x)dµx − I0(0, δ)f2K(δ)

I2(0, δ)− δ2I0(0, δ)

)2

= −4I2(0, δ)I0(0, δ)2
(Ex∈[0,δ]f2K(x)− f2K(δ)

I2(0, δ)− δ2I0(0, δ)

)2

The denominator is clearly non-zero. By lemma 7, we have that all values of f are within o(δ
1
2 )

of f(0) on the interval [0, δ]. Since K is a multiple of C, we have X
K
≤ X

C
= δ. Therefore, if the

domain of a line segment in f2K intersects [0, δ], that domain is contained in [0, 2δ]. Therefore,
f2K can only take values in [0, δ] that f takes in [0, 2δ]. Therefore, all values of f2K are also within
o(δ

1
2 ) of f(0) on the interval [0, δ], uniformly over K. Hence, Ex∈[0,δ]f2K(x) − f2K(δ) = o(δ

1
2 ).

It is easy to check that I2(0, δ) = Θ(δ3), I0(0, δ) = Θ(δ) and I2(0, δ) − δ2I0(0, δ) = Θ(δ3). This
yields that

∫ δ
0
−F ′2K

C

dµx = o(1), so
∫ δ

0
−F ′2K

C

dµx converges to zero as δ converges to zero, i.e. as C
converges to infinity.

This was the last piece of the puzzle. Now we put it all together. For some C and K a multiple of
C we have

objdiff(K)

=
2

I0

K−1∑
k=0

∫ (k+1)
K

X

0

(F ′2k − 2F 2
k )− (F ′2k+1 − 2F 2

k+1)dµx

=
2

I0

((∫ X
C

0

F ′20 dµx

)
− 2
(∫ X

C

0

F 2
0 dµx

)
−
(∫ X

C

0

F ′2K
C
dµx

)
+ 2
(∫ X

C

0

F 2
K
C
dµx

)
+

K−1∑
k=K

C

n(yk)(2ykak − bk)2 h2(yk)

h2(yk + ε)
ε+

K−1∑
k=K

C

P (2)b2
k + P (1)bk + P (0)

h2(yk + ε)
ε2

)

Out of the six terms, the first, fourth and fifth are non-negative. We have shown that as C converges
to infinity, the second and third terms converge to zero. And we have shown that for a fixed C as
K converges to infinity, the sixth term converges to zero. Therefore, no matter the value of η, we
can first choose a C and then a K > Ke which is a multiple of C such that objdiff(K) is greater
than −η, as required. The constant 2

I0
has no influence on the analysis. Step 2 is complete. Hence,

we have claim 1. Hence, stage 1 is complete.
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Stage 2: The statement holds when din = dout = 1, D has expectation zero and variance one, f is
an odd function and the constant component of f is the zero function.

We proceed largely analogously to stage 1.

Again, we argue by contradiction. However, as opposed to stage 1, we assume NLC(f,D) <
√

3.
If we can use this to derive a contradiction, we will have proven the strictly stronger state-
ment NLC(f,D) ≥

√
3. Denote

∫ T
S
xpdµx by Ip(S, T ) for any S ≤ T and p. We have

NLC(f,D)2 = Ef ′2
Ef2−(Ef)2

. Because f is odd, we have Ef = 0. Since the linear and constant com-

ponent of f are both the zero function, we have f = f̃ . By proposition 6 part 1, we have Exf̃ =

Exf = 0 and so NLC(f,D)2 = Ef ′2
Ef2− 2

3
(Exf)2

=
limX→∞

∫X
−X f ′2dµx

limX→∞
∫X
−X f2dµx− 2

3
(limX→∞

∫X
−X xfdµx)2

. We have

limX→∞ I2(−X,X) = 1. So we have NLC(f,D)2 =
limX→∞

∫X
−X f ′2dµx
I2(−X,X)

limX→∞

∫X
−X f2dµx

I2(−X,X)
− 2

3

(
limX→∞

∫X
−X xfdµx

I2(−X,X)

)2 .

Hence, there is an X with

∫X
−X f ′2dµx
I2(−X,X)∫X

−X f2dµx

I2(−X,X)
− 2

3

( ∫X
−X fdµx

I2(−X,X)

)2 < 3 and also X > 100. For the remain-

der of stage 2, let X be this fixed value. We shorten the expression Ip(−X,X) to Ip. Re-
arranging, we obtain 1

I2

∫ X
−X f

′2 − 3f 2dµx + 2
I22

(
∫ X
−X xfdµx)

2 < 0. Let T be D restricted to

[−X,X]. Then our formula becomes I0
I2

(Ex∼T f ′2) − 3I0
I2

(Ex∼T f 2) +
2I20
I22

(Ex∼T xf)2 < 0. Let
fK be the piecewise linear approximation of f on the interval [−X,X] with K linear seg-
ments as defined in section 10.1. By lemma 4, we can choose an e > 0 and Ke such that
I0
I2

(Ex∼T f ′22K)− 3I0
I2

(Ex∼T f 2
2K)+

2I20
I22

(Ex∼T xf2K)2 < −e for allK > Ke. We write obj(f2K) < −e.

The next step in the proof is to show that for each η > 0, there is a Kη > Ke and an odd cubic
function q = ax3 + cx such that obj(q) < obj(f2Kη) + η. Because this step is quite long and
tedious, we will first show how to complete stage 2 once we have shown the existence of this Kη

and q. We have for arbitrary q

obj(q)

=
1

I2

∫ X

−X
9a2x4 + 6acx2 + c2 − 3a2x6 − 6acx4 − 3c2x2dµx +

2

I2
2

(

∫ X

−X
ax4 + cx2dµx)

2

=
1

I2

(9a2I4 + 6acI2 + c2I0 − 3a2I6 − 6acI4 − 3c2I2) +
2

I2
2

(a2I2
4 + 2acI4I2 + c2I2

2 )

=
1

I2

((9I4 − 3I6 + 2
I2

4

I2

)a2 + (6I2 − 2I4)ac+ (I0 − I2)c2)

If a = 0, this becomes (I0−I2)c2

I2
, which is non-negative so obj(q) ≥ 0. If a 6= 0, then

obj(q) =
a2

I2

(
(9I4 − 3I6 + 2

I2
4

I2

) + (6I2 − 2I4)(
c

a
) + (I0 − I2)(

c

a
)2
)

Inside the large parentheses, we have a quadratic in c
a
. The coefficient of the quadratic term is pos-
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itive. The discriminant is 32n(X)2X4(−3+6n(X)X+X2−2N(−X)(X2−3))
−1+2N(−X)+2n(X)X

. Since X > 100, X2 dominates
the sum in the numerator and −1 dominates the sum in the denominator. Hence, the discriminant
is negative. Therefore, the quadratic is positive everywhere, so obj(q) > 0.

So no matter the value of awe have obj(q) ≥ 0. But if we choose η < e, then from obj(f2Kη) < −e
and obj(q) < obj(f2Kη) + η we obtain obj(q) < 0. This is the contradiction that would complete
stage 2. So we are left to show the following.

Claim 1: For each η > 0, there is a Kη > Ke and an odd cubic function q = ax3 + cx such that
obj(q) < obj(f2Kη) + η.

We define for each K the odd cubic function qK = aKx
3 + cKx. We choose the parameters aK

and cK to satisfy the following two constraints: f2K(X) = qK(X) and ET xf2K = ET xqK . It is
clear that for each pair of values of f2K(X) and ET xf2K , there exist unique values for aK and cK .
Because f and hence f2K is odd, we also have f2K(−X) = qK(−X).

Let objdiff(K) = obj(f2K) − obj(qK). The remainder of the proof of claim 1 will proceed as
follows. In step 1, we will fix K and derive an alternative formula for objdiff . In step 2, we will
break down that formula into a sum of terms where each term is either positive or arbitrarily close
to zero for largeK. This will then allow us to pick aK > Ke with objdiff(K) > −η for arbitrary
Ke and η, and then we will have claim 1.

Step 1: Fix K. Define Fk, 0 ≤ k ≤ K as follows. On [−X,− k
K
X] and [ k

K
X,X], Fk

equals f2K . On [− k
K
X, k

K
X], Fk is an odd cubic that connects with f2K at − k

K
X and k

K
X

and has Ex∈[− k
K
X, k

K
X]xFk = Ex∈[− k

K
X, k

K
X]xf2K , which is equivalent to ET xFk = ET xf2K , to∫ X

−X xFkdµx =
∫ X
−X xf2Kdµx and to

∫ k
K
X

0
xFkdµx =

∫ k
K
X

0
xf2Kdµx because both functions are

odd. Then F0 = f2K and FK = qK . So objdiff =
∑K−1

k=0 obj(Fk)−obj(Fk+1). As
∫ X
−X xFkdµx is

the same for all k, we have objdiff = 1
I2

∑K−1
k=0

∫ X
−X(F ′2k − 3F 2

k )− (F ′2k+1 − 3F 2
k+1)dµx. Because

all functions are odd, we then have objdiff = 2
I2

∑K−1
k=0

∫ X
0

(F ′2k − 3F 2
k ) − (F ′2k+1 − 3F 2

k+1)dµx.
Finally, we can eliminate sections of the integral where consecutive F ’s are equal. Then we obtain

objdiff = 2
I2

∑K−1
k=0

∫ (k+1)
K

X

0
(F ′2k − 3F 2

k )− (F ′2k+1− 3F 2
k+1)dµx. Denote the k’th term of this sum

by Dk.

Let’s look at a specific Dk where k ≥ 1. For now, we will omit most k and K subscripts because
k and K are considered fixed. Instead, we introduce some additional notation. Let ε = X

K
, y = kε,

z = (k + 1)ε and let bx + d be the line segment in f2K between kε and (k + 1)ε. Let ax3 + rx
be the odd cubic in Fk between 0 and kε. Let Ax3 + Rx be the equation of the odd cubic in Fk+1

between 0 and (k + 1)ε.

Then the 6 parameters a, r, A,R, b, d satisfy the following constraints, which arise from Fk(y) =
f2K(y), Fk+1(z) = f2K(z) and

∫ z
0
xFkdµx =

∫ z
0
xFk+1dµx respectively.

ay3 + ry = by + d

Az3 +Rz = bz + d

aI4(0, y) + rI2(0, y) + bI2(y, z) + dI1(y, z) = AI4(0, z) +RI2(0, z)
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And we have

Dk(a, r, A,R, b, d)

= (b2 − 3d2)I0(y, z)− 3b2I2(y, z)− 6bdI1(y, z)− 3a2I6(0, y) + (9a2 − 6ar)I4(0, y)

+(6ar − 3r2)I2(0, y) + r2I0(0, y) + 3A2I6(0, z)− (9A2 − 6AR)I4(0, z)

−(6AR− 3R2)I2(0, z)−R2I0(0, z)

We also have

∫ z

0

F ′k − F ′k+1dµx

=

∫ z

0

(F ′k − F ′k+1)dxdµ1

= [(Fk − Fk+1)dx]
z
0 −

∫ z

0

(Fk − Fk+1)
ddx
dx

dµ1

= [(Fk − Fk+1)dx]
z
0 +

∫ z

0

x(Fk − Fk+1)dxdµ1

= 0 +

∫ z

0

x(Fk − Fk+1)dµx

= 0

Here, we use that Fk and Fk+1 are odd and hence Fk(0) = Fk+1(0) = 0. We use that Fk and Fk+1

are equal to f2K on [z,X] and hence Fk(z) = Fk+1(z). We use that
∫ z

0
xFkdµx =

∫ z
0
xFk+1dµx.

We also use integration by parts. This is allowed because the probability density function dx is
absolutely continuous and F ′k − F ′k+1 is integrable.

Let c be an arbitrary constant. Then we have

Dk

=

∫ z

0

F ′2k − 3F 2
k − (F ′2k+1 − 3F 2

k+1)dµx

=

∫ z

0

(Fk − cx+ cx)′2 − 3(Fk − cx+ cx)2 − ((Fk+1 − cx+ cx)′2 − 3(Fk+1 − cx+ cx)2)dµx

=

∫ z

0

(Fk − cx)′2 + 2c(F ′k − c) + c2 − 3(Fk − cx)2 − 6(Fk − cx)cx− 3c2x2

−((Fk+1 − cx)′2 + 2c(F ′k+1 − c) + c2 − 3(Fk+1 − cx)2 − 6(Fk+1 − cx)cx− 3c2x2)dµx

=

∫ z

0

(Fk − cx)′2 − 3(Fk − cx)2 − ((Fk+1 − cx)′2 − 3(Fk+1 − cx)2)

+2c(F ′k − c)− 6(Fk − cx)cx− 2c(F ′k+1 − c) + 6(Fk+1 − cx)cxdµx
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=

∫ z

0

(Fk − cx)′2 − 3(Fk − cx)2 − ((Fk+1 − cx)′2 − 3(Fk+1 − cx)2)dµx

+2c

∫ z

0

F ′k − F ′k+1dµx − 6c

∫ z

0

Fkx− Fk+1xdµx

=

∫ z

0

(Fk − cx)′2 − 3(Fk − cx)2 − ((Fk+1 − cx)′2 − 3(Fk+1 − cx)2)dµx

So subtracting a constant multiple of x from Fk and Fk+1 simultaneously does not alter Dk. It also
does not affect the validity of the constraints. Hence, WLOG, we may subtract b from r and R and
then set b = 0 within the constraints and Dk. We then use the first two constraints to substitute
values for r and R into the third constraint and Dk. We thus obtain a single constraint.

A =
aI4(0, y) + (d

y
− ay2)I2(0, y) + dI1(y, z)− d

z
I2(0, z)

I4(0, z)− z2I2(0, z)

The large denominator is H(z) where H is defined as in lemma 6. By that lemma, z > 0 implies
H(z) < 0, so the large ratio is valid. Since z > 0, d

z
is valid. Since we set k ≥ 1, we have y > 0

and so d
y

is valid.

Both N and n are continuously differentiable with a Lipschitz derivative. Therefore, we have
N(z) = N(y) + εN ′(y) + ε2∇(y, ε) = N(y) + εn(y) + ε2∇(y, ε) and n(z) = n(y) + εn′(y) +
ε2ν(y, ε) = n(y) − εyn(y) + ε2ν(y, ε) for some ν and ∇ which are bounded for y, ε ∈ [0, X].
Substituting the above expressions for A, n(z), N(z) and z = y + ε into Dk we obtain

Dk(a, d) = n(y)
(2y3a+ d)2

(y + ε)2

H2(y)

H2(y + ε)
ε+

P (2)d2 + P (1)d+ P (0)

H2(y + ε)y2(y + ε)2
ε2

Here P (2), P (1) and P (0) are polynomials composed of ε, y, n(y), N(y), ν(y, ε), ∇(y, ε) and a
terms. Importantly, the symbolic expression of these polynomials is not dependent on K or k.

Now, we re-introduce the k subscripts as we aggregate the values of the Dk for our fixed K. We
obtain

objdiff =
2

I2

K−1∑
k=0

Dk =
2

I2

(
D0 +

K−1∑
k=1

n(yk)
(2y3

kak + dk)
2

(yk + ε)2
H2(yk)

H2(yk + ε)
ε+

P (2)d2
k + P (1)dk + P (0)

H2(yk + ε)y2
k(yk + ε)2

ε2
)

Again, we note that the three polynomials do not have k subscripts because their symbolic expres-
sion does not depend on k. This is the alternative expression of objdiff we were looking for in
step 1.

Step 2: Now K is no longer considered fixed. Let C be a positive integer and assume that K is a

multiple of C. Then we break down objdiff(K) into 2
I2

∑K
C
−1

k=0 Dk and 2
I2

∑K−1

k=K
C
Dk.

Let’s look at 2
I2

∑K−1

k=K
C
Dk first, and let’s do so for a fixed value of C. We have yk > X

C
, so by

lemma 6, H(yk + ε) is bounded away from zero across all K and k ≥ K
C

, and so is yk and yk + ε.
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All terms that make up the polynomials P (0), P (1), P (2) are bounded except possibly ak. Hence, if
we can show that ak is also bounded, then the polynomials are bounded. ak and rk are determined
via the system (

I4(0, yk) I2(0, yk)
y3
k yk

)(
ak
rk

)
=

(∫ yk
0
xf2K(x)dµx
f2K(yk)

)
Since f is continuous, f is bounded on [0, X], so the right-hand side is bounded. Since yk is
bounded, all entries in the 2 by 2 matrix are bounded. So if the determinant of the matrix is bounded
away from zero, then ak and rk are bounded. The determinant is ykI4(0, yk) − y3

kI2(0, yk) =
ykH(yk). Since yk ≥ X

C
is bounded away from zero, so are both terms in this product by lemma 6.

Hence ak is indeed bounded. So we have for some constants B2, B1, B0

∣∣∣ 2

I2

K−1∑
k=K

C

P (2)d2
k + P (1)dk + P (0)

H2(yk + ε)y2
k(yk + ε)2

ε2
∣∣∣

≤ 2

I2

K−1∑
k=K

C

(d2
kB2 + |dk|B1 +B0)ε2

=
2B2ε

I2

K−1∑
k=K

C

d2
kε+

2B1ε

I2

K−1∑
k=K

C

|dk|ε+
2B0ε

I2

K−1∑
k=K

C

ε

=
2B2ε

I2

K−1∑
k=K

C

(f(xk)− bkxk)2ε+
2B1ε

I2

K−1∑
k=K

C

|f(xk)− bkxk|ε+
2B0ε

I2

K−1∑
k=K

C

ε

≤ 2ε

I2

K−1∑
k=K

C

B2x
2
kb

2
kε+

2ε

I2

K−1∑
k=K

C

(2B2|f(xk)|xk +B1xk)|bk|ε

+
2ε

I2

K−1∑
k=K

C

(B2f(xk)
2 +B1|f(xk)|+B0)ε

Here we use f(xk) = f2K(xk) = bkxk + dk. We will now investigate each of the 3 terms in the
above sum one after the other.

1. Remember that bk is defined to be the slope of f2K on [ k
K
X, k+1

K
X]. By the intermediate

value principle, f ′ takes a value at least as large as bk and a value at least as small as bk on
[ k
K
X, k+1

K
X]. Hence, f ′2 takes a value at least as large as b2

k in [ k
K
X, k+1

K
X]. Let such a value

be β2
k . Because f ′2 is integrable over the unit Gaussian measure over any finite interval, it

is also integrable over the canonical Lebesgue measure over any finite interval. Hence we
have

∫ X
X
C
f ′2dµ1 = limK→∞

∑K−1

k=K
C
β2
kε. So

∑K−1

k=K
C
β2
kε is bounded for sufficiently large K,

so
∑K−1

k=K
C
b2
kε is, so

∑K−1

k=K
C
B2x

2
kb

2
kε is as x2

k < X2. And since ε converges to zero as K

converges to infinity, 2ε
I2

∑K−1

k=K
C
B2x

2
kb

2
kε converges to zero.
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2. Since
∑K−1

k=K
C
b2
kε is bounded for sufficiently large K, so is

√∑K−1

k=K
C
b2
kε, so is

(
∑K−1

k=K
C
|bk|ε)(

∑K−1

k=K
C
ε)−

1
2 by Jensen’s inequality, so is

∑K−1

k=K
C
|bk|ε. f is bounded on

[0, X] as f is continuous. Since also xk < X ,
∑K−1

k=K
C

(2B2|f(xk)|xk + B1xk)|bk|ε is
bounded for sufficiently large K. And since ε converges to zero as K converges to infin-
ity, 2ε

I2

∑K−1

k=K
C

(2B2|f(xk)|xk +B1xk)|bk|ε converges to zero.

3. Again, f is bounded on [0, X] and xk < X . So 2ε
I2

∑K−1

k=K
C

(B2f(xk)
2 + B1|f(xk)| + B0)ε <

2ε
I2

∑K−1

k=K
C
Bε = 2ε

I2
B(X − X

C
) for some B, which converges to zero.

So in summary, we have that for a fixed C and K restricted to multiples of C,∣∣∣ 2
I2

∑K−1

k=K
C

P (2)d2k+P (1)dk+P (0)

H2(yk+ε)y2k(yk+ε)2
ε2
∣∣∣ converges to zero as K converges to infinity.

Now let’s look at 2
I2

∑K
C
−1

k=0 Dk. We have 2
I2

∑K
C
−1

k=0 Dk = 2
I2

∫ X
C

0
(F ′20 − 3F 2

0 )− (F ′2K
C

− 3F 2
K
C

)dµx =

2
I2

∫ X
C

0
F ′20 + 3F 2

K
C

− 3F 2
0 − F ′2K

C

dµx. The first two out of these four terms are non-negative. Since

f is bounded on [0, X], so is F0. So
∫ X
C

0
−3F 2

0 dµx converges to zero as C converges to infinity.

Finally, we turn to the
∫ X
C

0
−F ′2K

C

dµx term. On [0, X
C

], FK
C

is an odd cubic. Denote it by ax3 + rx.

Setting δ = X
C

, a and r are determined via the system

(
I4(0, δ) I2(0, δ)
δ3 δ

)(
a
r

)
=

(∫ δ
0
xf2K(x)dµx
f2K(δ)

)
So we have

∫ δ

0

−F ′2K
C
dµx

= −9a2I4(0, δ)− 6acI2(0, δ)− c2I0(0, δ)

=
−9(δ

∫ δ
0
xf2Kdµx − I2(0, δ)f2K(δ))2I4(0, δ)...

(I4(0, δ)δ − I2(0, δ)δ3)2

...− (−δ3
∫ δ

0
xf2Kdµx + I4(0, δ)f2K(δ))2I0(0, δ)...

(I4(0, δ)δ − I2(0, δ)δ3)2

...− 6(δ
∫ δ

0
xf2Kdµx − I2(0, δ)f2K(δ))(−δ3

∫ δ
0
xf2Kdµx + I4(0, δ)f2K(δ))I2(0, δ)

(I4(0, δ)δ − I2(0, δ)δ3)2

The denominator is clearly non-zero. By lemma 7, we have that all values of f are within o(δ
1
2 )

of f(0) on the interval [0, δ]. Since K is a multiple of C, we have X
K
≤ X

C
= δ. Therefore, if the

domain of a line segment in f2K intersects [0, δ], that domain is contained in [0, 2δ]. Therefore,
f2K can only take values in [0, δ] that f takes in [0, 2δ]. Therefore, all values of f2K are also within
o(δ

1
2 ) of f(0) on the interval [0, δ], uniformly over K. Because f is odd, f(0) = 0 and hence
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f2K(0) = 0. Hence, f2K(δ) = o(δ
1
2 ) and

∫ δ
0
xf2K(x)dµx = o(δ

5
2 ). We can write I0(0, δ), I2(0, δ)

and I4(0, δ) in terms of δ, n(δ) and N(δ) and then replace n and N by their Taylor expansion
about zero including terms up to δ7, using that both n and N are Lipschitz differentiable on [0, X]
arbitrarily many times. This yields that the numerator of the big ratio is o(δ12) and the denominator
Θ(δ12). So

∫ δ
0
−F ′2K

C

dµx converges to zero as δ converges to zero, i.e. as C converges to infinity.

This is the last piece of the puzzle. Now we put it all together. For some C and K a multiple of C
we have

objdiff(K)

=
2

I2

K−1∑
k=0

∫ (k+1)
K

X

0

(F ′2k − 3F 2
k )− (F ′2k+1 − 3F 2

k+1)dµx

=
2

I2

((∫ X
C

0

F ′20 dµx

)
− 3
(∫ X

C

0

F 2
0 dµx

)
−
(∫ X

C

0

F ′2K
C
dµx

)
+ 3
(∫ X

C

0

F 2
K
C
dµx

)
+n(yk)

(2y3
kak + dk)

2

(yk + ε)2

H2(yk)

H2(yk + ε)
ε+

P (2)d2
k + P (1)dk + P (0)

H2(yk + ε)y2
k(yk + ε)2

ε2

)

Out of the six terms, the first, fourth and fifth are non-negative. We have shown that as C converges
to infinity the second and third terms converge to zero. And we have shown that for a fixed C as
K converges to infinity, the sixth term converges to zero. Therefore, no matter the value of η, we
can first choose a C and then a K > Ke which is a multiple of C such that objdiff(K) is greater
than −η, as required. The constant 2

I2
has no influence on the analysis. Step 2 is complete. Hence,

we have claim 1. Hence, stage 2 is complete.

Stage 3: The statement holds when din = dout = 1, D has expectation zero and variance one and
the constant component of f is the zero function.

Since the linear and constant component of f are both the zero function, we have f = f̃ . By
proposition 6 part 1, we have Ef = 0 and Exf = 0.

Let g(x) = f(x)+f(−x)
2

and h(x) = f(x)−f(−x)
2

. Then g is even, h is odd and f = g + h. Because h
is odd, Eh = 0, so also Eg = 0. Because g is even, Exg = 0, so also Exh = 0. So by lemma 3,
we have Ag = Ah = 0 and bg = bh = 0.

Assume g is not the zero function. Because Eg = 0, g is not the constant function. So by proposi-
tion 1, Tr(Covg) > 0. So we can apply stage 1 to g and obtain NLC(g,D) ≥

√
2. Similarly, if h

is not the zero function, Tr(Covh) > 0 and NLC(h,D) ≥
√

2.

If either g or h is the zero function, f is equal to g or h, so we have NLC(f,D) ≥
√

2 as desired.
So now assume neither g nor h is the zero function. Because g is even and h is odd, we have
Egh = Eg′h′ = 0. So we have

NLC(f,D)2
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=
Ef ′2

Ef 2 + (Ef)2

=
Ef ′2

Ef 2

=
E(g + h)′2

E(g + h)2

=
Eg′2 + 2Eg′h′ + Eh′2

Eg2 + 2Egh+ Eh2

=
Eg′2 + Eh′2

Eg2 + Eh2

=
Eg′2 + Eh′2

Eg2 − (Eg)2 + Eh2 − (Eh)2

=
NLC(g,D)2 Tr(Covg) +NLC(h,D)2 Tr(Covh)

Tr(Covg) + Tr(Covh)

So NLC(f,D)2 is a weighted average of two values which are greater or equal to 2. Therefore
NLC(f,D) ≥

√
2.

Stage 4: The statement holds when dout = 1, D has expectation zero and identity covariance and
the constant component of f is the zero function.

We will proceed by induction on din. The case din = 1 is equivalent to stage 3. Now fix din > 1 and
assume that the statement holds for all lower input dimensionalities. In this stage only, the letters
i, j, k, r and s are all used to index input dimensions and range from 0 to din − 1.

Since the linear and constant component of f are both the zero function, we have f = f̃ . By
proposition 6 part 1, we have Ef = 0 and Ex[i]f = 0 for all i. Because D is the unit Gaussian, we
have Ex[i] = 0 and Ex[i]2 = 1 for all i. These formulas will be used repeatedly throughout this
stage.

Define fi(x[i]) = Ex[i′],i′ 6=if , Ti,k(x[i]) = (Ex[i′],i′ 6=ifx[k]) − (Efx[i]x[k])x[i], ti,k(x[i], x[k]) =

Ti,kx[k], Pi,k = Efx[i]x[k], pi,k(x[i], x[k]) = Pi,kx[i]x[k], f̂ = f −
∑

i fi −
∑

i 6=k ti,k −
∑

i>k pi,k

and Fi = f̂ +
∑

j 6=i fj +
∑

j 6=i,k 6=j tj,k.

Claim 1: ETi,kx[j] = 0

If i 6= j, we have ETi,kx[j] = (Ex[i]Ti,k)(Ex[j]x[j]) = 0. So now assume i = j. We have

ETi,kx[j]

= E((Ex[i′],i′ 6=ifx[k])− (Efx[i]x[k])x[i])x[i]

= (EEx[i′],i′ 6=ifx[k]x[i])− (Efx[i]x[k])Ex[i]2

= Efx[i]x[k]− Efx[i]x[k]

= 0

Claim 2: f̂ , the fi, the ti,k with i 6= k and the pi,k with i > k form an orthogonal decomposition of
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f under D.

We will verify that each pair of distinct components is indeed orthogonal.

Claim 2a: Efifk = 0 when i 6= k

Efifk
= E(Ex[i′],i′ 6=if)(Ex[i′],i′ 6=kf)

= (Ef)(Ef)

= 0

Claim 2b: Eti,ktj,l = 0 when i 6= k, j 6= l and (i, k) 6= (j, l)

Assume k 6= j and k 6= l. Then we have

Eti,ktj,l
= ETi,kx[k]Tj,lx[l]

= (Ex[i′],i′ 6=kTi,kTj,lx[l])(Ex[k]x[k])

= 0

We obtain the same result with l 6= i and l 6= k.

Now assume k = l and i 6= j. We have

Eti,ktj,l
= ETi,kx[k]Tj,kx[k]

= (Ex[i]Ti,k)(Ex[j]Tj,k)(Ex[k]x[k]2)

= (Ex[i]((Ex[i′],i′ 6=ifx[k])− (Efx[i]x[k])x[i]))(Ex[j]Tj,k)

= ((Efx[k])− (Efx[i]x[k])(Ex[i]x[i]))(Ex[j]Tj,k)

= 0

Finally, assume k = j and i = l. We have

Eti,ktj,l
= ETi,kTk,ix[i]x[k]

= (Ex[i]Ti,kx[i])(Ex[k]Tk,ix[k])

= 0

using claim 1.
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Claim 2c: Epi,kpj,l = 0 when i > k, l > j and (i, k) 6= (j, l)

Because of the constraints on i, j, k and l, at least one of the four indices must have a value unequal
to the other 3. Assume i has a unique value.

Epi,kpj,l
= Pi,kPj,lEx[i]x[j]x[k]x[l]

= Pi,kPj,l(Ex[i′],i′ 6=ix[j]x[k]x[l])(Ex[i]x[i])

= 0

If j, k or l has a unique value, the derivation is analogous.

Claim 2d: Efjti,k = 0 when i 6= k

If j 6= k, we have Efjti,k = (Ex[i′],i′ 6=kfjTi,k)(Ex[k]x[k]) = 0. If j = k, we have Efjti,k =
EfkTi,kx[k] = (Ex[k]fkx[k])(Ex[i]Ti,k) = (Efx[k])(Ex[i]Ti,k) = 0.

Claim 2e: Efjpi,k = 0 when i 6= k

We have either j 6= i or j 6= k. By symmetry, WLOG, j 6= k. Then Efjpi,k = Pi,kEfjx[i]x[k] =
Pi,k(Ex[k]x[k])(Ex[i′],i′ 6=kfjx[i]) = 0.

Claim 2f: Eti,kpj,l = 0 when i 6= k, j 6= l.

Assume k 6= j and k 6= l. Then Eti,kpj,l = Pj,l(Ex[i′],i′ 6=kTi,kx[j]x[l])(Ex[k]x[k]) = 0.
Now assume k = j or k = l. By symmetry, WLOG, k = l. Then Eti,kpj,l =
Pj,k(Ex[k]x[k]2)(Ex[i′],i′ 6=kTi,kx[j]) = Pj,kETi,kx[j] = 0 by claim 1.

Claim 2g: Ef̂fj = 0

Going forward, we utilize claims 2a through 2f.

Ef̂fj
= E(f −

∑
i

fi −
∑
i 6=k

ti,k −
∑
i>k

pi,k)fj

= Effj −
∑
i 6=j

Efifj − Ef 2
j −

∑
i 6=k

Eti,kfj −
∑
i>k

Epi,kfj

= Effj − Ef 2
j

= Ex[j](Ex[i′],i′ 6=jf)fj − Ex[j]f
2
j

= Ex[j]f
2
j − Ex[j]f

2
j

= 0

Claim 2h: Ef̂ tj,l = 0 when j 6= l

Claim 1 yields Ex[j]Tj,lx[j] = 0. So we have

Ef̂ tj,l
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= E(f −
∑
i

fi −
∑
i 6=k

ti,k −
∑
i>k

pi,k)tj,l

= Eftj,l −
∑
i

Efitj,l −
∑

i 6=k,(i,k) 6=(j,l)

Eti,ktj,l − Et2j,l −
∑
i>k

Epi,ktj,l

= Eftj,l − Et2j,l
= Eftj,l − (Efx[l]x[j])(Ex[j]Tj,lx[j])− Et2j,l
= EfTj,lx[l]− Ex[j]Tj,l(Efx[l]x[j])x[j]− ET 2

j,lx[l]2

= Ex[j]Tj,l(Ex[i′],i′ 6=jfx[l])− Ex[j]Tj,l(Efx[l]x[j])x[j]− (Ex[j]T
2
j,l)(Ex[l]x[l]2)

= Ex[j]Tj,l((Ex[i′],i′ 6=jfx[l])− (Efx[l]x[j])x[j])− (Ex[j]T
2
j,l)

= (Ex[j]T
2
j,l)− (Ex[j]T

2
j,l)

= 0

Claim 2i: Ef̂pj,l = 0 when j > l

Ef̂pj,l
= E(f −

∑
i

fi −
∑
i 6=k

ti,k −
∑
i>k

pi,k)pj,l

= Efpj,l −
∑
i

Efipj,l −
∑
i 6=k

Eti,kpj,l −
∑

i>k,(i,k)6=(j,l)

Epi,kpj,l − Ep2
j,l

= Efpj,l − Ep2
j,l

= Pj,l(Efx[j]x[l])− P 2
j,lEx[j]2x[l]2

= P 2
j,l − P 2

j,l

= 0

Claims 2a through 2i together yield Claim 2.

Let dr be the conditional density function of x[r] given x[i′], i′ 6= r. BecauseD is the unit Gaussian,
dr is the density function of the one-dimensional unit Gaussian.

Claim 3: E dFi
dx[r]

x[s] = 0 when r 6= s

E
dFi
dx[r]

x[s]

= Ex[i′],i′ 6=r

(∫ ∞
x[r]=−∞

dFi
dx[r]

drdµ1

)
x[s]

= Ex[i′],i′ 6=r

(
[Fidr]

∞
x[r]=−∞ −

∫ ∞
x[r]=−∞

Fi
ddr
dx[r]

dµ1

)
x[s]

= Ex[i′],i′ 6=r

(∫ ∞
x[r]=−∞

Fix[r]drdµ1

)
x[s]
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= EFix[r]x[s]

Here, we use integration by parts on a 1-dimensional subspace. This is allowed because dr is
absolutely continuous and dFi

dx[r]
is integrable. Because r 6= s, either i 6= r or i 6= s. Assume i 6= r.

Continuing the above chain of equations, we have

= EFix[r]x[s]

= E(f − fi −
∑
k 6=i

Ti,kx[k]−
∑
j>k

Pj,kx[j]x[k])x[r]x[s]

= Efx[r]x[s]− (Ex[i′],i′ 6=rfix[s])(Ex[r]x[r])−
∑

k 6=i,k 6=r

(Ex[i′],i′ 6=rTi,kx[k]x[s])(Ex[r]x[r])

−(Ex[i′],i′ 6=rTi,rx[s])(Ex[r]x[r]2)

−
∑

j>k,{j,k}6={r,s}

Pj,kEx[j]x[k]x[r]x[s]− Pr,s(Ex[r]x[r]2)(Ex[s]x[s]2)

= Efx[r]x[s]− Ex[i′],i′ 6=rTi,rx[s]− Pr,s
= −ETi,rx[s]

= 0

The last step uses claim 1. If i 6= s, the derivation is analogous.

Claim 4: Ex[i′],i′ 6=iFi is the zero function of x[i]

Ex[i′],i′ 6=iFi

= Ex[i′],i′ 6=if − Ex[i′],i′ 6=ifi − Ex[i′],i′ 6=i
∑
k 6=i

Ti,kx[k]− Ex[i′],i′ 6=i
∑
j>k

Pj,kx[j]x[k]

= Ex[i′],i′ 6=if − Ex[i′],i′ 6=if −
∑
k 6=i

(Ex[i′],i′ 6=i,kTi,k)(Ex[k]x[k])−
∑
j>k

Pi,k(Ex[i′],i′ 6=ix[j]x[k])

= 0

Claim 5: Ex[i′],i′ 6=iFix[r] is the zero function of x[i] when r 6= i

Ex[i′],i′ 6=iFix[r]

= Ex[i′],i′ 6=ifx[r]− Ex[i′],i′ 6=ifix[r]− Ex[i′],i′ 6=i
∑
k 6=i

Ti,kx[k]x[r]− Ex[i′],i′ 6=i
∑
j>k

Pj,kx[j]x[k]x[r]

= Ex[i′],i′ 6=ifx[r]− (Ex[i′],i′ 6=if)(Ex[r]x[r])− Ex[i′],i′ 6=i
∑

k 6=i,k 6=r

Ti,kx[k]x[r]− Ex[i′],i′ 6=iTi,rx[r]2

−Ex[i′],i′ 6=i
∑

j>k,{j,k}6={i,r}

Pj,kx[j]x[k]x[r]− Ex[i′],i′ 6=iPi,rx[i]x[r]2
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= Ex[i′],i′ 6=ifx[r]−
∑

k 6=i,k 6=r

(Ex[i′],i′ 6=i,kTi,kx[r])(Ex[k]x[k])− Ti,r

−
∑

j>k,{j,k}6={i,r}

Pj,k(Ex[i′],i′ 6=ix[j]x[k]x[r])− Pi,rx[i]

= Ex[i′],i′ 6=ifx[r]− Ti,r − Pi,rx[i]

= Ex[i′],i′ 6=ifx[r]− Ex[i′],i′ 6=ifx[r] + (Efx[i]x[r])x[i]− (Efx[i]x[r])x[i]

= 0

Let Fi|x[i] and D|x[i] denote the function Fi and distribution D restricted to the subspace cor-
responding to a specific value of x[i] respectively. Since D is the unit Gaussian of dimen-
sionality din, D|x[i] is the unit Gaussian of dimensionality din − 1. Claim 4 and 5, together
with lemma 3, yield that the least squares linear fit of Fi|x[i] under D|x[i] is the zero function.
Then proposition 1 and the induction hypothesis yield NLC(Fi|x[i],D|x[i]) ≥

√
2 and hence

Ex[i′],i′ 6=iF
2
i ≤ 1

2
Ex[i′],i′ 6=i

∑
i′ 6=i

(
dFi
dx[i′]

)2

for all x[i] where Fi|x[i] is not the zero function. Of
course, this inequality holds trivially for any x[i] where Fi|x[i] is the zero function, so the inequal-
ity holds regardless.

Because Ex[i′],i′ 6=ix[j] = 0 for all j 6= i and values of x[i], we can further apply lemma 2 to Fi|x[i]
and D|x[i] to obtain Ex[i′],i′ 6=i

dFi
dx[j]

= 0 for all j 6= i.

Now we put all our results from throughout this stage together. Because D is the unit Gaussian,

we have NLC(f,D)2 =
∑
i E( df

dx[i]
)2

Ef2 . For the numerator, we have

∑
i

E(
df

dx[i]
)2

=
∑
i

E(
df̂

dx[i]
+
∑
j

dfj
dx[i]

+
∑
j 6=k

dtj,k
dx[i]

+
∑
j>k

dpj,k
dx[i]

)2

=
1

din − 1

∑
i

∑
i′ 6=i

E(
df̂

dx[i′]
+
∑
j

dfj
dx[i′]

+
∑
j 6=k

dtj,k
dx[i′]

+
∑
j>k

dpj,k
dx[i′]

)2

=
1

din − 1

∑
i

∑
i′ 6=i

E(
df̂

dx[i′]
+
∑
j 6=i

dfj
dx[i′]

+
∑
j 6=k

dtj,k
dx[i′]

+
∑
j>k

dpj,k
dx[i′]

)2

=
1

din − 1

∑
i

∑
i′ 6=i

E(
dFi
dx[i′]

+
∑
k 6=i

dti,k
dx[i′]

+
∑
j>k

dpj,k
dx[i′]

)2

=
1

din − 1

∑
i

∑
i′ 6=i

E(
dFi
dx[i′]

+
dti,i′

dx[i′]
+
∑
j 6=i′

dpj,i′

dx[i′]
)2

=
1

din − 1

∑
i

∑
i′ 6=i

E(
dFi
dx[i′]

+ Ti,i′ +
∑
j 6=i′

Pj,i′x[j])2

=
1

din − 1

∑
i

∑
i′ 6=i

E
( dFi
dx[i′]

2

+ T 2
i,i′ +

∑
j 6=i′

P 2
j,i′x[j]2 + 2

dFi
dx[i′]

Ti,i′
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+2
dFi
dx[i′]

∑
j 6=i′

Pj,i′x[j] + 2Ti,i′
∑
j 6=i′

Pj,i′x[j] + 2
∑

j 6=i′,k 6=i′,j 6=k

Pj,i′x[j]Pk,i′x[k]
)

=
1

din − 1

∑
i

∑
i′ 6=i

(
E
dFi
dx[i′]

2

+ ET 2
i,i′ +

∑
j 6=i′

P 2
j,i′Ex[j]2 + 2E

dFi
dx[i′]

Ti,i′

+2
∑
j 6=i′

Pj,i′E
dFi
dx[i′]

x[j] + 2
∑
j 6=i′

Pj,i′ETi,i′x[j] + 2
∑

j 6=i′,k 6=i′,j 6=k

Pj,i′Pk,i′Ex[j]x[k]
)

=
1

din − 1

∑
i

∑
i′ 6=i

(
E
dFi
dx[i′]

2

+ ET 2
i,i′ +

∑
j 6=i′

P 2
j,i′ + 2Ex[i](Ex[i′′],i′′ 6=i

dFi
dx[i′]

)Ti,i′
)

=
1

din − 1

∑
i

∑
i′ 6=i

(
E
dFi
dx[i′]

2

+ ET 2
i,i′ +

∑
j 6=i′

P 2
j,i′

)
=

1

din − 1

∑
i

∑
i′ 6=i

E(
dFi
dx[i′]

2

+ T 2
i,i′) + 2

∑
j>k

P 2
j,k

≥ 1

din − 1

∑
i

∑
i′ 6=i

E
dFi
dx[i′]

2

+ 2
∑
j>k

P 2
j,k

For the denominator, we have

Ef 2

= E(f̂ +
∑
j

fj +
∑
j 6=k

tj,k +
∑
j>k

pj,k)
2

= E(f̂ 2 +
∑
j

f 2
j +

∑
j 6=k

t2j,k +
∑
j>k

p2
j,k)

≤ E(f̂ 2 +
∑
j

f 2
j +

∑
j 6=k

t2j,k +
∑
j>k

p2
j,k +

1

din − 1
f̂ 2)

=
1

din − 1

∑
i

E(f̂ 2 +
∑
j 6=i

f 2
j +

∑
j 6=k,j 6=i

t2j,k) + E
∑
j>k

p2
j,k

=
1

din − 1

∑
i

E(f̂ +
∑
j 6=i

fj +
∑

j 6=k,j 6=i

tj,k)
2 +

∑
j>k

P 2
j,k

=
1

din − 1

∑
i

EF 2
i +

∑
j>k

P 2
j,k

=
1

din − 1

∑
i

Ex[i](Ex[i′],i′ 6=iF
2
i ) +

∑
j>k

P 2
j,k

≤ 1

din − 1

∑
i

Ex[i]

(
Ex[i′],i′ 6=i

1

2

∑
i′ 6=i

dFi
dx[i′]

2)
+
∑
j>k

P 2
j,k
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=
1

2(din − 1)

∑
i

∑
i′ 6=i

E
dFi
dx[i′]

2

+
∑
j>k

P 2
j,k

Hence the numerator is at least twice the denominator. HenceNLC(f,D)2 ≥ 2 andNLC(f,D) ≥√
2 as required.

Stage 5: The statement holds when D has expectation zero and identity covariance, and the con-
stant component of f is the zero function.

As in previous stages, we have f = f̃ and Ef = 0. Because the least squares linear fit to f is the
zero function, by definition, for each j, the least squares linear fit to f [j] is the zero function. Also,
by proposition 1, f [j] is either the zero function or Tr(Covf [j]) > 0 and hence Ef [j]2 > 0. If f [j]

is not the zero function, we can apply stage 4 to f [j] to obtain NLC(f [j],D)2 =
∑
i EJ [j,i]2

Ef [j]2
≥ 2.

If f [j] is the zero function, then J [j, i] is also the zero function for all i.

We have

NLC(f,D)2

=

∑
i,j EJ [j, i]2∑
j Ef [j]2

=

∑
j:f [j] not the zero function(

∑
i EJ [j, i]2)∑

j:f [j] not the zero function Ef [j]2

=

∑
j:f [j] not the zero function NLC(f [j],D)2Ef [j]2∑

j:f [j] not the zero function Ef [j]2

So NLC(f,D)2 is simply the weighted average of the NLC(f [j],D)2 values corresponding to
non-zero f [j], all of which are at least 2. Note that at least one f [j] is non-zero because we have
Tr(Covf ) > 0 by assumption 3. Hence, NLC(f,D)2 ≥ 2, and so NLC(f,D) ≥

√
2.

Stage 6: The statement holds when D has expectation zero and the constant component of f is the
zero function.

Since the linear and constant component of f are both the zero function, we have f = f̃ . By
proposition 6 part 1, we have Ef = 0 and ExTf = 0. Let C = Cov

1
2
x , which is valid by assumption

4. Consider (f ′,D′) where f ′(x) = f(xCT ) and drawing x from D′ is equivalent to drawing x
from D and then post-multiplying C−T . We have

Ex∼D′f ′(x)

= Ex∼Df ′(xC−T )

= Ex∼Df(xC−TCT )

= Ex∼Df(x)

= 0
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and

Ex∼D′xTf ′(x)

= Ex∼DC−1xTf ′(xC−T )

= Ex∼DC−1xTf(xC−TCT )

= C−1Ex∼DxTf(x)

= 0

and

Ex∼D′x
= Ex∼DxC−T

= (Ex∼Dx)C−T

= 0

and

Covx∼D′

= Ex∼D′xTx
= Ex∼D(xC−T )T (xC−T )

= Ex∼DC−1xTxC−T

= C−1CovxC
−T

= I

and

Covf ′(x),x∼D′

= Ex∼D′(f ′(x)− Ex′∼D′f ′(x′))T (f ′(x)− Ex′∼D′f ′(x′))
= Ex∼D′f ′(x)Tf ′(x)

= Ex∼Df(xC−TCT )Tf(xC−TCT )

= Ex∼Df(x)Tf(x)

= Covf

Further, we have J ′(x) = J (xCT )C. Then we have
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NLC(f ′,D′)2

=
Ex∼D′ Tr(J ′(x)Covx∼D′J ′(x)T )

Tr(Covf ′(x),x∼D′)

=
Ex∼D′ Tr(J ′(x)J ′(x)T )

Tr(Covf )

=
Ex∼D Tr(J (xC−TCT )CCTJ (xC−TCT )T )

Tr(Covf )

=
Ex∼D Tr(J (x)CovxJ (x)T )

Tr(Covf )

= NLC(f,D)2

Because Ex∼D′f ′ = 0, Ex∼D′xTf ′ = 0 and lemma 3, the least squares linear fit to f ′ underD′ is the
zero function. Also, we have Tr(Covf ′(x),x∼D′) = Tr(Covf ) > 0, Ex∼D′x = 0 and Covx∼D′ = I .
So we can use stage 5 to obtain NLC(f ′,D′) ≥

√
2, and thus NLC(f,D) ≥

√
2.

Stage 7: The statement holds when the constant component of f is the zero function.

Consider (f ′,D′) where f ′(x) = f(x+ x̄) and drawing x from D′ is equivalent to drawing x from
D and then subtracting x̄. As in the previous stage, we have Ef = 0 and ExTf = 0. We have

Ex∼D′f ′(x)

= Ex∼Df ′(x− x̄)

= Ex∼Df(x− x̄+ x̄)

= Ex∼Df(x)

= 0

and

Ex∼D′xTf ′(x)

= Ex∼D(x− x̄)Tf(x)

= Ex∼DxTf(x)− x̄TEx∼Df(x)

= 0

and

Ex∼D′x
= Ex∼D(x− x̄)
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= 0

and

Covx∼D′

= Ex∼D′(x− Ex′∼D′x′)T (x− Ex′∼D′x′)
= Ex∼D′xTx
= Ex∼D(x− x̄)T (x− x̄)

= Covx

and

Covf ′(x),x∼D′

= Ex∼D′(f ′(x)− Ex′∼D′f ′(x′))T (f ′(x)− Ex′∼D′f ′(x′))
= Ex∼D′f ′(x)Tf ′(x)

= Ex∼Df(x− x̄+ x̄)Tf(x− x̄+ x̄)

= Ex∼Df(x)Tf(x)

= Covf

Further, we have J ′(x) = J (x+ x̄). Then we have

NLC(f ′,D′)2

=
Ex∼D′ Tr(J ′(x)Covx∼D′J ′(x)T )

Tr(Covf ′(x),x∼D′)

=
Ex∼D Tr(J (x− x̄+ x̄)CovxJ (x− x̄+ x̄)T )

Tr(Covf )

=
Ex∼D Tr(J (x)CovxJ (x)T )

Tr(Covf )

= NLC(f,D)2

Because Ex∼D′f ′ = 0, Ex∼D′xTf ′ = 0 and lemma 3, the least squares linear fit to f ′ under D′ is
the zero function. Also, we have Tr(Covf ′(x),x∼D′) = Tr(Covf ) > 0 and Ex∼D′x = 0. So we can
use stage 6 to obtain NLC(f ′,D′) ≥

√
2, and thus NLC(f,D) ≥

√
2.

Stage 8: The statement holds under the general conditions of theorem 2.

We can write f = f̃ + bf . By lemma 6, we have Ef̃ = ExT f̃ = 0. By lemma 3, the least squares
linear fit to f̃ is the zero function. We also have
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Covf

= Ex(f̃(x) + bf − Ex′(f̃(x′) + bf ))
T (f̃(x) + bf − Ex′(f̃(x′) + bf ))

= Ex(f̃(x)− Ex′ f̃(x′))T (f̃(x)− Ex′ f̃(x′))

= Covf̃

and hence Tr(Covf̃ ) > 0. So we can apply stage 7 to f̃ and obtain NLC(f̃ ,D) ≥
√

2. Because
the Jacobian of f and f̃ are equal and we have Covf = Covf̃ as shown above, NLC(f,D) =

NLC(f̃ ,D) and so NLC(f,D) ≥
√

2.

Remark. We used the Wolfram Mathematica Software to obtain the formula for objdiff given at
the end of step 1 in claim 1 in stages 1 and 2.

10.5.3 Theorem 3: NLC depends on the least squares fit

Theorem 3. Let D be Gaussian and assume f is not linear. Then we have

NLC(f,D)2 =
LAR

NAR + LAR
+

NAR

NAR + LAR
NLC(f̃ ,D)2

Proof. Because f is not linear, by proposition 7, Tr(Covf̃ ) > 0, and so NLC(f̃ ,D) is valid. By
proposition 6 part 1, we have ExT f̃ = 0 and Ef̃ = 0, and so E||f̃ ||22 = E||f̃ ||22 − ||Ef̃ ||22 =
Tr(Covf̃ ). Assume x̄ = 0. Then proposition 8 followed by lemma 2 yields EJ̃ = 0, where J̃ is
the Jacobian of f̃ . Using these statements we have

NLC(f,D)2

=
ETr(JCovxJ T )

Tr(Covf )

=
ETr( d

dx
(f̃ + xAf + bf )Covx

d
dx

(f̃ + xAf + bf )
T )

Tr(Ex(f̃(x) + xAf + bf − Ex′(f̃(x′) + x′Af + bf ))
T (f̃(x) + xAf + bf − Ex′(f̃(x′) + x′Af + bf ))

=
ETr((J̃ + ATf )Covx(J̃ + ATf )T )

Tr(E(f̃ + xAf )T (f̃ + xAf ))

=
Tr(EJ̃CovxJ̃ T + EJ̃CovxAf + EATf CovxJ̃ T + EATf CovxAf )

Tr(Ef̃T f̃ + E(xAf )T f̃ + Ef̃TxAf + E(xAf )TxAf )

=
ETr(J̃CovxJ̃ T ) + Tr((EJ̃ )CovxAf ) + Tr(ATf CovxE(J̃ )T ) + Tr(ATf CovxAf )

ETr(f̃T f̃) + Tr(ATf (ExT f̃)) + Tr((ATf (ExT f̃))T ) + ETr((xAf )TxAf )
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=
NLC(f̃ ,D)2 Tr(Covf̃ ) + E||(x− x̄)Af ||22

E||f̃ ||22 + E||xAf ||22

=
NLC(f̃ ,D)2E||f̃ ||22 + E||(x− x̄)Af ||22

E||f̃ ||22 + E||(x− x̄)Af ||22

=
NLC(f̃ ,D)2(E||f ||22)NAR + (E||f ||22)LAR

(E||f ||22)NAR + (E||f ||22)LAR

=
LAR

NAR + LAR
+

NAR

NAR + LAR
NLC(f̃ ,D)2

So now assume x̄ 6= 0. Define f ′ and D′, where f ′(x) = f(x + x̄) and drawing x from D′ is
equivalent to drawing x from D and then subtracting x̄. Then we have

Ex∼D′f ′(x)

= Ex∼Df ′(x− x̄)

= Ex∼Df(x− x̄+ x̄)

= Ex∼Df(x)

= f̄

and

Ex∼D′x
= Ex∼D(x− x̄)

= 0

and

Covx∼D′

= Ex∼D′(x− Ex′∼D′x′)T (x− Ex′∼D′x′)
= Ex∼D′xTx
= Ex∼D(x− x̄)T (x− x̄)

= Covx

and

Covf ′(x),x∼D′
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= Ex∼D′(f ′(x)− Ex′∼D′f ′(x′))T (f ′(x)− Ex′∼D′f ′(x′))
= Ex∼D′(f ′(x)− f̄)T (f ′(x)− f̄)

= Ex∼D(f(x− x̄+ x̄)− f̄)T (f(x− x̄+ x̄)− f̄)

= Ex∼D(f(x)− f̄)T (f(x)− f̄)

= Covf

Further, we have J ′(x) = J (x+ x̄), where J ′ is the Jacobian of f ′. Then we have

NLC(f ′,D′)2

=
Ex∼D′ Tr(J ′(x)Covx∼D′J ′(x)T )

Tr(Covf ′(x),x∼D′)

=
Ex∼D′ Tr(J ′(x)CovxJ ′(x)T )

Tr(Covf )

=
Ex∼D Tr(J (x− x̄+ x̄)CovxJ (x− x̄+ x̄)

Tr(Covf )

=
Ex∼D Tr(J (x)CovxJ (x)T )

Tr(Covf )

= NLC(f,D)2

Let xAf ′ + bf ′ be the least squares linear fit to f ′ and let f̃ ′ = f ′ − xAf ′ + bf ′ . Then we have

Ex∼D||f − (xAf + bf )||22 = Ex∼D′||f ′ − ((x+ x̄)Af + bf )||22
Ex∼D′ ||f ′ − (xAf ′ + bf ′)||22 = Ex∼D||f − ((x− x̄)Af ′ + bf ′)||22

But by definition of the least squares linear fit, we have

Ex∼D||f − (xAf + bf )||22 ≥ Ex∼D||f − ((x− x̄)Af ′ + bf ′)||22
Ex∼D′ ||f ′ − (xAf ′ + bf ′)||22 ≥ Ex∼D′ ||f ′ − ((x+ x̄)Af + bf )||22

Therefore, all four terms are equal. We obtain Af ′ = Af , bf ′ = bf + x̄Af and

f̃ ′

= f ′ − (xAf ′ + bf ′)

= f ′ − (xAf + bf + x̄Af )

= f(x+ x̄)− ((x+ x̄)Af + bf )

= f̃(x+ x̄)
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and hence J̃ ′ = J̃ (x+ x̄), where J̃ ′ is the Jacobian of f̃ ′. This yields

Ex∼D′ ||f̃ ′(x)||22
= Ex∼D||f̃(x− x̄+ x̄)||22
= Ex∼D||f̃(x)||22

and

Ex∼D′ ||f ′(x)||22
= Ex∼D||f(x− x̄+ x̄)||22
= Ex∼D||f(x)||22

and

Ex∼D′||(x− Ex′∼D′x′)Af ′ ||22
= Ex∼D′||xAf ′ ||22
= Ex∼D′ ||xAf ||22
= Ex∼D||(x− x̄)Af ||22

and

Covf̃ ′(x),x∼D′

= Ex∼D′(f̃ ′(x)− Ex′∼D′ f̃ ′(x′))T (f̃ ′(x)− Ex′∼D′ f̃ ′(x′))
= Ex∼D(f̃(x− x̄+ x̄)− Ex′∼Df̃(x′ − x̄+ x̄))T (f̃(x− x̄+ x̄)− Ex′∼Df̃(x′ − x̄+ x̄))

= Ex∼D(f̃(x)− Ex′∼Df̃(x′))T (f̃(x)− Ex′∼Df̃(x′))

= Covf̃

and

Ex∼D′ Tr(J̃ ′(x)Covx∼D′J̃ ′(x)T )

= Ex∼D Tr(J̃ (x− x̄+ x̄)CovxJ̃ (x− x̄+ x̄)T )

= Ex∼D Tr(J̃ (x)CovxJ̃ (x)T )
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and hence LAR(f,D) = LAR(f ′,D′), NAR(f,D) = NAR(f ′,D′) and NLC(f,D) =
NLC(f ′,D′).

Putting it all together, using Ex∼D′x = 0 and the fact that we proved the theorem for the case
x̄ = 0, we have

NLC(f,D)2

= NLC(f ′,D′)2

=
LAR(f ′,D′)

NAR(f ′,D′) + LAR(f ′,D′)
+

NAR(f ′,D′)
NAR(f ′,D′) + LAR(f ′,D′)

NLC(f̃ ′,D′)2

=
LAR(f,D)

NAR(f,D) + LAR(f,D)
+

NAR(f,D)

NAR(f,D) + LAR(f,D)
NLC(f̃ ,D)2
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Chapter 11

Mean field nonlinearity theory

In this chapter, we prove the theorems and propositions stated in chapter 5 concerning constructs
such as activation functions, mean field architectures and A-architectures. As opposed to chapter
10, a neural architecture in this chapter is a directed, acyclic graph where each node corresponds
to a layer that uses one of a small number of operations. Each layer is a function from one real
vector space to another, and therefore can be viewed as a “mini-architecture” or “mini-network” in
the sense of chapter 10. Of course, the space of functions representable by a layer graph of specific
operations is much more constrained than the space of all differentiable functions considered in
chapter 10. On the other side of this tradeoff, we get to make specific predictions about metric
values and layer (meta-)distributions in this chapter, and we get to enumerate all possible behaviors
across activation functions.

11.1 Notation, terminology and conventions

From a notation, terminology and convention (NTC) standpoint, this chapter is a continuation of
chapter 5 and therefore uses the NTCs of chapter 5 as well as chapter 2, which are summarized in
section 2.7. Of course, we do not make use of all NTCs from those chapters. A basic understanding
of prior material of this thesis should make it possible to read this chapter while referring back
to section 2.7 and the definition environments of chapter 5 as necessary. We outline the most
important constructs and give definitions that are unique to this chapter below.

11.1.1 Neural architectures

A ‘neural architecture’ f is a function of a trainable real ‘parameter’ vector θ and a real ‘input’
vector. It is also a directed, acyclic graph of ‘layers’ fl, 0 ≤ l ≤ L. Each layer fl takes as input
the outputs of its dependencies, which are its parents in the layer graph, as well as the parameter
sub-vector θl belonging to fl. θ1 through θL make up θ. A source in the graph is an ‘input layer’
and a sink is an ‘output layer’. We write fkl[1], .., fkl[κl], .. fkl[Kl] for the dependencies of a layer
fl with Kl ≥ 1 dependencies, through we usually write fk[1], .., fk[κ], .. fk[K] as l is clear from
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context. We also write fkl for the dependency of a layer fl with a single dependency, though we
usually write fk as l is clear from context.

We detail our NTCs surrounding neural architectures in section 2.3.4. In this chapter, we consider
specifically two types of architectures that we also consider in chapter 5: A-architectures and mean
field architectures. A-architectures defined in section 5.3.1 represent fully-connected architectures
built from popular building blocks and design strategies, and mean field architectures defined in
section 5.1.1 represent abstract templates which are used to prove results for practical architectures
like A-architectures. A layer in a mean field architecture corresponds to a line in a NETSOR
program in Yang [2019, 2020b,a]. Mean field architectures can have ‘finite input layers’, ‘readin
layers’ and ‘readout layers’ as defined in sections 5.1.3 and 5.1.4.

Both mean field and A-architectures differ slightly from the framework of section 2.3.4, as de-
scribed in their definitions. Both types have layers whose width can vary via the parameter dMF,
which is used to take the limit of infinite width. Mean field architectures can have multiple input
and output layers. An A-architecture has a single input layer f0 to which the input x is assigned
and a single output layer fL which returns the ‘output’ f(θ, x).

11.1.2 Multi-activation functions

Mean field architectures use ‘elementwise layers’ as defined in section 5.1.1. An elementwise layer
fl uses a ‘multi-activation function’ ρl, which is applied elementwise to the ‘elementwise depen-
dencies’ fk̇l[1], .., fk̇l[κ̇l], .., fk̇l[K̇l] of fl and applied to the ‘layer means’ of the ‘mean dependencies’
fk̂l[1], .., fk̂l[κ̂l], .., fk̂l[K̂l] of fl. This yields

fl = ρl.(fk̇l[1], .., fk̇l[K̇l],Eifk̂l[1][i], ..,Eifk̂l[K̂l][i])

When considering ρl as a function of its inputs, we term the inputs corresponding to elementwise
dependencies the ‘elementwise inputs’ and the inputs corresponding to mean dependencies the
‘mean inputs’. We denote an elementwise input corresponding to a dependency on layer fl′ by el′
and a mean input corresponding to a dependency on layer fl′ by ml′ . This yields

ρl(ek̇l[1], .., ek̇l[K̇l],mk̂l[1], ..,mk̂l[K̂l]
)

We usually omit the l subscript as it is clear from context. Note that in this chapter as in chapter 5,
when the letter m is used as a subscript as in Jl,m, it denotes a layer index instead of a mean input.

As in table 5.1 and the definition of ‘parameter-control’ in section 5.1.2, we usually write a
multi-activation function simply as ρl(e,m), where e and m are placeholders that refer to the
tuples (ek̇l[1], .., ek̇l[K̇l]) and (mk̂l[1], ..,mk̂l[K̂l]

) respectively. When we use m or m∗ as specific
assignments to m, those terms also function as placeholders. So we write e.g. ρ(e,m∗) for
ρ(ek̇l[1], .., ek̇l[K̇l],m

∗
k̂l[1]

, ..,m∗
k̂l[K̂l]

).

In addition to denoting the κ̇l’th elementwise input by ek̇l[κ̇l], we also use the vector notation e[κ̇l],
and similarly m[κ̂l]. We do this especially when we consider a multi-activation function ρ “in a
vacuum” without reference to an architecture or layer, such as in lemmas 12, 13 and 14. In that
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case, we write K̇ for the number of components of e ad K̂ for the number of components of m.
However, even then e and m still behave as placeholders. For example, in lemma 14, the ρ(n) do
not necessarily have to have identical inputs. The components of e and m for some ρ(n) can match
up in any way with the components of e and m for any other ρ(n′), though there is no crossover
between elementwise and mean inputs.

We sometimes reference the distribution of one or more e values. In that case, we consider
(e0, e1, .., eL) to form a Gaussian vector with moments given by Eel = ml and Eelem = cl;m
as defined in table 5.1. Note that cl;m is only defined when fl and fm have the same width. At any
point where we reference the distribution of e values, the well-definedness of the ml and cl;m values
required to specify the distribution has already been guaranteed by applying background theorem
1 to a sub-architecture in the context of an induction. Usually, the distribution of the value of a
multi-activation function ρl is induced by its elementwise inputs.

11.1.3 Other NTCs

• Throughout this work, we consider an activation function τ : R → R to be an arbitrary
scalar function. Conditions on τ are discussed below.

• µ1 denotes the canonical Lebesgue measure.

• n(µ, σ2, s) denotes the probability density function of the Gaussian with mean µ and
(co)variance σ2 evaluated at s. n(σ2, s) is short for n(0, σ2, s) and n(s) is short for n(0, 1, s).
Note that the letter n can also refer to a sequence or tuple index when it is not used as a func-
tion. For example, n(sn) would refer to the unit Gaussian density evaluated at the n’th scalar
in some sequence.

• aτs+bτ denotes the least squares linear fit to τ(s) underN (0, 1) and τ̃(s) = τ(s)−aτs−bτ .
LAR, CAR and NAR are defined as in section 4.4.7.

• c is overloaded to refer to both the co-mean parameter of e.g. an elem-like(q, c) input distri-
bution as well as a generic constant.

• Cd for a positive integer d is the class of functions F (χ) = c||χ||d2 + c′ for c, c′ > 0 and χ of
any dimensionality.

• We say a function class C is ‘linearly closed’ if any finite linear combination of members of
C is controlled by C.

• We say a multi-activation function ρ(e,m) is ‘elem-poly(d)’ if ...

– ...it is a weighted sum of products of expressions that are of form (i) e[κ̇]c for some
positive integer constant c, (ii)m[κ̂]c for some positive integer constant c or (iii) (m[κ̂]+
c)−c

′ for some positive real constants c,c′.

– ... the total power of e[κ] terms in any product is at most d.
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For example, consider

ρ(e,m) = e[1]2e[4]3m[2]m[0]m[5]2(m[1] + c1)−
1
4 (m[2] + c2)−4

−e[3]2e[0]e[1](m[6] + c3)−
1
2 (m[9] + c4)−

5
2 + e[3]m[4]

This ρ would be elem-poly(d) for any d ≥ max(2 + 3, 2 + 1 + 1, 1) = 5

• T2(s) = max|s′|≤|s| |τ ′′(s′)| and T3(s) = max|s′|≤|s| |τ ′′′(s′)|

• We often shorten limquantity→value to limquantity when value is clear from context.

• We use the notation and terminology of section 2.4.1 for our layer operations.

• A valid logical ordering of results in this chapter is as follows: lemmas 8 through 17, propo-
sitions 10, 11, 17, 12 through 16, theorems 4 through 7, and propositions 18, 19. The proof
of a result may depend on another result that comes before it but not on a result that comes
after it in this ordering.

11.2 General assumptions

In contrast to chapter 10, we do not assume differentiability for all results in this chapter. Differen-
tiability and continuity conditions are always stated explicitly in the results of this chapter or come
along with the definition of an A-architecture given in section 5.3.1.

We only make the following assumption throughout.

Assumption 6. Simple expressions involving τ , its derivatives, its left and right derivative, as
well as max operators such as those involved in T2 and T3 defined above or those used in lemma
18, are integrable with respect to any Gaussian measure, where we use the term “integrable” as
defined in section 2.6.2. For example, expressions like τ(s), τ ′(s)2 and sT3(s)τ ′′′(t) are assumed
to be integrable, assuming the higher derivatives are valid. We assume that any integral of such an
expression over a multi-dimensional Gaussian measure can be broken down into a sequence of 1-
dimensional integrals. We assume that such simple expressions, when multiplied with a Gaussian
density, converge to zero along any direction.

This assumption is mild, as we argue in section 2.6.2. Gaussian distributions are very light-tailed.
When τ is at least continuous, which we assume in most results, it is integrable over any bounded
set with respect to the canonical Lebesgue measure or any Gaussian measure.

Whenever we consider an expectation or integral involving a multi-activation function ρ, the va-
lidity of that integral is guaranteed by background theorem 1 or background corollary 2. We did
not check which implicit integrability assumptions were present in Yang [2019]. The parameter-
control assumption is clearly related to integrability, though it is also clearly not enough as the
function that assigns 1 to rational numbers and 0 to non-rational numbers is controlled by CE2 but
not integrable. It is possible that continuous τ and ρ that are (parameter-)controlled by CE2 fulfill
all integrability requirements of this chapter and Yang [2019], though we did not check this. Note
that if τ is controlled by CE2, so is e.g. T2 and T3.
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11.3 Lemmas

Lemma 8. Let F : Rdin → R be a continuous, non-negative function that is integrable with respect
to dµ1 and not zero everywhere. Then

∫
Rdin Fdµ1 > 0.

Proof. Let χ ∈ Rdin be such that F (χ) > 0. Because F is continuous, there exists an open set
S containing χ and ε > 0 such that F > ε in S. Becasue S is open, µ1(S) > 0. Since F is
non-negative,

∫
Rdin Fdµ1 ≥

∫
S
Fdµ1 ≥ µ1(S)ε > 0 as required.

Lemma 9. Let p ≥ 0 be an integer, λ > 0 and let F : R→ R be a function that is right-continuous
at zero. Assume spF (s)n(λ2, s) is integrable with respect to dµ1 on [0,∞) for all λ > 0. Then

lim
λ→0

λ−p
∫ ∞

0

spF (s)n(λ2, s)dµ1 = F (0)

∫ ∞
0

spn(1, s)dµ1

Proof. Let D(s) = F (s) − F (0). Because
∫∞

0
spn(λ2, s)dµ1 < ∞ for all λ > 0, we

have
∫∞

0
|D(s)|spn(λ2, s)dµ1 ≤

∫∞
0

(|F (s)| + |F (0)|)spn(λ2, s)dµ1 < ∞. Let Dint =∫∞
0
|D(s)|spn(1, s)dµ1 and Pint =

∫∞
0
spn(1, s)dµ1. Because F is right-continuous at 0, F is

bounded in [0, δ] for some δ > 0. Let λ < min(δ2, 1) and B(λ) = max0≤s≤
√
λ |D(s)|. Then we

have

|λ−p
∫ ∞

0

spF (s)n(λ2, s)dµ1 − F (0)

∫ ∞
0

spn(1, s)dµ1|

= |λ−p
∫ ∞

0

spF (s)n(λ2, s)dµ1 − F (0)

∫ ∞
0

λ−pspn(λ2, s)dµ1|

= |λ−p
∫ ∞

0

spD(s)n(λ2, s)dµ1|

≤ λ−p
∫ ∞

0

sp|D(s)|n(λ2, s)dµ1

= λ−p
∫ √λ

0

sp|D(s)|n(λ2, s)dµ1 + λ−p
∫ ∞
√
λ

sp|D(s)|n(λ2, s)dµ1

≤ B(λ)λ−p
∫ √λ

0

spn(λ2, s)dµ1 + λ−p
∫ ∞
√
λ

sp|D(s)|n(λ2,
√
λ)

n(1,
√
λ)

n(1, s)dµ1

≤ B(λ)λ−p
∫ ∞

0

spn(λ2, s)dµ1 + λ−p
n(λ2,

√
λ)

n(1,
√
λ)

Dint

≤ B(λ)

∫ ∞
0

spn(1, s)dµ1 + λ−p
n(λ2,

√
λ)

n(1,
√
λ)

Dint

≤ B(λ)Pint + λ−p
n(λ2,

√
λ)

n(1,
√
λ)

Dint

= B(λ)Pint + λ−p
1√

2πλ2
e−

λ
2λ2

1√
2π
e−

λ
2

Dint
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= B(λ)Pint + λ−p−1e−
1
2λ

+λ
2Dint

B(λ) converges to 0 as λ converges to 0 from the right due to the right-continuity of F .
λ−p−1e−

1
2λ

+λ
2 converges to zero exponentially as λ converges to zero.

Lemma 10. Let F (s) : R→ R be a non-negative function which is bounded on any bounded inter-
val and integrable with respect to any Gaussian measure. Let µmax and σmax be positive constants.
Then Es∼N (µ,σ2)F (s) is bounded over −µmax ≤ µ ≤ µmax and 0 ≤ σ ≤ σmax, where Es∼N (µ,0)F (s)
is defined as F (µ).

Proof. Since F is non-negative, Es∼N (µ,σ2)F (s) is bounded below by zero for all µ, σ. Hence, for
the rest of this proof we will concern ourselves only with upper bounds. Throughout this proof,
we assume −µmax ≤ µ ≤ µmax and 0 ≤ σ ≤ σmax.

First consider the case σ = 0. Then Es∼N (µ,σ2)F (s) is equal to a value taken by F in [−µmax, µmax].
F is bounded there, so Es∼N (µ,σ2)F (s) is bounded as well. Let this bound be B4.

Going forward, we assume 0 < σ ≤ σmax holds.

Consider some s ≤ −µmax − σmax. Then n(µ, σ2, s) ≤ n(−µmax, σ
2, s). On the interval (0, σmax],

n(−µmax, σ
2, s) is differentiable as a function of σ. We have

dn(−µmax, σ
2, s)

dσ

=
1√
2π

(−σ−2 + (s+ µmax)
2σ−4)e−

(s+µmax)2

2σ2

≥ 1√
2π

(−σ−2 + (−µmax − σmax + µmax)
2σ−4)e−

(s+µmax)2

2σ2

≥ σ−4

√
2π

(σ2
max − σ2)e−

(s+µmax)2

2σ2

≥ 0

Therefore, n(µ, σ2, s) ≤ n(−µmax, σ
2, s) ≤ (−µmax, σ

2
max, s). Similarly, when we consider s ≥

µmax + σmax we obtain n(µ, σ2, s) ≤ n(µmax, σ
2
max, s).

Because F is integrable with respect to any Gaussian measure, we can set

B1 =

∫ −µmax−σmax

s=−∞
F (s)n(−µmax, σ

2
max, s)dµ1 <∞

and

B2 =

∫ ∞
s=µmax+σmax

F (s)n(µmax, σ
2
max, s)dµ1 <∞
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Also, F is bounded on [−µmax − σmax, µmax + σmax]. Let this bound be B3. Finally, we have

Es∼N (µ,σ2)F (s)

=

∫ −µmax−σmax

s=−∞
F (s)n(µ, σ2, s)dµ1 +

∫ µmax+σmax

s=−µmax−σmax

F (s)n(µ, σ2, s)dµ1

+

∫ ∞
s=µmax+σmax

F (s)n(µ, σ2, s)dµ1

≤
∫ −µmax−σmax

s=−∞
F (s)n(−µmax, σ

2
max, s)dµ1 +

∫ µmax+σmax

s=−µmax−σmax

B3n(µ, σ2, s)dµ1

+

∫ ∞
s=µmax+σmax

F (s)n(µmax, σ
2
max, s)dµ1

= B1 +B2 +B3

∫ µmax+σmax

s=−µmax−σmax

n(µ, σ2, s)dµ1

≤ B1 +B2 +B3

∫ ∞
s=−∞

n(µ, σ2, s)dµ1

= B1 +B2 +B3

So Es∼N (µ,σ2)F (s) is bounded by B1 +B2 +B3.

Therefore, no matter whether σ = 0, we have that Es∼N (µ,σ2)F (s) is bounded by the maximum of
B4 and B1 +B2 +B3, as required.

Lemma 11. Let aτs+bτ be the least squares linear fit to τ(s) underN (0, 1). Let τ̃ = τ−aτs−bτ .
Let aτ̃s + bτ̃ be the least squares linear fit to τ̃(s) under N (0, 1). Let s ∼ N (0, 1). Then aτ =
Esτ(s), bτ = Eτ(s), aτ̃ = Esτ̃(s) = 0 and bτ̃ = Eτ̃(s) = 0.

Proof. The standard formula for the least squares linear fit yields

(
aτ
bτ

)
=

(
Es2 Es
Es 1

)−1(Esτ
Eτ

)
=

(
1 0
0 1

)−1(Esτ
Eτ

)
=

(
Esτ
Eτ

)

Similarly, aτ̃ = Esτ̃ = Es(τ−aτs−bτ ) = aτ−aτEs2−bτEs = 0 and b̃ = Eτ̃ = E(τ−aτs−bτ ) =
bτ − bτ = 0.
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Lemma 12. Let ρ(e,m) be a multi-activation function. Let m∗ ∈ RK̂ be a fixed assignment to its
mean inputs and let M∗ be an open set containing m∗. Let C be some function class. Assume:

• C is linearly closed.

• ρ(e,m∗) is controlled by C as a function of e.

• ρ(e,m) is differentiable for m ∈M∗.

• For each 1 ≤ κ̂ ≤ K̂, maxm∈M∗
∣∣∣dρ(e,m)
dm[κ̂]

∣∣∣ is controlled by C as a function of e.

Then ρ is parameter-controlled by C at m∗.

Proof. We will look at the conditions of parameter-control in turn. ρ(e,m∗) being controlled
by C is a condition of this proposition. Let ρmean(m) = ||m − m∗||2 when m ∈ M∗ and ∞
otherwise. This yields that ρmean(m∗) = 0 and that ρmean is continuous at m∗. Let ρelem =∑K̂

κ̂=1 maxm∈M∗
∣∣∣dρ(e,m)
dm[κ̂]

∣∣∣. By assumption, it is the sum of functions controlled by C, which is
controlled by C as C is linearly closed. If m 6∈ M∗, clearly we have |ρ(e,m) − ρ(e,m∗)| ≤
ρelem(e)ρmean(m) =∞. Otherwise, we have

∣∣∣ρ(e,m)− ρ(e,m∗)
∣∣∣

≤ ||m−m∗||2 max
m∈M∗

∣∣∣∣∣∣dρ(e,m)

dm

∣∣∣∣∣∣
2

≤ ||m−m∗||2 max
m∈M∗

∣∣∣dρ(e,m)

dm

∣∣∣
1

≤ ||m−m∗||2
K̂∑
κ̂=1

max
m∈M∗

∣∣∣dρ(e,m)

dm[κ̂]

∣∣∣
= ρmean(m)ρelem(e)

as required.

Lemma 13. Let ρ(e,m) be a multi-activation function that is elem-poly(d). Let m∗ be a fixed
assignment to m such that m∗[κ̂] ≥ 0 for any κ̂ for which an (m[κ̂] + c)c

′
expression appears in

ρ. Let M(m∗) be the open hypercube with center m∗ and side length equal to the least c among
(m[κ̂] + c)−c

′
expressions that appear in ρ.

Then:

1. For each 1 ≤ κ̂ ≤ K̂, maxm∈M(m∗)

∣∣∣dρ(e,m)
dm[κ̂]

∣∣∣ is controlled by Cd as a function of e.

2. ρ is parameter-controlled by Cd at m∗.
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Proof. Polynomials of degree at most d are controlled by Cd, so ρ(e,m∗) is controlled by Cd. If
ρ has no mean dependencies, that is all that needs to be checked for statement 2, and statement
1 is trivial. So now assume that ρ does have one or more mean dependencies. We note that, by
construction, for each m ∈ M(m∗), the base of each (m[κ̂] + c)−c

′ expression that appears in ρ is
positive, so ρ is both well-defined and differentiable with respect to any m[κ̂].

Let s be the side length of M(m∗). Let dρe be a function of e that is derived from ρ by (i) fixing
each expression m[κ̂] that appears to |m∗[κ̂]| + s

2
, (ii) fixing each (m[κ̂] + c)−c

′ that appears to
(m∗[κ̂]− s

2
+c)−c

′ and (iii) changing each minus in front of a term into a plus. It is easy to check that
dρ(e,m)
dm[κ̂]

for any κ̂ is also elem-poly(d). Finally, it is easy to check that maxm∈M∗
∣∣∣ dρ
dm[κ̂]

∣∣∣ ≤ ⌈dρ(e,m)
dm[κ̂]

⌉
.

But
⌈
dρ(e,m)
dm[κ̂]

⌉
is controlled by Cd, as it is a polynomial of degree at most d. This yields statement

1.

For statement 2, we use lemma 12. Cd is linearly closed, and we already showed the other three
conditions of the lemma.

Lemma 14. Let all ρ(1), .., ρ(N) be multi-activation functions which do not have to have the same
elementwise or mean inputs as detailed in section 11.1.2. Let them all be parameter-controlled by
C for some linearly closed class C at some m∗. Then any linear combination ρ =

∑N
n=1w

(n)ρ(n)

is also parameter-controlled by C at m∗.

Proof. Since the ρ(n) are parameter-controlled, there exist corresponding functions ρ(n)elem and
ρ(n)mean. WLOG ρ(n)elem ≥ 0 for all n. We will check the 5 conditions of the parameter-control
property for ρ using ρelem =

∑
n

√
|w(n)|ρ(n)elem and ρmean =

∑
n

√
|w(n)|ρ(n)mean.

For each n, we have |ρ(n)(e,m∗)| ≤ F (n) for some F (n) ∈ C, so |ρ(e,m∗)| ≤
∑

n |w(n)|F (n).∑
n |w(n)|F (n) is controlled by C because C is linearly closed, so ρ(e,m∗) is controlled by C.

Analogously, ρelem is controlled by C.

If the ρ(n)mean are zero and continuous at m∗, so is any linear combination of them. Finally, we
have

|ρ(e,m)− ρ(e,m∗)|

≤
N∑
n=1

|w(n)||ρ(n)(e,m)− ρ(n)(e,m∗)|

≤
N∑
n=1

|w(n)|ρ(n)elemρ(n)mean

≤
( N∑
n=1

√
|w(n)|ρ(n)elem

)( N∑
n=1

√
|w(n)|ρ(n)mean

)
= ρelemρmean

as required.
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Lemma 15. Let F : Rdin → R be integrable with respect to any Gaussian measure. Let Σ̂ be a
positive definite symmetric matrix. Then

lim
Σ→Σ̂

Eχ∼N (0,Σ)F (χ) = Eχ∼N (0,Σ̂)F (χ)

Proof. We argue by contradiction. Assume there is an ε such that |Eχ∼N (0,Σ)F (χ) −
Eχ∼N (0,Σ̂)F (χ)| > ε for Σ arbitrarily close to Σ̂. Let s be the largest eigenvalue of Σ̂. Then
there exists a constant C such that, for any χ with ||χ||2 > C and any positive definite symmetric
matrix Σ with eigenvalues less than 2s, we have n(3sI, χ) > n(Σ, χ). So for any such Σ and
c > C we have

|Eχ∼N (0,Σ)F (χ)− Eχ∼N (0,Σ̂)F (χ)|

=
∣∣∣ ∫

Rdin

F (χ)(n(Σ, χ)− n(Σ̂, χ))dµ1

∣∣∣
=

∣∣∣ ∫
||χ||2>c

F (χ)(n(Σ, s)− n(Σ̂, χ))dµ1 +

∫
||χ||2≤c

F (χ)(n(Σ, s)− n(Σ̂, χ))dµ1

∣∣∣
≤

∫
||χ||2>c

|F (χ)|n(Σ, X)dµ1 +

∫
||χ||2>c

|F (χ)|n(Σ̂, χ)dµ1

+
∣∣∣ ∫
||χ||2≤c

F (χ)(n(Σ, s)− n(Σ̂, χ))dµ1

∣∣∣
≤

∫
||χ||2>c

|F (χ)|n(3sI, χ)dµ1 +

∫
||χ||2>c

|F (χ)|n(3sI, χ)dµ1

+
∣∣∣ ∫
||χ||2≤c

F (χ)(n(Σ, s)− n(Σ̂, χ))dµ1

∣∣∣
Because F is integrable with respect to any Gaussian measure, the first two terms converge to
zero as c converges to infinity. So we can choose c large enough that they sum to less than 1

2
ε.

Now consider c fixed to that value. Then the third term is a product between a function that is
bounded on the bounded set ||χ||2 ≤ c because it is controlled and a function that converges to
zero uniformly as Σ converges to Σ̂. So the third term converges to zero, so it is eventually less
than 1

2
ε. Also, as Σ converges to Σ̂, its eigenvalues are eventually less than 2s. But that means that

|Eχ∼N (0,Σ)F (χ)− Eχ∼N (0,Σ̂)F (χ)| is eventually less than ε. Contradiction.

Lemma 16. Let A =

(
a b
b d

)
and A′ =

(
a′ b′

b′ d′

)
be two full rank matrices with non-negative

diagonal entries and equal off-diagonal entries. Let c > 0 and c′ > 0. Then cA+ c′A′ is full rank,
has non-negative diagonal entries and equal off-diagonal entries.

Proof. We have

cA+ c′A′ =

(
ca+ c′a′ cb+ c′b′

cb+ c′b′ cd+ c′d′

)
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Clearly, the diagonal entries are non-negative and off-diagonal elements are equal. A andA′ having
full rank corresponds to ad− b2 > 0 and a′d′ − b′2 > 0 respectively. We have

(ca+ c′a′)(cd+ c′d′)− (cb+ c′b′)2

= c2(ad− b2) + c′2(a′d′ − b′2) + cc′(ad′ + a′d− 2bb′)

> cc′(ad′ + a′d− 2bb′)

≥ cc′(2
√
ad′a′d− 2bb′)

= 2cc′(
√
ad
√
a′d′ − bb′)

> 2cc′(
√
b2
√
b′2 − bb′)

= 0

as required. Here, we use that the arithmetic mean is larger than the geometric mean for non-
negative reals.

Lemma 17. Let (A)n be an infinite sequence of independent random matrices. Let (u)n be the
infinite sequence of unit Gaussian random vectors where the dimensionality of un is equal to the
right dimension of An. Assume that ||Anun||2 converges to some limit Λ almost surely. Then
||An||F converges to Λ almost surely.

Proof. We argue by contradiction. Assume ||An||F does not converge almost surely to Λ. Then
||An||2F does not converge almost surely to Λ2. By the Borel-Cantelli lemma, there exists an ε such
that

∑
n P (

∣∣||An||2F − Λ2
∣∣ > ε) =∞, where P (event) denotes the probability of an event.

We make the following additional definitions.

• A is some fixed matrix of size Dleft ×Dright with
∣∣||A||2F − Λ2

∣∣ > ε.

• UCV T is the singular value decomposition of A.

• D = min(Dleft, Dright)

• c1, .., cD are the singular values of A.

• u / uD is the unit Gaussian vector of dimensionality Dright / D.

For now, we study our fixed A. Because vector length and the unit Gaussian are rotation invari-
ant, we have that the distribution of ||Au||22 = ||UCV Tu||22 is the same as that of ||CuD||22 =∑D

d=1 c
2
du[d]2. So Eu||Au||22 =

∑D
d=1 c

2
d and Vu||Au||22 = 2

∑D
d=1 c

4
d and hence 2(Eu||Au||22)2 ≥

Vu||Au||22. V is the variance operator. Also, it is well-known that ||A||2F =
∑D

d=1 c
2
d holds.

Since
∣∣||A||2F − Λ2

∣∣ > ε, we have either ||A||2F − Λ2 > ε or ||A||2F − Λ2 < −ε. Assume for
now ||A||2F − Λ2 > ε. Let E1 be the event that

∣∣||Au||22 − Λ2
∣∣ ≤ ε

2
. Let E2 be the event that

||Au||22 > ||A||2F . Let E3 be the complementary event. Denote the expectation of ||Au||22 − ||A||2F
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under the three events also by E1 through E3 and denote the probabilities of the events as P1

through P3. Then

0 = Eu||Au||22 − ||A||2F = P1E1 + P2E2 + P3E3 ≤ P2E2 − P1

(
||A||2F − Λ2 − ε

2

)
Assume P1 ≥ 1

2
. Then we must also have P2 > 0 and so E2 ≥ P1

P2

(
||A||2F − Λ2 − ε

2

)
. Also we

have

2(||A||2F )2 = 2(Eu||Au||22)2 ≥ Vu||Au||22 ≥ P1E
2
1 + P2E

2
2 + P3E

2
3 ≥ P2E

2
2

≥ P 2
1

P2

(
||A||2F − Λ2 − ε

2

)2

≥
1
2

2

1− P1

(
||A||2F − Λ2 − ε

2

)2

So we obtain

P2 + P3 = 1− P1 ≥

(
||A||2F − Λ2 − ε

2

)2

8(||A||2F )2
≥ ε2

32(Λ2 + ε)2

If P1 <
1
2
, we obtain P2+P3 ≥ 1

2
. So across both cases we obtain P2+P3 ≥ min(1

2
, ε2

32(Λ2+ε)2
) > 0.

Let this lower bound be B.

If we have ||A||2F − Λ2 < −ε instead of ||A||2F − Λ2 > ε, there is an analogous argument. We
define E2 as ||Au||22 < ||A||2F and obtain P2(−E2) ≥ P1

(
Λ2 − ε

2
− ||A||2F

)
which also leads to

P2 + P3 ≥ B.

Now we return to our random sequence (A)n. We have

∑
n

P
(∣∣||Anun||22 − Λ2

∣∣ > ε

2

)
≥

∑
n

P
(∣∣||Anun||22 − Λ2

∣∣ > ε

2

∣∣∣∣∣||An||2F − Λ2
∣∣ > ε

)
P
(∣∣||An||2F − Λ2

∣∣ > ε
)

≥ B
∑
n

P
(∣∣||An||2F − Λ2

∣∣ > ε
)

= ∞

So by the second Borel-Cantelli lemma, ||Anun||22 does not converge to Λ2 almost surely, so
||Anun||2 does not converge to Λ almost surely. Contradiction, as required.
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11.4 Propositions

Proposition 10. Let M1 be a meta-distribution over distributions X1 over scalars s. For each
d > 0, let Md be the elementwise meta-distribution over distributions Xd over vectors χd of
dimensionality d that is generated byM1. Let q = EX1∼M1,s∼X1s

2 and c = EX1∼M1(Es∼X1s)
2.

Let χd and χ′d be drawn from the same Xd, which is drawn fromMd. Then

lim
d→∞

Eiχd[i]2 = q a.s.

lim
d→∞

Eiχd[i]χ′d[i] = c a.s.

Proof. Because Md is elementwise, for each d, the xd[i]
2 are independent and the xd[i]x

′
d[i]

are independent. So the strong law of large numbers applies to the average. Hence, we have
limd→∞ Eiχd[i]2 = EX1∼M1,s∼X1s

2 = q and

lim
d→∞

Eiχd[i]χ′d[i]

= EX1∼M1,s,s′∼X1ss
′

= EX1∼M1(Es∼X1s)(Es′∼X1s
′)

= EX1∼M1(Es∼X1s)
2

= c

Proposition 11. Let D be a data distribution using a finite set of labels in the form of one-hot
vectors. Let p1, .., pC > 0 be the probabilities of each of the C > 1 classes occurring. Let the input
of D be elem-like(q, c) for some q > c ≥ 0.

Then PNLCD(D) = 1√
1−
∑C
ζ=1 p

2
ζ

with probability 1−
∑C

ζ=1 p
2
ζ and 0 with probability

∑C
ζ=1 p

2
ζ .

Proof. We have

Tr(Covx)

= Tr((Ex(x− Ex′x′)T (x− Ex′x′))
= Ex(x− Ex′x′)(x− Ex′x′)T

= ExxxT − Ex,x′x′xT

= din(q − c)

Further, we have

Tr(Covy)
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= EyyyT − Ey,y′y′yT

=
C∑
ζ=1

pζ −
C∑
ζ=1

p2
ζ

= 1−
C∑
ζ=1

p2
ζ

Let E1 be the event under which y 6= y′, Eix[i]x[i] = q, Eix′[i]x′[i] = q and Eix[i]x′[i] = c. Let
E2 be the event under which y = y′, Eix[i]x[i] = q, Eix′[i]x′[i] = q and Eix[i]x′[i] = c. Under E1

we have

PNLCD

=

√
||y − y′||22 Tr(Covx)

||x− x′||22 Tr(Covy)

=

√
2din(q − c)

(xxT + x′x′T − 2x′xT )(1−
∑C

ζ=1 p
2
ζ)

=

√
2din(q − c)

(2dinq − 2dinc)(1−
∑C

ζ=1 p
2
ζ)

=
1√

1−
∑C

ζ=1 p
2
ζ

Under E2, we have PNLCD = 0. Since C > 1 and the pζ are positive and sum to 1, we have
1√

1−
∑C
ζ=1 p

2
ζ

> 0. The probability of E1 is 1−
∑C

ζ=1 p
2
ζ and the probability of E2 is

∑C
ζ=1 p

2
ζ . Since

both probabilities sum to 1, PNLCD = 1√
1−
∑C
ζ=1 p

2
ζ

indeed holds with probability 1 −
∑C

ζ=1 p
2
ζ

and PNLCD = 0 holds with probability
∑C

ζ=1 p
2
ζ , as required.

Proposition 12. Assume τ is continuous, non-constant and q > c > −q. Then

Cτ (q, q) > Cτ (q, c)

Proof. Let
(
s
t

)
∼ N (0,Σ) where Σ =

(
q c
c q

)
. Then

Cτ (q, q)− Cτ (q, c)

= Esτ(s)2 − Es,tτ(s)τ(t)

= Esτ(s)2 − 2Es,tτ(s)τ(t) + Etτ(t)2
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= Es,t(τ(s)− τ(t))2

=

∫
s,t∈R2

n

(
0,Σ,

(
s
t

))
(τ(s)− τ(t))2dµ1

n

(
0,Σ,

(
s
t

))
(τ(s)− τ(t))2 is continuous because τ is continuous. It is clearly non-negative. It

is not zero everywhere because τ is non-constant. And by assumption 6, it is integrable. Hence,
by lemma 8, its integral is positive, and so Cτ (q, q) > Cτ (q, c).

Proposition 13. For any τ and q ≥ c ≥ 0, we have

Cτ (q, c) ≥ 0

Proof. By proposition 17, we have Cτ (q, c) = Bτ (q, c) = Et∼N (0,c)(Es∼N (0,q−c)τ(t + s))2 ≥
0.

Proposition 14. Assume τ is continuous, not the zero function and q > 0. Then

Cτ (q, q) > 0

Proof. We have Cτ (q, q) = Es∼N (0,q)τ(s)2 =
∫
R τ(s)2n(q, s)dµ1. By lemma 8, this is positive.

Proposition 15. Let f be an A-architecture. Let ql, cl and gl be defined according to table 5.3
where q > c ≥ 0. Then ql > cl ≥ 0 and gl > 0 for all l.

Proof. As with theorem 5, we prove this proposition by induction on l. Hence, in each calculation
rule in table 5.3, we can assume the statement of the proposition holds for the dependencies.
Considering that σ2

l > 0 for fully-connected (FC) layers by property 22.5, the only calculation
rules that do not obviously yield ql > cl ≥ 0 and gl > 0 are those for the activation operation. For
an activation layer fl we have

ql = Cτl(qk, qk)

cl = Cτl(qk, ck)

gl = gkCτ ′l (qk, qk)

Because τ is continuous and non-constant by property 22.2, and because qk > ck ≥ 0, we have
Cτl(qk, qk) > Cτl(qk, ck) and hence ql > cl by proposition 12. By proposition 13, we have
cl = Cτl(qk, ck) ≥ 0. Because τ is non-constant, τ ′ is not the zero function. Because τ is twice
differentiable by property 22.2, τ ′ is continuous. So by proposition 14, we have Cτ ′l (qk, qk) > 0
and hence gl = gkCτ ′l (qk, qk) > 0 as required.
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Proposition 16. Let ql, cl and gl be defined according to table 5.3. Let 0 ≤ m ≤ l ≤ L and let fm
be a bottleneck for fl in the A-architecture f . Then

nl,m(f, q, c) =

√ ∑
p∈Pm,l

w(p)
∏
fl′∈p

nτl′ (qk′ , ck′)
2

where Pm,l is the set of directed paths from fm to fl, the product is over all activation layers fl′ on
path p excluding its starting point and fk′ is the dependency of fl′ .

Proof. Denote the right-hand side of the equation by RHSl,m. All denominators that arise in this
proof are non-zero by proposition 15.

As with theorem 5, we prove this proposition by induction on l. Fixm throughout the remainder of
the proof. The base case of our induction is l = m. In that case, we have a single path from fm to
fl containing only one vertex that is also its starting point. Hence, that path contains no activation
or addition layers outside of its starting point and so its weight is 1 and so RHSl,m = 1. We also

have nl,m =
√

gl(qm−cm)
gm(ql−cl)

=
√

gm(qm−cm)
gm(qm−cm)

= 1, as required.

Now we proceed based on layer operation for the induction step based on l. Note that we now have
l > m, so l 6= 0 so fl is not an input layer.

• Case: fl is an FC, bias, LN or BN layer. Then Pm,l is the same as Pm,k, except that one
vertex is added to each path. Also, since this new vertex is neither an addition nor activation
layer, RHSl,m = RHSk,m. Further,

nl,m =

√
gl(qm − cm)

gm(ql − cl)
=

√
gk(qm − cm)

gm(qk − ck)

√
gl(qk − ck)

gk(ql − cl)

By substituting the values from table 5.3 for gl, ql and cl, we find that
√

gl(qk−ck)
gk(ql−cl)

= 1, and
hence nl,m = nk,m. Since nk,m = RHSk,m, we have nl,m = RHSl,m.

• Case: fl is an activation layer. Then Pm,l is the same as Pm,k, except that one vertex is added
to each path. Since this new vertex is an activation layer, one value is added to the product
for each path, but the weights remain the same. Hence

RHSl,m

= RHSk,mnτl(qk, ck)

= nk,mnτl(qk, ck)

=

√
gk(qm − cm)

gm(qk − ck)

√
(qk − ck)Cτ ′l (qk, qk)

Cτl(qk, qk)− Cτl(qk, ck)

=

√
gk(qm − cm)

gm(qk − ck)

√
(qk − ck)

gl
gk

ql − cl
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=

√
gl(qm − cm)

gm(ql − cl)

= nl,m

as required.

• Case: fl is an addition layer. Then Pm,l is the union of the distinct sets Pm,k[κ] for 1 ≤ κ ≤ K,
where each path also has the vertex fl added. The product for each path is still the same, but
the weight is multiplied by w2

κ
qk[κ]−ck[κ]

ql−cl
. So we have

RHSl,m

=

√√√√ K∑
κ=1

w2
κ

qk[κ] − ck[κ]

ql − cl

∑
p∈Pm,k[κ]

w(p)
∏
fl′∈p

nτl′ (qk′ , ck′)
2

=

√√√√ K∑
κ=1

w2
κ

qk[κ] − ck[κ]

ql − cl

gk[κ](qm − cm)

gm(qk[κ] − ck[κ])

=

√∑K
κ=1w

2
κgk[κ](qm − cm)

gm(ql − cl)

=

√
gl(qm − cm)

gm(ql − cl)

as required.

Proposition 17. For any τ and q ≥ c ≥ 0, we have

Bτ (q, c) = Cτ (q, c)

Proof. Let u be a 3-dimensional unit Gaussian column vector. Then
√
qu[0] and c√

q
u[0] +√

q − c2

q
u[1] are jointly Gaussian with mean zero and covariance

(
q c
c q

)
, and so Cτ (q, c) =

Euτ(
√
qu[0])τ( c√

q
u[0] +

√
q − c2

q
u[1]). Let

A =


√

c
q

√
q−c
q

0√
c(q−c)
q(q+c)

−
√

c2

q(q+c)

√
q

q(q+c)√
q−c
q+c

−
√

c
q+c

−
√

c
q+c


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Because A is orthogonal and the distribution of u is spherically symmetric, u and Au have the
same distribution. So we have

Cτ (q, c)

= Euτ
( (√

q 0 0
)
u
)
τ
((

c√
q

√
q − c2

q
0
)
u
)

= Euτ
( (√

q 0 0
)
Au
)
τ
((

c√
q

√
q − c2

q
0
)
Au
)

= Euτ
( (√

c
√
q − c 0

)
u
)
τ
( (√

c 0
√
q − c

)
u
)

= Es,t,r∼N (0,1)τ(
√
cs+

√
q − ct)τ(

√
cs+

√
q − cr)

= Es∼N (0,1)(Et∼N (0,1)τ(
√
cs+

√
q − ct))(Er∼N (0,1)τ(

√
cs+

√
q − cr))

= Es∼N (0,1)(Et∼N (0,1)τ(
√
cs+

√
q − ct))2

= Es∼N (0,c)(Et∼N (0,q−c)τ(s+ t))2

= Bτ (q, c)

Proposition 18. Assume τ is piecewise 5-differentiable. Consider nτ (c) defined on [0, 1). Then

1.

nτ (c) =

√
C′τ (1)(1− c)
Cτ (1)− Cτ (c)

=

√
C̃′τ (1)(1− c)

1− C̃τ (c)

2. nτ is decreasing

3. limc→1 nτ (c) = 1

4. nτ (c) ≥ 1

Proof. Since τ is piecewise 5-differentiable, we can use theorem 7 in this proof. By definition,

nτ (c) =
√

Cτ ′ (1)(1−c)
Cτ (1)−Cτ (c)

. By theorem 7, we have Cτ ′(1) = C′τ (1). This yields the first part of claim
1. The second part is obtained when dividing both numerator and denominator by Cτ (1).

Let 1 > c′ > c ≥ 0. Then Cτ (1)−Cτ (c)
1−c is the gradient of the chord from (c,Cτ (c)) to (1,Cτ (1))

and Cτ (1)−Cτ (c′)
1−c′ is the gradient of the chord from (c′,Cτ (c

′)) to (1,Cτ (1)). By theorem 7, Cτ is
convex and so (c′,Cτ (c

′)) lies on or below the chord from (c,Cτ (c)) to (1,Cτ (1)). Hence, the
chord corresponding to c′ has at least as large a gradient as the chord corresponding to c. So
Cτ (1)−Cτ (c)

1−c ≤ Cτ (1)−Cτ (c′)
1−c′ , so

√
Cτ ′ (1)(1−c)
Cτ (1)−Cτ (c)

≥
√

Cτ ′ (1)(1−c′)
Cτ (1)−Cτ (c′)

, which yields claim 2.

C′τ (1) = limc→1
Cτ (1)−Cτ (c)

1−c by the definition of the derivative. Hence, limc→1
C′τ (1)(1−c)
Cτ (1)−Cτ (c)

= 1,
which yields claim 3.

Claim 4 follows from claims 2 and 3.
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Proposition 19. Let f be an A-architecture where each activation function used is piecewise 5-
differentiable and let q > c ≥ 0. If f does not contain batch normalization but can contain layer
normalization layers, we have

n(f, q, c) =

√
d
dq′

C(q, q′)|q′=q(q − c)
C(q, q)− C(q, c)

If f does not contain layer normalization but can contain batch normalization layers, an analogous
statement holds. See section 11.6 for details.

Proof. Since the activation functions used are piecewise 5-differentiable, we can use theorem 7
in this proof. All denominators that arise in this proof are non-zero by proposition 15. Denote
by Cl(q, c) the value of cl obtained from table 5.3 when starting the recursion with q and c. Then
CL(q, c) = C(q, c). Note that this is different from Cτl . We will prove the more general statement

nl,0(f, q, c) =

√
d
dq′

Cl(q, q′)|q′=q(q − c)
Cl(q, q)− Cl(q, c)

Denote the right-hand side of this equation by RHSl. It is easy to check that Cl(q, q) = ql. So the

left-hand side of the equation is
√

gl(q0−c0)
g0(ql−cl)

and the right-hand side is

√
d
dq′ Cl(q,q

′)|q′=q(q0−c0)

ql−cl
. Also

g0 = 1. So we simply need to show

gl =
d

dq′
Cl(q, q

′)|q′=q

As with theorem 5, we prove this proposition by induction on l. The base case of our induction
is l = 0, where Cl is the identity so both sides are equal to 1. Now we proceed based on layer
operation for the induction step based on l. Since we now have l > 0, fl is not an input layer.

• Case: fl is an FC, bias, LN or activation layer. We have

d

dq′
Cl(q, q

′)|q′=q =
dcl
dc
|c=q =

dcl
dck
|ck=qk

dck
dc
|c=q =

dcl
dck
|ck=qk

d

dq′
Ck(q, q

′)|q′=q =
dcl
dck
|ck=qkgk

So we must show that
gl
gk

=
dcl
dck
|ck=qk

The dcl
dck
|ck=qk term is σ2

l for FC, 1 for bias, and 1
qk

for LN. It is easy to check that
this equals gl

gk
. If fl is an activation layer, we have dcl

dck
|ck=qk = d

dq′
Cτl(qk, q

′)|q′=qk and
gl
gk

= Cτ ′l (qk, qk). Let τ̇l(s) = τl(
√
qks). As qk > 0 by proposition 15, we can further

express d
dq′

Cτl(qk, q
′)|q′=qk as qk d

dq′
Cτ̇l(1, q

′)|q′=1 and hence qkC
′
τ̇l

(1). Also, we can express
Cτ ′l (qk, qk) as qkCτ̇ ′l (1, 1) and hence qkCτ̇ ′l (1). And qkC

′
τ̇l

(1) = qkCτ̇ ′l (1) follows from theo-
rem 7.
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• Case: fl is an addition layer. We have

d

dq′
Cl(q, q

′)|q′=q =
dcl
dc
|c=q =

K∑
κ=1

dcl
dck[κ]

|ck[κ]=qk[κ]

dck[κ]

dc
|c=q

=
K∑
κ=1

w2
κ

d

dq′
Ck[κ](q, q

′)|q′=q =
K∑
κ=1

w2
κgk[κ] = gl

11.5 Theorems

11.5.1 Theorem 4: fully-connected layers are meta-Gaussian meta-
distributed

Theorem 4. Let f be a mean field architecture with a single finite input layer and a single readout
layer. Let G be a generator distribution associated with the non-finite input layers of f . Let D be
an input distribution associated with the finite input layer of f . Assume:

• D is elem-like(q, c).

• (clipout(clipin(f))N ,G(K(N, q, c))× GN) has rank stability for all N .

• G is Gaussian.

• All multi-activation functions used in f are parameter-controlled by CE2 at (mk̂[1], ..,mk̂[K̂]).

Then as dMF converges to infinity, the meta-distribution of the readout layer expansion-converges
to the elementwise meta-distribution with generator MN (C(q, q),C(q, c)). C and the mk̂[κ̂] are
derived via table 5.1 applied to (clipin(f)N ,G(K(N, q, c)) × GN). The first level of randomness
is induced by D. The second level of randomness is induced by θ and G.

Proof. To prove expansion-convergence, we need to show that the N -expansion converges in dis-
tribution for any N ≥ 1. Fix N for the remainder of the proof. The N -expansion of the output
meta-distribution is the distribution of (f(x(1)), .., f(x(N))) where randomness is induced by the
N draws x(1), .., x(N) from D along with θ and G.

For now, consider a fixed sample x(1), .., x(N) from D with co-mean kernel matrix K(N, q, c). Be-
cause this theorem assumes rank stability, Gaussianity and parameter-control, we can apply back-
ground corollary 2 to obtain that (f(x(1)), .., f(x(N))) converges in distribution to a distribution
generated by N (0, K(N,C(q, q),C(q, c))) when randomness is induced by θ and G. We denote
this generator by O. Let θin refer to the components of the parameter that belong to the readin
layers and let θMF refer to the remaining components. We have that the joint distribution of the
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readin layer values across the sample is generated by G(K(N, q, c)) when randomness is induced
by θin. Since (f(x(1)), .., f(x(N))) only depends on the sample and θin via the readin layer values
themselves, its limit is generated by O when randomness is induced by the readin layer values, G
and θMF.

Now we let the sample x(1), .., x(N) be random again. Let E be the event that its co-mean kernel
matrix is K(N, q, c). Conditioned on E, the joint distribution of the readin layer values across
the sample is generated by G(K(N, q, c)) when randomness is induced by θin for any value of the
sample. So it is generated by G(K(N, q, c)) when randomness is induced by θin and the sample.
But above we found that this joint distribution over readin layer values then further induces our
joint distribution of output values. Hence, the limit of (f(x(1)), .., f(x(N))) is generated byO when
randomness is induced by the sample, G and θ. This is the limit of the N -expansion of f . Since the
event E has probability 1, we obtain the same convergence in distribution when not conditioning
on E.

What remains to be shown is that O is the N -expansion of MN (C(q, q),C(q, c)). Drawing
N scalars s(1), .., s(N) from MN (C(q, q),C(q, c)) corresponds to drawing a mean variable µ
from N (0, c) and residual variables r(1), .., r(N) from N (0, q − c), all independent, and setting
s(n) = µ + r(n) for all n. So (s(1), .., s(N)) is a linear transformation of the multivariate Gaus-
sian (µ, r(1), .., r(N)), so it is itself a multi-variate Gaussian. Finally, it is easy to check that the
covariance matrix of (s(1), .., s(N)) is indeed K(N,C(q, q),C(q, c)) as required.

11.5.2 Theorem 5: mean field limits of practical metrics and architectures

Theorem 5. Let ...

• ... f be an A-architecture with an output layer of variable width.

• ... D be an input distribution.

• ... x(1), .., x(N) be a sample from D of size N ≥ 2 and let D(N) be the discrete uniform
distribution over that sample.

• ... ~ε be the vector of all regularizers used by normalization layers in f .

Assume:

• D is elem-like(q, c).

• q > c

If f does not contain batch normalization but can contain layer normalization layers, we have

limEifl(x(1))[i] = ml
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limEifl(x(1))[i]2 = ql

limEifl(x(1))[i]fl(x
(2))[i] = cl

lim
1

dMF
l

||Jl,m(x(1))||2F =
gl
gm

lim
1

dMF
l

Ex||fl(x)||22 = ql

lim
1

dMF
l

||Exfl(x)||22 = cl

lim
1

dMF
l

||Sxfl(x)||22 = ql − cl

lim
1

dMF
l

Ex||Jl,m(x)||2F =
gl
gm

lim
1

dMF
l

Ex Tr(Jl,m(x)CovfmJl,m(x)T ) =
gl(qm − cm)

gm

limNLC(fl(fm), fm(D(N))) =

√
gl(qm − cm)

gm(ql − cl)

where

• ... x ∼ D(N)

• ... lim stands for lim~ε→0,N→∞
(

limdMF→∞ ...a.s.
)
. The inner limit takes dMF to infinity and

the outer limit takes N to infinity as well as ~ε to zero. The inner limit is an “almost sure”
limit.

• ... ml, ql, cl and gl are calculated via table 5.3.

• ... fm is a bottleneck for fl.

• ... 0 ≤ m ≤ l ≤ L

• ... randomness is induced by θ and the x(n).

Further, if the output layer is instead a readout layer of fixed dimensionality dout, the above
limits do not necessarily hold when l = L. Instead, (a) as dMF → ∞, the meta-distribution
of the output layer expansion-converges to the elementwise meta-distribution with generator
MN (parm1, parm2), where lim~ε→0 parm1 = qL and lim~ε→0 parm2 = cL. The first level of
randomness is induced by D and the second level by θ. And, (b) when N is fixed, for almost
all samples, as dMF → ∞, (f(x(1)), .., f(x(N))) converges in distribution to a Gaussian that
is elementwise over output vectors where the generator has mean zero and covariance matrix
K(N, parm1, parm2), where again lim~ε→0 parm1 = qL and lim~ε→0 parm2 = cL. Randomness for
each sample is induced by θ.

If f does not contain layer normalization but can contain batch normalization layers, analogous
statements hold. See section 11.6 for details.
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Proof. As in theorem 2, we proceed in stages. Later stages build upon earlier stages. In each stage,
we prove some aspect of the theorem.

Stage 1: statements (5.1) and (5.2)

For this stage, denote x(1) simply by x. Let’s begin by checking statements (5.1) and (5.2) for the
case l = 0. Since f0(x) = x is the input layer of f , m0 is undetermined according to table 5.3, so
there is nothing to check. BecauseD is elem-like(q, c), we have Eix[i]2 = q with probability 1. So
we have lim~ε,N limdMF a.s. Eif0(x)[i]2 = q, which matches q0 = q from table 5.3 as required.

Because the event Eix[i]2 = q has probability 1, almost sure convergence conditioned on that
event implies almost sure convergence in general. So for the remainder of this stage, we can
assume Eix[i]2 = q holds. Going forward, for the case l > 1, we want to use background theorem
1 to prove almost sure convergence to a limit as dMF → ∞. Then we take the limit of that limit
as ~ε → 0, N → ∞. The background theorem requires a mean field architecture and a generator
distribution. We denote the former by F to distinguish it from f and the latter by G. We wish to
come up with such an F and G such that for each layer fl in f , there exists a “corresponding” layer
Fl in F such that the joint distribution of the fl(x) for 0 ≤ l ≤ L is equal to the joint distribution of
the Fl. We will refer to this criterion as “distribution equality”. In the case of the fl(x), randomness
is induced by the parameter of f and in the case of the Fl, it is induced by G and the parameter
of F . As stated in section 5.2, G will be used to model trainable parameter sub-vectors in non-
fully-connected layers of f . In A-architectures, only fully-connected (FC) and bias layers have a
non-empty sub-vector.

We proceed by induction on l, starting from l = 1 and ending at l = L. At the l’th step, we do the
following.

• If l = 1, we initialize F with one or more layers including F1. If l > 1, we add one or more
layers to F , including Fl. If in this process we added input layers to F , we add an additional
dimension to the generator G for each such input layer.

• We show that (f0(x), .., fl(x)) has the same distribution as (F0, .., Fl), i.e. distribution equal-
ity holds up to fl.

• We show that (F,G) has rank stability (RS), parameter-control (PC), and that G is Gaussian
as required by background theorem 1.

• We apply background theorem 1 to the current state of F to obtain limdMF a.s. EiFl[i] = ml

and limdMF a.s. EiFl[i]Fl[i] = cl;l, where ml and cl;l are calculated according to table 5.1. By
distribution equality, the same then holds for fl.

• We verify that lim~ε,N m(table 5.1)
l = m(table 5.3)

l and lim~ε,N cl;l = ql, where m(table 5.3)
l and ql are

calculated according to table 5.3. This yields statements (5.1) and (5.2) for fl because of
distribution equality.

Crucially, for the l’th step, the induction hypothesis yields all the above results for the first through
l − 1’st step. Using this, we perform the induction as follows.
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• By construction, G is a zero mean Gaussian. Hence, we only need to specify novel entries in
the covariance matrix when G is expanded.

• Since the induction hypothesis yields that (f1(x), .., fl−1(x)) is distributed as (F1, .., Fl−1),
to obtain distribution equality at step l, it is enough to show that Fl can be derived from
(F1, .., Fl−1) via the same transformation which can be used to derive fl from (f1, .., fl−1).

• We will prove RS by showing that, for all valid sets S in the definition of RS, A∞S is a
full rank matrix. This trivially yields RS as also noted by Yang [2019]. In this stage, we
will construct an F (i) that does not contain any weight sharing and (ii) where only layers
corresponding to some fl are dependencies of FC layers. Hence, all valid non-empty sets S
in the definition of RS will be of size 1. So if we show as part of the induction that cl;l > 0,
then the induction hypothesis directly yields RS at any given step.

• Since PC holds at step l − 1 by the induction hypothesis, it is enough to show that multi-
activation functions corresponding to newly added layers have the property.

Now, we give additional notation, terminology and conventions that apply throughout this proof.

• We refer to ml calculated according to table 5.1 as m̃l in order to disambiguate with ml

calculated according to table 5.3.

• Layers of F are denoted with the usual subscript, but also sometimes additionally with su-
perscripts to cope with layers that do not directly correspond to a layer in f . Whereas the
subscript is an integer that can take different values, the superscript is a fixed text modifier.
Any valid combination of a superscript with a subscript value is considered a unique layer.
We will extend this notation to quantities that derive from layers. For example, we write
limdMF F

super
l = m̃super

l .

• As usual, we write ρl for the multi-activation function used by Fl if Fl is an elementwise
layer. However, if Fl is an input or FC layer, we also introduce the “dummy multi-activation
function” ρl that denotes the identity function.

• We write Fk for the layer in F that corresponds to fk, where fk is the dependency of fl. The
same holds for Fk[κ] when fl has multiple dependencies. Note that Fk is not necessarily a
dependency of Fl in F .

• As usual, we denote elementwise function application via .(). We also denote the element-
wise square with value.2 and the elementwise product as value.value.

• In this proof only, we use an overline to denote the mean of vector component values, not
the expectation with respect to D. For example, we write fl for Eifl[i].

• Finally, we remind the reader of our notation regarding multi-activation functions given in
section 11.1.2 and regarding our layer operations given in section 2.4.1.

We will now proceed with the induction, which is based on the layer operation of fl.

Case: fl is a readin layer.
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• Layer addition: We add a single input layer Fl to F with the same width as fl. Note that f1

is a readin layer, so this step initializes F if l = 1.

• Generator addition: We add the diagonal element qσ2
l and off-diagonal elements of zero to

the covariance matrix of G. If l = 1, our initial generator covariance is then
(
qσ2

1

)
.

• Distribution equality: The distribution of fl(x) is elementwise with generatorN (0, qσ2
l ) and

independent of all previous layers (except f0), just as Fl.

• Parameter-control: NA

• Limits: From table 5.1, we obtain m̃l = 0 and cl;l = qσ2
l and thus lim~ε,N m̃l = 0 and

lim~ε,N cl;l = qσ2
l . Since fl is fully-connected and its dependency is the input layer, table 5.3

yields ml = 0 and ql = qσ2
l . So we have a match, as required.

• Rank stability: Since q > 0 and σ2
l > 0 by property 22.5, we have cl;l > 0.

Case: fl is a fully-connected, non-readin layer.

• Layer addition: We add a single fully-connected layer Fl to F of width and σl value equal to
that of fl and dependency Fk. Fl does not share weights with previous layers of F .

• Generator addition: NA

• Distribution equality: fl(fk) and Fl(Fk) are the same function and their weight matrix is not
shared by previous layers.

• Parameter-control: NA

• Limits: We obtain m̃l = 0 and cl;l = σ2
l ck;k and hence lim~ε,N m̃l = 0 = ml and lim~ε,N cl;l =

σ2
l lim~ε→0,N→∞ ck;k = σ2

l qk = ql.

• Rank stability: Since ck;k > 0 and σ2
l > 0, we have cl;l > 0.

Case: fl is a bias layer.

• Layer addition: We add an input layer F in
l and an elementwise layer Fl, both with the same

width as fl. We set ρl = ein
l + ρk. (ρk is the multi-activation function of the layer in F

corresponding to fk, which may be a dummy multi-activation function.) The elementwise
inputs of ρl are ein

l and those of ρk. Its mean inputs are those of ρk.

• Generator addition: We add the diagonal element σ2
l and off-diagonal elements of zero to

the covariance matrix of G.

• Distribution equality: While Fk is not necessarily a dependency of Fl in the layer graph,
the transformation that maps Fk to Fl is still the same as fl(fk). Both βl and F in

l are also
independent of previous layers and have the same distribution.
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• Parameter-control: It is easy to check that if ρk is PC by Cd for some d > 0 or CE2 at m̃ with
ρmean
k and ρelem

k , then ρl is also PC by the same class at m̃ with ρmean
l = ρmean

k and ρelem
l equal

to ρelem
k except that ρelem

l has an additional unused elementwise input ein
l .

• Limits: We have m̃l = Ee(ein
l + ρk(e, m̃)) = m̃k and cl;l = Ee(ein

l + ρk(e, m̃))2 = Ee(ein
l )2 +

Eeρk(e, m̃)2 + 2Eeein
l ρk(e, m̃) = ck;k + σ2

l and hence lim~ε,N m̃l = lim~ε,N m̃k = mk = ml and
lim~ε,N cl;l = qk + σ2

l = ql. Here we use that F in
l is independent of previous layers of F .

• Rank stability: Since ck;k > 0 and σ2
l ≥ 0, we have cl;l > 0. F in

l will never be the dependency
of an FC layer, so it does not matter for the purpose of RS.

Case: fl is an LN layer.

• Layer addition: We add an elementwise layer F sq
l and another elementwise layer Fl, both

with the same width as fl. We set ρsq
l = (ρk − mk)

2. Its elementwise inputs are those of
ρk. Its mean inputs are those of ρk as well as mk. We set ρl = (ρk −mk)(m

sq
l + εl)

− 1
2 . Its

elementwise inputs are those of ρk. Its mean inputs are those of ρk as well as mk and msq
l .

We require msq
l + εl to be positive. Since msq

l is assigned the value F sq
l , it is assigned a mean

of squares, which is non-negative. Since εl > 0 by property 22.8, msq
l + εl is indeed positive.

• Generator addition: NA

• Distribution equality: We can transform Fk to Fl by applying fl(fk).

• Parameter-control: ρl is defined in terms of ρk. The same is true for bias layers (see above)
and addition layers (see below). Hence, we can “recursively expand” ρl until it is defined
explicitly in terms of its elementwise and mean inputs, as well as elements of ~ε. This recur-
sion “flows backward” through the layer graph of f . Note that the recursion cannot hit an
activation layer because of property 22.10.

Based on the explicit definition, it is easy to check that ρl is elem-poly(1) as defined in
section 11.1.3. The (m[κ̂] + c)−c

′ expressions in the definition of the elem-poly property
correspond to (msq

l′ + εl′)
− 1

2 expressions obtained via LN layers fl′ with l′ ≤ l. Because F sq
l′

is the mean of squares, its limit m̃sq
l′ is non-negative. εl′ > 0 by property 22.7. Hence, all

conditions of lemma 13 are met with m∗ = m̃, which yields that ρl is PC by C1 at m̃ and
hence PC by CE2 at m̃. Analogously, ρsq

l is elem-poly(2) and hence PC by C2 at m̃ and hence
PC by CE2 at m̃.

• Limits: First, we have m̃l = Ee(ρk − m̃k)(m̃
sq
l + εl)

− 1
2 = (m̃k − m̃k)(m̃

sq
l + εl)

− 1
2 = 0.

Now consider m̃k. Assume m̃k 6= 0. Then fk can’t be an LN, input or FC layer, as this
would yield m̃k = 0. By property 22.10, it can’t be an activation layer. So it is a bias or
addition layer. But by the calculation rules for m̃k for layers derived from a bias (see above)
or addition layer (see below), we find that fk must have a dependency with a non-zero m̃
value itself. That dependency can only be a bias or addition layer. Rinse and repeat, we
obtain a contradiction as there are only finitely many layers. Hence, m̃k = 0.
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Further, m̃sq
l = Ee(ρk(e, m̃) − m̃k)

2 = ck;k and cl;l = Ee(ρk(e, m̃) − m̃k)
2(m̃sq

l + εl)
−1 =

Eeρk(e, m̃)2(m̃sq
l + εl)

−1 =
ck;k

ck;k+εl
. So we have lim~ε,N m̃l = 0 = ml and lim~ε,N cl;l =

lim~ε,N
ck;k

ck;k+εl
=

lim~ε,N ck;k
lim~ε,N ck;k+lim~ε,N εl

= qk
qk

= 1 = ql. This uses that qk > 0, which is obtained
from proposition 15.

• Rank stability: Since ck;k > 0 and εl > 0, we have cl;l > 0.

Case: fl is an addition layer.

• Layer addition: We add an elementwise layer Fl with the width of fl. We set ρl =∑K
κ=1 wκρk[κ]. Its elementwise and mean inputs are those occurring in any of the ρk[κ].

• Generator addition: NA

• Distribution equality: We can transform Fk[1], .., Fk[K] to Fl by applying fl(fk[1], .., fk[K]).

• Parameter-control: Assume that each ρk[κ] is PC by some class C that is linearly closed. Then
by lemma 14 ρl is also PC by C. Specifically, since the ρk[κ] are all PC by CE2 at m̃ by the
induction hypothesis, ρl is PC by CE2 at m̃.

• Limits: m̃l = Ee
∑K

κ=1wκρk[κ](e, m̃) =
∑K

κ=1 wκm̃k[κ], so lim~ε,N m̃l =∑K
κ=1wκmk[κ] = ml. Further, cl;l = Ee(

∑K
κ=1 wκρk[κ](e, m̃))2 =

∑K
κ=1w

2
κck[κ];k[κ] +∑

κ6=κ′ wκwκ′Eeρk[κ](e, m̃)ρk[κ′](e, m̃). Consider some specific κ 6= κ′. Just like in the case
where fl is an LN layer above, we can “recursively expand” both ρk[κ] and ρk[κ′] by applying
the definitions of ρ for LN, addition and bias layers as well as activation layers (see below).
Due to property 22.11, there cannot be a layer in the layer graph of f that is touched by both
the expansion of ρk[κ] and ρk[κ′]. Hence, the dependencies of Fk[κ] and Fk[κ′] are distinct.
Since there is no weight sharing in f and the off-diagonal elements of the covariance matrix
of G corresponding to different layers in f are zero by construction, cl′;l′′ = 0 when Fl′ and
Fl′′ are distinct FC or input layers of equal width. (Fl′ or Fl′′ may also refer to F in

l′ or F in
l′′

here.) Hence, we have Eeρk[κ](e, m̃)ρk[κ′](e, m̃) = Eeρk[κ](e, m̃)Eeρk[κ′](e, m̃) = m̃k[κ]m̃k[κ′].
Further, by property 22.9, the expansion of at least one of ρk[κ] and ρk[κ′] does not touch an
activation layer. WLOG let it be ρk[κ]. Then we obtain m̃k[κ] = 0 just as we obtained m̃k = 0
for the case where fl is an LN layer above. So Eeρk[κ](e, m̃)ρk[κ′](e, m̃) = 0 for any κ 6= κ′,
so cl;l =

∑K
κ=1w

2
κck[κ];k[κ], so lim~ε,N cl;l =

∑K
κ=1w

2
κqk[κ] = ql.

• Rank stability: Since all thewκ are non-zero by property 22.3 and all the ck[κ];k[κ] are positive,
so is cl;l.

Case: fl is an activation layer.

• Layer addition: We add an elementwise layer Fl with the width of fl and set ρl = τl(ρk). Its
elementwise and mean inputs are those of ρk.

• Generator addition: NA
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• Distribution equality: We can transform Fk to Fl by applying fl(fk).

• Parameter-control: By property 22.10, the recursive expansion of ρl does not hit an activation
layer. So ρk is elem-poly(1) and, as above, fulfills the other conditions of lemma 13 when
m∗ = m̃. So ρk is PC by C1 at m̃. Because τl is controlled by CE2 by property 22.2, we have

|τ(ρk(e, m̃))|

≤ ec|ρk(e,m̃)|2−c′+c′′

≤ ec(c
′′′||e||2+c′′′′)2−c

′
+c′′

for some c, c′, c′′, c′′′, c′′′′, all positive, where also c′ ≤ 2. The latter expression is itself
controlled by CE2, so ρl(e, m̃) is controlled by CE2. If ρl has no mean inputs, we directly
obtain that it is PC by CE2 at m̃. If it has mean inputs, we apply lemma 12 with m∗ = m̃.
Let’s check the remaining conditions. Clearly, CE2 is linearly closed. Let M∗ be the M(m∗)
that arises in the statement of lemma 13 applied to ρk. Then the differentiability of ρl follows
from the differentiability of τl. Finally, for an arbitrary component m[κ̂], we have

max
m∈M∗

∣∣∣dρl(e,m)

dm[κ̂]

∣∣∣
= max

m∈M∗
|τ ′l (ρk(e,m))|

∣∣∣dρk(e,m)

dm[κ̂]

∣∣∣
≤ max

m∈M∗
|τ ′l (ρk(e,m))| max

m∈M∗

∣∣∣dρk(e,m)

dm[κ̂]

∣∣∣
≤ max

m∈M∗
ec|ρk(e,m)|2−c′+c′′ max

m∈M∗

∣∣∣dρk(e,m)

dm[κ̂]

∣∣∣
≤ ec|c

′′′′′||e||2+c′′′′′′|2−c′+c′′(c′′′||e||2 + c′′′′)

for some c, c′, c′′, c′′′, c′′′′, c′′′′′, c′′′′′′, all positive, where also c′ ≤ 2. Here, we use lemma 13
on both ρk and dρk(e,m)

dm[κ̂]
. This works because dρk(e,m)

dm[κ̂]
is itself elem-poly(1) and M(m∗) is the

same for dρk(e,m)
dm[κ̂]

and ρk. The last expression is controlled by CE2, which is the last condition
of lemma 12.

• Limits: Since ρk is elem-poly(1), the distribution of ρk(e, m̃) induced by e is a linear com-
bination of Gaussians and constants, and hence itself Gaussian. By property 22.10, the
recursive expansion of ρk does not hit an activation layer, so again m̃k = 0. So we have
m̃l = Eeτl(ρk(e, m̃)) = Es∼N (0,ck;k)τl(s) and cl;l = Eeτl(ρk(e, m̃))2 = Es∼N (0,ck;k)τl(s)

2. We
know that lim~ε,N ck;k = qk. By proposition 15, we have qk > 0. So we can apply lemma 15
to τl and τ 2

l and obtain lim~ε,N m̃ = Es∼N (0,qk)τ(s) = ml, which matches table 5.3, as well as

lim
~ε,N

cl;l
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= Es∼N (0,qk)τl(s)
2

= Es
t

∼N
(

0,

qk qk
qk qk


)τl(s)τl(t)

= Cτl(qk, qk)

= ql

as required.

• Rank stability: Analogously to above, we have cl;l = Cτl(ck;k, ck;k). Because τ is continuous
and not the zero function by property 22.2 and ck;k > 0, by proposition 14, we have cl;l > 0
as required.

This completes stage 1.

Stage 2: statement (5.3)

For this stage, denote x(1) simply by x′ and x(2) simply by x′′. This stage, like many of the
following stages, proceeds analogously to stage 1. As before, statement (5.3) trivially holds for
l = 0. As before, we can assume x′.x′ = q, x′′.x′′ = q and x′.x′′ = c. As before, to handle the
case l > 0, we build F and G by induction and apply background theorem 1 at each step. In fact,
our F in this stage is simply the 2-duplex of the F from the previous stage. (See the definition and
discussion in section 5.1.4.) In plain words, F consists of two sub-architectures F ′ and F ′′ that do
not have interdependencies. Both F ′ and F ′′ are constructed as F was constructed in the previous
stage. We use the same notation for layers in F ′ and F ′′ as in stage 1, where ′ and ′′ act as fixed
modifiers.

G is a Gaussian with zero mean and the following covariance matrix. A diagonal entry corre-
sponding to a readin layer fl is qσ2

l and a diagonal entry corresponding to a bias layer fl is σ2
l .

An off-diagonal entry is cσ2
l when it corresponds to a pair of layers in F that stem from the same

readin layer fl, i.e. F ′l and F ′′l . An off-diagonal entry is σ2
l when it corresponds to a pair of input

layers in F that stem from the same bias layer fl, i.e. F ′inl and F ′′inl . Other off-diagonal entries are
zero.

If fl is a readin layer, the joint distribution of F ′l and F ′′l is elementwise with generator

N
(

0, σ2
l

(
q c
c q

))
. This is also the joint distribution of fl(x′) and fl(x

′′) as induced by θl.

Because F ′ and F ′′ have no interdependencies, but share their weights and each F ′inl has the
same value as the corresponding F ′′inl , we have that F ′1, .., F

′
L, F

′′
1 , .., F

′′
L are jointly distributed

as f1(x′), .., fL(x′), f1(x′′), .., fL(x′′). So as in the previous stage, we have distribution equality.
Also, if PC holds for F in stage 1, it holds for F in stage 2, as the multi-activation functions are
identical “as functions”. We maintain the notation used in the previous stage. Specifically, we
continue to use m̃l and cl;l for the corresponding values from stage 1. This yields m̃′l = m̃′′l = m̃l

and c′;′l;l = c′′;′′l;l = cl;l

What remains is to investigate the limits and show RS for F . We will do the latter by again showing
that all A∞S are full rank. Because there is weight sharing between F ′ and F ′′, for each FC layer fl,
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a valid S may consist of either F ′k, F ′′k or both. Hence, we need to show that the matrix
(
c′;′k;k c′;′′k;k

c′;′′k;k c′′;′′k;k

)
is full rank, which in turn is implied by ck;k > c′;′′k;k ≥ 0. We proceed by induction.

Case: fl is a readin layer.

• Limits: From table 5.1, we obtain c′;′′l;l = cσ2
l and so lim~ε,N c′;′′l;l = cσ2

l . Since fl is FC and its
dependency is the input layer, this matches cl from table 5.3.

• Rank stability: Since q > c ≥ 0 and σ2
l > 0, we have cl;l − c′;′′l;l = (q − c)σ2

l > 0 and
c′;′′l;l = cσ2

l ≥ 0.

Case: fl is a fully-connected, non-readin layer.

• Limits: c′;′′l;l = c′;′′k;kσ
2
l , so lim~ε,N c′;′′l;l = ckσ

2
l = cl.

• Rank stability: Since cl;l = σ2
l ck;k, ck;k > c′;′′k;k ≥ 0 and σ2

l > 0, we have cl;l − c′;′′l;l =

(ck;k − c′;′′k;k)σ
2
k > 0 and c′;′′l;l = c′;′′k;kσ

2
k ≥ 0.

Case: fl is a bias layer.

• Limits: We have c′;′′l;l = Ee(e′inl + ρ′k(e, m̃))(e′′inl + ρ′′k(e, m̃)) = Eee′inl e′′inl + Eee′inl ρ′′k(e, m̃) +

Eee′′inl ρ′k(e, m̃) + Eeρ′k(e, m̃)ρ′′k(e, m̃) = c′;′′k;k + σ2
l and so lim~ε,N c′;′′l;l = ck + σ2

l = cl. Here we
use that e′inl and e′′inl are independent of everything except each other.

• Rank stability: Since cl;l = ck;k +σ2
l and ck;k > c′;′′k;k ≥ 0, we have cl;l− c′;′′l;l = ck;k− c′;′′k;k > 0

and c′;′′l;l = c′;′′k;k + σ2
l ≥ 0. F ′inl and F ′′inl will never be the dependency of an FC layer, so they

do not matter for the purpose of RS.

Case: fl is an LN layer.

• Limits: c′;′′l;l = Ee
(ρ′k(e,m)−m̃k√

ck;k+εl

)(ρ′′k(e,m)−m̃k√
ck;k+εl

)
=

c′;′′k;k
ck;k+εl

and so lim~ε,N c′;′′l;l = lim~ε,N
c′;′′k;k

ck;k+εl
=

lim~ε,N c′;′′k;k
lim~ε,N ck;k+lim~ε,N εl

= ck
qk

= cl. Note that we have qk > 0 from proposition 15.

• Rank stability: Since cl;l =
ck;k

ck;k+εl
, and ck;k > c′;′′k;k ≥ 0, we have cl;l− c′;′′l;l =

ck;k−c′;′′k;k
ck;k+εl

> 0 and

c′;′′l;l =
c′;′′k;k

ck;k+εl
≥ 0.

Case: fl is an addition layer.

• Limits: We have c′;′′l;l = Ee(
∑K

κ=1wκρ
′
k[κ](e, m̃))(

∑K
κ=1wκρ

′′
k[κ](e, m̃)) =

∑K
κ=1w

2
κc
′;′′
k[κ];k[κ] +∑

κ6=κ′ wκwκ′Eeρ′k[κ](e, m̃)ρ′′k[κ′](e, m̃). Analogously to stage 1, ρ′k[κ] and ρ′′k[κ] have ele-
mentwise inputs that originate from different layers in f and only one of the two re-
cursive expansions can hit an activation layer, so the latter sum is again zero. Hence,
c′;′′l;l =

∑K
κ=1w

2
κc
′;′′
k[κ];k[κ] and so lim~ε,N c′;′′l;l =

∑K
κ=1w

2
κck[κ] = cl.
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• Rank stability: Since cl;l =
∑K

κ=1w
2
κck[κ];k[κ], all the wκ are non-zero and ck[κ];k[κ] >

c′;′′k[κ];k[κ] ≥ 0 for all κ, we have cl;l − c′;′′l;l =
∑K

κ=1 w
2
κ(ck[κ];k[κ] − c′;′′k[κ];k[κ]) > 0 and

c′;′′l;l =
∑K

κ=1w
2
κc
′;′′
k[κ];k[κ] ≥ 0.

Case: fl is an activation layer.

• Limits: As in stage 1, ρ′k(e, m̃) and ρ′′k(e, m̃) are each a linear combination of Gaussians
and constants, and hence are themselves Gaussian. Further, all the underlying Gaussians are
jointly Gaussian, so ρ′k(e, m̃) and ρ′′k(e, m̃) are jointly Gaussian. From stage 1, we have that
their mean m̃k is zero. They have variance ck;k and covariance c′;′′k;k. So

lim
~ε,N

c′;′′l

= lim
~ε,N

Eeτl(ρ′k(e, m̃))τl(ρ
′′
k(e, m̃))

= lim
~ε,N

Es
t

∼N
(

0,

ck;k c′;′′k;k

c′;′′k;k ck;k


)τl(s)τl(t)

= Es
t

∼N
(

0,

qk ck
ck qk


)τl(s)τl(t)

= Cτl(qk, ck)

= cl

Again, we use lemma 15 and qk > ck from proposition 15.

• Rank stability: Because τl is continuous and non-constant and ck;k > c′;′′k;k ≥ 0, by proposition
12, we have cl;l − c′;′′l;l = Cτl(ck;k, ck;k) − Cτl(ck;k, c

′;′′
k;k) > 0 and by proposition 13, we have

c′;′′l;l = Cτl(ck;k, c
′;′′
k;k) ≥ 0 as required.

This completes stage 2.

Stage 3: statements (5.5), (5.6) and (5.7)

We have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex||fl||22

= lim
~ε,N

lim
dMF a.s.

1

N

N∑
n=1

fl(x(n)).2

= lim
~ε,N

1

N

N∑
n=1

lim
dMF a.s.

fl(x(n)).2
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= lim
~ε,N

1

N

N∑
n=1

{
cl;l if l > 0

q else

= lim
~ε,N

{
cl;l if l > 0

q else
= ql

as required. We have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

||Exfl||22

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

|| 1
N

N∑
n=1

fl(x
(n))||22

= lim
~ε,N

lim
dMF a.s.

1

N2

N∑
n,n′=1

fl(x(n)).fl(x(n′))

= lim
~ε,N

1

N2

N∑
n,n′=1

lim
dMF a.s.

fl(x(n)).fl(x(n′))

= lim
~ε,N

{
1
N2 (Ncl;l +N(N − 1)c′;′′l;l ) if l > 0
1
N2 (Nq +N(N − 1)c) else

= cl

as required. We have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

||Sxfl||22

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex||fl||22 −
1

dMF
l

||Exfl||22

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex||fl||22 − lim
~ε,N

lim
dMF a.s.

1

dMF
l

||Exfl||22
= ql − cl

as required.

Stage 4: statement (5.9)

We begin with the case l = m. We have 1
dMF
l
Ex Tr(Jl,mCovfmJ T

l,m) = 1
dMF
m
Ex Tr(Covfm) =

1
dMF
m
||Sxfm||22. So by stage 3, we have lim~ε,N limdMF a.s.

1
dMF
l
Ex Tr(Jl,mCovfmJ T

l,m) = qm − cm =
gl(qm−cm)

gm
as required. We use gm > 0, which we have by proposition 15.

For the remainder of this stage, assume l > m. Without loss of generality, we can also assume that
fm is a bottleneck for fL in addition to being a bottleneck for fl. Otherwise, we can simply apply

468



the argument from this stage to the sub-architecture composed of fl and its ancestors, which is a
valid A-architecture, to obtain statement (5.9) for the pair (l,m).

We have

1

dMF
l

Ex Tr(Jl,mCovfmJ T
l,m)

=
1

dMF
l

1

N2

N∑
n−,n+=1

Tr
(
Jl,m(x(n+))(fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))T ...

...(fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))Jl,m(x(n+))T
)

=
1

dMF
l

1

N2

N∑
n−,n+=1

||(fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))Jl,m(x(n+))T ||22

=
1

N2

N∑
n−,n+=1

(
(fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))Jl,m(x(n+))T
).2

Denote (fm(x(n−))− 1
N

∑N
n=1 fm(x(n)))Jl,m(x(n+))T by p(n−,n+)

l . Then we have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex Tr(Jl,mCovfmJ T
l,m) = lim

~ε,N

1

N2

N∑
n−,n+=1

lim
dMF a.s.

p
(n−,n+)
l .p

(n−,n+)
l

Again, we want to build F and G by induction and use background theorem 1 to obtain

limdMF a.s. p
(n−,n+)
l .p

(n−,n+)
l for any n−, n+. Specifically, we conduct one induction per value of

m. Now fix m for the rest of the stage. The induction proceeds slightly differently for the cases
m = 0 and m > 0. We will keep track of those differences. For now, fix n− and n+.

For now, let’s look at m > 0. We begin by building a mean field architecture as in stage 1 by
running the induction from stage 1 up to layer fm. Then we create an N -duplex of the resultant
mean field architecture like we created the 2-duplex in stage 2. Denote this N -duplex by F =
(F (1), F (2), .., F (N)). Throughout this stage, we use λ as a layer index that ranges from 1 to m.
The G for this F is as in stage 2. It is a mean zero Gaussian with a covariance matrix where
diagonal elements corresponding to some F (n)in

λ with fλ a bias layer are σ2
λ and diagonal elements

corresponding to some F (n)
λ with fλ a readin layer are qσ2

λ. Off-diagonal elements are σ2
λ if they

correspond to a pair of layers F (n)in
λ and F (n′)in

λ with n 6= n′, are cσ2
λ if they correspond to a pair of

layers F (n)
λ and F (n′)

λ with n 6= n′ where fλ is a readin layer, and are zero otherwise.

As in stage 2, the joint distribution of all layers F (n)
λ as induced by the parameter of F and G is

equal to the joint distribution of the fλ(x(n)) as induced by the parameter of f . To apply back-
ground theorem 1 to the N -duplex, like in stage 2, all we need is to demonstrate rank stability and
investigate limits. The induction proceeds analogously to stage 2 due to symmetry. On the limit
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side, we obtain limdMF a.s. F
(n)
λ = m̃λ, limdMF a.s. F

(n)
λ .F

(n)
λ = cλ;λ and limdMF a.s. F

(n)
λ .F

(n′)
λ = c′;′′λ;λ

when n 6= n′. For rank stability, we notice that each weight matrix is shared by N FC layers in
the N -duplex. Hence, any valid set S corresponds to a subset of a set of layers F (1)

λ , F
(2)
λ , .., F

(N)
λ .

Any resulting A∞S has diagonal elements cλ;λ and off-diagonal elements c′;′′λ;λ. Since we showed
cλ;λ > c′;′′λ;λ ≥ 0 in stage 2, all limits A∞S are full rank as required.

Since we now have layers in F that represent the fm(x(n)), the next step is to add a layer that
represents fm(x(n−))− 1

N

∑N
n=1 fm(x(n)). To do this, we make the following extension.

• Layer addition: We add an elementwise layer FMN (from “mean normalization”) with the
width of fm and set ρMN = ρ

(n−)
m − 1

N

∑N
n=1 ρ

(n)
m . Its elementwise and mean inputs are those

occurring in any of the ρ(n)
m .

• Generator addition: NA

• Distribution equality: We can transform F
(1)
m , F

(2)
m , .., F

(N)
m to FMN by applying F

(n−)
m −

1
N

∑N
n=1 F

(n)
m , as required.

• Parameter-control: The argument is as for the addition layer in stage 1.

• Limits: m̃MN = Ee
(
ρ

(n−)
m (e,m)− 1

N

∑N
n=1 ρ

(n)
m (e,m))

)
= m̃m − 1

N

∑N
n=1 m̃m = 0 and

cMN;MN

= Ee
(
ρ(n−)
m (e, m̃)− 1

N

N∑
n=1

ρ(n)
m (e, m̃))

)2

= Eeρ(n−)
m (e,m)2 − 2

N
Eeρ(n−)

m (e,m)2 − 2

N

∑
n6=n−

Eeρ(n−)
m (e,m)ρ(n)

m (e,m)

+
1

N2

∑
n

Eeρ(n)
m (e,m)2 +

1

N2

∑
n6=n′

Eeρ(n)
m (e,m)ρ(n′)

m (e,m)

= cm;m −
2

N
cm;m −

2(N − 1)

N
c′;′′m;m +

1

N
cm;m +

N(N − 1)

N2
c′;′′m;m

= (1− 1

N
)(cm;m − c′;′′m;m)

and similarly c
MF;(n)
;m = limdMF a.s. FMN.F

(n)
m = (1n=n− − 1

N
)(cm;m − c′;′′m;m). Here, 1n=n−

denotes the indicator function of n being equal to n−.

• Rank stability: In the current state of F , FMN is not the dependency of an FC layer.

After adding FMN, we also extend F (n+) beyond layer F (n+)
m as we did in stage 1. This corresponds

to forward-propagating x(n+) beyond fm. We denote all of F (n+) also simply by F+. Parameter-
control and rank stability follows as in stage 1.
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Now let’s turn to the case m = 0. In that scenario, we initialize our mean field architecture F to
be F (n+), usually shortened to F+, as obtained by applying stage 1 to f and x(n+).

Going forward, we treat the general case where m can be zero or non-zero. For each l, we want to
add a layer to F that represents p(n−,n+)

l . We denote this layer by F−l . If fl has a single dependency
(e.g. is not an addition layer), we have

p
(n−,n+)
l = p

(n−,n+)
k Jl,k(x(n+))T

Hence, to obtain distribution equality, we ensure that F−l can be obtained by right-multiplying F−k
by the transpose of the matrix obtained by evaluating Jl,k(fk) at F+

k . In terms of rank stability, the

novel sets S that will arise will contain either just F−l or both F−l and F+
l . Denote

(
c−;−
l;l c−;+

l;l

c−;+
l;l c+;+

l;l

)
by

Σl. Again, we will show thatA∞S is full rank, which corresponds to det Σl = c−;−
l;l c+;+

l;l −c
−;+
l;l c−;+

l;l >

0, which also implies c−;−
l;l > 0. Note that c+;+

l;l is just cl;l from stage 1 and m̃+
l is just m̃l. To start off

our induction whenm > 0, we must show full-rankness when S contains either just FMN or both of

FMN and F+
m . This corresponds to det

(
cMN;MN cMN;+

;m

cMN;+
;m cm;m

)
> 0. Because we have cm;m > c′;′′m;m ≥ 0

and N ≥ 2 we have

det

(
cMN;MN cMN;+

;m

cMN;+
;m cm;m

)
= (1− 1

N
)(cm;m − c′;′′m;m)cm;m − (1n−=n+ − 1

N
)2(cm;m − c′;′′m;m)2

≥ (1− 1

N
)(cm;m − c′;′′m;m)2 − (1n−=n+ − 1

N
)2(cm;m − c′;′′m;m)2

= (cm;m − c′;′′m;m)2(1− 1n−=n+(1− 2

N
) +

1

N
− 1

N2
)

> 0

Now we proceed again by layer type. The induction step has the same components as in stage 1,
except we do not investigate the limit with respect to N and ~ε for now.

Case: fl is a readin layer.

• Layer addition: We add a single input layer F−l to F with the same width as fl.

• Generator addition: We add the diagonal entry (1 − 1
N

)(q − c)σ2
l to the covariance matrix

of G. We add off-diagonal entries of zero, except entries corresponding to F−l and F+
l are

(1n−=n+ − 1
N

)(q − c)σ2
l .

• Distribution equality: Since fm is a bottleneck for fL, we can only have fl with l > m

be a readin layer if m = 0. So we need the distribution of F−l to be that of p(n−,n+)
l =

(x(n−) − 1
N

∑
n x

(n))Jl,0(x(n+)) = (x(n−) − 1
N

∑
n x

(n))Wl. Because Wl has IID Gaussian
elements, p(n−,n+)

l is elementwise Gaussian with mean zero and variance
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σ2
l (x

(n−) − 1

N

∑
n

x(n)).(x(n−) − 1

N

∑
n

x(n)) = (1− 1

N
)(q − c)σ2

l

This matches our choice for the diagonal entry of the generator. In terms of the joint distribu-
tion of (F−1 , .., F

−
l , F

+
1 , .., F

+
L ), we note that F−l is independent of all layers with index less

than l in both F− and F+. This is as required as the randomness of p(n−,n+)
l is induced only

by Wl, which is independent of layers f1 through fl−1. The joint distribution of p(n−,n+)
l and

fl(x
(n+)) is that of (x(n−)− 1

N

∑
n x

(n))Wl and x(n+)Wl. Again, this is elementwise Gaussian
with covariance

σ2
l (x

(n−) − 1

N

∑
n

x(n)).x(n+) = (1n−=n+ − 1

N
)(q − c)σ2

l

This matches our choice for the off-diagonal entry of the generator corresponding to F−l and
F+
l . Finally, layers F+

l+1 through F+
L are either input layers corresponding to readin layers in

f , which are correctly independent of F−l , or transformations of previous layers. Hence, we
do obtain the correct joint distribution for (F−1 , .., F

−
l , F

+
1 , .., F

+
L ).

• Parameter-control: NA

• Limits: From table 5.1, we obtain m̃−l = 0, c−;−
l;l = (1− 1

N
)(q− c)σ2

l and c−;+
l;l = (1n−=n+ −

1
N

)(q − c)σ2
l .

• Rank stability: Since q > c, cl;l = qσ2
l and N ≥ 2, we have

det Σl

= (1− 1

N
)(q − c)σ2

l qσ
2
l − ((1n−=n+ − 1

N
)(q − c)σ2

l )
2

≥ (1− 1

N
)(q − c)2σ4

l − (1n−=n+ − 1

N
)2(q − c)2σ4

l

= (q − c)2σ4
l (1− 1n−=n+(1− 2

N
) +

1

N
− 1

N2
)

> 0

as required.

Case: fl is a fully-connected, non-readin layer.

• Layer addition: We add a single fully-connected layer F−l with width and σl value equal
to that of fl and dependency F−k . In a slight abuse of notation, if fm is a dependency of
fl, we use F−k to refer to FMN. Note that because fm is a bottleneck, the layer index of a
dependency of fl is at least m. F−l shares weight matrix with F+

l .

• Generator addition: NA
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• Distribution equality: We have J T
l,k = Wl, so multiplying by the transpose of the Jacobian is

the same as multiplying by the weight matrix. Wl has the same distribution in both f and F .
Also F−l and F+

l use the same Wl, as are fl and Jl,k. Wl is not used by any other layer in F ,
as it is not used by another layer or layer Jacobian in f .

• Parameter-control: NA

• Limits: From table 5.1, we obtain m̃−l = 0, c−;−
l;l = σ2

l c
−;−
k;k and c−;+

l;l = σ2
l c
−;+
k;k .

• Rank stability: We have cl;l = ck;kσ
2
l and σ2

l > 0, so det Σl = σ2
l det Σk > 0.

Case: fl is a bias layer.

• Layer addition: We add an elementwise layer F−l with the width of fl and ρ−l = ρ−k . Its
elementwise and mean inputs are those of ρ−k .

• Generator addition: NA

• Distribution equality: The Jacobian of a bias layer is the identity, and hence we require that
F−l and F−k have the same value.

• Parameter-control: Since ρk is PC by CE2 at m̃, so is ρl.

• Limits: m̃−l = m̃−k , c−;−
l;l = c−;−

k;k and c−;+
l;l = Ee(ρ−k (ρ+

k + e+in
l )) = Eeρ−k ρ

+
k + Eeρ−k e

+in
l =

c−;+
k;k + 0 = c−;+

k;k .

• Rank stability: Since cl;l = ck;k+σ2
l , we have det Σl = c−;−

k;k (ck;k+σ2
l )−(c−;+

k;k )2 ≥ det Σk >
0.

Case: fl is an LN layer.

• Layer addition: We add an elementwise layer F dot
l and another elementwise layer F−l , both

with the same width as fl. We set ρdot
l = ρ−k ρ

+
k and

ρ−l = (m+sq
l + εl)

− 1
2 (ρ−k −m

−
k )− (m+sq

l + εl)
− 3

2 (mdot
l −m−l m

+
l )(ρ+

k −m
+
l )

Their elementwise inputs are those occurring in ρ−k or ρ+
k . Their mean inputs are those

occurring in ρ−k or ρ+
k , and ρ−l also has mean inputs m−k , m+

k , m+sq
l and mdot

l . As in stage 1,
m+sq
l + εl is positive.

• Generator addition: NA

• Distribution equality: Substituting the formula for F dot
l into that of Fl, it is easy to check that

what we obtain is the result of multiplying F−k by the Jacobian of the LN operation applied
to F+

k .
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• Parameter-control: Just as in stage 1, it is easy to check that ρ−l is elem-poly(1) and ρdot
l

is elem-poly(2) by recursively expanding the definition of ρ−l . The expansion itself is a bit
more complex than in stage 1. As it flows backward through the layer graph of f , each layer
fl′ in f with l′ ≤ l may be represented in F by either F−l′ and F+

l′ or by F (1)
l′ , .., F

(N)
l′ . Hence,

we must apply the recursive definitions corresponding to those layers. If the expansion hits
fm, we must also apply the recursive definition of ρMN. However, all our arguments from
earlier stages based on recursive expansion still go through in the same way. We just have to
consider a somewhat wider range of possible recursion steps.

As before, we can apply lemma 13 to obtain that ρ−l is PC by C1 at m̃ and ρdot
l is PC by C2 at

m̃, and hence both are PC by CE2 at m̃.

• Limits: m̃dot
l = Eeρ−k ρ

+
k = c−;+

k;k and m̃−l = ...(Eeρ−k − m̃−k )− ...(Eeρ+
k − m̃k) = 0 As in stage

1, we find that m̃−k can only be non-zero if there exists a directed path in f from an activation
layer to fl that does not include an FC layer. This is excluded by property 22.10. ck;k > 0
from stage 1. Hence

c−;−
l;l

= Ee
(

(ck;k + εl)
− 1

2 (ρ−k − m̃−k )− (ck;k + εl)
− 3

2 (c−;+
k;k − m̃−k m̃k)(ρ

+
k − m̃k)

)2

= (ck;k + εl)
−1Eeρ−k ρ

−
k − 2c−;+

k;k (ck;k + εl)
−2Eeρ−k ρ

+
k + c−;+

k;k c−;+
k;k (ck;k + εl)

−3Eeρ+
k ρ

+
k

=
c−;−
k;k

ck;k + εl
− 2

c−;+
k;k c−;+

k;k

(ck;k + εl)2
+

c−;+
k;k c−;+

k;k ck;k

(ck;k + εl)3

and

c−;+
l;l

= Ee
(

(ck;k + εl)
− 1

2 (ρ−k − m̃−k )...

...− (ck;k + εl)
− 3

2 (c−;+
k;k − m̃−k m̃k)(ρ

+
k − m̃k)

)
(ck;k + εl)

− 1
2 (ρ+

k − m̃k)

= (ck;k + εl)
−1Eeρ−k ρ

+
k − c−;+

k;k (ck;k + εl)
−2Eeρ+

k ρ
+
k

=
c−;+
k;k εl

(ck;k + εl)2

• Rank stability: Since cl;l =
ck;k

ck;k+εl
, we have

det Σl

=
( c−;−

k;k

ck;k + εl
− 2

c−;+
k;k c−;+

k;k

(ck;k + εl)2
+

c−;+
k;k c−;+

k;k ck;k

(ck;k + εl)3

) ck;k

ck;k + εl
−
( c−;+

k;k εl

(ck;k + εl)2

)2

=
det Σk

(ck;k + εl)2
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> 0

as required.

Case: fl is an addition layer.

• Layer addition: We add an elementwise layer F−l with the width of fl. We set ρ−l =∑K
κ=1 wκρ

−
k[κ]. Its elementwise and mean inputs are those occurring in any of the ρk[κ].

• Generator addition: NA

• Distribution equality: We have

p
(n−,n+)
l

= (fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))Jl,m(x(n+))T

= (fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))
∑
κ

Jk[κ],m(x(n+))TJl,k[κ](x
(n+))T

=
∑
κ

wκ(fm(x(n−))− 1

N

N∑
n=1

fm(x(n)))Jk[κ],m(x(n+))T

=
∑
κ

wκp
(n−,n+)
k[κ]

This corresponds to our definition of ρl, as required.

• Parameter-control: As in stage 1.

• Limits: m̃−l = Ee
∑K

κ=1wκρ
−
k[κ](e, m̃) =

∑K
κ=1 wκm̃

−
k[κ]. We also have c−;−

l;l =∑K
κ=1 w

2
κc
−;−
k[κ];k[κ] and c−;+

l;l =
∑K

κ=1w
2
κc
−;+
k[κ];k[κ]. We use the same recursion argument as

in stages 1 and 2. As noted above under the LN case, the recursion is a bit more complex
than in previous stages, but ultimately analogous.

• Rank stability: Since cl;l =
∑

κw
2
κck[κ];k[κ], we have det Σl = det

∑
κw

2
κΣk[κ]. The diagonal

elements of the Σk[κ] are limits of means of squares, so they are non-negative. The det Σk[κ]

have full rank. So we can apply lemma 16 K − 1 times to obtain that the determinant of the
weighted sum is positive.

Case: fl is an activation layer.

• Layer addition: We add an elementwise layer Fl with the width of fl and set ρ−l = ρ−k τ
′
l (ρ

+
k ).

Its elementwise and mean inputs are those occurring in either ρ−k or ρ+
k .

• Generator addition: NA
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• Distribution equality: We have

p
(n−,n+)
l

= p
(n−,n+)
k Jl,k(x(n+))

= p
(n−,n+)
k .τ ′l .(fk(x

(n+)))

This corresponds to our choice of ρ−l .

• Parameter-control: As in stage 1, ρ−k and ρ+
k are elem-poly(1) and fulfill the other con-

ditions of lemma 13 with m∗ = m̃. So ρ−k and ρ+
k are PC by C1 at m̃. As in stage

1, because τ ′l is controlled by CE2, τ ′l (ρ
+
k (e, m̃)) is controlled by CE2, and hence also

ρ−l (e, m̃) = ρ−k (e, m̃)τ ′l (ρ
+
k (e, m̃)). If ρl has no mean inputs, we directly obtain that it is

PC by CE2 at m̃. If ρl has mean inputs, we apply lemma 12 with m∗ = m̃. Let’s check
the remaining conditions. Clearly, CE2 is linearly closed. Let M be the intersection of the
M(m∗) arising from the statement of lemma 13 applied to ρ+ and the M(m∗) arising from
the statement of lemma 13 applied to ρ−. That intersection is open as both hypercubes are
open. It is non-empty because both containm∗ = m̃. InM , the differentiability of ρl follows
from the differentiability of τ ′l . Finally, for an arbitrary component m[κ̂], we have

max
m∈M∗

∣∣∣dρ−l (e,m)

dm[κ̂]

∣∣∣
= max

m∈M∗

∣∣∣τ ′′l (ρ+
k (e,m))

dρ+
k (e,m)

dm[κ̂]
ρ−k (e,m) + τ ′l (ρ

+
k (e,m))

dρ−k (e,m)

dm[κ̂]

∣∣∣
≤ max

m∈M∗

∣∣∣τ ′′l (ρ+
k (e,m))

∣∣∣ max
m∈M∗

∣∣∣dρ+
k (e,m)

dm[κ̂]

∣∣∣ max
m∈M∗

∣∣∣ρ−k (e,m)
∣∣∣

+ max
m∈M∗

∣∣∣τ ′l (ρ+
k (e,m))

∣∣∣ max
m∈M∗

∣∣∣dρ−k (e,m)

dm[κ̂]

∣∣∣
≤ max

m∈M∗
ec|ρ

+
k (e,m)|2−c′+c max

m∈M∗

∣∣∣dρ+
k (e,m)

dm[κ̂]

∣∣∣ max
m∈M∗

∣∣∣ρ−k (e,m)
∣∣∣

+ max
m∈M∗

ec|ρ
+
k (e,m)|2−c′+c max

m∈M∗

∣∣∣dρ−k (e,m)

dm[κ̂]

∣∣∣
≤ ec|c||e||2+c|2−c′+c(c||e||2 + c)(c||e||2 + c) + ec|c||e||2+c|2−c′+c(c||e||2 + c)

We slightly abuse notation here by having each occurrence of c and c′ refer to a different
positive constant. Each occurrence of c′ is also less than or equal to 2. Here, we use lemma
13 repeatedly. This works because each derivative with respect to m[κ̂] is itself elem-poly(1)
and has the same M(m∗) hypercube as the corresponding multi-activation function itself.
The last expression is controlled by CE2, which is the last condition of lemma 12.
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• Limits: Since ρ−k and ρ+
k are elem-poly(1), ρ−k (e, m̃) and ρ+

k (e, m̃) are linear combinations
of Gaussians and constants, and hence are jointly Gaussian. The recursive expansions of
ρ−k and ρ+

k do not hit an activation layer, so again m̃−k = m̃+
k = 0. So we have m̃−l =

Et,s∼N (0,Σk)tτ
′
l (s), c−;−

l;l = Et,s∼N (0,Σk)t
2τ ′l (s)

2 and c−;+
l;l = Et,s∼N (0,Σk)tτ

′
l (s)τl(s).

• Rank stability: Let t, s ∼ N (0,Σk), u ∼ N (0, ck;k) and v ∼ N (0, det Σk
ck;k

). ck;k > 0 from
stage 1. Since cl;l = Et,s∼N (0,Σk)τ(s)2, we have

det Σl

= Et,st2τ ′l (s)2Et,sτ(s)2 − (Et,stτ ′l (s)τl(s))2

= Ev,u
(
v +

c−;+
k;k

ck;k

u
)2

τ ′l (u)2Ev,uτ(u)2 −
(
Ev,u

(
v +

c−;+
k;k

ck;k

u
)
τ ′l (u)τl(u)

)2

= Evv2Euu2τ ′l (u)2Euτ(u)2 +
(c−;+

k;k

ck;k

)2

Euu2τ ′l (u)2Euτl(u)2

−
(c−;+

k;k

ck;k

)2(
Euuτ ′l (u)τl(u)

)2

≥ Evv2Euτ ′l (u)2Euτl(u)2

=
det Σk

ck;k

∫
R
n(ck;k, u)τ ′l (u)2dµ1

∫
R
n(ck;k, u)τl(u)2dµ1

The penultimate step uses the Cauchy-Schwartz inequality. We have det Σk > 0 and ck;k >
0. Since τl is twice differentiable and non-constant, both n(ck;k, u)τ ′l (u)2 and n(ck;k, u)τl(u)2

are continuous and not the zero function. Hence, we can apply lemma 8 to both expressions
to obtain that both integrals are positive, and hence that det Σl is positive.

Throughout the induction, we establish recursive calculation rules for the c−;−
l;l and c−;+

l;l . The

former represents limdMF a.s. p
(n−,n+)
l .p

(n−,n+)
l as desired. If we recursively expand the rules for c−;−

l;l

and c−;+
l;l as well as the rules for cMN;MN and cMN;+

;m , we obtain expressions in terms of q and c (case
m = 0), c′;′′m;m and cm;m (casem > 0), the architecture definition, the cl′;l′ for l′ ≤ l,N , and 1n−=n+ .
Importantly, these expressions depend only on n+ and n− through 1n−=n+ . Hence, as we now let
n+ and n− vary again, c−;−

l;l and c−;+
l;l only obtain two different values corresponding to n− = n+

and n− 6= n+. Assuming that lim~ε,N c−;−
l;l is valid in both cases, we have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex Tr(Jl,mCovfmJ T
l,m)

= lim
~ε,N

1

N2

N∑
n−,n+=1

lim
dMF a.s.

p
(n−,n+)
l .p

(n−,n+)
l

= lim
~ε,N

1

N
c−;−
l;l |n−=n+ +

N − 1

N
c−;−
l;l |n− 6=n+

= lim
~ε,N

c−;−
l;l |n− 6=n+
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So to establish statement (5.9), we must show (i) lim~ε,N c−;−
l;l |n− 6=n+ = gl(qm−cm)

gm
and (ii)

lim~ε,N c−;−
l;l |n−=n+ is valid. We conduct one last induction to show this. As part of the induction,

we also show lim~ε,N c−;+
l;l |n− 6=n+ = 0. gm > 0 and qk > 0 by proposition 15 as usual.

• Case: FMF. lim~ε,N cMN;MN = lim~ε,N(1− 1
N

)(cm;m−c′;′′m;m) = qm−cm. Further, lim~ε,N cMF;+
;m =

lim~ε,N(1n−=n+ − 1
N

)(cm;m − c′;′′m;m) = 1n−=n+(qm − cm). This case starts off our induction

when m > 0, i.e. FMF corresponds to p
(n−,n+)
m and cMN;MN can be considered c−;−

m;m. So
we require lim~ε,N cMN;MN = gm(qm−cm)

gm
, which is indeed the case. Further, cMF;+

;m can be
considered c−;+

m;m, so when n− 6= n+ we must have lim~ε,N cMF;+
;m = 0, which is indeed the

case.

• Case: fl is a readin layer. If fl is a readin layer, we have m = 0. So gl(qm−cm)
gm

=
σ2
l (q−c)

1
=

σ2
l (q − c). Also, lim~ε,N c−;−

l;l = lim~ε,N(1 − 1
N

)(q − c)σ2
l = σ2

l (q − c) as required. Also,
lim~ε,N c−;+

l;l = lim~ε,N(1n−=n+ − 1
N

)(q − c)σ2
l = 1n−=n+(q − c)σ2

l . So when n− 6= n+, we
have lim~ε,N c−;+

l;l = 0 as required.

• Case: fl is a fully-connected, non-readin layer. lim~ε,N c−;−
l;l = σ2

l lim~ε,N c−;−
k;k =

σ2
l
gk(qm−cm)

gm
= gl(qm−cm)

gm
as required. lim~ε,N c−;+

l;l = σ2
l lim~ε,N c−;+

k;k . If n− 6= n+,
lim~ε,N c−;+

k;k = 0, so lim~ε,N c−;+
l;l = 0 as required.

• Case: fl is a bias layer. lim~ε,N c−;−
l;l = lim~ε,N c−;−

k;k = gk(qm−cm)
gm

= gl(qm−cm)
gm

as required.
lim~ε,N c−;+

l;l = lim~ε,N c−;+
k;k . If n− 6= n+, lim~ε,N c−;+

k;k = 0, so lim~ε,N c−;+
l;l = 0 as required.

• Case: fl is an LN.

lim
~ε,N

c−;−
l;l

= lim
~ε,N

c−;−
k;k

ck;k + εl
− 2

c−;+
k;k c−;+

k;k

(ck;k + εl)2
+

c−;+
k;k c−;+

k;k ck;k

(ck;k + εl)3

=
lim~ε,N c−;−

k;k

lim~ε,N ck;k + lim~ε,N εl
− 2

lim~ε,N c−;+
k;k lim~ε,N c−;+

k;k

(lim~ε,N ck;k + lim~ε,N εl)2

+
lim~ε,N c−;+

k;k lim~ε,N c−;+
k;k lim~ε,N ck;k

(lim~ε,N ck;k + lim~ε,N εl)3

=
gk(qm − cm)

gmqk
− 2

lim~ε,N c−;+
k;k lim~ε,N c−;+

k;k

q2
k

+
qk lim~ε,N c−;+

k;k lim~ε,N c−;+
k;k

q3
k

=
gl(qm − cm)

gm
−

lim~ε,N c−;+
k;k lim~ε,N c−;+

k;k

q2
k

If n− 6= n+, lim~ε,N c−;+
k;k = 0, so lim~ε,N c−;−

l;l = gl(qm−cm)
gm

as required. lim~ε,N c−;+
l;l =

lim~ε,N
c−;+
k;k εl

(ck;k+εl)2
= 0 as required.
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• Case: fl is an addition layer.

lim
~ε,N

c−;−
l;l = lim

~ε,N

K∑
κ=1

w2
κc
−;−
k[κ];k[κ] =

K∑
κ=1

w2
κ

gk[κ](qm − cm)

gm
=

gl(qm − cm)

gm

as required. lim~ε,N c−;+
l;l = lim~ε,N

∑K
κ=1w

2
κc
−;+
k[κ];k[κ] =

∑K
κ=1w

2
κ lim~ε,N c−;+

k[κ];k[κ] If n− 6= n+,
the lim~ε,N c−;+

k[κ];k[κ] are zero, so lim~ε,N c−;+
l;l = 0 as required.

• Case: fl is an activation layer. As before, let u ∼ N (0, ck;k) and v ∼ N (0, det Σk
ck;k

). Then

lim
~ε,N

c−;−
l;l

= lim
~ε,N

Et,s∼N (0,Σk)t
2τ ′l (s)

2

= lim
~ε,N

Ev,u
(
v +

c−;+
k;k

ck;k

u
)2

τ ′l (u)2

= lim
~ε,N

(
Evv2Euτ ′l (u)2 +

c−;+
k;k

ck;k

EvvEuuτ ′l (u)2 +
c−;+
k;k c−;+

k;k

ck;kck;k

Euu2τ ′l (u)2
)

= lim
~ε,N

(det Σk

ck;k

Euτ ′l (u)2 +
c−;+
k;k c−;+

k;k

ck;kck;k

Euu2τ ′l (u)2
)

= lim
~ε,N

(c−;−
k;k ck;k − c−;+

k;k c−;+
k;k

ck;k

Euτ ′l (u)2 +
c−;+
k;k c−;+

k;k

ck;kck;k

Euu2τ ′l (u)2
)

lim~ε,N ck;k = qk > 0. Also, since τ ′l is controlled by CE2, so is τ ′l (u)2 and u2τ ′l (u)2. So we
can apply lemma 15 and obtain

lim
~ε,N

c−;−
l;l

=
lim~ε,N c−;−

k;k qk − lim~ε,N c−;+
k;k lim~ε,N c−;+

k;k

qk
Es∼N (0,qk)τ

′
l (s)

2

+
lim~ε,N c−;+

k;k lim~ε,N c−;+
k;k

qkqk
Es∼N (0,qk)s

2τ ′l (s)
2

Is n− 6= n+, we further have lim~ε,N c−;+
k;k = 0, so then

lim
~ε,N

c−;−
l;l

= lim
~ε,N

c−;−
k;k Es∼N (0,qk)τ

′
l (s)

2
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=
gk(qm − cm)

gm
E
s,t∼N

(
0,

qk qk
qk qk

)τ ′l (s)τ ′l (t)
= Cτ ′l (qk, qk)

gk(qm − cm)

gm

=
gl(qm − cm)

gm

as required. We also have

lim
~ε,N

c−;+
l;l

= lim
~ε,N

Et,s∼N (0,Σk)tτ
′
l (s)τl(s)

= lim
~ε,N

Ev,u
(
v +

c−;+
k;k

ck;k

u
)
τ ′l (u)τl(u)

= lim
~ε,N

c−;+
k;k

ck;k

Euuτ ′l (u)τl(u)

As before, lim~ε,N ck;k = qk > 0 and uτ ′l (u)τl(u) is controlled by CE2, so lim~ε,N c−;+
l;l =

lim~ε,N c−;+
k;k

qk
Es∼N (0,qk)sτ

′
l (s)τl(s). When n− 6= n+, lim~ε,N c−;+

k;k = 0, so lim~ε,N c−;+
l;l = 0 as

required.

This completes the induction and hence stage 4.

Stage 5: statement (5.10)

lim
~ε,N

lim
dMF a.s.

NLC(fl(fm), fm(D(N)))

= lim
~ε,N

lim
dMF a.s.

√
Ex Tr(Jl,m(x)CovfmJ T

l,m(x))

Tr(Covfl)

= lim
~ε,N

lim
dMF a.s.

√
Ex Tr(Jl,m(x)CovfmJ T

l,m(x))

||Sxfl(x)||22

= lim
~ε,N

lim
dMF a.s.

√√√√ 1
dMF
l
Ex Tr(Jl,m(x)CovfmJ T

l,m(x))

1
dMF
l
||Sxfl(x)||22

=

√√√√ lim~ε,N limdMF a.s.
1
dMF
l
Ex Tr(Jl,m(x)CovfmJ T

l,m(x))

lim~ε,N limdMF a.s.
1
dMF
l
||Sxfl(x)||22
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=

√
gl(qm − cm)

gm(ql − cl)

The denominator is positive by proposition 15.

Stage 6: statement (5.4)

The case l = m is trivial. For l > m, as in stage 4, we will treat the cases m > 0 and m = 0
somewhat separately.

Case: m > 0. We will show lim~ε,N limdMF a.s.
1
dMF
l
||Jl,m(x(1))u||22 = gl

gm
, where

randomness is induced by θ, x(1) and the unit Gaussian vector u. From lemma
17, we then obtain limdMF a.s.

1
dMF
l
||Jl,m(x(1))u||22 = limdMF a.s.

1
dMF
l
||Jl,m(x(1))||2F , and hence

lim~ε,N limdMF a.s.
1
dMF
l
||Jl,m(x(1))||2F = gl

gm
as required.

We have limdMF a.s.
1
dMF
l
||Jl,m(x(1))u||22 = limdMF a.s. (uJl,m(x(1))T ).2. This is the same expression

we investigated in stage 4 as p(n−,n+)
l with n+ = 1, except that fm(x(n−)) − 1

N

∑N
n=1 fm(x(n)) is

replaced by u. In fact, if we let p(n−,1)
l refer to uJl,m(x(1))T , we can proceed almost exactly as in

stage 4 until the point where we take the limit with respect to N and ~ε. The following differences
arise.

• FMN is an input layer. It corresponds to u. Because u is unit Gaussian, we add a diagonal
entry of 1 and off-diagonal entries of zero to the covariance matrix of G. Distribution equality
is obvious. The limits become m̃MN = 0, cMN;MN = 1 and cMN;(n)

;m = 0. In terms of rank

stability to start off the induction, we have det

(
cMN;MN cMN;(n)

;m

cMN;(n)
;m cm;m

)
= cm;m > 0.

• The recursive expansion of ρ−l halts at ρMN, as this is now a dummy multi-activation function.
All relevant properties that follow from the expansion are preserved. Specifically, we use that
eMN is independent of all other e terms for input and FC layers in F and that m̃MN = 0.

• The case where fl is a readin layer does not appear in the induction step as l > m > 0 and
fm is a bottleneck for fl.

Case: m = 0. We have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

||Jl,m(x(1))||2F

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

∣∣∣∣∣∣ ∑
fl′ readin

Jl′,0(x(1))TJl,l′(x(1))T
∣∣∣∣∣∣2
F

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

∣∣∣∣∣∣ ∑
fl′ readin

Wl′Jl,l′(x(1))T
∣∣∣∣∣∣2
F
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= lim
~ε,N

lim
dMF a.s.

1

dMF
l

din−1∑
i=0

∣∣∣∣∣∣ ∑
fl′ readin

Wl′ [i, :]Jl,l′(x(1))T
∣∣∣∣∣∣2

2

= lim
~ε,N

lim
dMF a.s.

1

dMF
l

din

∣∣∣∣∣∣ ∑
fl′ readin

Wl′ [0, :]Jl,l′(x(1))T
∣∣∣∣∣∣2

2

= lim
~ε,N

lim
dMF a.s.

( ∑
fl′ readin

√
dinWl′ [0, :]Jl,l′(x(1))T

).2

Here, Wl′ [i, 0] denotes the i’th row of Wl′ and
∑

fl′ readin is over all readin layers. We use that, by
construction, the rows of each Wl′ have the same distribution.

Again, we proceed almost exactly as in stage 4 until the point where we take the limit with respect
to N and ~ε, where we now let p(n−,1)

l refer to
∑

fl′ readin

√
dinWl′ [0, :]Jl,l′(x(1))T . The induction step

for non-readin layers fl is unaltered, as we still have p(n−,1)
l = p

(n−,1)
k Jl,k(x(1))T when fl is not an

addition layer and p(n−,1)
l =

∑K
κ=1wκp

(n−,1)
k[κ] when fl is an addition layer. Having

∑
fl′ readin be part

of the definition of p(n−,1)
l does not affect our arguments. When fl is a readin layer, the distribution

of p(n−,1)
l is that of

√
dinWl[0, :], which is elementwise, has a Gaussian generator with mean zero

and variance σ2
l , and is independent of the analogous distributions for other readin layers as there

is no weight sharing in f . Hence, we add a diagonal entry of σ2
l and off-diagonal entries of zero

to G for Fl. The limits become m̃−l = 0, c−;−
l;l = σ2

l and c−;+
l;l = 0. Rank stability holds as

det Σl = c−;−
l;l cl;l − c−;+

l;l c−;+
l;l = qσ4

l > 0.

Now we return again to the general case where m can be zero or non-zero. We are left with taking
the limit with respect toN and~ε. To do this, we use that we obtained the same recursive calculation
rules for c−;−

l;l and c−;+
l;l as in stage 4, except for the readin layer case. Since c−;−

l;l now represents

either limdMF a.s. (uJl,m(x(1))T ).2 or limdMF a.s.

(∑
fl′ readin

√
dinWl′ [0, :]Jl,l′(x(1))T

).2
depending on

the value of m, showing lim~ε,N c−;−
l;l = gl

gm
completes this stage. As part of the induction, we

also show lim~ε,N c−;+
l;l = 0. Denominators are positive as before. Compared to stage 4, all limit

quantities are now also independent of n− and N .

• Case: FMF. lim~ε,N cMN;MN = 1 = gm
gm

and lim~ε,N cMF;+
;m = 0. This starts off our induction for

the case m > 0 in the required manner.

• Case: fl is a readin layer. If fl is a readin layer, we have m = 0, so gl
gm

=
σ2
l

1
= σ2

l . Also,
lim~ε,N c−;−

l;l = σ2
l and lim~ε,N c−;+

l;l = 0 as required due to the generator addition described
above.

• Case: fl is a fully-connected, non-readin layer. lim~ε,N c−;−
l;l = σ2

l lim~ε,N c−;−
k;k = σ2

l
gk
gm

= gl
gm

as required. lim~ε,N c−;+
l;l = σ2

l lim~ε,N c−;+
k;k = 0 as required.

• Case: fl is a bias layer. lim~ε,N c−;−
l;l = lim~ε,N c−;−

k;k = gk
gm

= gl
gm

as required. lim~ε,N c−;+
l;l =

lim~ε,N c−;+
k;k = 0 as required.
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• Case: fl is an LN layer.

lim
~ε,N

c−;−
l;l

= lim
~ε,N

c−;−
k;k

ck;k + εl
− 2

c−;+
k;k c−;+

k;k

(ck;k + εl)2
+

c−;+
k;k c−;+

k;k ck;k

(ck;k + εl)3

=
lim~ε,N c−;−

k;k

lim~ε,N ck;k + lim~ε,N εl

=
gk

gmqk

=
gl
gm

as required. lim~ε,N c−;+
l;l = lim~ε,N

c−;+
k;k εl

(ck;k+εl)2
= 0 as required.

• Case: fl is an addition layer.

lim
~ε,N

c−;−
l;l = lim

~ε,N

K∑
κ=1

w2
κc
−;−
k[κ];k[κ] =

K∑
κ=1

w2
κ

gk[κ]

gm
=

gl
gm

as required. lim~ε,N c−;+
l;l = lim~ε,N

∑K
κ=1w

2
κc
−;+
k[κ];k[κ] =

∑K
κ=1w

2
κ lim~ε,N c−;+

k[κ];k[κ] = 0 as re-
quired.

• Case: fl is an activation layer. Analogous to stage 4, we have

lim
~ε,N

c−;−
l;l

= lim
~ε,N

(c−;−
k;k ck;k − c−;+

k;k c−;+
k;k

ck;k

Euτ ′l (u)2 +
c−;+
k;k c−;+

k;k

ck;kck;k

Euu2τ ′l (u)2
)

= lim
~ε,N

c−;−
k;k Euτ ′l (u)2

=
gk
gm

E
s,t∼N

(
0,

qk qk
qk qk

)τ ′l (s)τ ′l (t)
= Cτ ′l (qk, qk)

gk
gm

=
gl
gm

as required.

We also have

lim
~ε,N

c−;+
l;l
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= lim
~ε,N

c−;+
k;k

ck;k

Euuτ ′l (u)τl(u)

=
lim~ε,N c−;+

k;k

lim~ε,N ck;k

Es∼N (0,qk)uτ
′
l (u)τl(u)

= 0

as required.

Stage 7: statement (5.8)

Defining c−;−
l;l as in stage 6, we have

lim
~ε,N

lim
dMF a.s.

1

dMF
l

Ex||Jl,m||2F

= lim
~ε,N

lim
dMF a.s.

1

N

N∑
n=1

1

dMF
l

||Jl,m(x(n))||2F

= lim
~ε,N

1

N

N∑
n=1

lim
dMF a.s.

1

dMF
l

||Jl,m(x(n))||2F

= lim
~ε,N

1

N

N∑
n=1

{
c−;−
l;l if l > m

1 else

= lim
~ε,N

{
c−;−
l;l if l > m

1 else

=
gl
gm

Stage 8: statements (a) and (b)

Assume now that fL is a readout layer. Fix N . Throughout this proof, we have used background
theorem 1. Now, we use theorem 4 and background corollary 2 for statements (a) and (b) respec-
tively.

To apply those results, we construct a mean field architecture F with a single finite input layer and
readout layer. We proceed as in stage 1 with the following differences.

• Like fL, FL is now a readout layer of dimensionality dL.

• F now has a finite input layer F0 that is associated with D as well as individual inputs x(n).

• For a readin layer fl in f , instead of adding an input layer to F and extending G, we add a
readin layer Fl to F with the same width and variance parameter as fl that does not share
weights and has dependency F0.

• G now only covers layers derived from bias layers.
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It is easy to see that, as in stage 1, we have distribution equality. For (a), this means that fL
and FL have the same meta-distribution. For (b), this means that (fL(x(1)), .., fL(x(N))) has the
same distribution as (FL(x(1)), .., FL(x(N))) for any fixed sample x(1), .., x(N). Note that, as in the
statement of background corollary 2, the surrogate input generated by G does not vary between
inputs x(n), as it represents the random initial bias vectors.

Let’s verify the conditions of theorem 4 and background corollary 2. For (b), we only care about
almost all samples, i.e. we can restrict ourselves to a set of samples that has probability 1. So
as before, we can assume x(n).x(n) = x(n′).x(n′) = q and x(n).x(n′) = c for any 1 ≤ n, n′ ≤ N ,
n 6= n′. Then, the conditions of theorem 4 and background corollary 2 become equivalent as Kin

becomes K(N, q, c). Further, it turns out that (clipout(clipin(F )),G(K(N, q, c)) × GN) is the
mean field architecture and generator we constructed early in stage 4 denoted as (F (1), .., F (N)) for
the case m = L−1. We denoted the mean field architecture by (F (1), .., F (N)). Hence, we showed
that the conditions of background theorem 1 hold for (clipout(clipin(F )),G(K(N, q, c))×GN) in
stage 4. Hence, the conditions of theorem 4 and background corollary 2 hold.

So we have that (i) the meta-distribution of F expansion-converges as dMF → ∞ to the el-
ementwise meta-distribution with generator MN (cL;L, c

′;′′
L;L) and (ii) for almost all samples

(F (x(1)), .., F (x(N))) converges in distribution as dMF → ∞ to a Gaussian that is elementwise
over output vectors where the generator has mean zero and covariance matrix K(N, cL;L, c

′;′′
L;L). By

distribution equality, the same holds for f . And, as we showed in stage 1 and 2, lim~ε cL;L = qL and
lim~ε c

′;′′
L;L = cL. (The limit over N was not used in stages 1 and 2.)

Finally, we note that when fL is a readout layer, statements (5.1) through (5.10) still hold when
l < L as (f0, .., fL−1) is a valid A-architecture without finite output layer.

11.5.3 Theorem 6: properties of the length kernel Lτ(λ)

Theorem 6. For any τ we have

1. If Lτ (λ) 6= 0 for some λ > 0, then for all λ > 0 we have

(a) Lτ (λ) > 0

(b) Lτ is differentiable at λ with L′τ (λ) = 1
2
Lτ (λ)−1Es∼N (0,λ2)τ(s)2(s2λ−3 − λ−1)

(c) L′τ (λ)λ
Lτ (λ)

> −1
2

(d) (
√
λLτ (λ))′ > 0

2. If τ is continuous and not zero everywhere, then Lτ (λ) > 0 for all λ > 0.

3. If τ is continuous at zero, Lτ is continuous at zero.

4. If τ is directionally differentiable at zero, then Lτ is differentiable at zero with L′τ (0) =√
τ−(0)2+τ+(0)2

2
if τ(0) = 0 and L′τ (0) = 1√

2π
sign(τ(0))(τ+(0)− τ−(0)) if τ(0) 6= 0. The +

and - superscripts indicate the right and left derivative respectively.
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5. If Lτ (λ) 6= 0 for some λ > 0, then for all λ > 0 the sequence (Lnτ (λ))n either (i) is strictly
increasing and diverges to infinity or (ii) converges.

Proof. We prove the claims in turn.

Claim 1(a): We argue by contradiction. Assume we have a λ > 0 such that Lτ (λ) 6= 0 and a λ′ > 0
such that Lτ (λ′) ≤ 0. Then

0

< Lτ (λ)2

= Es∼N (0,λ2)τ(s)2

=

∫
R
τ(s)2n(λ2, s)dµ1

We write ν(λ, s) for n(λ2, s). By the definition of the integral, there exists S > 0 such that
0 <

∫ S
−S τ(s)2ν(λ, s)dµ1. Hence

0

<
(

max
( ν(λ, 0)

ν(λ′, 0)
,
ν(λ, S)

ν(λ′, S)

))−1
∫ S

−S
τ(s)2ν(λ, s)dµ1

≤
∫ S

−S
τ(s)2ν(λ′, s)dµ1

≤ Es∼N (0,λ′2)τ(s)2

Since Lτ (λ
′) =

√
Es∼N (0,λ′2)τ(s)2, we have Lτ (λ

′) > 0. Contradiction. Hence, claim 1(a) holds.

Claim 1(b): Fix λ > 0. ν(λ, s) is twice differentiable with respect to λ for s ∈ R. Using
the Taylor expansion with the Lagrange form of the remainder, for some δ with λ > δ > 0,
we have ν(λ + ε, s) = ν(λ, s) + ε d

dλ
ν(λ, s) + 1

2
ε2 d2

dλ2
ν(λ+(s), s) for all s ∈ R, |ε| < δ where

λ+(s) ∈ [λ− δ, λ+ δ]. We have

∣∣∣ ∫
s∈R

τ(s)2 d
2

dλ2
ν(λ+(s), s)dµ1

∣∣∣
=

∣∣∣ ∫
s∈R

τ(s)2ν(λ+, s)(s4(λ+)−6 − 5s2(λ+)−4 + 2(λ+)−2)dµ1

∣∣∣
≤

∫
s∈R

τ(s)2ν(λ+, s)s4(λ+)−6dµ1 + 5

∫
s∈R

τ(s)2ν(λ+, s)s2(λ+)−4dµ1

+2

∫
s∈R

τ(s)2ν(λ+, s)(λ+)−2dµ1

≤
∫
s∈R

τ(s)2λ+ δ

λ− δ
ν(λ+ δ, s)s4(λ− δ)−6dµ1
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+5

∫
s∈R

τ(s)2λ+ δ

λ− δ
ν(λ+ δ, s)s2(λ− δ)−4dµ1

+2

∫
s∈R

τ(s)2λ+ δ

λ− δ
ν(λ+ δ, s)(λ− δ)−2dµ1

= (λ+ δ)(λ− δ)−7Es∼N (0,λ+δ)s
4τ(s)2 + 5(λ+ δ)(λ− δ)−5Es∼N (0,λ+δ)s

2τ(s)2

+2(λ+ δ)(λ− δ)−3Es∼N (0,λ+δ)τ(s)2

< ∞

Hence

lim
ε→0

1

ε
(Lτ (λ+ ε)2 − Lτ (λ)2)

= lim
ε→0

1

ε

∫
s∈R

τ(s)2ν(λ+ ε, s)− ν(λ, s)dµ1

= lim
ε→0

1

ε

∫
s∈R

τ(s)2
(
εν(λ, s)(s2λ−3 − λ−1) +

1

2
ε2
d2

dλ2
ν(λ+(s), s)

)
dµ1

= lim
ε→0

∫
s∈R

τ(s)2ν(λ, s)(s2λ−3 − λ−1) +
1

2
ετ(s)2 d

2

dλ2
ν(λ+(s), s)dµ1

=

∫
s∈R

τ(s)2ν(λ, s)(s2λ−3 − λ−1)dµ1

= Es∼N (0,λ2)τ(s)2(s2λ−3 − λ−1)

Let L(λ) = Lτ (λ)2. We showed that L is differentiable with L′(λ) = Es∼N (0,λ2)τ(s)2(s2λ−3 −
λ−1). As Lτ (λ) > 0 by claim 1(a), Lτ is then differentiable with L′τ (λ) = 1

2
L′(λ)√
L(λ)

=

1
2
Lτ (λ)−1Es∼N (0,λ2)τ(s)2(s2λ−3 − λ−1) as required.

Claim 1(c): Fix λ > 0. By claim 1(a), we have Lτ (λ) > 0. So
∫
s∈R τ(s)2ν(λ, s)dµ1 > 0 so there

exists an ε > 0 with
∫
s∈R,s 6∈[−ε,ε] τ(s)2ν(λ, s) > 0, so

0

< ε2
∫
s∈R,s 6∈[−ε,ε]

τ(s)2ν(λ, s)dµ1

≤
∫
s∈R,s 6∈[−ε,ε]

τ(s)2ν(λ, s)s2dµ1

≤
∫
s∈R

τ(s)2ν(λ, s)s2dµ1

= Es∼N (0,λ2)τ(s)2s2

So we have

L′τ (λ)λ
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=
1

2
Lτ (λ)−1Es∼N (0,λ2)τ(s)2(s2λ−2 − 1)

=
1

2
Lτ (λ)−1(λ−2Es∼N (0,λ2)τ(s)2s2 − Es∼N (0,λ2)τ(s)2)

>
1

2
Lτ (λ)−1(−Es∼N (0,λ2)τ(s)2)

= −1

2
Lτ (λ)−1Lτ (λ)2

= −1

2
Lτ (λ)

as required.

Claim 1(d): Fix λ > 0. We have

(Lτ (λ)λ
1
2 )′

= (L′τ (λ)λ)λ−
1
2 +

1

2
Lτ (λ)λ−

1
2

>
(
− 1

2
Lτ (λ)

)
λ−

1
2 +

1

2
Lτ (λ)λ−

1
2

= 0

as required.

Claim 2: Fix λ > 0. We have

L(λ)2 = Es∼N (0,λ2)τ(s)2 =

∫
R
ν(λ, s)τ(s)2dµ1

Since τ is not the zero function and is continuous, so is ν(λ, s)τ(s)2. Hence, by lemma 8, the
integral is positive, so L(λ) is as well.

Claim 3: Let λ > 0. We have Lτ (λ)2 =
∫∞

0
(τ(s)2 + τ(−s)2)ν(λ, s)dµ1. If τ(s) is continuous at

zero, so is τ(s)2 + τ(−s)2. Hence we can apply lemma 9 using F (s) = τ(s)2 + τ(−s)2 and p = 0
to obtain limλ→0 Lτ (λ)2 = 2τ(0)2

∫∞
0
ν(λ, s)dµ1 = τ(0)2 = Lτ (0)2. Since Lτ is non-negative,

limλ→0 Lτ (λ) = Lτ (0) as required.

Claim 4: Let λ > 0. Because τ is directionally differentiable at 0, we have τ(s) = τ(0)+sτ+(0)+
sh(s) when s ≥ 0 and τ(s) = τ(0) + sτ−(0) + sh(s) when s ≤ 0 where lims→0 h(s) = h(0) = 0.

Case 1: τ(0) = 0. Then we have

λ−2Lτ (λ)2

= λ−2

∫ ∞
0

(
(sτ+(0) + sh(s))2 + (−sτ−(0)− sh(−s))2

)
ν(λ, s)dµ1

= λ−2

∫ ∞
0

(
(τ+(0) + h(s))2 + (τ−(0) + h(−s))2

)
s2ν(λ, s)dµ1
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(τ+(0) + h(s))2 + (τ−(0) + h(−s))2 is continuous at zero, so we can apply lemma 9 with this
expression as F and p = 2 to obtain

lim
λ→0

λ−2Lτ (λ)2

= (τ+(0)2 + τ−(0)2)

∫ ∞
0

s2ν(1, s)dµ1

= (τ+(0)2 + τ−(0)2)
1

2

As Lτ (0) = |τ(0)| = 0, we have limλ→0 λ
−1(Lτ (λ)− Lτ (0)) =

√
τ−(0)2+τ+(0)2

2
as required.

Case 2: τ(0) 6= 0. Then we have

λ−1(Lτ (λ)2 − Lτ (0)2)

= λ−1

∫ ∞
0

(
(τ(0) + sτ+(0) + sh(s))2 + (τ(0)− sτ−(0)− sh(−s))2 − 2τ(0)2

)
ν(λ, s)dµ1

= λ−1

∫ ∞
0

(
2τ(0)(τ+(0) + h(s)− τ−(0)− h(−s)) + ...

...+ s(τ+(0) + h(s))2 + s(τ−(0) + h(−s))2
)
sν(λ, s)dµ1

The expression inside the large brackets is continuous at zero, so we can apply lemma 9 with this
expression as F and p = 1 to obtain

lim
λ→0

λ−1(Lτ (λ)2 − Lτ (0)2)

= 2τ(0)(τ+(0)− τ−(0))

∫ ∞
0

sν(1, s)dµ1

=

√
2

π
τ(0)(τ+(0)− τ−(0))

Let L(λ) = Lτ (λ)2. We showed L′(0) =
√

2
π
τ(0)(τ+(0) − τ−(0)). Hence L′τ (0) = 1

2
L′(0)√
L(0)

=

1
2

√
2
π
τ(0)(τ+(0)−τ−(0))

|τ(0)| = 1√
2π

sign(τ(0))(τ+(0)− τ−(0)) as required.

Claim 5: The condition of claim 1 holds, so claim 1 holds. Fix λ. Denote the sequence (Lnτ (λ))n
by Sn. If Sn is increasing, then it either diverges to infinity or it converges, so (i) or (ii) hold. If
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there is an n such that Sn = Sn+1, the sequence converges, so (ii) holds. So going forward assume
there is an n such that Sn > Sn+1.

Case 1: There are finitely many n such that Sn > Sn+1.

Let n now be the largest such value. We prove by induction that for all n′ > n we have Sn+1 ≤
Sn′ <

√
SnSn+1. The statement trivially holds for n′ = n + 1. Assume it holds for some n′ > n.

Because n is the largest value with Sn > Sn+1, we have Sn′+1 ≥ Sn′ ≥ Sn+1. Further, by claim
1(d), we have Lτ (Sn′) < Lτ (Sn)

√
Sn
Sn′

= Sn+1

√
Sn
Sn′
≤
√
SnSn+1. This completes the induction.

So eventually Sn is increasing and bounded above, so (ii) holds.

Case 2: There are infinitely many n such that Sn > Sn+1.

Let the sequence of such values n be denoted by Snd . Assume there is some d such that Snd ≤
Snd+1

. Then we can’t have nd+1 = nd + 1 because Snd > Snd+1 by definition. So nd+1 > nd + 1.
Then from the induction under case 1 we obtain Snd+1 ≤ Snd+1−1 <

√
SndSnd+1 and finally

Snd+1
<
√
SndSnd+1. Contradiction. So Snd is strictly decreasing, so it converges. Again, using

the induction from case 1, we obtain that
√
SndSnd+1 > Sn for all nd < n < nd+1 and hence

Snd > Sn for all n > nd. So if Snd converges to zero, so does Sn, so (ii) holds. So going forward
assume that Snd converges to a positive value. Call it L. Assume Sn does not converge to L. Then
there is a δ such that for arbitrarily large n we have |Sn − L| > δ. Since there is an Snd with
Snd < L+ δ, eventually Sn < L+ δ. Hence for arbitrarily large n we have Sn < L− δ. Because
Snd+1, .., Snd+1

is strictly increasing for each d, there are arbitrarily large d such that Snd+1 < L−δ.
But then Snd+1

<
√
SndSnd+1 and Snd+1

> L yields Snd > L + δ. So there are arbitrarily large d
such that Snd > L + δ, so Snd does not converge to L. Contradiction. So Sn does converge to L,
so (ii) holds, as required.

11.5.4 Theorem 7: properties of the covariance kernel Cτ(c)

Theorem 7. Assume τ is piecewise 5-differentiable. Consider Cτ (c) defined on [0, 1]. Let aτs+ bτ
be the least squares linear fit to τ under N (0, 1) and let τ̃ = τ − aτs− bτ . Then

(a) Cτ is differentiable and C′τ = Cτ ′ .

(b) Cτ is increasing, convex and for all c > 0, ε > 0 with c + 3ε ≤ 1 we have Cτ (c + 3ε) −
3Cτ (c+ 2ε) + 3Cτ (c+ ε)− Cτ (c) ≥ 0.

(c) (i) Cτ (c) = Cτ̃ (c)+a2
τc+ b2

τ , (ii) Cτ̃ (0) = 0, (iii) Cτ (0) = b2
τ , (iv) C′τ̃ (0) = 0, (v) C′τ (0) = a2

τ ,
(vi) CAR(τ,N (0, 1)) = Cτ (0)

Cτ (1)
, (vii) LAR(τ,N (0, 1)) = C′τ (0)

Cτ (1)
and (viii) Cτ is linear if and

only if τ is linear.

Now also assume τ is not linear. Then, for the normalized covariance kernel C̃τ (c) = Cτ (c)
Cτ (1)

exactly
one of three cases hold on [0, 1].
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1. There is a stable fixed point at clim = 1 with exponential convergence rate and no other fixed
point. 0 < C̃′τ (1) < 1 holds.

2. There is a stable fixed point at clim = 1 with sub-exponential convergence rate and no other
fixed point. C̃′τ (1) = 1 holds.

3. There is an unstable fixed point at 1 and there is exactly one other fixed point clim in [0, 1),
which is stable. C̃′τ (1) > 1 and 1 > C̃′τ (c

lim) ≥ 0 hold. The convergence rate is super-
exponential or exponential depending on whether C̃′τ (c

lim) = 0 holds.

In particular, there exists exactly one stable fixed point clim and iterating C̃τ will lead to convergence
towards clim from any starting point.

Proof. Like the proof of theorem 2, this proof proceeds in a number of stages, where each stage
builds upon the results of previous stages. It is easy to check that an alternative definition for
Cτ (c) is Es,t∼N (0,1)τ(s)τ(cs +

√
1− c2t). Throughout this proof, let s and t be independent unit

Gaussians.

Stage 1: Assume τ is twice differentiable. Then for 1 > c ≥ 0, Cτ is differentiable at c and
C′τ (c) = Cτ ′(c).

Throughout stage 1, consider 1 > c ≥ 0 fixed and consider Cτ defined on [−1, 1]. Let |ε| < 1
2
(1−c)

and let

γ =
2cε− ε2

1− c2

and

δ = −εs−
√

1− c2t+
√

1− (c− ε)2t

Then we have

δ = −εs+
√

1− c2t(
√

1 + γ − 1) = −εs+
√

1− c2t(
1

2
γ + r(γ)γ2)

where r(γ) is derived from the Taylor expansion of the square root about 1. All values between 1

and 1 + γ are contained in the interval [
1− 1

4
(1+c)2

1−c2 , 1
1−c2 ]. Because the square root is twice differen-

tiable in that interval with a bounded second derivative, the Lagrange form of the remainder yields
that |r(γ)| is bounded. Let the bound be R. Then

Cτ (c− ε)− Cτ (c)

= Es,tτ(s)τ((c− ε)s+
√

1− (c− ε)2t)− Es,tτ(s)τ(cs+
√

1− c2t)

= Es,tτ(s)
(
τ(cs+

√
1− c2t+ δ)− τ(cs+

√
1− c2t)

)
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= Es,tτ(s)
(
τ(cs+

√
1− c2t) + δτ ′(cs+

√
1− c2t)

+
1

2
δ2h(cs+

√
1− c2t, δ)− τ(cs+

√
1− c2t)

)
= Es,tτ(s)

(
(−εs+

√
1− c2t(

1

2
γ + r(γ)γ2))τ ′(cs+

√
1− c2t)

+
1

2
(−εs+

√
1− c2t(

1

2
γ + r(γ)γ2))2h(cs+

√
1− c2t, δ)

)
= Es,t

(
ε(−s+

c√
1− c2

t)τ(s)τ ′(cs+
√

1− c2t)

+ε2(P0 + P1h(cs+
√

1− c2t, δ))
)

Here, h is derived from the Taylor expansion of τ about cs +
√

1− c2t. Because τ is twice
differentiable, the Lagrange form of the remainder yields h(cs +

√
1− c2t, δ) = τ ′′(s′) for some

s′ with cs +
√

1− c2t ≤ s′ ≤ cs +
√

1− c2t + δ. This in turn yields |h(cs +
√

1− c2t, δ)| ≤
T2(|s|+ |t|), where T2 is defined as in section 11.1.3.

Here, P0 and P1 can be considered low-order polynomials of s, t, ε, r, τ(s) and τ ′(cs+
√

1− c2t)
terms. (Remember that c is a constant.)

First consider Es,t(P0 + P1h(cs +
√

1− c2t, δ)), the coefficient of ε2. Let P+
0 and P+

1 be the
polynomials that are equal to P0 and P1, except each term has a positive sign. Then

∣∣∣Es,t(P0(s, t, ε, r, τ(s), τ ′(cs+
√

1− c2t))

+P1(s, t, ε, r, τ(s), τ ′(cs+
√

1− c2t))h(cs+
√

1− c2t, δ)
)∣∣∣

≤ Es,t
(
P+

0 (|s|, |t|, 1

2
(1− c), R, |τ(s)|, |τ ′(cs+

√
1− c2t)|)

+P+
1 (|s|, |t|, 1

2
(1− c), R, |τ(s)|, |τ ′(cs+

√
1− c2t)|)T2(|s|+ |t|)

)
Using the “full force” of assumption 6, this bound is finite. Since it is also independent of ε, we
have limε→0 ε|Es,t(P0 + P1h)| = 0, so limε→0 εEs,t(P0 + P1h) = 0.

Now consider Es,t(−s + c√
1−c2 t)τ(s)τ ′(cs +

√
1− c2t), the coefficient of ε. Let u be a 2-

dimensional unit Gaussian column vector. Then we can rewrite the coefficient using vector no-
tation as

Es,t
((
−1 c√

1−c2

)
u
)
τ
( (

1 0
)
u
)
τ ′
( (
c
√

1− c2
)
u
)

Because the distribution of u is spherically symmetric, it is invariant under multiplication with an
orthogonal matrix. Let

A =

(
c −

√
1− c2

√
1− c2 c

)
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It is easy to check that A is orthogonal. Therefore we can continue transforming the coefficient as
follows.

= Es,t
((
−1 c√

1−c2

)
Au
)
τ
( (

1 0
)
Au
)
τ ′
( (
c
√

1− c2
)
Au
)

= Es,t
((

0 1√
1−c2

)
u
)
τ
( (
c −

√
1− c2

)
u
)
τ ′
( (

1 0
)
u
)

= Es,t
1√

1− c2
tτ(cs−

√
1− c2t)τ ′(s)

=
1√

1− c2
Es
(
τ ′(s)Ettτ(cs−

√
1− c2t)

)
We further have

Etτ ′(cs+
√

1− c2t)

=

∫ ∞
t=−∞

τ ′(cs−
√

1− c2t)n(t)dµ1

= [− 1√
1− c2

τ(cs−
√

1− c2t)n(t)]∞−∞

−
∫ ∞
t=−∞

(
− 1√

1− c2
τ(cs−

√
1− c2t)

)
(−tn(t))dµ1

= − 1√
1− c2

Ettτ(cs−
√

1− c2t)

Here, we use integration by parts. This is allowed because n(t) is absolutely continuous and τ ′ is
integrable. Continuing the previous chain of equations, we have

1√
1− c2

Es
(
τ ′(s)Ettτ(cs−

√
1− c2t)

)
=

1√
1− c2

Es
(
τ ′(s)(−

√
1− c2Etτ ′(cs+

√
1− c2t))

)
= −Es,tτ ′(s)τ ′(cs+

√
1− c2t)

Putting everything together, we obtain

Cτ ′(c)

= Es,tτ ′(s)τ ′(cs+
√

1− c2t)

= −Es,t(−s+
c√

1− c2
t)τ(s)τ ′(cs+

√
1− c2t)
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− lim
ε→0

εEs,t(P0 + P1h(cs+
√

1− c2t, δ))

= − lim
ε→0

1

ε
Es,t
(
ε(−s+

c√
1− c2

t)τ(s)τ ′(cs+
√

1− c2t)

+ε2(P0 + P1h(cs+
√

1− c2t, δ))
)

= − lim
ε→0

Cτ (c− ε)− Cτ (c)

ε
= C′τ (c)

as required.

Stage 2: Assume τ is thrice differentiable. Then Cτ is differentiable at 1 and C′τ (1) = Cτ ′(1).

Let 1 ≥ ε > 0 and let δ = −εs+
√
ε
√

2− εt. Then we have

δ = −εs+
√

2ε
1
2 t− 1

2
√

2
ε
3
2 t+ r(ε)ε

5
2 t

where r(ε) is derived from the Taylor expansion of the square root about 2. All values between
2−ε and 2 are contained in the interval [1, 2]. Because the square root is twice differentiable in that
interval with a bounded second derivative, the Lagrange form of the derivative yields that |r(ε)| is
bounded. Let the bound be R. Then

Cτ (1− ε)− Cτ (1)

= Es,tτ(s)
(
τ((1− ε)s+

√
ε
√

2− εt)− τ(s)
)

= Es,tτ(s)
(
τ(s+ δ)− τ(s)

)
= Es,tτ(s)

(
τ(s) + δτ ′(s) +

1

2
δ2τ ′′(s) +

1

6
δ3h(s, δ)− τ(s)

)
= Es,tτ(s)

(
(−εs+

√
2ε

1
2 t− 1

2
√

2
ε
3
2 t+ r(ε)ε

5
2 t)τ ′(s)

+
1

2
(−εs+

√
2ε

1
2 t− 1

2
√

2
ε
3
2 t+ r(ε)ε

5
2 t)2τ ′′(s)

+
1

6
(−εs+

√
2ε

1
2 t− 1

2
√

2
ε
3
2 t+ r(ε)ε

5
2 t)3h(s, δ)

)
= Es,t

(√
2ε

1
2 tτ(s)τ ′(s)− εsτ(s)τ ′(s)

+εt2τ(s)τ ′′(s) + ε
3
2 (P0 + P1h(s, δ))

)
= Es,t

(
ε(−sτ(s)τ ′(s) + τ(s)τ ′′(s)) + ε

3
2 (P0 + P1h(s, δ))

)
The last step uses Et = 0 and Et2 = 1.
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Here, h is derived from the Taylor expansion of τ about s. Because τ is thrice differentiable, the
Lagrange form of the remainder yields h(s, δ) = τ ′′′(s′) for some s′ with s ≤ s′ ≤ s + δ. This in
turn yields |h(s, δ)| ≤ T3(|s|+ |t|), where T3 is defined as in section 11.1.3.

Here, P0 and P1 are low-order polynomials of s, t,
√
ε, r, τ(s), τ ′(s) and τ ′′(s) terms. (Remember

that c is a constant.)

First consider Es,t(P0 + P1h(s, δ)), the coefficient of ε
3
2 . Let P+

0 and P+
1 be the polynomials that

are equal to P0 and P1, except each term has a positive sign. Then

∣∣∣Es,t(P0(s, t,
√
ε, r, τ(s), τ ′(s), τ ′′(s)) +

P1(s, t,
√
ε, r, τ(s), τ ′(s), τ ′′(s))h(s, δ)

)∣∣∣
≤ Es,t

(
P+

0 (|s|, |t|, 1, R, |τ(s)|, |τ ′(s)|, |τ ′′(s)|)

+P+
1 (|s|, |t|, 1, R, |τ(s)|, |τ ′(s)|, |τ ′′(s)|)T3(|s|+ |t|)

)
Again, by assumption 6, this bound is finite. So limε→0

√
ε|Es,t(P0 + P1h)| = 0, so

limε→0

√
εEs,t(P0 + P1h) = 0.

Now consider Es,t(−sτ(s)τ ′(s) + τ(s)τ ′′(s)), the coefficient of ε. Using integration by parts, we
have

Esτ ′(s)2

=

∫ ∞
s=−∞

τ ′(s)
(
τ ′(s)n(s)

)
dµ1

= [τ(s)
(
τ ′(s)n(s)

)
]∞−∞ −

∫ ∞
s=−∞

τ(s)
(
τ ′′(s)n(s)− τ ′(s)sn(s)

)
dµ1

= Essτ(s)τ ′(s)− τ(s)τ ′′(s)

This is allowed because τ ′ is integrable and τ(s)n(s) is absolutely continuous. The latter follows
from assumption 6 applied to (τ(s)n(s))′ = τ ′′(s)n(s) − τ ′(s)sn(s). This yields that (τ(s)n(s))′

converges to zero as s → ∞ and s → −∞. Since (τ(s)n(s))′ is also continuous, it is bounded.
Hence, τ(s)n(s) is indeed absolutely continuous.

Putting everything together, we obtain

Cτ ′(1)

= Esτ ′(s)2

= Es(sτ(s)τ ′(s)− τ(s)τ ′′(s))− lim
ε→0

√
εEs,t(P0 + P1h(s, δ))

= − lim
ε→0

1

ε
Es,t
(
ε(−sτ(s)τ ′(s) + τ(s)τ ′′(s)) + ε

3
2 (P0 + P1h(s, δ))

)
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= − lim
ε→0

Cτ (1− ε)− Cτ (1)

ε
= C′τ (1)

as required.

Stage 3: Assume τ is 5-differentiable. Then Cτ is thrice differentiable and C′τ = Cτ ′ ≥ 0, C′′τ =
Cτ ′′ ≥ 0 and C′′′τ = Cτ ′′′ ≥ 0.

Stages 1 and 2 together yield C′τ = Cτ ′ for all c. Since both τ ′ and τ ′′ are thrice differentiable,
we can apply those stages to these functions to obtain Cτ ′′ = C′τ ′ = (Cτ ′)

′ = (C′τ )
′ = C′′τ and

Cτ ′′′ = C′τ ′′ = (Cτ ′′)
′ = (C′′τ )

′ = C′′′τ as required. Applying proposition 13 to Cτ ′ , Cτ ′′ and Cτ ′′ , we
obtain that they are non-negative.

Stage 4: (a) and (b) hold under the conditions of the theorem.

Throughout the remainder of this proof, we will continue to use the τ ′ notation even though τ is
not differentiable everywhere. The following rules apply:

• In the context of integration, τ ′ may be chosen to refer to either the left or right derivative
at any point where τ is not differentiable. Since expressions involving either or both the
left and right derivative are assumed to be integrable by assumption 6, and valid Lebesgue
integrals are not affected when altering the value of the integrand at a finite number of points,
this choice is immaterial.

• In the context of bounding τ ′, any bound has to apply to both the left and right derivative.

If τ is piecewise 5-differentiable with a single piece encompassing R, stage 4 follows directly
from stage 3. So now assume there are two or more pieces. Denote the boundaries of the
intervals corresponding to the pieces by s1, .., sD where D ≥ 1. These intervals are then
(∞, s1], [s1, s2], .., [sD−1, sD], [sD,∞) and there are D + 1 of them. Let (ε)n, n ≥ 0 be a positive
decreasing sequence that converges to zero, where also ε0 < 1

2
(sd+1 − sd) for all 1 ≤ d ≤ D − 1.

Then for any n the intervals [sd−εn, sd+εn], 1 ≤ d ≤ D are all disjoint. Denote the union of those
intervals by In. Then each of the In is contained in I0. Since τ is continuous and I0 is bounded,
there is a bound V for |τ | across I0. Since τ is continuously differentiable on each of [sd − ε0, sd],
1 ≤ d ≤ D and [sd, sd + ε0], 1 ≤ d ≤ D, τ ′ is bounded on each of those intervals. Since there are
a finite number of such intervals, we can let some G be an upper bound for |τ ′| across I0.

For each n, we want to choose an activation function τn that is equal to τ everywhere except on
In and 5-differentiable everywhere. We can choose such a τn by simply matching the function
value and first five derivatives of τ at the boundary points of In. Because |τ | is bounded by V
on In, we can choose a τn such that |τn| is bounded by, say, 2V on In. Since |τ ′| is bounded
by G on the [sd − εn, sd] and the [sd, sd + εn], by the intermediate value principle, we have that
|τ(sd)− τ(sd − εn)| ≤ Gεn and |τ(sd + εn)− τ(sd)| ≤ Gεn, so the absolute value of the slope of
the line segment from (sd− εn, τ(sd− εn)) to (sd + εn, τ(sd + εn)) is at most G. Therefore we can
choose τn so that |τ ′n| is bounded by, say, 2G on In. Bounding τn also means that it is integrable
with respect to any Gaussian measure.

Let µn =
∫
s∈In n(s)dµ1. Then we have µn < 2Dεn. We have
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|Cτ (c)− Cτn(c)|

=
∣∣∣Es,t(τ(s)τ(cs+

√
1− c2t)− τn(s)τn(cs+

√
1− c2t)

)∣∣∣
≤ Es,t

∣∣∣τ(s)τ(cs+
√

1− c2t)− τn(s)τn(cs+
√

1− c2t)
∣∣∣

≤ Es,t
∣∣∣τ(s)τ(cs+

√
1− c2t)− τn(s)τ(cs+

√
1− c2t)

∣∣∣
+Es,t

∣∣∣τn(s)τ(cs+
√

1− c2t)− τn(s)τn(cs+
√

1− c2t)
∣∣∣

= Es,t|τ(cs+
√

1− c2t)||τ(s)− τn(s)|
+Es,t|τn(s)||τ(cs+

√
1− c2t)− τn(cs+

√
1− c2t)|

≤ Es,t|τ(cs+
√

1− c2t)||τ(s)− τn(s)|
+Es,t(|τ(s)|+ |τ(s)− τn(s)|)|τ(cs+

√
1− c2t)− τn(cs+

√
1− c2t)|

= Es,t1s∈In|τ(cs+
√

1− c2t)||τ(s)− τn(s)|
+Es,t1cs+√1−c2t∈In|τ(s)||τ(cs+

√
1− c2t)− τn(cs+

√
1− c2t)|

+Es,t1s∈In and cs+
√

1−c2t∈In|τ(s)− τn(s)||τ(cs+
√

1− c2t)− τn(cs+
√

1− c2t)|
≤ Es,t1s∈In|τ(cs+

√
1− c2t)|(|τ(s)|+ |τn(s)|)

+Es,t1cs+√1−c2t∈In|τ(s)|(|τ(cs+
√

1− c2t)|+ |τn(cs+
√

1− c2t)|)
+Es,t1s∈In and cs+

√
1−c2t∈In(|τ(s)|+ |τn(s)|)(|τ(cs+

√
1− c2t)|+ |τn(cs+

√
1− c2t)|)

≤ 3V Es,t1s∈In|τ(cs+
√

1− c2t)|+ 3V Es,t1cs+√1−c2t∈In|τ(s)|+ 9V 2Es,t1s∈In

Let u be a 2-dimensional unit Gaussian column vector. Because the distribution of u is spherically
symmetric, it is invariant under multiplication with an orthogonal matrix. Let

A =

(
c −

√
1− c2

√
1− c2 c

)
It is easy to check that A is orthogonal. Then using vector notation we obtain

Es,t1cs+√1−c2t∈In|τ(s)|
= Eu1(c √1− c2

)
u∈In
|τ(
(
1 0

)
u)|

= Eu1(c √1− c2
)
Au∈In

|τ(
(
1 0

)
Au)|

= Eu1(1 0
)
u∈In
|τ(
(
c −

√
1− c2

)
u)|

= Es,t1s∈In|τ(cs−
√

1− c2t)|
= Es,t1s∈In|τ(cs+

√
1− c2t)|

The last step uses that the distribution of t is symmetric about zero. Continuing the long chain of
equations from above we have
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3V Es,t1s∈In|τ(cs+
√

1− c2t)|+ 3V Es,t1cs+√1−c2t∈In|τ(s)|+ 9V 2Es,t1s∈In
= 6V Es,t1s∈In|τ(cs+

√
1− c2t)|+ 9V 2µn

= 6V

∫
s∈In

(
Et|τ(cs+

√
1− c2t)|

)
n(s)dµ1 + 9V 2µn

We have Et|τ(cs +
√

1− c2t)| = Ez|τ(z)|, where z has mean cs and standard deviation
√

1− c2.
So the standard deviation of z is bounded by 1. Further, |cs| is bounded by max(|s1−ε0|, |sD+ε0|).
Further, |τ | is continuous, so it is bounded on any bounded interval. So by lemma 10, we have that
Ez|τ(z)| is bounded across c and s. Let that bound be B. Then

6V

∫
s∈In

(
Et|τ(cs+

√
1− c2t)|

)
n(s)dµ1 +9V 2µn ≤ 6V Bµn+9V 2µn ≤ 12V BDεn+18V 2Dεn

So in summary, we have |Cτ (c) − Cτn(c)| ≤ 12V BDεn + 18V 2Dεn. Analogously, we obtain
|Cτ ′(c)− Cτ ′n(c)| ≤ 12GBDεn + 18G2Dεn. The only difference in the derivation is that |τ ′| is not
continuous. However, |τ ′| is continuous on each of a finite set of pieces, so |τ ′| is still bounded on
any bounded interval via the maximum of the piecewise bounds. So lemma 10 still applies.

Both 12V BDεn + 18V 2Dεn and 12GBDεn + 18G2Dεn are independent of c, so Cτn converges
uniformly to Cτ and Cτ ′n converges uniformly to Cτ ′ . Since also C′τn = Cτ ′n by stage 4, we have
C′τ = Cτ ′ . This is (a).

By stage 3, all the Cτn have the properties in (b). It is easy to check that these properties are also
preserved under uniform function convergence.

Stage 5: (c) holds under the conditions of the theorem.

Using lemma 11, we have

Cτ (c)

= Es,tτ(s)τ(cs+
√

1− c2t)

= Es,t(τ̃(s) + aτs+ bτ )(τ̃(cs+
√

1− c2t) + aτ (cs+
√

1− c2t) + bτ )

= Es,t
(
τ̃(s)τ̃(cs+

√
1− c2t) + τ̃(s)aτ (cs+

√
1− c2t)

+τ̃(s)bτ + aτsτ̃(cs+
√

1− c2t) + a2
τs(cs+

√
1− c2t) + aτbτs

+bτ τ̃(cs+
√

1− c2t) + aτbτ (cs+
√

1− c2t) + b2
τ

)
=

(
Es,tτ̃(s)τ̃(cs+

√
1− c2t) + aτcEssτ̃(s) + aτ

√
1− c2Esτ̃(s)Ett

+bτEsτ̃(s) + aτEs,tsτ̃(cs+
√

1− c2t) + a2
τcEss2 + a2

τ

√
1− c2EssEtt+ aτbτEss

+bτEs,tτ̃(cs+
√

1− c2t) + aτbτcEss+ aτbτ
√

1− c2Ett+ b2
τ

)
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=
(
Es,tτ̃(s)τ̃(cs+

√
1− c2t) + aτEs,tsτ̃(cs+

√
1− c2t)

+a2
τc+ bτEs,tτ̃(cs+

√
1− c2t) + b2

τ

)
cs+

√
1− c2t is unit Gaussian just as s, so Es,tτ̃(cs+

√
1− c2t) = Esτ̃(s) = 0.

Let u be a 2-dimensional unit Gaussian column vector. Because the distribution of u is spherically
symmetric, it is invariant under multiplication with an orthogonal matrix. Let

A =

(
c −

√
1− c2

√
1− c2 c

)
It is easy to check that A is orthogonal. Using vector notation, we have

Es,tsτ̃(cs+
√

1− c2t)

= Eu
( (

1 0
)
u
)
τ
( (
c
√

1− c2
)
u
)

= Eu
( (

1 0
)
Au
)
τ
( (
c
√

1− c2
)
Au
)

= Eu
( (
c −

√
1− c2

)
u
)
τ
( (

1 0
)
u
)

= Es,t(cs−
√

1− c2t)τ̃(s)

= cEssτ̃(s)−
√

1− c2Esτ̃(s)Ett
= 0

So we obtain

Cτ (c)

= Es,tτ̃(s)τ̃(cs+
√

1− c2t) + aτEs,tsτ̃(cs+
√

1− c2t)

+a2
τc+ bτEs,tτ̃(cs+

√
1− c2t) + b2

τ

= Es,tτ̃(s)τ̃(cs+
√

1− c2t) + a2
τc+ b2

τ

= Cτ̃ (c) + a2
τc+ b2

τ

This is (i). Throughout the rest of this stage, we will repeatedly use lemma 11. We have

Cτ̃ (0)

= Es,tτ̃(s)τ̃(t)

= (Esτ̃(s))2

= 0
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This is (ii).

Cτ (0)

= Cτ̃ (0) + 0a2
τ + b2

τ

= b2
τ

This is (iii).

C′τ̃ (0)

= Cτ̃ ′(0)

= Es,tτ̃ ′(s)τ̃ ′(t)
= (Esτ̃ ′(s))2

=
(∫

R
τ̃ ′(s)n(s)dµ1

)2

=
(

[τ̃(s)n(s)]∞−∞ −
∫
R
τ̃(s)(−sn(s))dµ1

)2

=
(∫

R
sτ̃(s)n(s)dµ1

)2

= (Essτ̃(s))2

= 0

Here, we use integration by parts, which is allowed because τ ′, and hence τ̃ ′, is integrable and
n(s) is uniformly continuous. We also use that τ̃ is piecewise 5-differentiable since τ is. Thus, we
obtain (iv).

C′τ (0)

= Cτ ′(0)

= (Esτ ′(s))2

= (Essτ(s))2

= a2
τ

This is (v). We use integration by parts as above.

CAR(τ,N (0, 1))

=
(bτ + aτEss)2

Esτ(s)2

=
b2
τ

Esτ(s)2
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=
Cτ (0)

Cτ (1)

This is (vi).

LAR(τ,N (0, 1))

=
Es((s− Ess)aτ )2

Esτ(s)2

=
a2
τEss2

Esτ(s)2

=
C′τ (0)

Cτ (1)

This is (vii). If τ is linear, then τ̃ is the zero function and so Cτ̃ is the zero function. Hence, Cτ (c) =
a2
τc+ b2

τ , which is linear. Conversely, if Cτ is linear, then so is Cτ̃ . Since Cτ̃ (0) = C′τ̃ (0) = 0, Cτ̃ is
the zero function, and so Cτ̃ (1) = Eτ̃(s)2 = 0. Since τ̃(s)n(s) is continuous, by the contrapositive
of lemma 8, τ̃ is the zero function, and so τ is linear. This yields (viii), which completes the stage.

Stage 6: The second part of the theorem holds.

We have Cτ (1) = Esτ(s)2. Because τ is not linear, it is not zero everywhere. Hence we can apply
lemma 8 to τ(s)2n(s) to obtain Cτ (1) > 0. Hence, C̃τ is valid. Also, theorem statement (b) clearly
holds for C̃τ and theorem statement (a) implies that C̃τ is differentiable.

It is obvious that no two of the three convergence cases can hold simultaneously. We will now
show that at least one of them holds. Clearly, 1 is a fixed point of C̃τ . We will now consider three
distinct possibilities based on the number of other fixed points.

Possibility 1: C̃τ (c) has no fixed points apart from c = 1.

Because C̃τ is increasing, we have C̃′τ (1) ≥ 0. Because C̃τ is convex and increasing, C̃′τ (1) = 0
implies that C̃τ is constant. This would contradict proposition 12 since τ is non-constant. Hence,
C̃′τ (1) > 0.

If 1 > C̃′τ (1) > 0, convergence case 1 holds. If C̃′τ (1) = 1, convergence case 2 holds. Finally,
assume that C̃′τ (1) > 1. Then there is a c such that C̃τ (c) < c. But we also have that C̃τ (0) ≥ 0 by
proposition 13, that C̃τ is continuous and that there is no fixed point besides 1. Contradiction.

Possibility 2: C̃τ (c) has exactly one fixed point apart from c = 1.

Let this fixed point be clim < 1. Because C̃τ is continuous, it is either above or below the diagonal
in [clim, 1]. It cannot lie above the diagonal, else the chord from C̃τ (c

lim) to C̃τ (1) lies below C̃τ . So
C̃τ lies below the diagonal. Let 1 > c2 > clim. Then C̃τ (1)−C̃τ (c2)

1−c2 > 1 and C̃τ (c2)−C̃τ (clim)
c2−clim < 1. By

the intermediate value principle and because C̃τ is convex, we have C̃′τ (1) > 1 and C̃′τ (c
lim) < 1.

Because C̃τ is increasing, C̃′τ (c
lim) ≥ 0, so convergence case 3 holds.

Possibility 3: C̃τ (c) has more than one fixed point apart from c = 1.

Let c1 be the infimum of all fixed points. Because C̃τ is continuous, c1 is itself a fixed point.
Under possibility 3, there exists an additional fixed point c2 such that 1 > c2 > c1. Consider
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some c2 > c3 > c1. Because the chord from C̃τ (c1) to C̃τ (c2) cannot lie below C̃τ (c3), we must
have C̃τ (c3) ≤ c3. Because the chord from C̃τ (c3) to C̃τ (1) cannot lie below C̃τ (c2), we must have
C̃τ (c3) ≥ c3. Hence, C̃τ (c3) = c3. Now consider some c3 > c2. Because the chord from C̃τ (c2)
to C̃τ (1) cannot lie below C̃τ (c3), we must have C̃τ (c3) ≤ c3. Because the chord from C̃τ (c1) to
C̃τ (c3) cannot lie below C̃τ (c2), we must have C̃τ (c3) ≥ c3. Hence, C̃τ (c3) = c3. In summary, we
have C̃τ (c) = c for all c ≥ c1. Assume c1 = 0. Then C̃τ (c) = c for all c and so C is linear. So by
stage 5, τ is linear. Contradiction. So c1 > 0. Let ε < min(1

2
(1 − c1), c1) and let c4 = c1 − ε. It

is easy to check that c4, c4 + ε, c4 + 2ε and c4 + 3ε are in [0, 1]. Since the chord from C̃τ (c4) to
C̃τ (1) cannot lie below C̃τ (c1), we have C̃τ (c4) ≥ c4. Because c4 is not a fixed point, we further
have C̃τ (c4) > c4. But then C̃τ (c4 + 3ε)− 3C̃τ (c4 + 2ε) + 3C̃τ (c4 + ε)− C̃τ (c4) = c4− C̃τ (c4) < 0.
Contradiction. So possibility 3 is invalid. This completes the proof.

11.6 Mean field theory of batch normalization

There are two theoretical results covered in this chapter that do not straightforwardly extend to
the case where an A-architecture contains batch normalization layers: theorem 5 and proposition
19. As throughout most of this work, as discussed in section 2.4.1.1, we relegate the BN case
to its own section so that we can present the BN-free case without the additional conceptual and
notational complexity that BN brings with it. As usual, we conceptualize an architecture with BN
as a function that takes not an individual input, but a batch of inputs in addition to a parameter.
We formalize our notation, terminology and conventions for this situation in subsection 11.6.1. In
subsection 11.6.2, we give a single lemma that is used to model the limit of expectation operators
as the batch size converges to infinity. Finally, we give and prove generalizations of theorem 5 and
proposition 19 to the BN case in subsections 11.6.3 and 11.6.4 respectively.

Both results rely on taking the limit of batch size to infinity. To our knowledge, this is a novel
approach in mean field theory. For layer normalization, taking the width of layers to infinity means
that the moments used for normalization are taken over an infinite sample. This allows us to replace
these random moments with their almost sure limit, which yields the very simple calculation rules
in table 5.3. For batch normalization, the strategy is analogous. When taking the batch size to
infinity, the random moments taken across the batch can also be replaced by their almost sure
limit, which yields equally simple calculation rules. Conditional on these limits, the propagation
of individual inputs and their gradients becomes effectively independent of the batch. Considering
this similarity, the form of theorem 5 for the BN case is ultimately analogous to the LN case, except
that three limit operators are present instead of two.

The generalization of proposition 19 is less intuitive. Table 5.3 implies that d
dq′

C(q, q′)|q′=q, the
derivative of the covariance kernel used in section 5.4.5, is zero if there is no directed path from
input to output layer in the layer graph not containing a BN layer. To explain this, we must consider
the elem-like(q, c) condition on the input distribution. It implies that the q and c parameter affect
not only the square mean and co-mean of one or two inputs, but of almost all inputs. Varying the
c parameter changes the co-mean of f(x) and f(x′) as the co-mean of x and x′ varies, and as the
co-mean of x and x′ with other inputs varies as well. Varying the co-mean with other inputs is
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immaterial if the architecture does not contain BN as those other inputs do not affect the value
of f(x) and f(x′). However, if the architecture does contain BN, varying c effectively varies not
just the co-mean of x and x′, but the function f itself via its dependence on the batch. In order
to eliminate this side effect, we need to allow the co-mean of x and x′ to differ from all other
co-means. We call this “special” co-mean the r parameter. Based on this insight, we prove an
extension to theorem 5 that establishes calculation rules for the mean field limit of the co-mean
of fl(x) and fl(x′), which we term rl. Finally, we replace d

dq′
C(q, q′)|q′=q by a covariance kernel

derivative that represents drL
dr
|r=q, and we obtain the desired result.

11.6.1 Additional notation, terminology and conventions

The following notation, terminology and conventions (NTCs) apply throughout the remainder of
this section, and hence throughout the remainder of this chapter. We say a ‘batch input’ or simply
‘batch’ X is a tuple (x(1), .., x(B)) of ‘individual inputs’ or simply ‘inputs’, which are vectors of
dimensionality din. B denotes batch size. An A-architecture f is a function that given a parameter
θ and batch input X returns a ‘batch output’ f(X). We say it is composed of ‘big layers’ fl, 0 ≤
l ≤ L that form a ‘big layer graph’. A big layer fl is composed of ‘small layers’ fl,b, 1 ≤ b ≤ B.
We refer to l as the ‘big layer index’ and b as the ‘batch index’. When propagating X forward,
a small layer represents the value obtained for an individual input and a big layer represents the
value obtained jointly for all individual inputs. We use the terms ‘FC layer’, ‘BN layer’, etc. to
refer to both big and small layers. Sometimes we will also just use the term ‘layer’ when we do not
need to be precise or big vs small is clear from context. A BN big layer fl = (fl,1, .., fl,B) takes in
all values in (fk,1, .., fk,B) and applies the BN operation. All other big layers apply their operation
batch index-wise. The small layers form a small layer graph. All small layers except BN small
layers are only dependent on other small layers with the same batch index, whereas a BN small
layer fl,b is dependent on B small layers with varying batch index but only a single big layer index
k. Quantities associated with big layers, such as weight matricesWl, bias vectors βl, regularization
parameters εl, activation functions τl and addition weights wl,κl , are shared across batch indices.

We further overload our notation by letting X refer to the vector that is obtained by concatenating
the individual inputs in X and letting fl refer to the function that is obtained by concatenating
the outputs of the fl,b. Based on this, we write Jl,m = dfl

dfm
for the derivative of one big layer with

respect to another, which is a matrix of sizeBdMF
l ×BdMF

m . We write Jl,m,b =
dfl,b
dfm

for the derivative
of a small layer with respect to a big layer.

The properties of A-architectures given in section 5.3.1 generalize to the BN case by (i) having
terms such as d0 and dldMF refer to the width of small layers and (ii) considering that f has a single
input and output big layer but B input and output small layers and (iii) replacing the phrase “layer
graph” with “big layer graph”. For example, an A-architecture may contain two consecutive BN
big layers even though this would violate property 22.11 if we considered the small layer graph
instead.

Since mean field architectures have no BN layers and are naturally capable of having multiple
input and output layers, we do not have to change our definition of them to accommodate the BN
case. We will only tweak our notation slightly as will become clear in the proof of section 11.6.3.
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Given these definitions, all other NTCs used throughout the remainder of this chapter are either
identical to or canonical generalizations of the corresponding concepts from earlier in this chapter.

11.6.2 Lemma

Lemma 18. Let ...

• ... G and H be functions RdG → R.

• ... (χ)d be a sequence of dG-dimensional random vectors where χd ∼ N (0,Σd) for some
Σd.

• ... χ̂ be a dG-dimensional random vector where χ̂ ∼ N (0, Σ̂)

• ... (ωG)d and (ωH)d be sequences of dG-dimensional random vectors.

Assume:

• Σ̂ is positive definite.

• Σd → Σ̂ as d→∞.

• There exists a B > 0 such that for all d, the components of ωGd and ωHd have absolute value
less than B.

• ωGd and ωHd converge almost surely to some vectors ω̂G and ω̂H elementwise as d→∞.

• G and H are differentiable

• G, Gmax(χ) = maxχ′:||χ′||2≤||χ||2 |G(χ′)|, Gmaxg(χ) = maxχ′:||χ′||2≤||χ||2

∣∣∣∣∣∣dG(χ′)
dχ

∣∣∣∣∣∣
2
, H , Hmax,

Hmaxg, GmaxHmax, ||χ||2GmaxgHmax, ||χ||2GmaxHmaxg, ||χ||22GmaxgHmaxg and Gcombo(χ) =
G(ω̂G.χ)H(ω̂H .χ) are integrable with respect to any Gaussian measure.

Then
lim
d→∞

EG(ωGd .χd)H(ωHd .χd) = EG(ω̂G.χ̂)H(ω̂H .χ̂)

where the expectation is taken jointly over all random vectors that occur in the expression and
vec1.vec2 denotes the elementwise product of two vectors as usual.

Proof. We argue by contradiction. Assume there is an ε such that |EG(ωGd .χd)H(ωHd .χd) −
EG(ω̂G.χ̂)H(ω̂H .χ̂)| > ε for arbitrarily large d. Let B2 be 1 or the largest absolute value among
components in either ω̂G or ω̂H , whichever is larger. Then for any d and 0 < δ < B2 we have

|EG(ωGd .χd)H(ωHd .χd)− EG(ω̂G.χ̂)H(ω̂H .χ̂)|
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≤ |EG(ωGd .χd)H(ωHd .χd)− EG(ω̂G.χd)H(ω̂H .χd)|
+|EG(ω̂G.χd)H(ω̂H .χd)− EG(ω̂G.χ̂)H(ω̂H .χ̂)|

≤
∣∣∣ ∫
|ωGd [i]−ω̂G[i]|<δ and |ωHd [i]−ω̂H [i]|<δ for all i

G(ωGd .χd)H(ωHd .χd)−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

+
∣∣∣ ∫
|ωGd [i]−ω̂G[i]|≥δ or |ωHd [i]−ω̂H [i]|≥δ for some i

G(ωGd .χd)H(ωHd .χd)−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

+|EG(ω̂G.χd)H(ω̂H .χd)− EG(ω̂G.χ̂)H(ω̂H .χ̂)|

dµ here is the joint measure of all random vectors. i ranges over all components of the ω. We will
address each of the three terms in turn.

First term: Denote the dG-dimensional gradient of G / H by G′ / H ′. Let χmax ∼ N (0, sI) be a
dG-dimensional Gaussian vector, where s is a positive constant larger than any eigenvalue of any of
the Σd or Σ̂. s exists because Σd converges. Using the Taylor expansion and the Lagrange form of
the remainder, we have, for some (random) χinter-G on the line segment between ω̂G.χd and ωGd .χd
and some (random) χinter-H on the line segment between ω̂H .χd and ωHd .χd, the following.

∣∣∣ ∫
|ωGd [i]−ω̂G[i]|<δ and |ωHd [i]−ω̂H [i]|<δ for all i

G(ωGd .χd)H(ωHd .χd)−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

=
∣∣∣ ∫

...

G(ω̂G.χd + (ωGd − ω̂G).χd)H(ω̂H .χd + (ωHd − ω̂H).χd)−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

=
∣∣∣ ∫

...

(
G(ω̂G.χd) +

∑
i

(
(ωGd − ω̂G).χd.G

′(χinter-G)
)
[i]
)
...

...
(
H(ω̂H .χd) +

∑
i

(
(ωHd − ω̂H).χd.H

′(χinter-H)
)
[i]
)

−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

=
∣∣∣ ∫

...

∑
i

(
(ωGd − ω̂G).χd.G

′(χinter-G)
)
[i]H(ω̂H .χd)

+
∑
i

(
(ωHd − ω̂H).χd.H

′(χinter-H)
)
[i]G(ω̂G.χd)

+
∑
i

(
(ωGd − ω̂G).χd.G

′(χinter-G)
)
[i]
∑
i

(
(ωHd − ω̂H).χd.H

′(χinter-H)
)
[i]dµ

∣∣∣
≤

∫
...

||(ωGd − ω̂G).χd||2||G′(χinter-G)||2|H(ω̂H .χd)|

+||(ωHd − ω̂H).χd||2||H ′(χinter-H)||2|G(ω̂G.χd)|
+||(ωGd − ω̂G).χd||2||G′(χinter-G)||2||(ωHd − ω̂H).χd||2||H ′(χinter-H)||2dµ

≤
∫
...

||(ωGd − ω̂G).χd||2Gmaxg(χinter-G)Hmax(ω̂H .χd)

+||(ωHd − ω̂H).χd||2Hmaxg(χinter-H)Gmax(ω̂G.χd)

+||(ωGd − ω̂G).χd||2Gmaxg(χinter-G)||(ωHd − ω̂H).χd||2Hmaxg(χinter-H)dµ
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≤
∫
...

∣∣∣∣|ωGd − ω̂G|.|χd|∣∣∣∣2Gmaxg(max(|ω̂G|, |ωGd |).|χd|)Hmax(|ω̂H |.|χd|)

+
∣∣∣∣|ωHd − ω̂H |.|χd|∣∣∣∣2Hmaxg(max(|ω̂H |, |ωHd |).|χd|)Gmax(|ω̂G|.|χd|)

+
∣∣∣∣|ωGd − ω̂G|.|χd|∣∣∣∣2Gmaxg(max(|ω̂G|, |ωGd |).|χd|)...

...
∣∣∣∣|ωHd − ω̂H |.|χd|∣∣∣∣2Hmaxg(max(|ω̂H |, |ωHd |).|χd|)dµ

≤
∫
...

∣∣∣∣2B2δ|χd|
∣∣∣∣

2
Gmaxg(2B2|χd|)Hmax(2B2|χd|)

+
∣∣∣∣2B2δ|χd|

∣∣∣∣
2
Hmaxg(2B2|χd|)Gmax(2B2|χd|)

+
∣∣∣∣2B2δ|χd|

∣∣∣∣
2
Gmaxg(2B2|χd|)

∣∣∣∣2B2δ|χd|
∣∣∣∣

2
Hmaxg(2B2|χd|)dµ

≤ δE
∣∣∣∣2B2χd

∣∣∣∣
2
Gmaxg(2B2χd)H

max(2B2χd) + δE
∣∣∣∣2B2χd

∣∣∣∣
2
Hmaxg(2B2χd)G

max(2B2χd)

+δ2E
∣∣∣∣2B2χd

∣∣∣∣2
2
Gmaxg(2B2χd)H

maxg(2B2χd)

≤ δE
∣∣∣∣2B2χ

max
∣∣∣∣

2
Gmaxg(2B2χ

max)Hmax(2B2χ
max)

+δE
∣∣∣∣2B2χ

max
∣∣∣∣

2
Hmaxg(2B2χ

max)Gmax(2B2χ
max)

+δ2E
∣∣∣∣2B2χ

max
∣∣∣∣2

2
Gmaxg(2B2χ

max)Hmaxg(2B2χ
max)

Here, all integrals are over the same set and max(., .) is taken elementwise when applied to vec-
tor(s). Since ||χ||2Gmaxg(χ)Hmax(χ), ||χ||2Gmax(χ)Hmaxg(χ) and ||χ||22Gmaxg(χ)Hmaxg(χ) are inte-
grable with respect to any Gaussian measure, each of the three expectations in the last line of the
derivation above is indeed finite. Since the above holds for any 0 < δ < B2, we can choose δ
small enough so that the expression on the last line is less than ε

3
. Fix δ to this value going forward.

The key to the above derivation is that Gmax, Gmaxg, Hmax, Hmaxg and ||.||2 depend only on the
length of their argument in a monotonically increasing fashion. Hence, increasing the length of
their argument does not reduce their value.

Second term: Let (r)d be a sequence of values in R≥0 ∪ {∞} such that the following holds. For
each d, the probability that |ωGd [i] − ω̂G[i]| ≥ δ or |ωHd [i] − ω̂H [i]| ≥ δ for some i is equal to the
probability that ||Bχmax||2 is larger than rd. Then

∣∣∣ ∫
|ωGd [i]−ω̂G[i]|≥δ or |ωHd [i]−ω̂H [i]|≥δ for some i

G(ωGd .χd)H(ωHd .χd)−G(ω̂G.χd)H(ω̂H .χd)dµ
∣∣∣

≤
∫
...

|G(ωGd .χd)H(ωHd .χd)|+ |G(ω̂G.χd)H(ω̂H .χd)|dµ

≤
∫
...

Gmax(ωGd .χd)H
max(ωHd .χd) +Gmax(ω̂G.χd)H

max(ω̂H .χd)dµ

≤
∫
...

Gmax(Bχd)H
max(Bχd) +Gmax(Bχd)H

max(Bχd)dµ

≤
∫
...

Gmax(Bχmax)Hmax(Bχmax) +Gmax(Bχmax)Hmax(Bχmax)dµ

= 2

∫
||Bχmax||2>rd

Gmax(Bχmax)Hmax(Bχmax)dµ
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Because the ωGd and ωHd converge almost surely elementwise, the probability that |ωGd [i]− ω̂G[i]| ≥
δ or |ωHd [i]− ω̂H [i]| ≥ δ for some i converges to zero. So rd converges to infinity. Since GmaxHmax

is integrable with respect to any Gaussian measure, EGmax(Bχmax)Hmax(Bχmax) is a valid finite
value. So the last line in the above derivation converges to zero.

Third term: Both χd and χ̂ are Gaussian with mean zero and covariance matrices Σd and Σ̂. The
latter is positive definite. So the third term converges to zero by lemma 15 applied to Gcombo as
defined in the statement of this lemma.

Hence, for d beyond some value, both the second and third term are less than ε
3

each, so
|EG(ωGd .χd)H(ωHd .χd)− EG(ω̂G.χ̂)H(ω̂H .χ̂)| < ε. Contradiction.

11.6.3 Theorem 5 part 2

Theorem 5. (part 2; see section 11.5.2 for part 1)

Let ...

• ... f be an A-architecture with a big output layer of variable width.

• ... D be an input distribution.

• ... DB be the distribution over batches of size B ≥ 3 where in each batch, each individual
input is drawn independently from D.

• ... X(1) = (x(1,1), .., x(1,B)), X(2) = (x(2,1), .., x(2,B)), .., X(N) = (x(N,1), .., x(N,B)) be a
sample from DB of size N ≥ 2 and let D(N,B) be the discrete uniform distribution over that
sample.

• ... ~ε be the vector of all regularizers used by normalization layers in f .

Assume:

• D is elem-like(q, c).

• q > c

If f does not contain layer normalization but can contain batch normalization layers, we have

limEifl,1(X(1))[i] = ml (11.1)
limEifl,1(X(1))[i]2 = ql (11.2)

limEifl,1(X(1))[i]fl,2(X(1))[i] = cl (11.3)
limEifl,1(X(1))[i]fl,1(X(2))[i] = cl (11.4)

lim
1

dMF
l

||Jl,m,1(X(1))||2F =
gl
gm

(11.5)
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lim
1

dMF
l

EX ||fl,1(X)||22 = ql (11.6)

lim
1

dMF
l

||EXfl,1(X)||22 = cl (11.7)

lim
1

dMF
l

||SXfl,1(X)||22 = ql − cl (11.8)

lim
1

dMF
l

EX ||Jl,m,1(X)||2F =
gl
gm

(11.9)

lim
1

dMF
l

EX Tr(Jl,m,1(X)CovfmJl,m,1(X)T ) =
gl(qm − cm)

gm
(11.10)

limNLC(fl(fm), fm(D(N,B))) =

√
gl(qm − cm)

gm(ql − cl)
(11.11)

where

• ... X ∼ D(N,B)

• ... lim stands for lim~ε→0

(
limB→∞,N→∞

(
limdMF→∞ ...a.s.

))
. The inner limit takes dMF to

infinity. The middle limit takes B and N to infinity. The outer limit takes ~ε to zero. The inner
limit is an “almost sure” limit.

• ... ml, ql, cl and gl are calculated via table 5.3 applied to the big layer graph of f .

• ... fm is a bottleneck for fl.

• ... 0 ≤ m ≤ l ≤ L

• ... randomness is induced by θ and the X(n).

Further, if fL,1 instead has fixed dimensionality dout, the above limits do not necessarily hold when
l = L. Instead, (c) as dMF → ∞, the meta-distribution of fL,1 expansion-converges to the ele-
mentwise meta-distribution with generatorMN (parm1, parm2), where lim~ε→0 limB→∞ parm1 =
qL and lim~ε→0 limB→∞ parm2 = cL. The first level of randomness is induced by D and
the second level by θ. And, (d) when N is fixed, for almost all samples, as dMF → ∞,
(fL,1(X(1)), .., fL,1(X(N))) converges in distribution to a Gaussian that is elementwise over output
vectors where the generator has mean zero and covariance matrix K(N, parm1, parm2), where
again lim~ε→0 limB→∞ parm1 = qL and lim~ε→0 limB→∞ parm2 = cL. Randomness for each sample
is induced by θ.

Remark We note that by symmetry, analogous results hold when the batch index 1 is replaced
by any other batch index b and the batch index 2 is replaced by any b′ 6= b. We then also need to
assume B ≥ b and B ≥ b′, which is immaterial as we take the limit of B to infinity.

There are several ways part 2 of theorem 5 could have been framed. Instead of taking the ex-
pectations just over the batch X , they could be taken over X and b. For example, instead
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of lim 1
dMF
l
||EXfl,1(X)||22 = cl, we could have used lim 1

dMF
l
||EX,bfl,b(X)||22 = cl, where E ap-

plied to the discrete, finite index b refers to the mean as usual. We could have also used
big layers, which would result in e.g. lim 1

BdMF
l
||EXfl(X)||22 = cl or in considering the meta-

distribution of fL. We could consider gradients with respect to small layers, which may yield e.g.
lim 1

dMF
l
|| dfl,b
dfm,b′

(X(1))||2F = 1b=b′
gl
gm

. All these possible choices lead to analogous results. We made
the choice to frame the theorem in terms of individual small layers and gradients with respect to
big layers and applied the choice consistently throughout the theorem, except for the NLC which
is defined in section 4.4.4.1 for the BN case by considering big layers. Transforming one framing
of the theorem into another is left as an exercise to the reader.

Proof. The proof is a continuation of the proof of part 1 of the theorem given in section 11.5.2.
Notation, terminology and conventions continue to apply with modifications as described in section
11.6.1. In addition, we have the following NTCs.

• In this proof, we will add layers to a mean field architecture F that have the same joint
distribution as the small layers in f . Hence, we will denote the layer that corresponds to fl,b
as Fl,b, even though Fl,b is not a small layer but a “regular layer” in the mean field architecture
context. As before, we will define the layer graph of F simply over all legal combinations
of sub and super for F super

sub . We write e.g. Fk,b for the layer corresponding to fk,b where fk is
the dependency of fl in the big layer graph of f but Fk,b is not necessarily a dependency of
Fl,b. We extend this notational convention as before to e.g. m̃l,b and cl,b;l,b defined via table
5.1. On the other hand, the batch index is always omitted for quantities that do not depend
on it, such as τl or the ml, ql, cl and gl defined via table 5.3.

• To simplify the presentation, we usually fix a batch index b to 1 and a batch index b′ 6= b to
2. When we do this, the argument implicitly applies to all possible choices for b and b′ due
to symmetry. For example, when we show that ρl,1 is controlled, we generally show that all
ρl,b are controlled. When we show cl,1;l,2 = 0, we generally implicitly show cl,b;l,b′ = 0 for
all b 6= b′.

• We place two dots over any quantity to indicate its limit with respect toN andB, e.g. c̈l,b;l,b =
limB→∞,N→∞ cl,b;l,b. The double dot overrides a tilde, so e.g. m̈l,b = limB→∞,N→∞ m̃l,b. We
provide more details on this throughout the proof.

• êxpr denotes the mean over the batch index or “batch mean”, e.g. êmel = Ebem,bel,b. Note
that we use a little hat when referencing quantities that arise in lemma 18.

• Analogous to previous stages, we can assume x(n,b).x(n′,b′) is equal to q when n = n′ and
b = b′ and equal to c otherwise.

• As before, we apply proposition 15 throughout the proof, but we no longer make this explicit.

• Going forward, no layer in F has mean dependencies, so we only have to consider ele-
mentwise dependencies for elementwise layers and elementwise inputs for multi-activation
functions. We write e.g. Eeρl,1 short for Eeρl,1(e). According to lemma H.4 from Yang
[2019], we then also have rank stability, so we no longer have to consider this property
explicitly. Further, parameter-control reduces to “simple” control.
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Stage 9: statements (11.1), (11.2) and (11.3)

The case l = 0 is again trivial. For l > 1, we will construct a mean field architecture F which
has a layer Fl,b corresponding to each fl,b. We proceed by induction on l as usual. For readin, FC,
bias, addition and activation big layers, we add layers to F and extend G as if we were constructing
the N -duplex (F (1), .., F (N)) early in stage 4 and its associated generator, except that the n index
is replaced by a b index. Distribution equality follows as in stage 4. If fl is a BN layer, we add
elementwise layers Fl,b, each with the same width as any of the fl,b. We set

ρl,b =
ρk,b − ρ̂k√

νl
where νl = Eb′(ρk,b′ − ρ̂k)2 + εl

The inputs of ρl,b are those occurring in any of the ρk,b′ for any b′. We obtain distribution equality
because Fk,1, .., Fk,B can be transformed to Fl,b by applying fl,b(fk,1, .., fk,B). νl > 0 holds as
εl > 0.

It is important to note that the resulting F and G are symmetric with respect to the batch index. We
exploit this in our notation by setting the batch index to 1 or 2 as described above.

Now we show limits and control. From background theorem 1 and distribution equal-
ity, we will obtain limdMF a.s. fl,1(X(1)) = m̃l,1, limdMF a.s. fl,1(X(1)).fl,1(X(1)) = cl,1;l,1 and
limdMF a.s. fl,1(X(1)).fl,2(X(1)) = cl,1;l,2, where m̃l,1, cl,1;l,1 and cl,1;l,2 are defined via table 5.1. As
part of the induction, we will show (i) the validity of and give calculation rules for m̈l,1, c̈l,1;l,1 and
c̈l,1;l,2, (ii) ml = lim~ε m̈l,1, ql = lim~ε c̈l,1;l,1 and cl = lim~ε c̈l,1;l,2, where ml, ql and cl are defined
via table 5.3 and (iii) if there is no directed path from an activation layer to fl not containing an
FC layer, limB a.s. Eb(ρl,b − ρ̂l)2 = c̈l,1;l,1 − c̈l,1;l,2, where randomness in induced by e distributed
according to table 5.1. Finally, we show c̈l,1;l,1 > c̈l,1;l,2 ≥ 0 (“non-singularity”). Since this stage
is independent of N , we can use limB,N and limB interchangeably.

Case: fl is a readin layer.

• Control: NA

• Limits: From table 5.1, we obtain m̃l,1 = 0, cl,1;l,1 = qσ2
l and cl,1;l,2 = cσ2

l and thus m̈l,1 = 0,
c̈l,1;l,1 = qσ2

l and c̈l,1;l,2 = cσ2
l and thus lim~ε m̈l,1 = 0, lim~ε c̈l,1;l,1 = qσ2

l and lim~ε c̈l,1;l,2 = cσ2
l .

Since fl is fully-connected and its dependency is the input layer, table 5.3 yields ml = 0,
ql = qσ2

l and cl = cσ2
l . So we have a match, as required.

We have

lim
B a.s.

Eb(ρl,b − ρ̂l)2

= lim
B a.s.

Eb(ul,b − ûl)2 where (ul,1, .., ul,B) ∼ N (0, K(B, cl,1;l,1, cl,1;l,2))

= lim
B a.s.

(B − 1)(cl,1;l,1 − cl,1;l,2)

B

1

B − 1

B−1∑
b=1

u2
l,b where (ul,1, .., ul,B−1) ∼ N (0, I)

By the strong law of large numbers, this is equal to c̈l,1;l,1 − c̈l,1;l,2 as required.
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• Non-singularity: c̈l,1;l,1 − c̈l,1;l,2 = (q − c)σ2
l > 0 and c̈l,1;l,2 = cσ2

l ≥ 0

Case: fl is a fully-connected, non-readin layer.

• Control: NA

• Limits: We obtain m̃l,1 = 0, cl,1;l,1 = σ2
l ck,1;k,1 and cl,1;l,2 = σ2

l ck,1;k,2 and thus m̈l,1 = 0,
c̈l,1;l,1 = σ2

l c̈k,1;k,1 and c̈l,1;l,2 = σ2
l c̈k,1;k,2 and thus lim~ε m̈l,1 = 0 = ml, lim~ε c̈l,1;l,1 =

σ2
l lim~ε c̈k,1;k,1 = σ2

l qk = ql and lim~ε c̈l,1;l,2 = σ2
l lim~ε c̈k,1;k,2 = σ2

l ck = cl. Finally,
limB a.s. Eb(ρl,b − ρ̂l)2 = c̈l,1;l,1 − c̈l,1;l,2 as for the readin layer case above.

• Non-singularity: c̈l,1;l,1 − c̈l,1;l,2 = σ2
l (c̈k,1;k,1 − c̈k,1;k,2) > 0 and c̈l,1;l,2 = σ2

l c̈k,1;k,2 ≥ 0

Case: fl is a bias layer.

• Control: Since ρl,1 only has an additional linear term relative to ρk,1, if ρk,1 is controlled by
CE2, then so is ρl,1.

• Limits: We have m̃l,1 = Ee(ein
l,1 + ρk,1) = m̃k,1, cl,1;l,1 = Ee(ein

l,1 + ρk,1)2 = Eeein
l,1e

in
l,1 +

Eeρ2
k,1 + 2Eeein

l,1ρk,1 = ck,1;k,1 + σ2
l and cl,1;l,2 = Ee(ein

l,1 + ρk,1)(ein
l,2 + ρk,2) = Eeein

l,1e
in
l,2 +

Eeρk,1ρk,2 +Eeein
l,1ρk,2 +Eeein

l,2ρk,1 = ck,1;k,2 + σ2
l and thus m̈l,1 = m̈k,1, c̈l,1;l,1 = c̈k,1;k,1 + σ2

l

and c̈l,1;l,2 = c̈k,1;k,2 + σ2
l and thus lim~ε m̈l,1 = lim~ε m̈k,1 = mk = ml, lim~ε c̈l,1;l,1 = σ2

l +
lim~ε c̈k,1;k,1 = qk + σ2

l = ql and lim~ε c̈l,1;l,2 = σ2
l + lim~ε c̈k,1;k,2 = ck + σ2

l = cl. Here we use
that the F in

l,1 are independent of previous layers of F .

If there is no directed path from an activation layer to fl not containing an FC layer, there is
no directed path from an activation layer to fk not containing an FC layer. Hence

lim
B a.s.

Eb(ρl,b − ρ̂l)2

= lim
B a.s.

Eb(ρk,b + ein
l,b − Eb′(ρk,b′ + ein

l,b′))
2

= lim
B a.s.

Eb(ρk,b − ρ̂k)2

= c̈k,1;k,1 − c̈k,1;k,2

= c̈l,1;l,1 − c̈l,1;l,2

• Non-singularity: c̈l,1;l,1 − c̈l,1;l,2 = c̈k,1;k,1 − c̈k,1;k,2 > 0 and c̈l,1;l,2 = c̈k,1;k,2 + σ2
l ≥ 0.

Case: fl is a BN layer.

• Control: We have ρ̂2
l =

Eb(ρk,b−ρ̂k)2

Eb(ρk,b−ρ̂k)2+εl
< 1, so ρl,1 <

√
B, so ρl,1 is bounded, so it is

controlled by CE2.
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• Limits: By symmetry, we have m̃l,1 = ̂̃ml = EbEe
ρk,b−ρ̂k√

Eb′ (ρk,b′−ρ̂k)2+εl
= Ee ρ̂k−ρ̂k√

Eb′ (ρk,b′−ρ̂k)2+εl
=

0 and thus m̈l,1 = 0.

As in previous stages, we consider the recursive expansion of ρl,1 that flows backwards
through the small layer graph of fl until it hits input and / or fully-connected layers. It is
easy to see that if the expansion touches a small layer via some path in the small layer graph,
it touches the corresponding big layer via an analogous path in the big layer graph. Hence,
by property 22.10, the expansion cannot hit an activation layer. It yields an expression of the
following form.

ρl,1 =
∑
fl′

cl′

( ∏
fl′′∈Pl′,l

1
√
νl′′

)
(el′,1 − êl′)

Here, the sum is over input and FC big layers fl′ from which there exists a directed path to fl
that does not contain another FC layer. Because of property 22.11, there exists at most one
such path. We refer to this path including its endpoint fl but excluding its starting point fl′
as Pl′,l. cl′ is the product of addition weights on Pl′,l, i.e. it is the product of addition weights
at addition layers in Pl′,l that correspond to an addition layer dependency that is also in Pl′,l
or is equal to fl′ . cl′ = 1 if there are no applicable addition weights. The product

∏
fl′′∈Pl′,l

is over BN layers fl′′ in Pl′,l.

We now use lemma 18 to obtain the limit of the expansion. In the following, we explain how
objects from this proof map onto objects used in the lemma. B maps onto d. The number of
layers fl′ summed over maps onto dG. Each el′,1 − êl′ maps onto one component of χd. The
corresponding cl′

∏
fl′′∈Pl′,l

1√
νl′′

maps onto the corresponding component of ωGd . Σd is then a

diagonal matrix with diagonal entries B−1
B

(cl′,1;l′,1− cl′,1;l′,2) and Σ̂ is a diagonal matrix with
diagonal entries c̈l′,1;l′,1 − c̈l′,1;l′,2, because there is no weight sharing between big layers in
f . To obtain c̈l,1;l,1 = limB,N Eeρ2

l,1, we set G(arg) = (
∑

i arg[i])2, where i ranges over the
vector components as usual. We do not need to consider H and ωHd and set both to constant
1.

Let’s check the conditions. Differentiability and integrability are trivial. Σ̂ is a diagonal
matrix with positive diagonal entries and is thus positive definite, due to the non-singularity
aspect of the induction. limd Σd = Σ̂ holds by construction. Input and FC layers in F have an
m̃ value of zero, so χd and χ̂ have mean zero. As a bound on the components of ωGd , we can
use maxfl′ cl′

∏
fl′′∈Pl′,l

1√
εl′′

. The elementwise almost sure convergence of ωGd is obtained
from limB a.s. Eb(ρk′′,b− ρ̂k′′)2 = c̈k′′,1;k′′,1− c̈k′′,1;k′′,2, which is part of the induction because,
by property 22.10, there is no directed path from an activation layer to fl′′ not containing an
FC layer. So we have ν̈l′′ = c̈k′′,1;k′′,1 − c̈k′′,1;k′′,2 + εl, which is positive by non-singularity
and as εl > 0.

Applying lemma 18 yields

c̈l,1;l,1 = Eu
(∑

fl′

cl′ul′,1∏
fl′′∈Pl′,l

√
ν̈l′′

)2

where ul′,1 ∼ N (0, c̈l′,1;l′,1 − c̈l′,1;l′,2)
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where the ul′,1 are also independent of each other. Hence we further have

c̈l,1;l,1 =
∑
fl′

c2
l′(c̈l′,1;l′,1 − c̈l′,1;l′,2)∏

fl′′∈Pl′,l
ν̈l′′

=
∑
fl′

c2
l′(c̈l′,1;l′,1 − c̈l′,1;l′,2)∏

fl′′∈Pl′,l
c̈k′′,1;k′′,1 − c̈k′′,1;k′′,2 + εl

Let’s look at c̈l,1;l,2. Again, we use lemma 18. Now dG is twice the previous value. χd now
has pairs of components composed of el′,1− êl′ and el′,2− êl′ . The ωGd component is the same
for each pair. Σd becomes a block-diagonal matrix with 2 × 2 blocks corresponding to the
fl′ , its previous diagonal entries duplicated and off-diagonal entries − 1

B
(cl′,1;l′,1 − cl′,1;l′,2)

within each block. Σ̂ remains a diagonal matrix with its previous diagonal entries duplicated.
Finally, G(arg) = (

∑
i odd arg[i])(

∑
i even arg[i]). We obtain c̈l,1;l,2 = 0. Using this, as well

as the recursive calculation rules for bias layers and addition layers (see below), it is easy
to check that c̈l,1;l,1 =

c̈k,1;k,1−c̈k,1;k,2
c̈k,1;k,1−c̈k,1;k,2+εl

. So lim~ε m̈l,1 = 0 = ml, lim~ε c̈l,1;l,2 = 0 = cl and

lim~ε c̈l,1;l,1 = lim~ε
c̈k,1;k,1−c̈k,1;k,2

c̈k,1;k,1−c̈k,1;k,2+εl
=

lim~ε c̈k,1;k,1−lim~ε c̈k,1;k,2
lim~ε c̈k,1;k,1−lim~ε c̈k,1;k,2+lim~ε εl

= qk−ck
qk−ck

= 1.

If there is no directed path from an activation layer to fl not containing an FC layer, there is
no directed path from an activation layer to fk not containing an FC layer. Hence

lim
B a.s.

Eb(ρl,b − ρ̂l)2

= lim
B a.s.

Eb
(ρk,b − ρ̂k − Eb′(ρk,b′ − ρ̂k))2

Eb(ρk,b − ρ̂k)2 + εl

=
limB a.s. Eb(ρk,b − ρ̂k)2

limB a.s. Eb(ρk,b − ρ̂k)2 + εl

=
c̈k,1;k,1 − c̈k,1;k,2

c̈k,1;k,1 − c̈k,1;k,2 + εl
= c̈l,1;l,1

= c̈l,1;l,1 − c̈l,1;l,2

• Non-singularity: We have c̈l,1;l,1 − c̈l,1;l,2 =
c̈k,1;k,1−c̈k,1;k,2

c̈k,1;k,1−c̈k,1;k,2+εl
> 0 and c̈l,1;l,2 = 0 ≥ 0.

Case: fl is an addition layer.

• Control: Since CE2 is linearly closed, if the ρk[κ],1 are controlled by CE2, so is ρl,1.

• Limits: The argument is analogous to stage 1. m̃l,1 = Ee
∑K

κ=1 wκρk[κ],1 =
∑K

κ=1wκm̃k[κ],1.
Further, cl,1;l,1 = Ee(

∑K
κ=1wκρk[κ],1)2 =

∑K
κ=1w

2
κck[κ],1;k[κ],1 +

∑
κ6=κ′ wκwκ′Eeρk[κ],1ρk[κ′],1.

Consider some specific κ 6= κ′. Due to property 22.11, there cannot be a big layer in the big
layer graph of f that is touched by both the recursive expansion of ρk[κ],1 and ρk[κ′],1. Hence,
the dependencies of Fk[κ],1 correspond to different big layers in f than the dependencies of
Fk[κ′],1. Since there is no weight sharing between big layers and the entries of the covariance
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matrix of G corresponding to different big layers in f are zero by construction, cl,b;m,b′ = 0
when Fl,b and Fm,b′ are FC or input layers of equal width and l 6= m. (Here, Fl,b or Fm,b′
may also refer to F in

l,b or F in
m,b′ .) Hence, we have Eeρk[κ],1ρk[κ′],1 = Eeρk[κ],1Eeρk[κ′],1 =

m̃k[κ],1m̃k[κ′],1. Further, by property 22.9, the expansion of at least one of ρk[κ],1 and ρk[κ′],1

does not touch an activation layer. WLOG let it be ρk[κ],1. Assume m̃k[κ],1 6= 0. By the
induction, we must have that fk[κ],1 is a bias or addition layer with a dependency that also
corresponds to an m̃ value unequal to 1. Then that dependency must also have one such
dependency. This cannot continue forever. So indeed m̃k[κ],1 = 0. So Eeρk[κ],1ρk[κ′],1 = 0 for
any κ 6= κ′, so cl,1;l,1 =

∑K
κ=1w

2
κck[κ],1;k[κ],1. Similarly, cl,1;l,2 =

∑K
κ=1w

2
κck[κ],1;k[κ],2.

Then we have m̈l,1 =
∑K

κ=1wκm̈k[κ],1, c̈l,1;l,1 =
∑K

κ=1w
2
κc̈k[κ],1;k[κ],1 and c̈l,1;l,2 =∑K

κ=1 w
2
κc̈k[κ],1;k[κ],2 and thus lim~ε m̈l,1 =

∑K
κ=1wκ lim~ε m̈k[κ],1 =

∑K
κ=1 wκmk = ml,

lim~ε c̈l,1;l,1 =
∑K

κ=1w
2
κ lim~ε c̈k[κ],1;k[κ],1 =

∑K
κ=1w

2
κqk[κ] = ql and lim~ε c̈l,1;l,2 =∑K

κ=1 w
2
κ lim~ε c̈k[κ],1;k[κ],2 =

∑K
κ=1w

2
κck[κ] = cl.

Now assume that there is no directed path from an activation layer to fl not containing an
FC layer. Then there is no directed path from an activation layer to any fk[κ] not containing
an FC layer. We have

lim
B a.s.

Eb(ρl,b − ρ̂l)2

= lim
B a.s.

Eb
( K∑
κ=1

wκ(ρk[κ],b − ρ̂k[κ])
)2

=
∑
κ

w2
κ lim
B a.s.

Eb(ρk[κ],b − ρ̂k[κ])
2 +

∑
κ6=κ′

wκwκ′ lim
B a.s.

Eb(ρk[κ],b − ρ̂k[κ])(ρk[κ′],b − ρ̂k[κ′])

The induction hypothesis yields limB a.s. Eb(ρk[κ],b − ρ̂k[κ])
2 = c̈k[κ],1;k[κ],1 − c̈k[κ],1;k[κ],2. Fur-

ther, the recursive expansion of ρk[κ],1 − ρ̂k[κ] is as for the BN layer case above, and so for
any κ 6= κ′

lim
B a.s.

Eb(ρk[κ],b − ρ̂k[κ])(ρk[κ′],b − ρ̂k[κ′])

= lim
B a.s.

Eb
(∑

fl′

cl′

( ∏
fl′′∈Pl′,l

1
√
νl′′

)
(el′,b − êl′)

)(∑
fλ

cλ

( ∏
fl′′∈Pλ,l

1
√
νl′′

)
(eλ,b − êλ)

)
=

∑
fl′

∑
fλ

cl′cλ
limB a.s. Eb(el′,b − êl′)(eλ,b − êλ)(∏
fl′′∈Pl′,l

1√
ν̈l′′

)(∏
fl′′∈Pλ,l

1√
ν̈l′′

)
Here,

∑
fl′

is over the input and FC big layers from which there exists a directed path to
fk[κ] that does not contain another FC layer.

∑
fλ

is the analogous sum for fk[κ′]. Because of
property 22.11, there is no big layer that appears in both sums and so the el′,b are independent
of the eλ,b. Hence we continue the above derivation as follows.
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=
∑
fl′

∑
fλ

cl′cλ
limB a.s. Eb(ul′,b − ûl′)(uλ,b − ûλ)(∏
fl′′∈Pl′,l

1√
ν̈l′′

)(∏
fl′′∈Pλ,l

1√
ν̈l′′

)
where ul′,b ∼ N (0, cl′,1;l′,1 − cl′,1;l′,2), uλ,b ∼ N (0, cλ,1;λ,1 − cλ,1;λ,2) for 1 ≤ b ≤ B

=
∑
fl′

∑
fλ

cl′cλ
limB a.s. ûl′uλ − limB a.s. ûl′ limB a.s. ûλ(∏

fl′′∈Pl′,l
1√
ν̈l′′

)(∏
fl′′∈Pλ,l

1√
ν̈l′′

)

By the strong law of large numbers, all three limits are zero, so limB a.s. Eb(ρk[κ],b −
ρ̂k[κ])(ρk[κ′],b − ρ̂k[κ′]) = 0, so limB a.s. Eb(ρl,b − ρ̂l)2 =

∑K
κ=1w

2
κ(c̈k[κ],1;k[κ],1 − c̈k[κ],1;k[κ],2) =

c̈l,1;l,1 − c̈l,1;l,2 as required.

• Non-singularity: As the addition weights are non-zero, we have c̈l,1;l,1 − c̈l,1;l,2 =∑
κw

2
κ(c̈k[κ],1;k[κ],1 − c̈k[κ],1;k[κ],2) > 0 and c̈l,1;l,2 =

∑
κw

2
κc̈k[κ],1;k[κ],2 ≥ 0.

Case: fl is an activation layer.

• Control: The recursive expansion yields the following form for ρl,1.

ρl,1 = τl(ρk,1) = τl

( ∑
fl′ normed

cl′

( ∏
fl′′∈Pl′,l

1
√
νl′′

)
(el′,1−êl′)+

∑
fl′ unnormed

cl′el′,1+
∑
fl′ bias

cl′e
in
l′,1

)

The first sum is the same as for the BN layer case above, except that it is restricted to FC and
input big layers for which Pl′,l contains a BN big layer. The second sum is over FC and input
big layers for which Pl′,l exists and does not contain a BN layer and the third sum is over
bias layers for which Pl′,l exists and does not contain a BN layer and for which σ2

l′ > 0. The
cl′ are the products of addition weights as before, which are equal to 1 if there is no addition
layer in Pl′,l.

The νl′′ are bounded below by εl′′ . Hence, ρk,1 is controlled by C1. τl is controlled by CE2 by
property 22.2. So τl(ρk,1) ≤ τl(c||e||2 + c′) ≤ e(c||e||2+c′)2−c

′′
+c′′′ for some c, c′, c′′, c′′′ > 0,

which is controlled by CE2.

• Limits: We’ll apply lemma 18 five times: (i) on Eeρ2
k,1, (ii) on Eeρk,1ρk,2, (iii) on Eeρl,1, (iv)

on Eeρ2
l,1 and (v) on Eeρl,1ρl,2. The first two are analogous to the BN layer case above and

yield

c̈k,1;k,1 = Eu
( ∑
fl′ normed

cl′ul′,1∏
fl′′∈Pl′,l

√
ν̈l′′

+
∑

fl′ unnormed

cl′ul′,1 +
∑
fl′ bias

cl′u
in
l′

)2
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where


ul′,1 ∼ N (0, c̈l′,1;l′,1 − c̈l′,1;l′,2) for sum 1
ul′,1 ∼ N (0, c̈l′,1;l′,1) for sum 2
uin
l′ ∼ N (0, σ2

l′) for sum 3

and

c̈k,1;k,2 = Eu

(( ∑
fl′ normed

cl′ul′,1∏
fl′′∈Pl′,l

√
ν̈l′′

+
∑

fl′ unnormed

cl′ul′,1 +
∑
fl′ bias

cl′u
in
l′

)
...

...
( ∑
fl′ normed

cl′ul′,2∏
fl′′∈Pl′,l

√
ν̈l′′

+
∑

fl′ unnormed

cl′ul′,2 +
∑
fl′ bias

cl′u
in
l′

))

where



ul′,1, ul′,2 ∼ N

(
0,

(
c̈l′,1;l′,1 − c̈l′,1;l′,2 0

0 c̈l′,1;l′,1 − c̈l′,1;l′,2

))
for sum 1

ul′,1, ul′,2 ∼ N

(
0,

(
c̈l′,1;l′,1 c̈l′,1;l′,2

c̈l′,1;l′,2 c̈l′,1;l′,1

))
for sum 2

uin
l′ ∼ N (0, σ2

l′) for sum 3

Again, the components of χd and χ̂ correspond to the different u terms. By non-singularity,
Σ̂ is positive definite. For (ii), note that the uin

l′ do not depend on the batch index. Because
ein
l′,b takes the same value for each batch index, all the ein

l′,b are represented by a single com-
ponent of χd / ωGd . So G(arg) becomes (

∑
i odd or bias arg[i])(

∑
i even or bias arg[i]). (iii) and (vi)

are analogous to the setup of (i) where G(arg) = τl(
∑

i arg[i]) and G(arg) = τl(
∑

i arg[i])2

respectively. Differentiability follows from property 22.2 and integrability from assump-
tion 6. This yields m̈l,1 = Euτl(...) and c̈l,1;l,1 = Euτl(...)2 where the expression inside
the parentheses is an in (i) above. Because that expression is a linear combination of zero
mean Gaussians, we can combine the above results to obtain m̈l,1 = Es∼N (0,̈ck,1;k,1)τl(s) and
c̈l,1;l,1 = Es∼N (0,̈ck,1;k,1)τl(s)

2 = Cτl(c̈k,1;k,1, c̈k,1;k,1).

Finally, for (v) we use the setup of (ii) with G(arg) =
τl(
∑

i odd or bias arg[i])τl(
∑

i even or bias arg[i]). This yields the same result as in (ii) ex-
cept that τl is applied to each of the two large parentheses. Combining this with
previous results, we obtain c̈l,1;l,2 = Cτl(c̈k,1;k,1, c̈k,1;k,2). Finally, by lemma 15,
we have lim~ε m̈l,1 = Es∼N (0,qk)τl(s) = ml, lim~ε c̈l,1;l,1 = Cτl(qk, qk) = ql and
lim~ε c̈l,1;l,2 = Cτl(qk, ck) = cl as required.

Because the path containing just fl is a directed path from an activation layer to fl,
limB a.s. Eb(ρl,b − ρ̂l)2 is immaterial.

• Non-singularity: We have c̈l,1;l,1 − c̈l,1;l,2 = Cτl(c̈k,1;k,1, c̈k,1;k,1)− Cτl(c̈k,1;k,1, c̈k,1;k,2) > 0 by
proposition 12 and c̈l,1;l,2 = Cτl(c̈k,1;k,1, c̈k,1;k,2) ≥ 0 by proposition 13.
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Stage 10: statement (11.4)

We proceed along the lines of stage 2. The statement trivially holds for l = 0. For l > 0, we
consider the 2-duplex of the architecture constructed for stage 9, where we write F ′ and F ′′ for
the sub-architectures as in stage 2. G is as in stage 4, except that there are 2B instead of N
components for each fl. It is Gaussian with mean zero and a covariance matrix as follows. An
entry corresponding to layers F prime1

l,b and F prime2
l′,b′ deriving from readin layers is 0 if l 6= l′; qσ2

l

if l = l′, b = b′ and prime1 = prime2; and cσ2
l otherwise. An entry corresponding to F prime1 in

l,b

and F prime2 in
l′,b′ deriving from bias layers is 0 if l 6= l′ and σ2

l otherwise. An entry corresponding to
F prime1
l,b and F prime2 in

l′,b′ is zero. prime1 and prime2 stand for ′ or ′′. Distribution equality follows as
before. Control follows from stage 9. What remains is to investigate the limits. As in stage 9, F
and G are symmetric with respect to the batch index. Specifically, the joint distribution of ρ′l,b and
ρ′′l,b′ is independent of both b and b′, so it is enough to investigate e.g. Eeρ′l,1ρ′′l,1, which is the same
as e.g. Eeρ′l,1ρ′′l,2. We have c′;′l,1;l,1 = c′′;′′l,1;l,1 = cl,1;l,1, where the value of c̈l,1;l,1 carries over from
the mean field architecture constructed in stage 9 for the same f . The induction below will show
c̈′;′′l,1;l,1 = c̈l,1;l,2. This automatically yields c̈′;′l,1;l,1 − c̈′;′′l,1;l,1 = c̈′′;′′l,1;l,1 − c̈′;′′l,1;l,1 > 0 and c̈′;′′l,1;l,1 ≥ 0, i.e.
non-singularity, as well as lim~ε c̈

′;′′
l,1;l,1 = cl. Like stage 9, this stage is independent of N so we can

use limB,N and limB interchangeably.

• Case: fl is a readin layer. From table 5.1, we obtain c′;′′l,1;l,1 = cσ2
l and so c̈′;′′l,1;l,1 = cσ2

l =
c̈l,1;l,2.

• Case: fl is a fully-connected, non-readin layer. c′;′′l,1;l,1 = σ2
l c
′;′′
k,1;k,1, and so c̈′;′′l,1;l,1 =

σ2
l c̈
′;′′
k,1;k,1 = σ2

l c̈k,1;k,2 = c̈l,1;l,2.

• Case: fl is a bias layer. We have c′;′′l,1;l,1 = Ee(e′inl,1 + ρ′k,1)(e′′inl,1 + ρ′′k,1) = c′;′′k,1;k,1 + σ2
l and so

c̈′;′′l,1;l,1 = c̈′;′′k,1;k,1 + σ2
l = c̈k,1;k,2 + σ2

l = c̈l,1;l,2.

• Case: fl is an BN layer. c′;′′l,1;l,1 is obtained analogously to cl,1;l,2 via lemma 18 in stage 9,
except that the components of χd are now pairs of e′l′,1− ê′l′ and e′′l′,1− ê′′l′ instead of el′,1− êl′
and el′,2 − êl′ (The ′ in the subscript has nothing to do with the ′ superscript.) This yields
off-diagonal entries of zero for Σd but the same diagonal entries and hence the same Σ̂. So
we obtain the same value for c′;′′l,1;l,1 as we did for cl,1;l,2.

• Case: fl is an addition layer. We have c′;′′l,1;l,1 =
∑K

κ=1 w
2
κc
′;′′
k[κ],1;k[κ],1 +∑

κ6=κ′ wκwκ′Eeρ′k[κ],1ρ
′′
k[κ′],1. Analogously to stage 9, ρ′k[κ],1 and ρ′′k[κ],1 have inputs that orig-

inate from different big layers in f and only one of the two recursive expansions can hit
an activation layer, so the latter sum is again zero. Hence, c̈′;′′l,1;l,1 =

∑K
κ=1w

2
κc̈
′;′′
k[κ],1;k[κ],1 =∑K

κ=1w
2
κc̈k[κ],1;k[κ],2 = c̈l,1;l,2 as required.

• Case: fl is an activation layer. Again, c′;′′l,1;l,1 is obtained analogously to cl,1;l,2 via lemma 18
in stage 9, except that the components of χd are now pairs of e′l′,1 − ê′l′ and e′′l′,1 − ê′′l′ for fl′
normed, pairs of e′l′,1 and e′′l′,1 for fl′ unnormed, as well as the e′inl′,1. Again, Σ̂ is the same as
before. So we obtain the same value for c′;′′l,1;l,1 as we did for cl,1;l,2.
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Stage 11: statements (11.6), (11.7) and (11.8)

We have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX ||fl,1(X)||22

= lim
~ε

lim
B,N

lim
dMF a.s.

1

N

N∑
n=1

fl,1(X(n)).2

= lim
~ε

lim
B,N

1

N

N∑
n=1

lim
dMF a.s.

fl,1(X(n)).2

= lim
~ε

lim
B,N

1

N

N∑
n=1

{
cl,1;l,1 if l > 0

q else

= lim
~ε

lim
B,N

{
cl,1;l,1 if l > 0

q else
= ql

as required. We have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||EXfl,1(X)||22

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

|| 1
N

N∑
n=1

fl,1(X(n))||22

= lim
~ε

lim
B,N

lim
dMF a.s.

1

N2

N∑
n,n′=1

fl,1(X(n)).fl,1(X(n′))

= lim
~ε

lim
B,N

1

N2

N∑
n,n′=1

lim
dMF a.s.

fl,1(X(n)).fl,1(X(n′))

= lim
~ε

lim
B,N

{
1
N2 (Ncl,1;l,1 +N(N − 1)c′;′′l,1;l,1) if l > 0
1
N2 (Nq +N(N − 1)c) else

= cl

as required. We have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||SXfl,1(X)||22

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX ||fl,1(X)||22 −
1

dMF
l

||EXfl,1(X)||22
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= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX ||fl,1(X)||22 − lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||EXfl,1(X)||22
= ql − cl

as required.

Stage 12: statement (11.10)

We proceed along the lines of stage 4. We begin with the case l =
m. We have 1

dMF
l
EX Tr(Jl,m,1CovfmJ T

l,m,1) = 1
dMF
m
EX Tr((fm,1(X) −

EX′fm,1(X ′))(fm,1(X) − EX′fm,1(X ′))T ) = 1
dMF
m
||SXfm,1||22. So by stage 11, we have

lim~ε limB,N limdMF a.s.
1
dMF
l
EX Tr(Jl,mCovfmJ T

l,m) = qm − cm = gl(qm−cm)
gm

as required.

For the remainder of this stage, assume l > m. Without loss of generality, we can also assume that
fm is a bottleneck for fL in addition to being a bottleneck for fl. Otherwise, we can simply apply
the argument from this stage to the sub-architecture composed of fl and its ancestors, which is a
valid A-architecture, to obtain statement (11.10) for the pair (m, l).

We have

1

dMF
l

EX Tr(Jl,m,1CovfmJ T
l,m,1)

=
1

dMF
l

1

N2

N∑
n−,n+=1

Tr
(
Jl,m,1(X(n+))(fm(X(n−))− 1

N

N∑
n=1

fm(X(n)))T ...

...(fm(X(n−))− 1

N

N∑
n=1

fm(X(n)))Jl,m,1(X(n+))T
)

=
1

dMF
l

1

N2

N∑
n−,n+=1

||(fm(X(n−))− 1

N

N∑
n=1

fm(X(n)))Jl,m,1(X(n+))T ||22

=
1

N2

N∑
n−,n+=1

(
(fm(X(n−))− 1

N

N∑
n=1

fm(X(n)))Jl,m,1(X(n+))T
).2

Denote (fm(X(n−))− 1
N

∑N
n=1 fm(X(n)))Jl,m,1(X(n+))T by p(n−,n+)

l,1 . Then we have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX Tr(Jl,m,1CovfmJ T
l,m,1) = lim

~ε
lim
B,N

1

N2

N∑
n−,n+=1

lim
dMF a.s.

p
(n−,n+)
l,1 .p

(n−,n+)
l,1

As in stage 4, we conduct one induction per value of m to obtain limdMF a.s. p
(n−,n+)
l,1 .p

(n−,n+)
l,1 ,

limB,N limdMF a.s. p
(n−,n+)
l,1 .p

(n−,n+)
l,1 and lim~ε limB,N limdMF a.s. p

(n−,n+)
l,1 .p

(n−,n+)
l,1 . Fix m for the rest

of the stage. For now, also fix n− and n+.
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Let’s look at the case m > 0. We construct F as in stage 10, except that we construct the N -
duplex of the F from stage 9 instead of the 2-duplex. We write (F (1), .., F (N)) for that N -duplex
as in stage 4, though we note that the F (n) now themselves resemble a B-duplex and carry a batch
index, as opposed to stage 4. As in stage 4, we use λ to denote a layer index that ranges from
1 to m. G is constructed as in stage 10, except that super1 and super2 now range from 1 to N .
We obtain control and distribution equality as before. By symmetry, we have that m̃(n)

λ,1 = m̃λ,1,

c
(n);(n)
λ,1;λ,1 = cλ,1;λ,1, c(n);(n)

λ,1;λ,2 = cλ,1;λ,2 and c
(n);(n′)
λ,1;λ,1 = c′;′′λ,1;λ,1 for n 6= n′, where the right-hand sides

stem from stages 9 and 10. By symmetry, we also have that those four limit quantities capture all
combinations of batch indices, similar to stage 10. The limit of the right-hand sides as N,B →∞
is as in prior stages: m̈λ,1, c̈λ,1;λ,1, c̈λ,1;λ,2 and c̈λ,1;λ,2 respectively.

Next, we add layers FMN
b as in stage 4 with ρMN

b = ρ
(n−)
m,b − 1

N

∑N
n=1 ρ

(n)
m,b. Distribution equality

follows as in stage 4 and control follows as for the addition layer in stage 9. As in stage 4, we have
m̃MN

1 = 0 and cMN;MN
1;1 = (1− 1

N
)(cm,1;m,1 − c′;′′m,1;m,1). We also have

cMN;MN
1;2 = Ee(ρ(n−)

m,1 −
1

N

N∑
n=1

ρ
(n)
m,1)(ρ

(n−)
m,2 −

1

N

N∑
n=1

ρ
(n)
m,2) = (1− 1

N
)(cm,1;m,2 − c′;′′m,1;m,1)

By symmetry, these three limit quantities cover all possible combinations of batch indices. When
it comes to the joint distribution of ρMN

b and ρ(n)
m,b, the cases b = b′ and b 6= b′ are distinct because

in ρMN
b there is interaction between the ρ(n)

m,b for each b. Hence we consider both (b, b′) = (1, 1)

and (b, b′) = (1, 2) here, as well as going forward when building upon the FMN
b . We obtain

c
MF;(n)
1;m,1 = (1n=n− − 1

N
)(cm,1;m,1 − c′;′′m,1;m,1) as in stage 4 and

c
MF;(n)
1;m,2 = Ee(ρ(n−)

m,1 −
1

N

N∑
n′=1

ρ
(n′)
m,1)ρ

(n)
m,2 = (1n=n− −

1

N
)(cm,1;m,2 − c′;′′m,1;m,1)

In terms of limB,N quantities, we have m̈MN
1 = 0, c̈MN;MN

1;1 = c̈m,1;m,1 − c̈m,1;m,2, c̈
MF;(n)
1;m,1 =

1n=n−(c̈m,1;m,1 − c̈m,1;m,2) and c̈MN;MN
1;2 = c̈

MF;(n)
1;m,2 = 0.

After adding the FMN
b , we also extend F (n+) beyond layers F (n+)

m,b as we did in stage 9. This
corresponds to forward-propagating X(n+) beyond fm. We denote all of F (n+) also simply by F+.
Control follows as in stage 9.

Now let’s turn to the case m = 0. In this scenario, we initialize our mean field architecture F to be
F (n+), usually shortened to F+, as obtained by applying stage 9 to f and X(n+).

Going forward, we treat the general case where m can be zero or non-zero. For each l, we want to
add a layer to F for each b that represents p(n−,n+)

l,b . We denote this layer by F−l,b. If fl is not a BN
layer, we do this as in stage 4, except that we now add B layers per fl. Each of them depends only
on other layers in F with the same batch index.

If fl is a readin layer, the F−l,b are generated independently of each other and as F−l in stage 4.

Distribution equality follows similarly to stage 4. We have p(n−,n+)
l,b = (x(n−,b)− 1

N

∑N
n=1 x

(n,b))Wl
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and fl,b(X(n+)) = x(n+,b)Wl. Both are mean zero elementwise Gaussians. Further

EWl
p

(n−,n+)
l,b [i]p

(n−,n+)
l,b′ [i]

= σ2
l (x

(n−,b) − 1

N

N∑
n=1

x(n,b)).(x(n−,b′) − 1

N

N∑
n=1

x(n,b′))

= 1b=b′(1−
1

N
)(q − c)σ2

l

and

EWl
p

(n−,n+)
l,b [i]fl,b′(X

(n+))[i] = σ2
l (x

(n−,b) − 1

N

N∑
n=1

x(n,b)).x(n+,b′) = 1b=b′(1n−=n+− 1

N
)(q− c)σ2

l

for all i. This corresponds to our choice of generator.

If fl is a BN layer, we add elementwise layers F−l,b, each with the same width as any of the fl,b. We
set

ρ−l,b =
ρ−k,b − ρ̂

−
k√

ν+
l

−
(ρ̂−k ρ

+
k − ρ̂

−
k ρ̂

+
k )(ρ+

k,b − ρ̂
+
k )√

ν+
l

3

where ν+
l = Eb(ρ+

k,b − ρ̂
+
k )2 + εl as in stage 9. The inputs are those occurring in any of the ρ−k,b

or ρ+
k,b. It is easy to check that F−l,b =

∑B
b′=1 F

−
k,b′J

T
l,k,b,b′ , where Jl,k,b,b′ is the matrix obtained by

evaluating dfl,b(fk,1,..,fk,B)

dfk,b′
at (F+

k,1, .., F
+
k,B). Hence, distribution equality holds.

So we are left to show limits and control. With regards to limits, we show that (i) m̃−l,1, c−;−
l,1;l,1, c−;−

l,1;l,2,
c−;+
l,1;l,1 and c−;+

l,1;l,2, which are valid because of background theorem 1, are dependent on n+ and n−

only via 1n−=n+ , which is fixed; (ii) m̈−l,1, c̈−;−
l,1;l,1, c̈−;−

l,1;l,2, c̈−;+
l,1;l,1 and c̈−;+

l,1;l,2 are valid for n− = n+ and
n− 6= n+; (iii) c̈−;+

l,1;l,1|n− 6=n+ = c̈−;−
l,1;l,2|n− 6=n+ = c̈−;+

l,1;l,2|n− 6=n+ = 0; and (iv) lim~ε c̈
−;−
l,1;l,1 = gl(qm−cm)

gm
.

As in stage 4, in a slight abuse of notation, if fm with m > 0 is the dependency of fl, we write
F−k,b for FMN

b . Hence, to start off the induction when m > 0, we use that m̃MF
1 , cMF;MF

1;1 , cMF;MF
1;2 ,

cMF;+
1;m,1 and cMF;+

1;m,2 are dependent on n+ and n− only via 1n−=n+; that m̈MF
1 , c̈MF;MF

1;1 , c̈MF;MF
1;2 , c̈MF;+

1;m,1 and
c̈MF;+
1;m,2 are valid; that c̈MF;+

1;m,1|n− 6=n+ = c̈MF;MF
1;2 = c̈MF;+

1;m,2 = 0; and that lim~ε c̈
MF;MF
1;1 = lim~ε c̈m,1;m,1 −

lim~ε c̈m,1;m,2 = qm − cm = gm(qm−cm)
gm

.

Case: fl is a readin layer.

• Control: NA

• Limits: From table 5.1, we obtain m̃−l,1 = 0, c−;−
l,1;l,1 = (1− 1

N
)(q − c)σ2

l , c−;−
l,1;l,2 = 0, c−;+

l,1;l,1 =

(1n−=n+ − 1
N

)(q − c)σ2
l and c−;+

l,1;l,2 = 0. m̈l,1, c̈−;−
l,1;l,1, c̈−;−

l,1;l,2, c̈−;+
l,1;l,1 and c̈−;+

l,1;l,2 are identical
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except the 1
N

term becomes zero. (i) through (iii) hold. Finally, since fl is a readin layer and
fm a bottleneck, we have m = 0. So via table 5.3 we have lim~ε c̈

−;−
l,1;l,1 = (q− c)σ2

l = gl(q0−c0)
g0

so (iv).

Case: fl is a fully-connected, non-readin layer.

• Control: NA

• Limits: From table 5.1, we obtain m̃−l,1 = 0, c−;−
l,1;l,1 = σ2

l c
−;−
k,1;k,1, c−;−

l,1;l,2 = σ2
l c
−;−
k,1;k,2, c−;+

l,1;l,1 =

σ2
l c

+;−
k,1;k,1 and c−;+

l,1;l,2 = σ2
l c

+;−
k,1;k,2. m̈l,1, c̈−;−

l,1;l,1, c̈−;−
l,1;l,2, c̈−;+

l,1;l,1 and c̈−;+
l,1;l,2 have analogous formulas.

(i) through (iii) carry over from fk to fl. Finally, lim~ε c̈
−;−
l,1;l,1|n− 6=n+ = σ2

l lim~ε c̈
−;−
k,1;k,1|n− 6=n+ =

σ2
l
gk(qm−cm)

gm
= gl(qm−cm)

gm
so (iv).

Case: fl is a bias layer.

• Control: Since ρk,1 is controlled by CE2, so is ρl,1.

• Limits: m̃−l,1 = m̃−k,1, c−;−
l,1;l,1 = c−;−

k,1;k,1, c−;−
l,1;l,2 = c−;−

k,1;k,2, c+;−
l,1;l,1 = Ee(ρ−k,1(ρ+

k,1 + e+in
k,1 )) =

Eeρ−k,1ρ
+
k,1 + Eeρ−k,1e

+in
k,1 = c+;−

k,1;k,1 + 0 = c+;−
k,1;k,1 and similarly c+;−

l,1;l,2 = c+;−
k,1;k,2. The limB,N

quantities have analogous formulas. (i) through (iii) carry over from fk to fl and (iv) is
trivial.

Case: fl is an BN layer.

• Control: Expanding ρ−l,1 recursively yields that it can be expressed as a polynomial over e−l′,b,

e+
l′,b, e

(n)
λ,b ,

1√
ν+
l′

and 1√
ν
(n)
λ

terms for various b, n, l′ with l > l′ > m and λ ≤ m. Throughout

the BN layer case, we restrict l′ to l > l′ > m. Note that e+in
l′,b and e(n) in

λ,b terms cancel out
due to the mean normalization at BN layers and the FMN

b . The 1√
ν+
l′

and 1√
ν
(n)
λ

are bounded

above in absolute value by 1√
εl′

and 1√
ελ

respectively. So ρ−l,1 is controlled by Cd, where d is

the largest degree of any polynomial term counting only the e−l′,b, e
+
l′,b and e(n)

λ,b . Hence, it is
controlled by CE2.

• Limits: Joint distribution of inputs. We begin by examining the joint distribution of the
inputs of ρ−l,1. These correspond to the e−l′,b, e

+
l′,b and e(n)

λ,b . Of course, they are jointly Gaussian.
All m̃ values at input / FC layers in F are zero by construction / by table 5.1 respectively,
so the mean of this Gaussian is zero. The entries of the covariance matrix corresponding
to inputs with different big layer index are also zero, as there is no weight sharing in f
across big layers. This leaves the investigation of the covariance matrices corresponding to
individual big layer index values as n, b and the + /− superscript varies. We have two cases.
In each case, we will re-express the Gaussian vector in terms of simpler Gaussian vectors
and scalars that are all independent of each other.
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Case: (e−l′,1, .., e
−
l′,B, e

+
l′,1, .., e

+
l′,B). The corresponding covariance matrix has size 2B × 2B.

The top left quadrant has diagonal entries c−;−
l′,1;l′,1 and off-diagonal entries c−;−

l′,1;l′,2. The lower
right quadrant has diagonal entries cl′,1;l′,1 and off-diagonal entries cl′,1;l′,2. The other two
quadrants have diagonal entries c+;−

l′,1;l′,1 and off-diagonal entries c+;−
l′,1;l′,2. Hence, we can de-

compose the second half of the vector as follows.

c
{1}
l′ u

+
l′ + c

{2}
l′ s

+
l′ where c{1}l′ =

√
cl′,1;l′,1 − cl′,1;l′,2 , c{2}l′ =

√
B − 1

B
cl′,1;l′,2 +

1

B
cl′,1;l′,1

where u+
l′ has mean zero and a covariance matrix with diagonal entries B−1

B
and off-diagonal

entries − 1
B

, and s+
l′ is a unit Gaussian scalar. Then we can decompose the first half of the

vector as follows.

c
{3}
l′ u

+
l′ + c

{4}
l′ s

+
l′ + c

{5}
l′ u

−
l′ + c

{6}
l′ s

−
l′ where

c
{3}
l′ =

c+;−
l′,1;l′,1 − c+;−

l′,1;l′,2√
cl′,1;l′,1 − cl′,1;l′,2

c
{4}
l′ =

B−1
B

c+;−
l′,1;l′,2 + 1

B
c+;−
l′,1;l′,1√

B−1
B

cl′,1;l′,2 + 1
B
cl′,1;l′,1

c
{5}
l′ =

√
(c−;−
l′,1;l′,1 − c−;−

l′,1;l′,2)(cl′,1;l′,1 − cl′,1;l′,2)− (c+;−
l′,1;l′,1 − c+;−

l′,1;l′,2)2

cl′,1;l′,1 − cl′,1;l′,2

c
{6}
l′ =

√
(B−1

B
c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1)(B−1

B
cl′,1;l′,2 + 1

B
cl′,1;l′,1)− (B−1

B
c+;−
l′,1;l′,2 + 1

B
c+;−
l′,1;l′,1)2

B−1
B

cl′,1;l′,2 + 1
B
cl′,1;l′,1

where u−l′ and s−l′ have the same distribution as u+
l′ and s+

l′ . Let’s look at the square
roots that arise in the formulas above. Because the covariance matrix is positive semi-
definite, the quadratic form defined by the covariance matrix applied to any vector is non-
negative. Using this principle on (0 × B, 1,−1, 0 × (B − 2)) yields cl′,1;l′,1 − cl′,1;l′,2 ≥
0. Here, × refers to the repetition of a vector component. Using this principle on
(0 × B, 1 × B) yields (B − 1)cl′,1;l′,2 + cl′,1;l′,1 ≥ 0. The Cauchy-Schwartz inequality

yields B2

(B−1)2

(
Ee(e−l′,1 − ê

−
l′ )

2Ee(e+
l′,1 − ê

+
l′ )

2 − (Ee(e−l′,1 − ê
−
l′ )(e

+
l′,1 − ê

+
l′ ))

2
)

= (c−;−
l′,1;l′,1 −

c−;−
l′,1;l′,2)(cl′,1;l′,1 − cl′,1;l′,2) − (c+;−

l′,1;l′,1 − c+;−
l′,1;l′,2)2 ≥ 0 and Eeê−l′

2

Eeê+
l′

2

− (Eeê−l′ ê
+
l′ )

2 =

(B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1)(B−1

B
cl′,1;l′,2 + 1

B
cl′,1;l′,1) − (B−1

B
c+;−
l′,1;l′,2 + 1

B
c+;−
l′,1;l′,1)2 ≥ 0. So ex-

pressions to which square roots are applied are indeed non-negative.

Let’s look at denominators that arise in the formulas above. When cl′,1;l′,1 − cl′,1;l′,2 = 0,
the Cauchy-Schwartz-derived relationship above yields c+;−

l′,1;l′,1 − c+;−
l′,1;l′,2 = 0 and hence we

can remove u+
l′ from our decompositions, which corresponds to setting c

{1}
l′ = c

{3}
l′ = 0
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and c{5}l′ =
√

c−;−
l′,1;l′,1 − c−;−

l′,1;l′,2. When B−1
B

cl′,1;l′,2 + 1
B
cl′,1;l′,1 = 0, the Cauchy-Schwartz-

derived relationship above yields B−1
B

c+;−
l′,1;l′,2 + 1

B
c+;−
l′,1;l′,1 = 0 and hence we can remove

s+
l′ from our decompositions, which corresponds to setting c

{2}
l′ = c

{4}
l′ = 0 and c

{6}
l′ =√

B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1. So we never have to divide by zero.

Finally, let’s look at the limits of the c{.} with respect to N and B. From the induction
hypothesis, we have that the individual c−;− and c+;− terms have valid limits. By non-
singularity from stage 9, we have c̈l′,1;l′,1 − c̈l′,1;l′,2 > 0. So we immediately obtain that
c̈
{1}
l′ = limB,N c

{1}
l′ , c̈{3}l′ and c̈{5}l′ have identical formulas to c{1}l′ , c{3}l′ and c{5}l′ above, ex-

cept that two dots are placed above each c term and c̈{2}l′ =
√

c̈l′,1;l′,2. From the induction
hypothesis we also have c̈{3}l′ |n− 6=n+ = 0. The Cauchy-Schwartz-derived relationship above

yields c{4}l′ ≤
√

B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1. Simply ignoring the negative term in the square

root similarly yields c{6}l′ ≤
√

B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1. So the induction hypothesis yields

c̈
{4}
l′ |n− 6=n+ = c̈

{6}
l′ |n− 6=n+ = 0. (Note that when the denominator of c{4}l′ and c{6}l′ is zero, they

have “alternate values” 0 and
√

B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1 respectively. This does not affect the

limit.) If n− = n+, as
√

B−1
B

c−;−
l′,1;l′,2 + 1

B
c−;−
l′,1;l′,1 converges, c{4}l′ and c{6}l′ are still bounded for

sufficiently large N and B, but it is not apparent whether they necessarily converge.

Case: (e
(1)
λ,1, .., e

(1)
λ,B, e

(2)
λ,1, .., e

(N)
λ,B). The corresponding covariance matrix has size NB ×NB.

Diagonal entries are cλ,1;λ,1. Off-diagonal entries in the block-diagonal with block size B
are cλ,1;λ,2. Other entries are c′;′′λ,1;λ,1. We can decompose the n’th segment of length B as
follows.

c
{1}
λ u

(n)
λ + c

{7}
λ vλ[n] + c

{8}
λ sλ where

c
{1}
λ =

√
cλ,1;λ,1 − cλ,1;λ,2

c
{7}
λ =

√
1

B
cλ,1;λ,1 +

B − 1

B
cλ,1;λ,2 − c′;′′λ,1;λ,1

c
{8}
λ =

√
1

BN
cλ,1;λ,1 +

B − 1

BN
cλ,1;λ,2 +

N − 1

N
c′;′′λ,1;λ,1

where uλ has mean zero and a covariance matrix with diagonal entries B−1
B

and off-diagonal
entries − 1

B
, vλ is N -dimensional, has mean zero and a covariance matrix with diagonal

entries N−1
N

and off-diagonal entries − 1
N

, and sλ is a unit Gaussian scalar. We reuse the {1}
superscript because the formulas for c{1}l′ and c{1}λ are the same.

Let’s look at the square roots. Using the principle of the non-negative quadratic form on
(1,−1, 0 × (NB − 2)), we obtain cλ,1;λ,1 − cλ,1;λ,2 ≥ 0. Using it on (1 × B,−1 × B, 0 ×
B(N − 2)) yields 1

B
cλ,1;λ,1 + B−1

B
cλ,1;λ,2 − c′;′′λ,1;λ,1 ≥ 0. Using it on (1 × (NB)) yields
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1
BN

cλ,1;λ,1 + B−1
BN

cλ,1;λ,2 + N−1
N

c′;′′λ,1;λ,1 ≥ 0. The limits are then c̈{7}λ =
√

c̈λ,1;λ,2 − c̈′;′′λ,1;λ,1 = 0

and c̈{8}λ =
√

c̈′;′′λ,1;λ,1 =
√

c̈λ,1;λ,2 by stage 10.

Note that we consider the component index of u vectors to be a batch index, and hence we
consider the component mean u and batch mean û interchangeable.

Recursive expansion. Next, we consider the recursive expansion of ρ−l,1. By expanding
only ρ−l′,b, ρ

MN
b and ρ(n)

λ,b terms that do not occur inside a ν, we obtain the following “first
expansion”.

ρ−l,1

=
∑
fl′

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )

+
∑
fl′

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

+
∑
fλ

N∑
n=1

(1n=n− −
1

N
)cλ

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)( ∏
fl′′∈Pλ,m

1√
ν

(n)
l′′

)
(e

(n)
λ,1 − ê

(n)
λ )

+
∑
fλ

∑
L∈indpow(Pm,l),Z=|L|>0

N∑
n=1

(1n=n− −
1

N
)cλ(−1)|Z|

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
...

...

( ∏
fl′′∈Pλ,m

1√
ν

(n)
l′′

)
(
̂
e

(n)
λ ρ+

kL[1]
− ê(n)

λ ρ̂+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

...

...

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

Here, as in stage 9,
∑

fl′
is over input and FC layers fl′ from which there exists a directed

path to fl that does not contain another FC layer, and Pl′,l refers to that path excluding its
starting point fl′ . Now, l′ is restricted to l > l′ > m.

∑
fλ

is the equivalent sum for layer
indices less than or equal to m. Here, as in stage 9, the

∏
fl′′∈P

are over BN layers in path P
and the cl′ / cλ are the products of addition weights on P , which is 1 if there are no addition
weights. Since fm is a bottleneck for fl, Pλ,l can be broken down into Pλ,m and Pm,l. Since
these paths do not contain their starting point, this represents a partitioning of the layers in
Pλ,l.

Here,
∑
L∈indpow(P ),Z=|L|>0 is the sum over the powerset of the set of all layer indices of

BN layers in P except for the empty set. L is a vector of indices that is an element of the
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powerset where indices are sorted in decreasing order. For example, if path P contains BN
layers f4, f7 and f13, then L takes values (4), (7), (13), (7, 4), (13, 4), (13, 7), and (13, 7, 4).
Z is the size of L. kL[z] is the index of the dependency of fL[z].

∑
L∈indpow(P ),Z=|L|>0 arises

by repeatedly applying the recursive definition of ρ−l,b for BN layers, which is the sum of two
parts. Passing through a BN layer causes any affected term in the recursive expansion to be
replaced by two terms, which yields an exponential number of terms in the end. Each of
those terms has a signature that determines whether the term corresponds to the left, simple
part or the right, complex part of the recursive definition at any BN layer. L is that signature.

To better understand the first expansion, we recommend deriving it by hand for several ex-
ample layer graphs.

We say the first expansion has four “super terms”. Super term 1 is on the first line, super
term 2 is on the second and third line, super term 3 is on the fourth line and super term 4 is
on the fifth, sixth and seventh line.

We continue the expansion process. Unfortunately, we cannot give further expansions ex-
plicitly as they are simply too complex. We must be content with describing them. The next
step will be to replace each ρ+ term (not inside a ν+) with its expansion in terms of e+ and

1√
ν+

terms. That expansion takes the form of the expansion of ρk,1 in stage 9, activation layer
case. The replacement has the following effect. Super terms 1 and 3 are unaffected. Inside
the
∑
L∈indpow(Pl′,l),Z=|L|>0 and

∑
L∈indpow(Pm,l),Z=|L|>0 sums of super terms 2 and 4, we add

2Z additional sums, two per value of z, over the big layer indices that correspond to inputs
of ρ+

kL[z]
. The numerator of the final part of the super term 2 becomes

(ê−l′ e
+
kl1
− ê−l′ ê

+
kl1

)(e+
kl2Z ,1

− ê+
kl2Z

)

|Z|−1∏
z=1

̂e+
kl2z

e+
kl2z+1

− ê+
kl2z

ê+
kl2z+1

where the l1, .., l2Z are the indices of summation of the 2Z additional sums. For the super
term 4, we obtain an analogous expression with e(n)

λ instead of e−l′ . Also inside the additional
sums, we obtain a product of addition weights / 1√

ν+
terms stemming from addition layers

/ BN layers between the ρ+ and their inputs respectively. Note that all e+in
l′ and e+in

λ terms
cancel out.

The next step in the expansion process is to replace each e term (not inside a ν) by the
applicable u−, s−, u+, s+, u(n), v and s. e terms arise only inside of (expr1 − expr2)
constructs where expr1 and expr2 differ only in whether / how the batch mean is taken.
Hence, the s−, s+, v and s cancel out, as they are constant across the batch. Also, expr2
vanishes as the batch mean of individual u vectors is zero. Hence super term 1 becomes(∑

fl′

cl′c
{5}

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
u−l′ [1]

)
+

(∑
fl′

cl′c
{3}

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
u+
l′ [1]

)

We will refer to an instance of the expression inside the first
∑

fl′
for one fl′ as a “minus

term” and to an instance of the expression inside the second
∑

fl′
for one fl′ as a “short plus

term”. Similarly, we obtain two copies for super term 2. In the first copy, e−l′ becomes c{5}u−l′
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and in the second, it becomes c{3}u+
l′ . We will refer to an instance of the expression inside

the sums of the first copy as a “minus plus term” and to an instance of the expression inside
the sums of the second copy as a “long plus term”. In both cases, the e+ are replaced by
c{1}u+. Note that going forward, we also use u+ to refer to u(n+) when the big layer index is
less than or equal to m. Super term 3 becomes

∑
fλ

N∑
n=1

(1n=n− −
1

N
)cλc

{1}
λ

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)( ∏
fl′′∈Pλ,m

1√
ν

(n)
l′′

)
u

(n)
λ [1]

We refer to an instance of the expression inside the
∑

fλ
as an “n-term”. (Note that an n-term

includes
∑N

n=1.) Finally, in super term 4 the e(n)
λ become c{1}λ u

(n)
λ and the e+ become c{1}u+.

We refer to an instance of the expression inside all sums except
∑N

n=1 as an “n-plus term”.
We use “pure term” to refer to either a minus term, short plus term, long plus term, minus
plus term, n-term or n-plus term. The expansion of ρl,1 now consists of a sum over a number
of pure terms that is fixed as N and B vary. We refer to that sum as the “second expansion”.

From the second expansion, it is already clear that (i) holds, i.e. that expectations involving
ρ−l,b and ρ+

l,b depend on n+ and n− only through 1n−=n+ as the same holds for the c{.} by the
induction hypothesis.

Each type of pure term has a similar form, which we call “standard form”. Specifically, it is
a product of up to five things: an “N-sum”, an “N-frequency”, a “multiplier”, a “normalizer”
and a “polynomial”. When present, the n-sum takes form

∑N
n=1 and comes at the beginning

of the pure term. The N-frequency is a function of N , 1n−=n+ , 1n=n+ and 1n=n− that
converges as N converges to infinity for any n, n−, n+. The multiplier is a product of
addition weights, the c{.}, and some number of (−1)|Z| terms. The normalizer is a product of

1√
ν+

and possibly 1√
ν(n)

terms with various subscripts. The polynomial is a product of terms
which can include u−l′ [1] terms (e.g. minus term), u+[1] terms (e.g. short plus term, long

plus term and n-plus term), u(n)
λ [1] terms (e.g. n-term), û−l′ u+ terms (e.g. minus plus term),

û
(n)
λ u+ terms (e.g. n-plus term), and û+u+ terms (e.g. long plus term and n-plus term).

Expectation limits of standard form terms Let’s look at the limit of the expectation of a
standard form term as B and N converge to infinity. Consider first the N-sum, assuming it is
present. Due to the symmetry of standard form terms, the expectation for a given value of n
depends on n only via 1n=n+ and 1n=n− . (Remember that when n = n+, we have u(n)

λ = u+
λ

for λ ≤ m.) Hence, we can eliminate the N-sum inside an expectation as follows. If
n− = n+, we can duplicate the standard form term and replace the (n) superscript with (n+)
in one copy and some other fixed (n◦) in the other copy, while replacing the N-frequency by
its aggregate value. The aggregate N-frequency is obtained by summing all N-frequencies
that belong to a given copy. For the first copy, this is only the N-frequency for n = n+.
For the second copy, this is all N-frequencies for n 6= n+. For example, for n-terms, the
aggregate N-frequency is 1

N
−1 for the first copy and 1− 1

N
for the second copy. If n− 6= n+,

we can triplicate the standard form term and replace the (n) superscript with (n+) in one
copy, (n−) in the second copy and some other fixed (n◦) in the third copy, while again
replacing the N-frequency by its aggregate value. For example, for n-terms, the aggregate
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N-frequency is − 1
N

for the first copy, 1 − 1
N

for the second copy and −N−2
N

for the third
copy. Assuming the aggregate N-frequencies converge with N , all copies have themselves
standard form.

Now consider the limit of the expectation of a standard form term without an N-sum. Con-
sider the polynomial. We can multiply it out by eliminating all parentheses and batch mean
operators. This yields what we call “chains” of individual u components multiplied together,
which are also multiplied by some power of 1

B
stemming from the batch mean operators. u

components in these chains have component indices from 1 to B, which correspond to batch
indices. However, since the multiplier, normalizer and N-frequency either do not contain or
are symmetric with respect to batch indices, we can aggregate chains that are equivalent up
to batch index reassignment inside the expectation. For example, u+[1](u+[4])2u+[7] (times
multiplier, normalizer and N-frequency) has the same expectation as (u+[1])2u+[2]u+[3],
and u−[1]u−[B]u+[1]u+[B] has the same expectation as u−[1]u−[2]u+[1]u+[2]. This aggre-
gation procedure allows us to eliminate all batch index values greater than the degree of
the chains, which is fixed as B and N vary. Call this degree D. Hence, as B and N vary,
there is a finite set of possible “aggregated chains”. The aggregation process causes each of
these aggregated chains to be multiplied by the sum of powers of 1

B
corresponding to the

individual chains that were aggregated into it. This sum may depend on B but converges
as B converges to infinity. Hence, we call it “B-frequency”. So we have that the standard
form term is a sum over products of N-frequency, B-frequency, multiplier, normalizer and
aggregated chain. By allowing the B-frequency to be zero, we can consider the sum to be
over a fixed number of products and we can consider the set of aggregated chains fixed.

Both N-frequency and B-frequency converge in the limit of N and B. Unless the multiplier
contains a c{4} or c{6} term and n− = n+, the multiplier converges as addition weights and
(−1)|Z| terms are constant and the c{.} converge as shown above. Now we apply lemma
18 to each product of aggregated chain and normalizer, in a way that is similar to stage
9. B maps onto d. Each different u component from the aggregated chain maps onto a
component of χd. For example, if the aggregated chain is (u−[1])2u−[2](u+[1])3u+[2], we
obtain dG = 4. Σd is then block-diagonal with blocks of sizes at most D which have d−1

d

on the diagonal and −1
d

off the diagonal. So Σ̂ is the identity matrix. G(arg) is a product
of arg components that mirrors the aggregated chain. The normalizer to the power of 1

D

maps onto each component of ωGd . H and ωHd are equal to constant 1. It is easy to check
that neither the distribution of an aggregated chain nor of the normalizer depends on N , so
the limit with respect to N can be ignored. The conditions of lemma 18 hold as for the BN
layer case in stage 9. The application of lemma 18 yields that the product of aggregated
chain and normalizer has a valid expectation limit as B converges to infinity, and hence as B
and N converge to infinity. This limit is obtained by endowing u components with the unit
Gaussian distribution and taking the almost sure limit of the normalizer. So finally we have
that the valid limit of the expectation of the product of N-frequency, B-frequency, multiplier,
normalizer and aggregated chain is equal to the product of the limit of the N-frequency, the
limit of the B-frequency, the limit of the multiplier, the almost sure limit of the normalizer
and the expectation of the aggregated chain with respect to the unit Gaussian, assuming the
multiplier does not contain a c{4} or c{6} term.

Specific expectation limits Now we are ready to investigate the limB,N quantities: m̈l,1, c̈−;+
l,1;l,1,
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c̈−;+
l,1;l,2, c̈−;−

l,1;l,2 and c̈−;−
l,1;l,1. We will break these down into expectation limits of pure terms /

standard form terms. Most of the time, the expectation limit of a standard form term turns
out to be zero, for one of the following reasons: the N-frequency converges to zero; the
B-frequency of aggregated chains converges to zero; the multiplier converges to zero; or the
aggregated chains contain exactly one copy of some u component. In the latter case, because
individual u components are independent from other components and have mean zero under
the unit Gaussian, the expectation of the entire aggregated chain is zero.

We have m̃l,1 = ̂̃ml = 0. The first half of this statement holds by symmetry. The second half
uses that the batch mean of any u vector is zero. Hence, m̈l,1 = 0.

Let’s look at c̈−;+
l,1;l,1 = limB,N Eeρ−l,1ρ

+
l,1. ρ+

l,1 recursively expands into a sum of terms contain-
ing a multiplier made up of addition weights and a c{1} term, a normalizer and a polynomial
of form u+[1]. We call those terms “co-terms”, and they have standard form. So ρ−l,1ρ

+
l,1 is

the sum of products of one pure term and one co-term. Each product has standard form and
does not contain a c{4} or c{6} term, so the limit of its expectation is valid if an N-sum is
not present. An N-sum is only present in a product of an n-term and co-term and a product
of an n-plus term and co-term. We remove the N-sum via duplication as described above.
Note that because in an n-term and n-plus term only the N-frequency depends on n−, we
can aggregate all n values unequal to n+, no matter whether n− = n+. The aggregate N-
frequency is 1

N
− 1n−=n+ for the copy corresponding to n 6= n+ and 1n−=n+ − 1

N
for the

copy corresponding to n = n+. Both converge, so both copies have standard form, so the
limits of their expectations are valid. Hence overall, c̈−;+

l,1;l,1 itself is valid.

Consider the value of the limit for the case n− 6= n+. We break this down by pure term type.
For a product of minus term and co-term or minus plus term and co-term, each aggregated
chain contains a single u− component. Hence, the expectation limit is zero. For a product
of short plus term and co-term or long plus term and co-term, we have that the multiplier
contains c{3}l′ . Since c̈{3}l′ |n− 6=n+ = 0, the expectation limit is zero. For a product of n-
term and co-term or n-plus term and co-term, we obtain an N-frequency of 1

N
− 1n−=n+ /

1n−=n+ − 1
N

as mentioned above. Both converge to zero when n− 6= n+. So the expectation
limit is again zero. So, overall c̈−;+

l,1;l,1|n− 6=n+ = 0 as required.

We have c−;+
l,1;l,2 = Eeρ−l,1ρ

+
l,2 = Eeρ−l,1( B

B−1
ρ̂+
l − 1

B−1
ρ+
l,1) = − 1

B−1
Eeρ−l,1ρ

+
l,1 = − 1

B−1
c−;+
l,1;l,1.

Here we use symmetry and that the batch mean is zero at a big BN layer. So c̈−;+
l,1;l,2 =

limB,N − 1
B−1

c−;+
l,1;l,1 = limB,N − 1

B−1
limB,N c−;+

l,1;l,1 = 0, so specifically c̈−;+
l,1;l,2|n− 6=n+ = 0 as

required.

Similarly, we have c−;−
l,1;l,2 = − 1

B−1
c−;−
l,1;l,1, so if c̈−;−

l,1;l,1 is valid as we show below, c̈−;−
l,1;l,2 = 0

and specifically c̈−;−
l,1;l,2|n− 6=n+ = 0 as required.

Finally, let’s look at c̈−;−
l,1;l,1 = limB,N Eeρ−l,1ρ

−
l,1. ρ−l,1ρ

−
l,1 is the sum of products of two pure

terms. Such a product has standard form, except it may contain two N-sums. We use the
same replication trick as before when this is the case. Let the indices of summation corre-
sponding to the two sums be n and n′. Then we require one copy for n = n′ = n+, one copy
for n = n+ 6= n′, one copy for n′ = n+ 6= n, one copy for n = n′ 6= n+, and one copy
for when all three are different. The aggregate N-frequencies when n− = n+ are (N−1)2

N2 ,
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− (N−1)2

N2 , − (N−1)2

N2 , (N−1)
N2 and (N−1)(N−2)

N2 in that order. When n− 6= n+, they are 1
N2 , − 1

N2 ,
− 1
N2 , N

2−N−1
N2 and −N

2+N+2
N2 . All converge. Since the pure terms do not contain c{4} or c{6}

terms, c̈−;−
l,1;l,1 is valid.

Consider the value of the limit for the case n− 6= n+. Again, we go by pure term type.

Case: product of short plus term or long plus term and any pure term. The multiplier contains
c{3}, so the expectation limit is zero.

Case: product of minus term or minus plus term and n-term or n-plus term. Each product
of an aggregated chain from the minus or minus plus term and an aggregated chain from a
copy of the n-term or n-plus term contains a single u− component, so the expectation limit
is zero.

Case: product of minus term or minus plus term and minus term or minus plus term where
the big layer indices from the leading sum

∑
fl′

are different. Each product of aggregated
chains contains two single u− components, one each for the two big layer indices, so the
expectation limit is zero.

Case: product of minus plus term and minus plus term where the big layer indices are the
same. Then the polynomial of the product is composed as follows. It has a û−l′ u

+
l1

term;

a û−l′ u
+
l2

term; a u+
l3

[1] term; a u+
l4

[1] term; and some number of û+u+ terms with various
subscripts. The l1 through l4 are less than l and not necessarily different. Let the product of
the minus plus terms be written informally as other ∗ poly. Then

Euother ∗ poly
= Euotherû−l′ u

+
l1
û−l′ u

+
l2
u+
l3

[1]u+
l4

[1]
∏

û+u+

= Euotherû−l′ u
+
l1
û−l′ u

+
l2
û+
l3
u+
l4

∏
û+u+

= Euother(
1

B
u−l′ [1]u+

l1
[1]u−l′ [1]u+

l2
[1] +

B − 1

B
u−l′ [1]u+

l1
[1]u−l′ [2]u+

l2
[2])û+

l3
u+
l4

∏
û+u+

Here we use symmetry with respect to batch indices repeatedly. Now we form aggregated
chains in a 2-step process. First, we aggregate the “partial chains” obtained from multiplying
out û+

l3
u+
l4

∏
û+u+, where we do not replace batch indices 1 and 2 and replace no batch index

with 1 or 2. (This can lead to batch indices up to D+2 being included in the aggregated par-
tial chains. However, this does not affect our ability to apply lemma 18 as discussed above.)
Second, we multiply a copy of each aggregated partial chain with 1

B
u−l′ [1]u+

l1
[1]u−l′ [1]u+

l2
[1]

and a copy of each aggregated partial chain with B−1
B
u−l′ [1]u+

l1
[1]u−l′ [2]u+

l2
[2]. Since the B-

frequencies of the aggregated partial chains are convergent, the B-frequencies of aggregated
chains stemming from 1

B
u−l′ [1]u+

l1
[1]u−l′ [1]u+

l2
[1] converge to zero. Further, aggregated chains

stemming from B−1
B
u−l′ [1]u+

l1
[1]u−l′ [2]u+

l2
[2] contain a single u−l′ [1] and a single u−l′ [2] compo-

nent. So for either type of aggregated chain, the expectation limit is zero.

Case: product of minus plus term and minus term where the big layer indices are the same.
The argument is as in the previous case where
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Euother ∗ poly
= Euotherû−l′ u

+
l1
u−l′ [1]u+

l2
[1]
∏

û+u+

= Euother(
1

B
u−l′ [1]u+

l1
[1]u−l′ [1]u+

l2
[1] +

B − 1

B
u−l′ [1]u+

l1
[1]u−l′ [2]u+

l2
[2])
∏

û+u+

Case: product of an n-term or n-plus term and an n-term or n-plus term where the big layer
indices are different. We consider the 5 copies as described above. When n = n+ and / or
n′ = n+, the N-frequency converges to zero. Otherwise, each product of aggregated chains
contains a single u(n) and a single u(n′) component, which are unequal to any u+ component
because n 6= n+ and n′ 6= n+. The expectation limit is zero.

Case: product of an n-term or n-plus term and n-plus term where the big layer indices are
the same. We consider the 5 copies again. When n = n+ and / or n′ = n+, the N-frequency
converges to zero. Otherwise, when n 6= n′, there are single u(n) and u(n′) components.
When n = n′, the expectation equals

Euother(
1

B
u

(n)
λ [1]u+

l1
[1]u

(n)
λ [1]u+

l2
[1] +

B − 1

B
u

(n)
λ [1]u+

l1
[1]u

(n)
λ [2]u+

l2
[2])
∏

û+u+

So the expectations based on individual aggregated chains have limit zero either based on
B-frequency or a single u component as above.

Case: product of an n-term and n-term where the big layer indices are the same. We consider
for now only 4 of the 5 copies: those where at least one of n and n′ equals n+ and the one
where all three are unequal. For the first three, the N-frequency converges to zero. When all
three are unequal, there is a single u(n) and u(n′) component.

So, in summary, we are left with one copy from the case above as well as products of minus
terms where the big layer index is the same. Hence, letting n◦ be some value other than n+

and endowing u components with unit Gaussian distributions, we have for n− 6= n+

c̈−;−
l,1;l,1

=
∑
fl′

(
limB,N c

2
l′c
{5}
l′ c

{5}
l′

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Euu−l′ [1]2

+
∑
fλ

(
limB,N

N2−N−1
N2 c2

λc
{1}
λ c

{1}
λ

limB a.s.

(∏
fl′′∈Pm,l

ν+
l′′

)(∏
fl′′∈Pλ,m

ν
(n◦)
l′′

))Euu(n◦)
λ [1]2

=
∑
fl′

c2
l′ c̈
{5}
l′ c̈

{5}
l′∏

fl′′∈Pl′,l
ν̈l′′

+
∑
fλ

c2
λc̈
{1}
λ c̈

{1}
λ(∏

fl′′∈Pm,l
ν̈l′′
)(∏

fl′′∈Pλ,m
ν̈l′′
)

=
∑
fl′

c2
l′ c̈
−;−
l′,1;l′,1∏

fl′′∈Pl′,l
ν̈l′′

+
∑
fλ

c2
λ(c̈λ,1;λ,1 − c̈λ,1;λ,2)∏

fl′′∈Pλ,l
ν̈l′′
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This is very reminiscent of the corresponding expression from the BN layer case of stage
9. The value of ν̈l′′ carries over from stage 9. Again, using the recursive calculation rules
for bias, addition and BN layers in this stage, for c̈MN;MN

1;1 , and for bias, addition and BN

layers in stage 9, it is easy to check that this is equivalent to c̈−;−
l,1;l,1 =

c̈−;−
k,1;k,1

c̈k,1;k,1−c̈k,1;k,2+εl
. Hence

lim~ε c̈
−;−
l,1;l,1|n− 6=n+ =

lim~ε c̈
−;−
k,1;k,1|n−6=n+

lim~ε c̈k,1;k,1|n−6=n+−lim~ε c̈k,1;k,2|n−6=n++lim~ε εl
= gk(qm−cm)

(qk−ck)gm
= gl(qm−cm)

gm
as re-

quired.

Case: fl is an addition layer.

• Control: Since CE2 is linearly closed, if the ρ−k[κ],1 are controlled by CE2, so is ρ−l,1.

• Limits: m̃−l,1 = Ee
∑K

κ=1wκρ
−
k[κ],1 =

∑K
κ=1wκm̃

−
k[κ],1. We also have c−;+

l,1;l,1 =∑K
κ=1 w

2
κc
−;+
k[κ],1;k[κ],1, c−;+

l,1;l,2 =
∑K

κ=1w
2
κc
−;+
k[κ],1;k[κ],2, c−;−

l,1;l,1 =
∑K

κ=1w
2
κc
−;−
k[κ],1;k[κ],1 and c−;−

l,1;l,2 =∑K
κ=1 w

2
κc
−;−
k[κ],1;k[κ],2, . We use the same recursion argument as in e.g. stage 9. The expan-

sion itself is a bit more complex than in that stage. As it flows backward through the small
layer graph of f , each fl′,b / fλ,b is represented in F by F−l′,b and F+

l′,b / the F (n)
λ,b respectively.

Hence, we must apply the recursive definitions corresponding to those layers. If the ex-
pansion touches fm, we must also apply the recursive definition of the ρMN

b . However, the
argument still goes through with a wider range of recursion steps.

So, m̈−l,1 =
∑K

κ=1wκm̈
−
k[κ],1, c̈−;−

l,1;l,1 =
∑K

κ=1 w
2
κc̈
−;−
k[κ],1;k[κ],1 etc. so (i) through

(iii) carry over from the dependencies to fl. Finally, we have lim~ε c̈
−;−
l,1;l,1|n− 6=n+ =∑K

κ=1 w
2
κ lim~ε c̈

−;−
k[κ],1;k[κ],1|n− 6=n+ =

∑K
κ=1 w

2
κ
gk[κ](qm−cm)

gm
= gl(qm−cm)

gm
and so (iv).

Case: fl is an activation layer.

• Control: We have ρ−l,1 = ρ−k,1τ
′
l (ρ

+
k,1). τ ′l (ρ

+
k,1) is controlled by CE2 as τl(ρ+

k,1) is controlled by
CE2 in stage 9. The induction hypothesis yields that ρ−k,1 is controlled by CE2. The product of
two functions controlled by CE2 is itself controlled by CE2.

• Limits: We follow the same steps as for the BN layer case of this stage.

Joint distribution of inputs The joint distribution of the inputs of ρl,1 is as for the BN layer
case, except that e+in

l′,1 terms for l > l′ > m and e+in
λ,1 terms for λ ≤ m can arise inside of

τ ′l (). (Again, we restrict l′ to l > l′ > m.) The e+in
l′,1 / e+in

λ,1 are Gaussian scalars independent
of all other inputs of ρl,1 with mean zero and variance σ2

l′ / σ2
λ. Hence, we set e+in

l′,1 = σ2
l′s

in
l′

and e+in
λ,1 = σ2

λs
in
λ where the sin

l′ and sin
λ are unit Gaussian scalars. Because the bias vector is

shared across individual inputs, those scalars depend neither on the batch index nor on the
duplex index n.

Recursive expansion The “first expansion” is

ρ−l,1
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=
∑

fl′ normed

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )τ

′
l (ρ

+
k,1)

+
∑

fl′ normed

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

τ ′l (ρ
+
k,1)

+
∑

fλ normed

N∑
n=1

(1n=n− −
1

N
)cλ

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)( ∏
fl′′∈Pλ,m

1√
ν

(n)
l′′

)
...

...(e
(n)
λ,1 − ê

(n)
λ )τ ′l (ρ

+
k,1)

+
∑

fλ normed

∑
L∈indpow(Pm,l),Z=|L|>0

N∑
n=1

(1n=n− −
1

N
)cλ(−1)|Z|

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
...

...

( ∏
fl′′∈Pλ,m

1√
ν

(n)
l′′

)
(
̂
e

(n)
λ ρ+

kL[1]
− ê(n)

λ ρ̂+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

...

...

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

τ ′l (ρ
+
k,1)

+
∑

fl′ unnormed

cl′e
−
l′,1τ

′
l (ρ

+
k,1) +

∑
fλ unnormed

N∑
n=1

(1n=n− −
1

N
)cλe

(n)
λ,1τ

′
l (ρ

+
k,1)

Here, as in the activation layer case of stage 9, the leading sums are either over input and FC
big layers from which the directed path to fl not containing another FC layer does contain a
BN layer, or does not contain a BN layer. The part of the first expansion corresponding to
normed fl′ and fλ is as for the BN layer case. The part of the first expansion corresponding
to unnormed fl′ and fλ is much simpler because the recursive definitions of multi-activation
functions derived from BN layers are not applied.

The first expansion now has two additional super terms 5 and 6, and super terms 1 through
4 differ in that they now also contain a τ ′l (ρ

+
k,1) term. We continue the expansion process.

Replacing ρ+ terms not in a τ ′l () or ν+ with their expansion in terms of e+ and 1√
ν+

terms
has the same effect as in the BN layer case, i.e. it adds 2Z additional sums and some other
components to the second and fourth super term. Expanding the ρ+

k,1 inside the τ ′l () replaces
them with

∑
fl′ normed

cl′
( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e+
l′,1 − ê

+
l′ ) +

∑
fl′ unnormed

cl′e
+
l′,1 +

∑
fl′ bias

cl′e
+in
l′,1
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+
∑

fλ normed

cλ′
( ∏
fl′′∈Pλ,l

1√
ν+
l′′

)
(e+
λ,1 − ê

+
λ ) +

∑
fλ unnormed

cλe
+
λ,1 +

∑
fλ bias

cλe
+in
λ,1

This is equivalent to the expansion of ρk,1 in stage 9, activation layer case, except that we
break down each sum into big layers with index larger than m and big layers with index at
most m.

Now let’s look at replacing the e terms with u and v components and s terms. The expression
inside τ ′l () becomes expl,1 where

expl,b =
∑

fl′ normed

cl′c
{1}
l′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
u+
l′ [b] +

∑
fl′ unnormed

cl′c
{1}
l′ u

+
l′ [b]

+
∑

fl′ unnormed

cl′c
{2}
l′ s

+
l′ +

∑
fl′ bias

cl′σ
2
l′s

in
l′ +

∑
fλ normed

cλ′c
{1}
λ

( ∏
fl′′∈Pλ,l

1√
ν+
l′′

)
u+
λ [b]

+
∑

fλ unnormed

cλc
{1}
λ u+

λ [b] +
∑

fλ unnormed

cλc
{7}
λ vλ[n

+]

+
∑

fλ unnormed

cλc
{8}
λ sλ +

∑
fλ bias

cλσ
2
λs

in
λ

Note that each u or v component or s term that arises in this expression arises in only one
sum, and only once in that sum. What is multiplied to it we term its “coefficient”. For super
terms 1 through 4, introducing u, v and s outside of the τ ′l (expl,1) works exactly as in the
BN layer case. We obtain minus terms, minus plus terms, short plus terms, long plus terms,
n-terms and n-plus terms as before, except that these terms now also contain τ ′l (expl,1). Our
two new super terms 5 and 6 become

∑
fl′ unnormed

cl′c
{3}
l′ u

+
l′ [1]τ ′l (expl,1) +

∑
fl′ unnormed

cl′c
{4}
l′ s

+
l′ τ
′
l (expl,1)

+
∑

fl′ unnormed

cl′c
{5}
l′ u

−
l′ [1]τ ′l (expl,1) +

∑
fl′ unnormed

cl′c
{6}
l′ s

−
l′ τ
′
l (expl,1)

and

∑
fλ unnormed

N∑
n=1

(1n=n− −
1

N
)cλc

{1}
λ u

(n)
λ [1]τ ′l (expl,1)

+
∑

fλ unnormed

N∑
n=1

(1n=n− −
1

N
)cλc

{7}
λ vλ[n]τ ′l (expl,1)

respectively. sλ cancels out. This yields 6 new kinds of pure term, which we call 3-term,
4-term, 5-term, 6-term, 1-term and 7-term, respectively, for lack of better names, based on
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the superscript of c. Each of these new pure terms refers to an instance of the expression
inside the leading sum. We thus obtain the “second expansion” as a sum over a fixed number
of 12 kinds of pure terms, instead of a sum over a fixed number of 6 kinds of pure terms as
for the BN layer case. Based on the second expansion, it is clear that (i) holds.

We need to expand our definition of the “standard form” from the BN layer case to cover
the pure terms in this second expansion. In addition to N-sum, N-frequency, multiplier,
normalizer and polynomial, standard form terms now also contain a “tau-deriv” of form
τ ′l (expl,1). Polynomials are now also allowed to have s+

l′ terms (e.g. 4-term), s−l′ terms (e.g.
6-term) and vλ[n] terms (e.g. 7-term).

Expectation limits of standard form terms Let’s look at the limit of the expectation of a
“new” standard form term as N and B converge to infinity. N-sums are eliminated and the
polynomial is broken down into aggregated chains as for the BN layer case, except that batch
index value 1, which arises in expl,1, is excluded from aggregation. We then apply lemma 18
to each product of normalizer, aggregated chain and tau-deriv. As in the BN layer case, the
distribution of normalizer and aggregated chain do not depend on N . While the distribution
of some terms in expl,1 such as vλ[n+] terms do depend on N , the distribution of expl,1 itself
does not. Hence, we can map both B and N onto d for lemma 18, thereby setting B = N ,
and still get the general limit with respect to B and N out of the lemma, as N does not
affect the value of the expectation. Each different u component, v component or s term
that arises in the aggregated chain or tau-deriv maps onto a component of χd. As for the
BN layer case, Σ̂ is the identity matrix, G(arg) is a product of arg components that mirrors
the aggregated chain, and the normalizer to the power of 1

D
maps onto each component of

ωGd . Now, the coefficient of the u or v component or s term in expl,1 corresponding to χd[i]
maps onto ωHd [i] for each i. ωHd [i] is zero if the component or term does not appear. Finally,
H(arg) = τ ′l (

∑
i arg[i]). Let’s check the conditions. Differentiability holds by property 22.2

and integrability by assumption 6. Σ̂ is positive definite. The components of ωGd are bounded
and converge a.s. as for the BN layer case above and in stage 9. The components of ωHd are
bounded and converge a.s. because 1√

ν+
terms are bounded and converge a.s. and the c{.}

represent deterministic, convergent sequences in B = N . Note that c{4} or c{6} terms do not
appear in the tau-deriv.

So, analogously to the BN layer case above, we have that the valid limit of the expectation
of the product of N-frequency, B-frequency, multiplier, normalizer, aggregated chain and
tau-deriv is equal to the product of the limit of the N-frequency, the limit of the B-frequency,
the limit of the multiplier, the almost sure limit of the normalizer, and the expectation of
the product of aggregated chain and tau-deriv with respect to the unit Gaussian, where the
coefficients of the Gaussian variables in the tau-deriv are also replaced by their almost sure
limit. As discussed under the BN layer case, the limit of the multiplier may not exist when
n− = n+ and it contains c{4} or c{6} terms. We consider this specific case separately below.

Specific expectation limits Again, we are ready to investigate the limB,N quantities. Again,
we will break these down into the expectation limits of pure terms / standard form terms,
which are most often zero.

Let’s look at m̈−l,1. ρ−l,1 is the sum of “new” standard form terms. We eliminate each N-
sum and obtain aggregate N-frequencies 1

N
− 1n−=n+ and 1n−=n+ − 1

N
for the two copies
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respectively as for the BN layer case. Expectation limits of all standard form terms, which
are now N-sum-free, are valid except possibly those of 4-terms and 6-terms. 6-terms contain
a single s−l′ term. (Going forward, “single” implies that exactly one copy of the component
or term appears in the polynomial and no copy appears in the tau-deriv.) So the expectation
limit of the product of normalizer, polynomial and tau-deriv is zero. Since c{6}l′ is bounded
for sufficiently large N and B, the multiplier is eventually bounded. So multiplying the
zero limit with the eventually bounded multiplier and bounded frequencies still yields a zero
limit for the entire 6-term, and hence a valid limit. For 4-terms, we similarly have that c{4}l′
is eventually bounded. By non-singularity from stage 9, c̈l′,1;l′,2 ≥ 0. If c̈l′,1;l′,2 > 0, then
c̈
{4}
l′ is simply the limit of its numerator over the limit of its denominator. A valid c̈{4}l′ yields

a valid limit of the expectation of the 4-term. On the other hand, if c̈l′,1;l′,2 = 0, we have
c̈
{2}
l′ = 0. This implies that s+

l′ has a coefficient in expl,1 with limit zero. Hence, the s+
l′ in

the polynomial / aggregated chain of the 4-term becomes effectively a single term and we
obtain a zero expectation limit as for 6-terms above. So in any case, the expectation limit of
the 4-term is valid. So, overall, m̈−l,1 is valid.

Consider the value of m̈−l,1 for n− 6= n+. Minus, minus plus terms and 5-terms become zero
due to a single u− component. Short plus terms / long plus terms / 3-terms / 4-terms / 6-terms
become zero as c̈{3} / c̈{3} / c̈{3} / c̈{4} / c̈{6} is zero respectively. For n-terms, n-plus terms,
1-terms and 7-terms, the N-frequency of both copies becomes zero. So m̈−l,1|n− 6=n+ = 0.

Let’s look at c̈−;+
l,1;l,1 and c̈−;+

l,1;l,2. Multiplying ρ+
l,1 to ρ−l,1 corresponds to additionally multiplying

each pure term that already contains a τ ′l (expl,1) with a τl(expl,1) as well. Compared to
a standard form term, in our application of lemma 18, we can simply replace H(arg) =
τ ′l (
∑

i arg[i]) with H(arg) = τ ′l (
∑

i arg[i])τl(
∑

i arg[i]). We obtain that c̈−;+
l,1;l,1 is valid and

c̈−;+
l,1;l,1|n− 6=n+ = 0 in the same manner as for m̈−l,1 above. Similarly, multiplying ρ+

l,2 to ρ−l,1
corresponds to additionally multiplying each pure term that already contains a τ ′l (expl,1) with
a τl(expl,2) as well. Every u or v component or s term that arises in both expl,1 and expl,2 is
paired with the same coefficient in both. Hence, compared to a standard form term, in our
application of lemma 18, we can simply letH(arg) be the product of τ ′l applied to the sum of
components of arg present in expl,1 and τl applied to the sum of components of arg present in
expl,2. We also exclude batch index value 2 from aggregation. We obtain that c̈−;+

l,1;l,2 is valid
and c̈−;+

l,1;l,2|n− 6=n+ = 0 in the same manner as for m̈−l,1 above.

Let’s look at c̈−;−
l,1;l,1. ρ−l,1ρ

−
l,1 is the sum of products of two pure terms. Such products have

standard form except that τ ′l (expl,1)2 is present instead of τ ′l (expl,1), which is a trivial change,
and that two N-sums can arise, which are eliminated by creating five copies as for the BN
layer case. So any product of two pure terms not containing a 4-term or 6-term has a valid
expectation limit. For a product of a 4/6-term and a non-4/6-term, and for a product of two
4/6-terms where the big layer indices from the leading sum

∑
fl′

are different, we obtain
validity as for an individual 4/6-term above. Thus we are left for each unnormed fl′ to
confirm the validity of

lim
B,N

cl′cl′c
{4}
l′ c

{4}
l′ Eu,s,vs+

l′ s
+
l′ τ
′
l (expl,1)2 + 2cl′cl′c

{4}
l′ c

{6}
l′ Eu,s,vs+

l′ s
−
l′ τ
′
l (expl,1)2
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+cl′cl′c
{6}
l′ c

{6}
l′ Eu,s,vs−l′ s

−
l′ τ
′
l (expl,1)2

If c̈l′,1;l′,2 > 0, then c̈{4}l′ and c̈{6}l′ are simply the limit of their respective numerators over the
limit of their respective denominators, and so the above limit is valid. On the other hand, if
c̈l′,1;l′,2 = 0, we have c̈{2}l′ = 0. This implies that s+

l′ has a coefficient in expl,1 with limit zero.
Since s−l′ does not appear in expl,1 at all, we have

lim
B,N

Eu,s,vs+
l′ s

+
l′ τ
′
l (expl,1)2 = lim

B,N
Eu,s,vs−l′ s

−
l′ τ
′
l (expl,1)2

and also

lim
B,N

Eu,s,vcl′cl′c{4}l′ c
{6}
l′ s

+
l′ s
−
l′ τ
′
l (expl,1)2 = 0

due to a single s+
l′ term and a single s−l′ term and both c{4}l′ and c{6}l′ being eventually bounded.

So we obtain

lim
B,N

cl′cl′c
{4}
l′ c

{4}
l′ Eu,s,vs+

l′ s
+
l′ τ
′
l (expl,1)2 + 2cl′cl′c

{4}
l′ c

{6}
l′ Eu,s,vs+

l′ s
−
l′ τ
′
l (expl,1)2

+cl′cl′c
{6}
l′ c

{6}
l′ Eu,s,vs−l′ s

−
l′ τ
′
l (expl,1)2

= cl′cl′
(

lim
B,N

c
{4}
l′ c

{4}
l′ + c

{6}
l′ c

{6}
l′

)(
lim
B,N

Eu,s,vs−l′ s
−
l′ τ
′
l (expl,1)2

)
= cl′cl′ c̈

−;−
l′,1;l′,2

(
lim
B,N

Eu,s,vs−l′ s
−
l′ τ
′
l (expl,1)2

)

The expression on the last line is valid, so the expression on the first line is valid, so overall
c̈−;−
l,1;l,1 is valid.

Consider the value of c̈−;−
l,1;l,1 for n− 6= n+. Products of two pure terms where at least one is

a short plus term, long plus term, 3-term, 4-term, 6-term or 7-term become zero due to the
c{3}, c{4}, c{6} and c{7} becoming zero. So we are left with minus terms, minus plus terms,
n-terms, n-plus terms, 1-terms and 5-terms. Any product of an n-term, n-plus term or 1-term
on the one hand, and a minus term, minus plus term or 5-term on the other becomes zero
as the aggregate N-frequencies are 1

N
− 1n−=n+ and 1n−=n+ − 1

N
as before. So we are left

with two kinds of products. The first kind has only n-terms, n-plus terms and 1-terms and
the second kind has only minus terms, minus plus terms and 5-terms.

Let’s consider the first kind. For a product of an n-term, n-plus term or 1-term and another
such term, we create 5 copies to eliminate the double N-sum as for the BN layer case.
The aggregate N-frequency becomes zero when n or n′ are equal to n+. Further, for the
copy where n, n′ and n+ are all unequal, aggregated chains contain a single u(n) and u(n′)

component. So we are left with only the copy corresponding to n = n′ 6= n+. When the big
layer indices from the leading sum are different, that copy also has aggregated chains with
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a single u(n) component. So we are left with one copy stemming from products where the
big layer index of both pure terms is the same. In that situation, the product cannot contain
a 1-term on the one hand and an n-term or n-plus term on the other as 1-terms correspond
to unnormed big layers, and n-terms and n-plus terms correspond to normed big layers. For
a product of an n-plus term and an n-term or n-plus term, we use the same argument as for
the BN layer case to show it becomes zero due to either a single u(n) component or the B-
frequency becoming zero, depending on the aggregated chain. The tau-deriv is immaterial
to this argument. So we are left with one copy from products of 1-terms that share big layer
index and with one copy from products of n-terms that share big layer index.

Let’s now consider the second kind. Differing big layer indices lead to single u− compo-
nents. So we are left with products of 5-terms for unnormed big layers, and minus terms and
/ or minus plus terms for normed big layers. For a product of a minus plus term and a minus
or minus plus term, we use the same argument as for the BN layer case to show it becomes
zero due to either a single u− components or the B-frequency becoming zero, depending on
the aggregated chain. So we are left with products of minus terms that share big layer index
and with products of 5-terms that share big layer index.

So analogously to the BN layer case, endowing u and v components and s terms with unit
Gaussian distributions, we obtain for n− 6= n+

c̈−;−
l,1;l,1

=
∑
fl′

(
limB,N c

2
l′c
{5}
l′ c

{5}
l′

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Eu,s,vu−l′ [1]2τ ′l ( ¨expl,1)2

+
∑
fλ

(
limB,N

N2−N−1
N2 c2

λc
{1}
λ c

{1}
λ

limB a.s.

(∏
fl′′∈Pm,l

ν+
l′′

)(∏
fl′′∈Pλ,m

ν
(n◦)
l′′

))Eu,s,vu(n◦)
λ [1]2τ ′l ( ¨expl,1)2

=

(∑
fl′

c2
l′ c̈
−;−
l′,1;l′,1∏

fl′′∈Pl′,l
ν̈l′′

+
∑
fλ

c2
λ(c̈λ,1;λ,1 − c̈λ,1;λ,2)∏

fl′′∈Pλ,l
ν̈l′′

)
Eu,s,vτ ′l ( ¨expl,1)2

Here, we aggregate minus terms and 5-terms as well as n-terms and 1-terms into a single
leading sum each. ¨expl,1 is obtained by replacing the coefficients in expl,1 with their limit.
¨expl,1 is a linear combination of unit Gaussians, and hence is a mean zero Gaussian itself.

By stage 9, activation layer case, the variance of that Gaussian is c̈k,1;k,1. Using the re-
cursive calculation rules for bias, addition and BN layers in this stage, for c̈MN;MN

1;1 , and for

the bias, addition and BN layers in stage 9, it is easy to check that
(∑

fl′

c2
l′ c̈
−;−
l′,1;l′,1∏

fl′′∈Pl′,l
ν̈l′′

+∑
fλ

c2λ (̈cλ,1;λ,1−c̈λ,1;λ,2)∏
fl′′∈Pλ,l

ν̈l′′

)
= c̈−;−

k,1;k,1. So finally, c̈−;−
l,1;l,1 = c̈−;−

k,1;k,1Es∼N (0,̈ck,1;k,1)τ
′
l (s)

2 and

one last application of lemma 15 yields lim~ε c̈
−;−
l,1;l,1|n− 6=n+ = gk(qm−cm)

gm
Es∼N (0,qk)τ

′
l (s)

2 =
gk(qm−cm)

gm
Cτ ′l (qk, qk) = gl(qm−cm)

gm
as required.

Finally, let’s look at c̈−;−
l,1;l,2. We obtain validity as for c̈−;−

l,1;l,1. In the context of lemma 18,
τ ′l (expl,1)τ ′l (expl,2) is handled just as τ ′l (expl,1)τl(expl,2) is handled for c̈−;+

l,1;l,2 above. To obtain
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the value of the limit for n− 6= n+, we also proceed along the lines of c̈−;−
l,1;l,1. Again, we show

that expectation limits of (copies of) products of pure terms become zero. We use the same
arguments as for c̈−;−

l,1;l,1, except for products of two 5-terms; products of one minus or minus
plus term and another minus or minus plus term; the n = n′ 6= n+ copy of a product of
two 1-terms; and for the n = n′ 6= n+ copy of a product of one n-term or n-plus term and
another n-term or n-plus term. For these products, when the big layer index differs, we obtain
a single u− or u(n) component as usual. But even when the big layer index is the same for
both pure terms, there is a single u−l′ [1] and u−l′ [2] component, or a single u(n)

λ [1] and u(n)
λ [2]

component. So, overall we obtain c̈−;−
l,1;l,2|n− 6=n+ = 0 as required.

So as in stage 4, letting n− and n+ vary again, we have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX Tr(Jl,m,1CovfmJ T
l,m,1)

= lim
~ε

lim
B,N

1

N2

N∑
n−,n+=1

lim
dMF a.s.

p
(n−,n+)
l,1 .p

(n−,n+)
l,1

= lim
~ε

lim
B,N

1

N
c−;−
l,1;l,1|n−=n+ +

N − 1

N
c−;−
l,1;l,1|n− 6=n+

= lim
~ε

lim
B,N

c−;−
l;l |n− 6=n+

=
gl(qm − cm)

gm

as required.

Stage 13: statement (11.11)

By symmetry and writing c0,1;0,1 / c′;′′0,1;0,1 for q / c respectively, we have

lim
~ε

lim
B,N

lim
dMF a.s.

NLC(fl(fm), fm(D(N,B)))

= lim
~ε

lim
B,N

lim
dMF a.s.

√
EX Tr(Jl,m(X)CovfmJ T

l,m(X))

Tr(Covfl)

= lim
~ε

lim
B,N

lim
dMF a.s.

√√√√∑B
b=1 EX Tr(Jl,m,b(X)CovfmJ T

l,m,b(X))∑B
b=1 EX ||fl,b(X)||22 − ||EXfl,b(X)||22

= lim
~ε

lim
B,N

√√√√∑B
b=1

1
N
c−;−
l,b;l,b|n−=n+ + N−1

N
c−;−
l,b;l,b|n− 6=n+∑B

b=1
N−1
N

(cl,b;l,b − c′;′′l,b;l,b)

= lim
~ε

lim
B,N

√√√√ 1
N
c−;−
l,1;l,1|n−=n+ + N−1

N
c−;−
l,1;l,1|n− 6=n+

N−1
N

(cl,1;l,1 − c′;′′l,1;l,1)
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=

√
gl(qm − cm)

gm(ql − cl)

Stage 14: statement (11.5)

This stage resembles stage 6, where references to stage 4 are replaced with references to stage 12.
The case l = m is again trivial. For l > m, as in stage 12, we will treat the cases m > 0 and
m = 0 separately. However, now, the differences are more extensive and so there is no overlap in
our presentation of the two cases.

Case: m > 0. We will show lim~ε limB,N limdMF a.s.
1
dMF
l
||Jl,m,1(X(1))u||22 = gl

gm
where randomness

is induced by θ, X(1) and the unit Gaussian vector u, which has dimensionality BdMF
m . From

lemma 17, we then obtain limdMF a.s.
1
dMF
l
||Jl,m,1(X(1))u||22 = limdMF a.s.

1
dMF
l
||Jl,m,1(X(1))||2F , and

hence lim~ε limB,N limdMF a.s.
1
dMF
l
||Jl,m,1(X(1))||2F = gl

gm
as required.

We have limdMF a.s.
1
dMF
l
||Jl,m,1(X(1))u||22 = limdMF a.s. (uJl,m,1(X(1))T ).2. This is the same ex-

pression we investigated in stage 12 as p
(n−,n+)
l,1 with n+ = 1, except that fm(X(n−)) −

1
N

∑N
n=1 fm(X(n)) is replaced by u. In fact, if we let p(n−,1)

l,1 refer to uJl,m,1(X(1))T , we can
proceed analogously to stage 12, which eventually yields

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||Jl,m,1(X(1))||2F

= lim
~ε

lim
B,N

lim
dMF a.s.

p
(n−,1)
l,1 .p

(n−,1)
l,1

= lim
~ε

lim
B,N

lim
dMF a.s.

F−l,1.F
−
l,1

= lim
~ε

c̈−;−
l,1;l,1

=
gl
gm

The major difference is the form of the recursive expansion as it arises in the BN and activation
layer cases of the induction, which we dive into below. The following minor differences also arise.

• The FMN
b are input layers. Each of them corresponds to a segment of u of dimensionality

dMF
m . Because u is unit Gaussian, we add a diagonal entry of 1 and off-diagonal entries of

zero to the covariance matrix of G for each FMN
b . Distribution equality is obvious. The

limdMF a.s. quantities become m̃MN
1 = 0, cMN;MN

1;1 = 1 and cMN;MN
1;2 = cMN;(n)

1;m,1 = cMN;(n)
1;m,2 = 0. The

same holds for the limB,N quantities. Finally, lim~ε c̈
MN;MN
1;1 = 1 = gm

gm
. This is required to

start off the induction.

• n− does not arise in the construction of F and all limit quantities are independent of n− and
N . The n− 6= n+ case becomes the general case.

• The case where fl is a readin layer does not appear in the induction step as l > m > 0 and
fm is a bottleneck for fl. We can ignore all associated arguments.

540



• When fl is an addition layer, the recursive expansion of ρ−l halts at the ρMN
b , as these are now

dummy multi-activation functions. The same arguments apply as the eMN
b are independent of

all other e terms for input and FC layers in F and as m̃MN
1 = 0.

• If fl is an FC, bias or addition layer, we obtain lim~ε c̈
−;−
l,1;l,1 = gl

gm
as required, as the induction

hypothesis now yields lim~ε c̈
−;−
k,1;k,1 = gk

gm
.

Let’s look at the BN layer case. The “first expansion” becomes

ρ−l,1

=
∑
fl′

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )

+
∑
fl′

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

+
∑
fm

cm

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
(eMN

1 − êMN)

+
∑
fm

∑
L∈indpow(Pm,l),Z=|L|>0

cm(−1)|Z|

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
...

...
( ̂eMNρ+

kL[1]
− êMNρ̂+

kL[1]
)(ρ+

kL[Z],1
− ρ̂+

kL[Z]
)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

Here, for consistency of notation, we write
∑

fm
for the sum over only layer fm if that layer is

touched by the recursive expansion and a sum over no layers otherwise. (Note again that the
recursive expansion halts at the ρMN

b .) The difference between this first expansion and that for the
BN layer case of stage 12 is that super terms 3 and 4 have been replaced by copies of super terms
1 and 2 where l′ is replaced by m. Control holds as in stage 12.

We can decompose (eMN
1 , .., eMN

B ) as uMN + c{9}sMN where uMN is a Gaussian vector with mean
zero and covariance matrix as our other u vectors, sMN is a unit Gaussian scalar and c{9} = 1

B
.

We use this to derive the “second expansion”. It contains minus terms, minus plus terms, short
plus terms and long plus terms as in the BN layer case of stage 12. We no longer obtain n-terms
and n-plus terms, but we obtain similar terms where some u(n) components are replaced by uMN

components, and the N-sum, N-frequency and part of the normalizer are removed. For example,
an n-term becomes
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cm

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
uMN[1]

Note that no such term is present if
∑

fm
is the empty sum. Again, ρl,1 is a sum over a fixed

number of six kinds of pure terms of standard form. Compared to the BN layer case of stage 12,
standard form terms now do not contain N-sums and N-frequencies, but we allow them to contain
uMN components. The application of lemma 18 is as in the BN layer case of stage 12. Since no
N-sums are present, each product of a pure term and a pure or co-term has standard form. Since
now no c{4} terms or c{6} terms are present, we immediately obtain that m̈l,1, c̈−;+

l,1;l,1, c̈−;+
l,1;l,2, c̈−;−

l,1;l,2

and c̈−;−
l,1;l,1 are valid. m̈l,1 = c̈−;+

l,1;l,2 = c̈−;−
l,1;l,2 = 0 holds again by symmetry. To determine the value

of c̈−;+
l,1;l,1 and c̈−;−

l,1;l,1, we again consider individual products of pure terms and pure terms or co-terms
and find that most of them become zero because of the multiplier converging to zero, the presence
of a single u component, or the B-frequency converging to zero. We obtain c̈−;+

l,1;l,1 = 0 and when
we endow u components with unit Gaussian distributions, we have

c̈−;−
l,1;l,1

=
∑
fl′

(
limB,N c

2
l′c
{5}
l′ c

{5}
l′

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Euu−l′ [1]2 +

∑
fm

(
limB,N c

2
m

limB a.s.
∏

fl′′∈Pm,l
ν+
l′′

)
EuuMN[1]2

=
∑
fl′

c2
l′ c̈
−;−
l′,1;l′,1∏

fl′′∈Pl′,l
ν̈l′′

+
∑
fm

c2
m∏

fl′′∈Pm,l
ν̈l′′

Again, using the recursive calculation rules for bias, addition and BN layers, it is easy to check

that this is equivalent to c̈−;−
l,1;l,1 =

c̈−;−
k,1;k,1

c̈k,1;k,1−c̈k,1;k,2+εl
. Hence lim~ε c̈

−;−
l,1;l,1 =

lim~ε c̈
−;−
k,1;k,1

lim~ε c̈k,1;k,1−lim~ε c̈k,1;k,2+lim~ε εl
=

gk
(qk−ck)gm

= gl
gm

as required.

Finally, let’s turn to the activation layer case. The first recursive expansion becomes

ρ−l,1

=
∑

fl′ normed

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )τ

′
l (ρ

+
k,1)

+
∑

fl′ normed

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

τ ′l (ρ
+
k,1)

+
∑

fm normed

cm

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
(eMN

1 − êMN)τ ′l (ρ
+
k,1)
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+
∑

fm normed

∑
L∈indpow(Pm,l),Z=|L|>0

cm(−1)|Z|

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
...

...
( ̂eMNρ+

kL[1]
− êMNρ̂+

kL[1]
)(ρ+

kL[Z],1
− ρ̂+

kL[Z]
)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

τ ′l (ρ
+
k,1)

+
∑

fl′ unnormed

cl′e
−
l′,1τ

′
l (ρ

+
k,1) +

∑
fm unnormed

cme
MN
1 τ ′l (ρ

+
k,1)

The difference between this first expansion and that for the activation layer case of stage 12 is that
super terms 3, 4 and 6 have been replaced by copies of super terms 1, 2 and 5 where l′ is replaced
by m. Control holds as in stage 12. Again, we derive the second expansion. It contains minus
terms, minus plus terms, short plus terms and long plus terms as in the activation layer case of
stage 12. We no longer obtain n-terms and n-plus terms, but we obtain similar terms where some
u(n) components are replaced by uMN components, and the N-sum, N-frequency and part of the
normalizer are removed. For example, an n-term becomes

cm

( ∏
fl′′∈Pm,l

1√
ν+
l′′

)
uMN[1]τ ′l (expl,1)

Note that no such term is present if
∑

fm
is the empty sum. We obtain 3-terms, 4-terms, 5-terms

and 6-terms as before. Instead of 1-terms we now have

cmu
MN[1]τ ′l (expl,1)

and instead of 7-terms we now have

cmc
{9}sMNτ ′l (expl,1)

Again, ρl,1 is a sum over a fixed number of 12 kinds of pure terms of standard form. Compared
to the activation layer case of stage 12, standard form terms now do not contain N-sums and
N-frequencies but we allow them to contain uMN components and sMN terms. The application
of lemma 18 is as in the activation layer case of stage 12 and depends on whether τ ′l (expl,1),
τ ′l (expl,1)2, τ ′l (expl,1)τl(expl,1), τ ′l (expl,1)τ ′l (expl,2) or τ ′l (expl,1)τl(expl,2) is present. Pure terms
containing c{4} and c{6} are as they were in the activation layer case of stage 12, and so the argu-
ments for the validity of the expectation limits of those terms and products involving those terms
are unchanged. Since also now no N-sums are present that need to be eliminated, we obtain the
validity of the limB,N quantities. To determine the value of these quantities, we again consider
individual pure terms and their products and find that most of them become zero because of the
multiplier converging to zero, the presence of a single u component, or the B-frequency converging
to zero. We obtain m̈−l,1 = c̈−;+

l,1;l,1 = c̈−;+
l,1;l,2 = c̈−;−

l,1;l,2 = 0 and, when we endow u and v components
and s terms with unit Gaussian distributions, we have
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c̈−;−
l,1;l,1

=
∑
fl′

(
limB,N c

2
l′c
{5}
l′ c

{5}
l′

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Eu,s,vu−l′ [1]2τ ′l ( ¨expl,1)2

+
∑
fm

(
limB,N c

2
m

limB a.s.
∏

fl′′∈Pm,l
ν+
l′′

)
Eu,s,vuMN[1]2τ ′l ( ¨expl,1)2

=
(∑

fl′

c2
l′ c̈
−;−
l′,1;l′,1∏

fl′′∈Pl′,l
ν̈l′′

+
∑
fm

c2
m∏

fl′′∈Pm,l
ν̈l′′

)
Eu,s,vτ ′l ( ¨expl,1)2

Again, using the recursive calculation rules for bias, addition and BN layers, it is easy to check

that we have
(∑

fl′

c2
l′ c̈
−;−
l,1;l,1∏

fl′′∈Pl′,l
ν̈l′′

+
∑

fm

c2m∏
fl′′∈Pm,l

ν̈l′′

)
= c̈−;−

k,1;k,1. So as in the activation layer

case of stage 12, c̈−;−
l,1;l,1 = c̈−;−

k,1;k,1Es∼N (0,̈ck,1;k,1)τ
′
l (s)

2 and one last application of lemma 15 yields
lim~ε c̈

−;−
l,1;l,1 = gk

gm
Es∼N (0,qk)τ

′
l (s)

2 = gk
gm

Cτ ′l (qk, qk) = gl
gm

as required.

Case: m = 0. We have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||Jl,m,1(X(1))||2F

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

∣∣∣∣∣∣ ∑
fl′ readin

Jl′,0(X(1))TJl,l′,1(X(1))T
∣∣∣∣∣∣2
F

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

∣∣∣∣∣∣ ∑
fl′ readin

WB
l′ Jl,l′,1(X(1))T

∣∣∣∣∣∣2
F

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

din−1∑
i=0

B−1∑
b=0

∣∣∣∣∣∣ ∑
fl′ readin

WB
l′ [i+ dinb, :]Jl,l′,1(X(1))T

∣∣∣∣∣∣2
2

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

1

B

din−1∑
i=0

B−1∑
b=0

B∑
b=1

∣∣∣∣∣∣ ∑
fl′ readin

WB
l′ [i+ dinb, :]Jl,l′,b(X(1))T

∣∣∣∣∣∣2
2

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

1

B

din−1∑
i=0

B−1∑
b=0

∣∣∣∣∣∣ ∑
fl′ readin

WB
l′ [i+ dinb, :]Jl,l′(X(1))T

∣∣∣∣∣∣2
2

= lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

din

∣∣∣∣∣∣ ∑
fl′ readin

WB
l′ [0, :]Jl,l′(X(1))T

∣∣∣∣∣∣2
2

= lim
~ε

lim
B,N

lim
dMF a.s.

( ∑
fl′ readin

√
dinWB

l′ [0, :]Jl,l′(X(1))T
).2

Here,
∑

fl′ readin is over all readin layers. WB
l′ is the block-diagonal matrix of size Bdin × BdMF

l′
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with B blocks of Wl′ . WB
l′ [i + dinb, :] indicates a row of that matrix. In the derivation, we use

symmetry repeatedly.

Again, we proceed along the lines of stage 12, where we now let p
(n−,1)
l,1 refer to∑

fl′ readin

√
dinW

B
l′ [0, :]Jl,l′,1(X(1))T . However, we now no longer have 1

dMF
l
||Jl,m,1(X(1))||2F =

p
(n−,1)
l,1 .p

(n−,1)
l,1 but

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

||Jl,m,1(X(1))||2F

= lim
~ε

lim
B,N

lim
dMF a.s.

B∑
b=1

p
(n−,1)
l,b .p

(n−,1)
l,b

= lim
~ε

lim
B,N

lim
dMF a.s.

B∑
b=1

F−l,b.F
−
l,b

= lim
~ε

lim
B,N

B∑
b=1

c−;−
l,b;l,b

We will have to show that the expression on the last line is gl
gm

.

Let’s start by looking at the readin layers. If fl if a readin big layer, the distribution of the p(n−,1)
l,b is

the distribution of the segments of
√
dinW

B
l [0, :]. Hence, components of p(n−,1)

l,1 are unit Gaussian

and the components of p(n−,1)
l,b with b 6= 1 are equal to zero. The unit Gaussians are independent

of those corresponding to other readin big layers as there is no weight sharing in f . Hence, the
entries added to the covariance matrix of G for the F−l,b are zero, except the diagonal entry added for
F−l,1, which is σ2

l . While distribution equality is clear, the major consequence of this is that there
is no symmetry between the batch index value 1 and other batch index values for any quantity
that depends directly or indirectly on the distribution of the F−l,b or the ρ−l,b(e). Thus, we obtain the
following distinct limdMF a.s. quantities: m̃−l,1, m̃−l,2, m̃+

l,1 = m̃l,1, c−;−
l,1;l,1, c−;−

l,1;l,2, c−;−
l,2;l,2, c−;−

l,2;l,3, c−;+
l,1;l,1,

c−;+
l,1;l,2, c−;+

l,2;l,1, c−;+
l,2;l,2, c−;+

l,2;l,3, c+;+
l,1;l,1 = cl,1;l,1 and c+;+

l,1;l,2 = cl,1;l,2. The differences arise based on which
batch indices are equal to 1 and based on whether they are equal. Because the distribution of the
layers in F+ is not affected by the distribution of the layers in F−, m̃l,1, cl,1;l,1 and cl,1;l,2 continue
to represent all batch index combinations for limdMF a.s. quantities that depend only on F+.

This wider range of limit quantities will unfortunately complicate our limit analysis for BN and ac-
tivation big layers. Before we go ahead with this analysis, we again document “minor” differences
to the analysis in stage 12, just as for the case m > 0 above.

• The FMN
b do not arise, as they pertain only to the case m > 0. Further, we can ignore all

arguments that are associated specifically with m > 0.

• n− does not arise in the construction of F and all limit quantities are independent of n− and
N . The n− 6= n+ case becomes the general case.
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• The induction is now used to show the following with regards to limits: (i) c̈−;−
l,1;l,2 = c̈−;−

l,2;l,2 =

c̈−;−
l,2;l,3 = c̈−;+

l,1;l,1 = c̈−;+
l,1;l,2 = c̈−;+

l,2;l,1 = c̈−;+
l,2;l,2 = c̈−;+

l,2;l,3 = 0; (ii) c̈−;−
l,1;l,1 > 0; (iii) lim~ε c̈

−;−
l,1;l,1 =

gl
gm

; and (iv) limB,N Bc̈−;−
l,2;l,2 = 0. From this we obtain lim~ε limB,N

∑B
b=1 c

−;−
l,b;l,b =

lim~ε limB,N c−;−
l,1;l,1 + lim~ε limB,N

B−1
B

(Bc−;−
l,2;l,2) = lim~ε c̈

−;−
l,1;l,1 = gl

gm
as required. When fl

is a readin, FC, bias or addition layer, (i) through (iv) carry over easily from the dependen-
cies or the generator, as in stage 12. For an addition layer, as we have m = 0, the recursive
expansion cannot touch fm. This makes the expansion simpler than in stage 12, as there are
no recursive definitions of the ρ(n)

λ,b to apply. The argument still goes through.

Case: fl is a BN layer.

The first expansion becomes

ρ−l,1

=
∑
fl′

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )

+
∑
fl′

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

That is, we are left with only super terms 1 and 2. Control holds as in the BN layer case of stage
12. Note that the definitions of the multi-activation functions corresponding to F− are, of course,
still fully symmetric with respect to the batch index even if the distribution induced by e is not.

Joint distribution of inputs Compared to the BN layer case of stage 12, the inputs of ρ−l,1 now come
only in Gaussian vectors (e−l′,1, .., e

−
l′,B, e

+
l′,1, .., e

+
l′,B), which are independent of each other. Again,

the mean is zero. Call the covariance matrix Ql′ . We decompose the Gaussian vector as follows.

e+
l′,1 = c

{1}
l′ z

+
l′

e−l′,1 = c
{2}
l′ z

+
l′ + c

{3}
l′ z

−
l′

e+
l′,b = c

{4}
l′ z

+
l′ + c

{5}
l′ z

−
l′ + c

{6}
l′ s

+
l′ + c

{11}
l′ u+

l′ [b] for b ≥ 2

e−l′,b = c
{7}
l′ z

+
l′ + c

{8}
l′ z

−
l′ + c

{9}
l′ s

+
l′ + c

{10}
l′ s−l′ + c

{12}
l′ u+

l′ [b] + c
{13}
l′ u−l′ [b] for b ≥ 2

We override the definition of the u, s and c{.} from stage 12. z+
l′ , z

−
l′ , s

+
l′ and s−l′ are unit Gaussian

scalars. u+
l′ and u−l′ areB−1-dimensional Gaussian vectors with mean zero and a covariance matrix

that has diagonal entries B−2
B−1

and off-diagonal entries − 1
B−1

. For convenience, their component
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index ranges from 2 through B. An assignment to the 13 c
{.}
l′ terms is valid if it satisfies the

following 13 constraints: c−;−
l′,1;l′,1 = Eee−l′,1e

−
l′,1, c−;−

l′,1;l′,2 = Eee−l′,1e
−
l′,2, c−;−

l′,2;l′,2 = Eee−l′,2e
−
l′,2, c−;−

l′,2;l′,3 =

Eee−l′,2e
−
l′,3, c−;+

l′,1;l′,1 = Eee−l′,1e
+
l′,1, c−;+

l′,1;l′,2 = Eee−l′,1e
+
l′,2, c−;+

l′,2;l′,1 = Eee−l′,2e
+
l′,1, c−;+

l′,2;l′,2 = Eee−l′,2e
+
l′,2,

c−;+
l′,2;l′,3 = Eee−l′,2e

+
l′,3, cl′,1;l′,1 = Eee+

l′,1e
+
l′,1, cl′,1;l′,2 = Eee+

l′,1e
+
l′,2, cl′,1;l′,1 = Eee+

l′,2e
+
l′,2 and cl′,1;l′,2 =

Eee+
l′,2e

+
l′,3. To start with, we obtain

c
{11}
l′ =

√
Eee+

l′,2e
+
l′,2 − Eee+

l′,2e
+
l′,3 =

√
cl′,1;l′,1 − cl′,1;l′,2

c
{12}
l′ =

Eee−l′,2e
+
l′,2 − Eee−l′,2e

+
l′,3

c
{11}
l′

=
c−;+
l′,2;l′,2 − c−;+

l′,2;l′,3√
cl′,1;l′,1 − cl′,1;l′,2

c
{13}
l′ =

√
Eee−l′,2e

−
l′,2 − Eee−l′,2e

−
l′,3 − c

{12}
l′ c

{12}
l′

=

√
(c−;−
l′,2;l′,2 − c−;−

l′,2;l′,3)(cl′,1;l′,1 − cl′,1;l′,2)− (c−;+
l′,2;l′,2 − c−;+

l′,2;l′,3)2

cl′,1;l′,1 − cl′,1;l′,2

This is reminiscent of c{1}l′ , c{3}l′ and c
{5}
l′ from the BN layer case of stage 12. Let’s look at

the square roots that arise in the formulas above. Because Ql′ is positive semi-definite, the
quadratic form defined by Ql′ applied to any vector is non-negative. Using this principle on
(0 × B, 1,−1, 0 × (B − 2)) yields cl′,1;l′,1 − cl′,1;l′,2 ≥ 0. Here, × refers to the repetition of
a vector component. Going forward, we use ẽxpr to refer to the mean of expr over batch in-
dex values 2 through B, i.e. ẽxpr = 1

B−1

∑B
b′=2 expr|b=b′ . The Cauchy-Schwartz inequality yields

(B−1)2

(B−2)2

(
Ee(e−l′,2− ẽ

−
l′ )

2Ee(e+
l′,2− ẽ

+
l′ )

2−(Ee(e−l′,2− ẽ
−
l′ )(e

+
l′,2− ẽ

+
l′ ))

2
)

= (c−;−
l′,2;l′,2−c−;−

l′,2;l′,3)(cl′,1;l′,1−
cl′,1;l′,2) − (c+;−

l′,2;l′,3 − c+;−
l′,2;l′,3)2 ≥ 0. So expressions to which square roots are applied are indeed

non-negative.

Let’s look at denominators that arise in the formulas above. When cl′,1;l′,1−cl′,1;l′,2 = 0, the Cauchy-
Schwartz-derived relationship above yields c+;−

l′,2;l′,2−c
+;−
l′,2;l′,3 = 0, and hence we can remove u+

l′ from

the decomposition, which corresponds to setting c{11}
l′ = c

{12}
l′ = 0 and c{13}

l′ =
√

c−;−
l,2;l,2 − c−;−

l,2;l,3.
So we never have to divide by zero.

Let’s look at the limits of c{11}
l′ , c{12}

l′ and c
{13}
l′ with respect to N and B. From the induction

hypothesis, we have that the individual c−;−
l′,.;l′,. and c+;−

l′,.;l′,. have valid limits. By non-singularity from

stage 9, we have c̈l′,1;l′,1 − c̈l′,1;l′,2 > 0. So we obtain that c̈{11}
l′ , c̈{12}

l′ and c̈
{13}
l′ have identical

formulas to c{11}
l′ , c{12}

l′ and c{13}
l′ above except that two dots are placed above each c term. So,

by the induction hypothesis, we further have c̈{11}
l′ =

√
c̈l′,1;l′,1 − c̈l′,1;l′,2 and c̈{12}

l′ = c̈
{13}
l′ = 0.

Using the principle of the non-negative quadratic form on (0, 1,−1, 0× (2B− 3)) yields c−;−
l′,2;l′,2−

c−;−
l′,2;l′,3 ≥ 0. Using the principle of the non-negative quadratic form on (0, 1, 1, 0 × (2B − 3))

yields c−;−
l′,2;l′,2 + c−;−

l′,2;l′,3 ≥ 0. Combining those results yields |c−;−
l′,2;l′,2| ≥ |c

−;−
l′,2;l′,3| ≥ 0. Since the

induction hypothesis yields limB,N Bc−;−
l′,2;l′,2 = 0, we also have limB,N Bc−;−

l′,2;l′,3 = 0. Finally, since

c
{12}
l′ c

{12}
l′ + c

{13}
l′ c

{13}
l′ = c−;−

l′,2;l′,2 − c−;−
l′,2;l′,3, we have limB,N

√
Bc
{12}
l′ = limB,N

√
Bc
{13}
l′ = 0.
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Knowing the value of c{11}
l′ , c{12}

l′ and c{13}
l′ , an assignment to the other 10 c{.}l′ terms is valid if they

satisfy the following system.


cl′,1;l′,1 c−;+

l′,1;l′,1 cl′,1;l′,2 c−;+
l′,2;l′,1

c−;+
l′,1;l′,1 c−;−

l′,1;l′,1 c−;+
l′,1;l′,2 c−;−

l′,1;l′,2

cl′,1;l′,2 c−;+
l′,1;l′,2

B−2
B−1

cl′,1;l′,2 + 1
B−1

cl′,1;l′,1
B−2
B−1

c−;+
l′,2;l′,3 + 1

B−1
c−;+
l′,2;l′,2

c−;+
l′,2;l′,1 c−;−

l′,1;l′,2
B−2
B−1

c−;+
l′,2;l′,3 + 1

B−1
c−;+
l′,2;l′,2

B−2
B−1

c−;−
l′,2;l′,3 + 1

B−1
c−;−
l′,2;l′,2

 = Al′A
T
l′

where

Al′ =


c
{1}
l′ 0 0 0

c
{2}
l′ c

{3}
l′ 0 0

c
{4}
l′ c

{5}
l′ c

{6}
l′ 0

c
{7}
l′ c

{8}
l′ c

{9}
l′ c

{10}
l′


In other words, Al′ATl′ must be the Cholesky decomposition of a matrix. Call it Rl′ . Let v be an
arbitrary 4-dimensional row vector. Then

vRl′v
T = v∗Ql′(v

∗)T ≥ 0 where v∗ = (v[2],
v[4]

B − 1
× (B − 1), v[1],

v[3]

B − 1
× (B − 1))

as Ql′ is positive semi-definite. So Rl′ is itself positive semi-definite. So we can set unique valid
values for c{1}l′ through c{10}

l′ by letting Al′ATl′ be the Cholesky decomposition where the number of
columns that are not all zero equals the rank of Rl′ .

What remains is to investigate the limits of c{1}l′ through c
{10}
l′ . We have c{7}l′ c

{7}
l′ + c

{8}
l′ c

{8}
l′ +

c
{9}
l′ c

{9}
l′ + c

{10}
l′ c

{10}
l′ = B−2

B−1
c−;−
l′,2;l′,3 + 1

B−1
c−;−
l′,2;l′,2. c̈−;−

l′,2;l′,3 = c̈−;−
l′,2;l′,2 = 0 so c̈{7}l′ = c̈

{8}
l′ = c̈

{9}
l′ =

c̈
{10}
l′ = 0. Since limB,N Bc̈−;−

l′,2;l′,2 = limB,N Bc̈−;−
l′,2;l′,3 = 0, we also have limB,N

√
Bc
{7}
l′ =

limB,N

√
Bc
{8}
l′ = limB,N

√
Bc
{9}
l′ = limB,N

√
Bc
{10}
l′ = 0. For c{1}l′ through c

{6}
l′ , we need to

use explicit formulas. We obtain

c
{1}
l′ =

√
cl′,1;l′,1

c
{2}
l′ =

c−;+
l′,1;l′,1√
cl′,1;l′,1

c
{3}
l′ =

√
c−;−
l′,1;l′,1 −

c−;+
l′,1;l′,1c

−;+
l′,1;l′,1

cl′,1;l′,1

c
{4}
l′ =

cl′,1;l′,2√
cl′,1;l′,1

c
{5}
l′ =

c−;+
l′,1;l′,2cl′,1;l′,1 − c−;+

l′,1;l′,1cl′,1;l′,2

cl′,1;l′,1c
{3}
l′
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c
{6}
l′ =

√
B − 2

B − 1
cl′,1;l′,2 +

1

B − 1
cl′,1;l′,1 − c{4}l′ c

{4}
l′ − c

{5}
l′ c

{5}
l′

Stage 9 yields c̈l′,1;l′,1 > 0 and the induction hypothesis of this stage yields c̈−;−
l′,1;l′,1 > 0 as well as

c̈−;+
l′,1;l′,1 = 0. So c̈{3}l′ =

√
c̈−;−
l′,1;l′,1 > 0, so all denominators in the above formulas have positive

limits, so all limits are straightforward and we obtain

c̈
{1}
l′ =

√
c̈l′,1;l′,1

c̈
{2}
l′ = 0

c̈
{3}
l′ =

√
c̈−;−
l′,1;l′,1

c̈
{4}
l′ =

c̈l′,1;l′,2√
c̈l′,1;l′,1

c̈
{5}
l′ = 0

c̈
{6}
l′ =

√
c̈l′,1;l′,2(c̈l′,1;l′,1 − c̈l′,1;l′,2)

c̈l′,1;l′,1

Recursive expansion The first expansion is given above. Replacing the remaining ρ+ terms (not
inside a ν+) with e+ and 1√

ν+
terms is as for super terms 1 and 2 in the BN layer case of stage

12. However, the second expansion in terms of u components and s and z terms is more complex.
For now, we simply replace the e terms (not inside a ν+) with their decomposition in terms of u
components and s and z terms. We do not further simplify the resulting expression for now. We
thus obtain two kinds of pure terms. “Short terms” originate from super term 1 and “long terms”
originate from super term 2. Pure terms are an instance of the expression inside the leading sum(s)
as in stage 12. So the second expansion is a sum over a fixed number of 2 kinds of pure terms.
Again, they contain a multiplier, normalizer and polynomial. N-sums and N-frequencies are not
present. The polynomial can now also contain s, z and c{.} terms that stem from the replacement of
the e terms by their decomposition. In this context, we consider a standard form term to be defined
by those conditions.

Expectation limits of standard form terms Relative to the BN layer case of stage 12, multiplying
out the polynomial results in a sum of “chains” that can now contain s, z and c{.} terms in addition
to u components. Nonetheless, aggregation works as before except that chains are only considered
equivalent if the same s, z and c{.} terms are present, of which there is a bounded number. The
B-frequencies converge. After aggregation, the c{.} terms in the aggregated chain can be absorbed
into the multiplier, which causes the multiplier to differ from aggregated chain to aggregated chain.
Nonetheless, applying lemma 18 works as before. χd has one component for each distinct u
component or s or z term that arises in the aggregated chain. Σ̂ is still the identity. The valid
limit of the expectation of the product of B-frequency, (chain-specific) multiplier, normalizer and
(c{.}-free) aggregated chain is equal to the product of the limit of the B-frequency, the limit of the
multiplier, the almost sure limit of the normalizer and the expectation of the aggregated chain with
respect to the unit Gaussian.
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When investigating limit quantities such as c̈−;+
l,1;l,1 = limB,N Eeρ−l,1ρ

+
l,1, the recursive expansion of

the ρ+
l,b is as in the BN layer case of stage 9 / 12, except that the decomposition of the e terms

differs, which yields co-terms that can contain s, z and c{.} terms in their polynomial in addition to
u components. Nonetheless, they are standard form terms in this context, and products of a pure
term and a pure term or co-term are standard form terms. This yields that all limB,N quantities of
interest are valid as long as the additional B factor in limB,N Bc−;−

l,2;l,2 does not cause divergence,
which we show below.

Specific expectation limits Let’s look at m̈−l,1, m̈−l,2, c̈−;+
l,1;l,1, c̈−;+

l,1;l,2, c̈−;+
l,2;l,1, c̈−;+

l,2;l,2 and c̈−;+
l,2;l,3. For each

of these, each aggregated chain contains exactly one copy of exactly one of c{2}l1 z+
l1

, c{3}l1 z−l1 , c{7}l1 z+
l1

,
c
{8}
l1
z−l1 , c{9}l1 s+

l1
, c{10}
l1

s−l1 , c{12}
l1

u+
l1

[b] or c{13}
l1

u−l1 [b] for some l1 < l. The expectation limit of a product
of multiplier, normalizer and aggregated chain is zero if the chain contains any of the above except
c
{3}
l1
z−l1 , due to the chain-specific multiplier becoming zero. If the aggregated chain contains c{3}l1 z−l1

and it does not contain another z−l1 term, the expectation limit is zero due to the single z−l1 term.
Finally, if the aggregated chain contains c{3}l1 z−l1 and it does contain another z−l1 term, it must also
contain a c{5}l1 term, which has limit zero. So overall we have m̈−l,1 = m̈−l,2 = c̈−;+

l,1;l,1 = c̈−;+
l,1;l,2 =

c̈−;+
l,2;l,1 = c̈−;+

l,2;l,2 = c̈−;+
l,2;l,3 = 0 as required.

Let’s look at c̈−;−
l,1;l,1, c̈−;−

l,1;l,2, c̈−;−
l,2;l,2 and c̈−;−

l,2;l,3. Each of ρ−l,1ρ
−
l,1, ρ−l,1ρ

−
l,2, ρ−l,2ρ

−
l,2 and ρ−l,2ρ

−
l,3 is a sum of

products of two pure terms. As usual, we consider the expectation limit of individual products by
pure term type. A product of a short term and a long term as well as a product of a long term and
another long term contains in its polynomial a factor stemming from ê−l1e

+
l2
− ê−l1 ê

+
l2

, where l1 < l
and l2 < l are not necessarily different. We have

ê−l1e
+
l2
− ê−l1 ê

+
l2

=
1

B2

(
B(c

{2}
l1
z+
l1

+ c
{3}
l1
z−l1 )c

{1}
l2
z+
l2

+B
B∑
b=2

(c
{7}
l1
z+
l1

+ c
{8}
l1
z−l1 + c

{9}
l1
s+
l1

+ c
{10}
l1

s−l1

+c
{12}
l1

u+
l1

[b] + c
{13}
l1

u−l1 [b])(c
{4}
l2
z+
l2

+ c
{5}
l2
z−l2 + c

{6}
l2
s+
l2

+ c
{11}
l2

u+
l2

[b])

−(c
{2}
l1
z+
l1

+ c
{3}
l1
z−l1 +

B∑
b=2

(c
{7}
l1
z+
l1

+ c
{8}
l1
z−l1 + c

{9}
l1
s+
l1

+ c
{10}
l1

s−l1 + c
{12}
l1

u+
l1

[b] + c
{13}
l1

u−l1 [b]))...

(c
{1}
l2
z+
l2

+
B∑
b=2

(c
{4}
l2
z+
l2

+ c
{5}
l2
z−l2 + c

{6}
l2
s+
l2

+ c
{11}
l2

u+
l2

[b]))
)

=
B − 1

B2
(c
{2}
l1
z+
l1

+ c
{3}
l1
z−l1 − c

{7}
l1
z+
l1
− c{8}l1 z−l1 − c

{9}
l1
s+
l1
− c{10}

l1
s−l1)(c

{1}
l2
z+
l2
− c{4}l2 z+

l2
− c{5}l2 z−l2

−c{6}l2 s+
l2

) +
B − 1

B
c
{12}
l1

c
{11}
l2

ũ+
l1
u+
l2

+
B − 1

B
c
{13}
l1

c
{11}
l2

ũ−l1u
+
l2

Here we use that ũ = 0 for all u vectors. Now we form aggregated chains in a 3-step process. First,
we aggregate the “partial chains” obtained from multiplying out all of the polynomial except for the
factor stemming from ê−l1e

+
l2
− ê−l1 ê

+
l2

. Second, we multiply a copy of each aggregated partial chain
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with B−1
B2 (c

{2}
l1
z+
l1

+c
{3}
l1
z−l1−c

{7}
l1
z+
l1
−c{8}l1 z−l1−c

{9}
l1
s+
l1
−c{10}

l1
s−l1)(c

{1}
l2
z+
l2
−c{4}l2 z+

l2
−c{5}l2 z−l2−c

{6}
l2
s+
l2

),

a copy of each aggregated partial chain with B−1
B
c
{12}
l1

c
{11}
l2

ũ+
l1
u+
l2

and a copy of each aggregated

partial chain with B−1
B
c
{13}
l1

c
{11}
l2

ũ−l1u
+
l2

. Third, we form aggregated chains from each copy. Since
the B-frequencies of aggregated partial chains are convergent, the B-frequencies of aggregated
chains stemming from the first copy converge to zero. Aggregated chains stemming from the
second and third copy contain c{12}

l1
and c{13}

l1
respectively, which converge to zero. So for any type

of aggregated chain, the expectation limit is zero.

This leaves products of a short term and another short term. If the big layer indices from the leading
sum are different, all aggregated chains contain two single u components or s or z terms, one each
for the two big layer indices. The expectation limit is zero. If the big layer indices are both equal
to some l′, the polynomial stems from (el′,b − êl′)(el′,b′ − êl′), where (b, b′) is one of (1, 1), (1, 2),
(2, 2) and (2, 3) depending on the limit quantity considered. We have

el′,b − êl′

= (1b=1 −
1

B
)c
{2}
l′ z

+
l′ + (1b=1 −

1

B
)c
{3}
l′ z

−
l′ + (1b 6=1 −

B − 1

B
)c
{7}
l′ z

+
l′ + (1b6=1 −

B − 1

B
)c
{8}
l′ z

−
l′

+(1b6=1 −
B − 1

B
)c
{9}
l′ s

+
l′ + (1b 6=1 −

B − 1

B
)c
{10}
l′ s−l′ + 1b 6=1c

{12}
l′ u+

l′ [b] + 1b 6=1c
{13}
l′ u−l′ [b]

There are a total of eight terms in this expression. An aggregated chain stems from the product
of two of those terms. If one of those terms contains c{2}l′ , c{7}l′ , c{8}l′ , c{9}l′ , c{10}

l′ , c{12}
l′ or c{13}

l′ , the
chain-specific multiplier converges to zero. Otherwise, the B-frequency converges to zero unless
b = b′ = 1. So overall we have c̈−;−

l,1;l,2 = c̈−;−
l,2;l,2 = c̈−;−

l,2;l,3 = 0, and endowing u components and s
and z terms with unit Gaussian distributions we have

c̈−;−
l,1;l,1

=
∑
fl′

(
limB,N c

2
l′c
{3}
l′ c

{3}
l′ (1− 1

B
)2

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Ezz−l′ z

−
l′

=
∑
fl′

c2
l′ c̈l′,1;l′,1∏
fl′′∈Pl′,l

ν̈l′′

This is the same expression as for the case m > 0 at the beginning of stage 14 except that the

recursive expansion cannot hit fm, so again we have c̈−;−
l,1;l,1 =

c̈−;−
k,1;k,1

c̈k,1;k,1−c̈k,1;k,2+εl
and lim~ε c̈

−;−
l,1;l,1 = gl

gm

as required. By the induction hypothesis, we have c̈−;−
k,1;k,1 > 0 and by non-singularity from stage 9

we have c̈k,1;k,1 − c̈k,1;k,2 ≥ 0, so c̈−;−
l,1;l,1 > 0 as required.

Finally, let’s look at limB,N Bc−;−
l,2;l,2. We obtain this limit just as we obtained c̈−;−

l,2;l,2 = limB,N c−;−
l,2;l,2,

except that we absorb the additional B factor either into the B-frequency or chain-specific multi-
plier before taking their limit, as detailed below. We proceed by pure term type as usual.
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A product of a long term and another long term contains in its polynomial two factors stemming
from ê−l1e

+
l2
− ê−l1 ê

+
l2

and ê−l3e
+
l4
− ê−l3 ê

+
l4

respectively. Both factors expand as shown above. As
above, we form aggregated chains in a 3-step process. First, we aggregate “partial chains” from
multiplying out the remaining factors. Second, we multiply a copy of each aggregated partial chain
with

B − 1

B2
(c
{2}
l1
z+
l1

+c
{3}
l1
z−l1−c

{7}
l1
z+
l1
−c{8}l1 z−l1−c

{9}
l1
s+
l1
−c{10}

l1
s−l1)(c

{1}
l2
z+
l2
−c{4}l2 z+

l2
−c{5}l2 z−l2−c

{6}
l2
s+
l2

)...

...
B − 1

B2
(c
{2}
l3
z+
l3

+c
{3}
l3
z−l3−c

{7}
l3
z+
l3
−c{8}l3 z−l3−c

{9}
l3
s+
l3
−c{10}

l3
s−l3)(c

{1}
l4
z+
l4
−c{4}l4 z+

l4
−c{5}l4 z−l4−c

{6}
l4
s+
l4

)

and a copy of each aggregated partial chain with

B − 1

B2
(c
{2}
l1
z+
l1

+c
{3}
l1
z−l1−c

{7}
l1
z+
l1
−c{8}l1 z−l1−c

{9}
l1
s+
l1
−c{10}

l1
s−l1)(c

{1}
l2
z+
l2
−c{4}l2 z+

l2
−c{5}l2 z−l2−c

{6}
l2
s+
l2

)...

...(
B − 1

B
c
{12}
l3

c
{11}
l4

ũ+
l3
u+
l4

+
B − 1

B
c
{13}
l3

c
{11}
l4

ũ−l3u
+
l4

)

and a copy of each aggregated partial chain with

(
B − 1

B
c
{12}
l1

c
{11}
l2

ũ+
l1
u+
l2

+
B − 1

B
c
{13}
l1

c
{11}
l2

ũ−l1u
+
l2

)...

...
B − 1

B2
(c
{2}
l3
z+
l3

+c
{3}
l3
z−l3−c

{7}
l3
z+
l3
−c{8}l3 z−l3−c

{9}
l3
s+
l3
−c{10}

l3
s−l3)(c

{1}
l4
z+
l4
−c{4}l4 z+

l4
−c{5}l4 z−l4−c

{6}
l4
s+
l4

)

and a copy of each aggregated partial chain with

(
B − 1

B
c
{12}
l1

c
{11}
l2

ũ+
l1
u+
l2

+
B − 1

B
c
{13}
l1

c
{11}
l2

ũ−l1u
+
l2

)(
B − 1

B
c
{12}
l3

c
{11}
l4

ũ+
l3
u+
l4

+
B − 1

B
c
{13}
l3

c
{11}
l4

ũ−l3u
+
l4

)

Third, we form aggregated chains from each copy. Since aggregated partial chains have convergent
B-frequency, aggregated chains stemming from the first copy have a B-frequency that when multi-
plied withB converges to zero, because of the two B−1

B2 factors. Aggregated chains stemming from
the second or third copy have a B-frequency that when multiplied with B converges, because of
the B−1

B2 factor. Further, the chain-specific multiplier for those chains contains either a c{12} or c{13}

term, so it converges to zero. Aggregated chains stemming from the fourth copy contain two c{12}

terms, two c{13} terms or both terms. Hence, the multiplier for those chains times B converges
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to zero. So no matter the copy, the expectation limit of the product of B-frequency, multiplier,
normalizer and aggregated chain is zero.

A product of a short term and a long term contains in its polynomial a factor stemming from
ê−l1e

+
l2
− ê−l1 ê

+
l2

and a factor stemming from e−l3,2− ê
−
l3

. The first factor expands as above. The second
factor expands as

1

B
(c
{7}
l3
z+
l3

+ c
{8}
l3
z−l3 + c

{9}
l3
s+
l3

+ c
{10}
l3

s−l3 − c
{2}
l3
z+
l3
− c{3}l3 z−l3 ) + c

{12}
l3

u+
l3

[2] + c
{13}
l3

u−l3 [2]

We create aggregated partial chains as above, except that we do not replace batch index values of
2 and replace no batch index value with 2, as the expansion of e−l3,2 − ê−l3 lacks symmetry with
respect to that batch index value. We create four copies of aggregated partial chains as above.
For each copy, the argument that the resulting products of B-frequency, multiplier, normalizer and
aggregated chain have expectation limit zero is also as above.

This leaves products of a short term and a short term. The polynomial stems from (el1,2 −
êl1)(el2,2′−êl2). Each factor expands as above. Again, we create four copies and obtain expectation
limits of zero. So overall limB,N Bc−;−

l,2;l,2 = 0 as required.

Case: fl is an activation layer.

The first expansion becomes

ρ−l,1

=
∑

fl′ normed

cl′

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
(e−l′,1 − ê

−
l′ )τ

′
l (ρ

+
k,1)

+
∑

fl′ normed

∑
L∈indpow(Pl′,l),Z=|L|>0

cl′(−1)|Z|

( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)
...

...
(ê−l′ ρ

+
kL[1]
− ê−l′ ρ̂

+
kL[1]

)(ρ+
kL[Z],1

− ρ̂+
kL[Z]

)

ν+
L[Z]

|Z|−1∏
z=1

̂ρ+
kL[z]

ρ+
kL[z+1]

− ρ̂+
kL[z]

ρ̂+
kL[z+1]

ν+
L[z]

τ ′l (ρ
+
k,1)

+
∑

fl′ unnormed

cl′e
−
l′,1τ

′
l (ρ

+
k,1)

That is, we are left with only super terms 1, 2 and 5. Control holds as in the activation layer case
of stage 12. The joint distribution of inputs is as in the BN layer case above except that e+in

l′,1 terms
can arise inside of τ ′l () that are decomposed as σ2

l′s
in
l′ as in stage 12, where sin

l′ is a unit Gaussian
scalar. The second expansion contains short terms and long terms as for the BN layer case above,
which now also contain a τ ′l (expl,1) term where now

expl,b =
∑

fl′ normed

cl′
( ∏
fl′′∈Pl′,l

1√
ν+
l′′

)(
(1b=1 −

1

B
)c
{1}
l′ z

+
l′ + (1b 6=1 −

B − 1

B
)c
{4}
l′ z

+
l′
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+(1b6=1 −
B − 1

B
)c
{5}
l′ z

−
l′ + (1b 6=1 −

B − 1

B
)c
{6}
l′ s

+
l′ + 1b6=1c

{11}
l′ u+

l′ [b]
)

∑
fl′ unnormed

cl′
(
1b=1c

{1}
l′ z

+
l′ + 1b 6=1c

{4}
l′ z

+
l′ + 1b 6=1c

{5}
l′ z

−
l′ + 1b 6=1c

{6}
l′ s

+
l′ + 1b 6=1c

{11}
l′ u+

l′ [b]
)

+
∑
fl′ bias

cl′σ
2
l′s

in
l′

Note that each u component or s or z term that arises in this expression for a specific b arises
only once. In addition to short terms and long terms, the second expansion now also contains
“unnormed terms” that are instances of the expression inside

∑
fl′ unnormed. An unnormed term in

ρ−l,b for some fl′ is

cl′
(
1b=1c

{2}
l′ z

+
l′ + 1b=1c

{3}
l′ z

−
l′ + 1b6=1c

{7}
l′ z

+
l′ + 1b6=1c

{8}
l′ z

−
l′ + 1b6=1c

{9}
l′ s

+
l′

+1b 6=1c
{10}
l′ s−l′ + 1b6=1c

{12}
l′ u+

l′ [b] + 1b 6=1c
{13}
l′ u−l′ [b]

)
τ ′l (expl,b)

Standard form terms can again contain s, z and c{.} terms in the polynomial, but now they can
also contain a tau-deriv τ ′l (expl,1). The application of lemma 18 is as in the activation layer case
of stage 12 except (i) different Gaussian variables are present, (ii) no dependency of terms in expl,b
on N needs to be considered, (iii) chain aggregation works as in the BN layer case above and
(iv) c{.} terms from the aggregated chain are absorbed into the multiplier. So the valid limit of
the expectation of a standard form term is the sum of products of the limit of a B-frequency, the
limit of a chain-specific multiplier, the almost sure limit of a normalizer, and the expectation of
a product of c{.}-free aggregated chain and tau-deriv with respect to the unit Gaussian, where the
coefficients of the Gaussian variables in the tau-deriv are also replaced by their almost sure limit.

When investigating our limit quantities, as in the activation layer case of stage 12, we consider the
expectation limit of products of two pure terms as well as products of a pure term with τl(expl,b).
These products can differ from standard form terms in that they contain τ ′l (expl,b)τ

′
l (expl,b′) or

τ ′l (expl,b)τl(expl,b′) instead of just τ ′l (expl,b). b and b′ depend on the limit quantity considered. In
contrast to stage 12, if one of b and b′ is equal to 1 and the other is unequal to 1, the coefficient
of some Gaussian variables (namely z+ terms) differs between the two τ terms. This means that
we require a generalization of lemma 18 where we do not just have two functions G and H ,
but a third function as well that is multiplied to the first two inside the expectation that has its
own ω vector. Obtaining such a generalization is straightforward. The proof essentially requires
replacing products of two functions with products of three functions and replacing statements
about the components of two ω vectors with statements about the components of three ω vectors.
In the statement of the generalization, we need to extend the list of functions that are assumed to be
integrable with respect to any Gaussian measure, but this is still covered by assumption 6. The three
ω vectors can then represent the normalizer, the coefficients in the first τ term and the coefficients in
the second τ term respectively. H(arg) then remains τ ′l (

∑
i arg[i]) and the third function becomes

either τ ′l (
∑

i arg[i]) or τl(
∑

i arg[i]). In the end, we obtain that all limB,N quantities of interest are
valid as long as the additional B factor in limB,N Bc−;−

l,2;l,2 does not cause divergence, which we
show below.
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m̈−l,1 = m̈−l,2 = c̈−;+
l,1;l,1 = c̈−;+

l,1;l,2 = c̈−;+
l,2;l,1 = c̈−;+

l,2;l,2 = c̈−;+
l,2;l,3 = 0 follows as for the BN layer case above

when we also note that z−l1 cannot have a non-zero coefficient in ¨expl,b as c̈{5}l1 = 0.

Let’s look at c̈−;−
l,1;l,1, c̈−;−

l,1;l,2, c̈−;−
l,2;l,2, c̈−;−

l,2;l,3. As in the BN layer case above, products involving only
short and long terms become zero due to B-frequency or chain-specific multiplier becoming zero,
except for the product of two short terms when b = b′ = 1. This leaves products involving an
unnormed term. For a product of an unnormed term and a short or long term, the big layer indices
from the leading sum differ. If l′ is the big layer index corresponding to the unnormed term,
each aggregated chain contains exactly one copy of exactly one of c{2}l′ z

+
l′ , c

{3}
l′ z

−
l′ , c

{7}
l′ z

+
l′ , c

{8}
l′ z

−
l′ ,

c
{9}
l′ s

+
l′ , c

{10}
l′ s−l′ , c

{12}
l′ u+

l′ [b] or c{13}
l′ u−l′ [b]. The expectation limit is zero if the chain contains any

of the above except c{3}l′ z
−
l′ , due to the chain-specific multiplier becoming zero. If the aggregated

chain contains c{3}l′ z
−
l′ and it does not contain another z−l′ term, the expectation limit is zero due to

the single z−l′ term, as z−l′ cannot have a non-zero coefficient in ¨expl,b as c̈{5}l′ = 0. Finally, if the
aggregated chain contains c{3}l′ z

−
l′ and it does contain another z−l′ term, it must also contain another

c
{5}
l′ term, which has limit zero.

For a product of an unnormed term and an unnormed term, the polynomial stems from
el1,bτl(ρ

+
k,b)el2,b′τl(ρ

+
k,b′), where (b, b′) is one of (1, 1), (1, 2), (2, 2) and (2, 3) depend-

ing on the limit quantity considered. Expanding and multiplying out el1,bel2,b′ yields
1b=1c

{3}
l1
z−l1τ

′
l (expl,b)1b′=1c

{3}
l2
z−l2τ

′
l (expl,b′) as the only term that does not become zero due to its

multiplier. If (b, b′) 6= (1, 1), it is zero. If l1 6= l2, it becomes zero due to the single z−l1
and z−l2 terms which cannot have a non-zero coefficient in ¨expl,b or ¨expl,b′ . So, overall we have
c̈−;−
l,1;l,2 = c̈−;−

l,2;l,2 = c̈−;−
l,2;l,3 = 0. For c̈−;−

l,1;l,1, combining the non-zero “leftover” from products of two
short terms and products of two unnormed terms, endowing u components and s and z terms with
unit Gaussian distributions, we obtain

c̈−;−
l,1;l,1

=
∑
fl′

(
c2
l′ c̈
{3}
l′ c̈

{3}
l′

limB a.s.
∏

fl′′∈Pl′,l
ν+
l′′

)
Eu,s,zz−l′ z

−
l′ τ
′
l ( ¨expl,1)2

=
∑
fl′

c2
l′ c̈l′,1;l′,1∏
fl′′∈Pl′,l

ν̈l′′
Eu,s,zτ ′l ( ¨expl,1)2

Here, we use again that z−l′ cannot have a non-zero coefficient in ¨expl,1. This is an analogous
expression as for the case m > 0 at the beginning of stage 14 except that the recursive expansion
cannot hit fm. While the recursive expansion of the content of τ ′l () differs from the case m > 0,
its limiting distribution is still N (0, c̈k,1;k,1). So again we have c̈−;−

l,1;l,1 = c̈−;−
k,1;k,1Es∼N (0,̈ck,1;k,1)τ

′
l (s)

2

and lim~ε c̈
−;−
l,1;l,1 = gl

gm
as required. By the induction hypothesis, we have c̈−;−

k,1;k,1 > 0, and by non-
singularity from stage 9, we have c̈k,1;k,1 > 0. Along with proposition 14 and condition 22.2, we
obtain c̈−;−

l,1;l,1 > 0 as required.

Finally, let’s look at limB,N Bc−;−
l,2;l,2. A product of two pure terms contains in its polynomial two

factors that, depending on pure term type, stem from e−l1,2, ê−l1e
+
l2
− ê−l1 ê

+
l2

or e−l1,2 − ê
−
l1

. Expanding

555



and multiplying out those two factors yields a sum of terms where each term contains two of the
following: B−1

B2 factor, 1
B

factor, c{7} term, c{8} term, c{9} term, c{10} term, c{12} term, c{13} term.
(This includes the possibility of having two copies of the same factor or term.) The same 3-step
process for forming aggregated chains as in the BN layer case above yields limB,N Bc−;−

l,2;l,2 = 0 as
required.

Stage 15: statement (11.9)

Defining c−;−
l,1;l,1 as in stage 14, we have

lim
~ε

lim
B,N

lim
dMF a.s.

1

dMF
l

EX ||Jl,m,1(X)||2F

= lim
~ε

lim
B,N

lim
dMF a.s.

1

N

N∑
n=1

1

dMF
l

||Jl,m,1(X(n))||2F

= lim
~ε

lim
B,N

1

N

N∑
n=1

lim
dMF a.s.

1

dMF
l

||Jl,m,1(X(n))||2F

= lim
~ε

lim
B,N

1

N

N∑
n=1

{
c−;−
l,1;l,1 if l > m

1 else

= lim
~ε

lim
B,N

{
c−;−
l,1;l,1 if l > m

1 else

=
gl
gm

Stage 16: statements (c) and (d)

Assume now that fL,1 is a readout layer. Fix N . As in stage 8, we construct a mean field archi-
tecture F with a single readout layer. The difference is that now we require multiple finite input
layers. We proceed as in stage 9 with the following differences.

• Like fL,1, FL,1 is now a readout layer of dimensionality dL. The FL,b for b ≥ 2 are removed
from F .

• F now has finite input layers F0,b which are jointly associated with DB and the batch inputs
X(n).

• For a readin layer fl in f , instead of adding input layers Fl,b to F and extending G, we add
readin layers Fl,b with the same width and variance parameter as the fl,b that share weights
with each other but not other readin layers in F and have dependency F0,b respectively.

• G now only covers layers derived from bias big layers.

It is easy to see that, as in stage 9, we have distribution equality. For (c), this means that fL,1
and FL,1 have the same meta-distribution. For (b), this means that (fL,1(X(1)), .., fL,1(X(N))) has
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the same distribution as (FL,1(X(1)), .., FL,1(X(N))) for any fixed sample X(1), .., X(N). Note that
as in the statement of background corollary 2, the surrogate input generated by G does not vary
between batch inputs X(n), as it represents the random initial bias vectors.

In stage 8, we used theorem 4 and background corollary 2 for statements (a) and (b) respectively.
Now we require generalized versions that handle the case where there is more than one finite
input layer. It is easy to obtain such generalizations. For background corollary 2, we simply need
to replace G(Kin) with the proper generator for the wider set of readin layers. The value of the
covariance kernel for a pair (X(n), X(n′)) then depends on all the square means and co-means of
the individual inputs in X(n) and X(n′). In the context of this stage, clipout(clipin(F ))N has NBI
input layers that stem from readin layers in F , where I is the number of readin big layers in f . The
proper generator that yields distribution equality is G(K(NB, q, c)), i.e. a mean zero Gaussian
where the covariance matrix entry corresponding to F (n)

l,b and F (n′)
l′,b′ is

σlσl′(1b=b′ and n=n′q + 1b 6=b′ or n6=n′c)1l = m or fl and fm share weights

Here, we use n and n′ to represent duplex indices. As (d) only requires considering almost all
samples, we can assume that all square means of individual inputs are q and all co-means of
individual inputs are c. As opposed to the general case, we can thus define a covariance kernel
over only those two parameters.

We base the generalized theorem 4 on the generalized background corollary. We as-
sociate the finite input layers with DB and replace G(K(N, q, c)) with G(K(NB, q, c)).
The proof goes through as before. The conditions of the generalizations hold because
(clipout(clipin(F ))N ,G(K(NB, q, c))×GN) is the mean field architecture and generator we con-
structed early in stage 12 denoted as (F (1), .., F (N)) for the case m = L − 1. We proved the
conditions in that stage.

So we have that (i) the meta-distribution of FL,1 expansion-converges as dMF → ∞ to the el-
ementwise meta-distribution with generator MN (cL,1;L,1, c

′;′′
L,1;L,1) and (ii) for almost all sam-

ples (FL,1(X(1)), .., FL,1(X(N))) converges in distribution as dMF → ∞ to a Gaussian that
is elementwise over output vectors where the generator has mean zero and covariance matrix
K(N, cL,1;L,1, c

′;′′
L,1;L,1). By distribution equality, the same holds for fL,1. And, as we showed in

stage 9 and 10, lim~ε limB cL,1;L,1 = qL and lim~ε limB c′;′′L,1;L,1 = cL. (The limit over N was not used
in stages 9 and 10.)

Finally, we note that when fL,1 is a readout layer, statements (11.1) through (11.11) still hold when
l < L as (f0, .., fL−1) is a valid A-architecture without finite output layer.

11.6.4 Proposition 19 part 2

Proposition 19. (part 2; see section 11.4 for part 1)

Let f be an A-architecture and let X(1) = (x(1,1), .., x(1,B)) and X(2) = (x(2,1), .., x(2,B)) be two
batch inputs. Assume:
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• Eix(n,b)[i]x(n,b)[i] = q for some q and all 1 ≤ n ≤ 2 and 1 ≤ b ≤ B

• Eix(n,b)[i]x(n′,b′)[i] = c for some c and all 1 ≤ n, n′,≤ 2, 1 ≤ b, b′ ≤ B, except when
(n, b) = (n′, b′) or (n, n′, b, b′) = (1, 2, 1, 1)

• Eix(1,1)[i]x(2,1)[i] = r for some r

• q > r ≥ c ≥ 0

• The activation functions used in f are piecewise 5-differentiable.

If f does not contain layer normalization but can contain batch normalization layers, we have

lim
~ε→0

(
lim
B→∞

(
lim

dMF→∞
Eifl,1(X(1))[i]fl,1(X(2))[i] = rl a.s.

))
where...

• ... ~ε is the vector of all regularizers used by normalization layers in f .

• ... 0 ≤ l ≤ L

• ... rl =



r parameter of inputs if fl is an input layer
σ2
l rk if fl is an FC layer

Cτl(qk, rk) if fl is an activation layer
rk + σ2

l if fl is a bias layer
rk−ck
qk−ck

if fl is a BN layer∑Kl
κl=1w

2
l,κl

rkl[κl] if fl is an addition layer

• ... randomness is induced by θ and the X(n).

Define the covariance kernel C(q, c, r) as the function that returns rL given q, c and r. Then we
further have

n(f, q, c) =

√
d
dq′

C(q, c, q′)|q′=q(q − c)
C(q, c, q)− C(q, c, c)

Remark While we phrase part 2 of this proposition entirely in terms of the three-argument co-
variance kernel C(q, c, r) for simplicity, it is worth noting that C(q, c, q) and C(q, c, c) are identical
to C(q, q) and C(q, c) respectively, as used in part 1 of the proposition.

It is worth noting that the co-means stipulated by the proposition are achievable. Let vall, v1, v(1,1),
.., v(1,B), v(2,1), .., v(2,B) be a set of orthonormal vectors. Then letting x(n,b) =

√
cvall +

√
r − cv1 +√

q − rv(n,b) when b = 1 and x(n,b) =
√
cvall +

√
q − cv(n,b) otherwise, we obtain the desired

co-means.
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Proof. Like the statement of the proposition, the proof has two parts. The first part is a continuation
of the proof of theorem 5 for the BN case given in section 11.6.3, i.e. it can be viewed as another
stage. The second part of the proof proceeds along the lines of the proof of the first part of this
proposition given in section 11.4, and is based only on the calculation rules for the rl, ql, cl and gl
given above and in table 5.3. Because activation functions used are piecewise 5-differentiable, we
can use theorem 7 in this proof.

Part 1: We proceed along the lines of stage 10. The statement trivially holds for l = 0. F is
constructed as in that stage, where again F ′l,b corresponds to fl,b(X

(1)) and F ′′l,b corresponds to
fl,b(X

(2)). G is similar. It is a Gaussian with mean zero and covariance matrix as follows. An
entry corresponding to layers F prime1

l,b and F prime2
l′,b′ deriving from readin layers is 0 if l 6= l′ and is

otherwise qσ2
l , rσ2

l or cσ2
l depending on how (prime1, prime2, b, b′) matches up with the conditions

of this proposition. An entry corresponding to F prime1 in
l,b and F prime2 in

l′,b′ deriving from bias layers is 0
if l 6= l′ and σ2

l otherwise. An entry corresponding to F prime1
l,b and F prime2 in

l′,b′ is zero. As in stage 10,
we have distribution equality, control, c′;′l,1;l,1 = c′′;′′l,1;l,1 = cl,1;l,1 and c′;′l,1;l,2 = c′′;′′l,1;l,2 = cl,1;l,2 where
cl,1;l,1 and cl,1;l,2 stem from stage 9. A difference to stage 10 is that now there is less symmetry
between F ′ and F ′′. Hence, we now have to consider Eeρ′l,1ρ′′l,1, Eeρ′l,1ρ′′l,2 and Eeρ′l,2ρ′′l,2 separately.
The second expression accounts for the case where one batch index is equal to 1 and the third
expression accounts for the case where neither batch index is equal to 1. As part of the induction,
we show (i) c̈′;′′l,1;l,2 = c̈′;′′l,2;l,2 = c̈l,1;l,2, (ii) lim~ε c̈

′;′′
l,1;l,1 = rl, (iii) c̈l,1;l,1 > c̈′;′′l,1;l,1 ≥ c̈l,1;l,2 and (iv)

ql > rl ≥ cl. We also use proposition 15 and non-singularity from stage 9.

• Case: fl is a readin layer. From table 5.1, we obtain c′;′′l,1;l,1 = rσ2
l and c′;′′l,1;l,2 = c′;′′l,2;l,2 =

cσ2
l = cl,1;l,2. Hence, the same relationships hold for the limB,N and lim~ε limB,N quantities,

which yields (i). Also lim~ε c̈
′;′′
l,1;l,1 = rσ2

l = rl, so (ii). (iii) follows from q > r ≥ c. (iv)
follows from table 5.3.

• Case: fl is a fully-connected, non-readin layer. We have c′;′′l,1;l,1 = σ2
l c
′;′′
k,1;k,1, c′;′′l,1;l,2 = σ2

l c
′;′′
k,1;k,2

and c′;′′l,2;l,2 = σ2
l c
′;′′
k,2;k,2. The same relationships hold for the limB,N and lim~ε limB,N quanti-

ties, so (i) and (iii) carry over from fk. Also lim~ε c̈
′;′′
l,1;l,1 = σ2

l rk = rl, so (ii). (iv) carries over
from fk using table 5.3.

• Case: fl is a bias layer. We have c′;′′l,1;l,1 = Ee(e′inl,1 + ρ′k,1)(e′′inl,1 + ρ′′k,1) = c′;′′k,1;k,1 + σ2
l and

similarly c′;′′l,1;l,2 = c′;′′k,1;k,2 + σ2
l and c′;′′l,2;l,2 = c′;′′k,2;k,2 + σ2

l . The same relationships hold for
the limB,N and lim~ε limB,N quantities, so (i) and (iii) carry over from fk. Also lim~ε c̈

′;′′
l,1;l,1 =

rk + σ2
l = rl, so (ii). (iv) carries over using table 5.3.

• Case: fl is an BN layer. c̈′;′′l,1;l,1, c̈′;′′l,1;l,2 and c̈′;′′l,2;l,2 are obtained analogously to c̈l,1;l,2 in stage
9 via lemma 18, except that the components of χd are now pairs of e′l′,1 − ê′l′ and e′′l′,1 − ê′′l′ ,
e′l′,1−ê′l′ and e′′l′,2−ê′′l′ and e′l′,2−ê′l′ and e′′l′,2−ê′′l′ respectively. In the latter two cases, this again
yields a diagonal Σ̂ with entries c̈l′,1;l′,1 − c̈l′,1;l′,2, and hence c̈′;′′l,1;l,2 = c̈′;′′l,2;l,2 = 0 = c̈l,1;l,2, so
(i). But in the first case it yields a block-diagonal Σ̂ with off-diagonal entries c̈′;′′l′,1;l′,1− c̈l′,1;l′,2

in each block. Because c̈l′,1;l′,1 > c̈′;′′l′,1;l′,1 ≥ c̈l′,1;l′,2, this is positive definite. Hence
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c̈′;′′l,1;l,1 =
∑
fl′

c2
l′(c̈
′;′′
l′,1;l′,1 − c̈l′,1;l′,2)∏

fl′′∈Pl′,l
c̈k′′,1;k′′,1 − c̈k′′,1;k′′,2 + εl′′

Using the calculation rules or BN, bias and addition layers, it is easy to check that this is

equivalent to c̈′;′′l,1;l,1 =
c̈′;′′k,1;k,1−c̈k,1;k,2

c̈k,1;k,1−c̈k,1;k,2+εl
. So lim~ε c̈

′;′′
l,1;l,1 = rk−ck

qk−ck
= rl, so (ii). (iii) carries over

from fk using also c̈l,1;l,2 = 0. (iv) carries over using table 5.3.

• Case: fl is an addition layer. Analogously to stage 10, c′;′′l,1;l,1 =
∑K

κ=1 w
2
κc
′;′′
k[κ],1;k[κ],1, c′;′′l,1;l,2 =∑K

κ=1w
2
κc
′;′′
k[κ],1;k[κ],2 and c′;′′l,2;l,2 =

∑K
κ=1 w

2
κc
′;′′
k[κ],2;k[κ],2. The relationships hold for limB,N and

lim~ε limB,N quantities. (i) and (iii) carry over from the dependencies and (ii) and (iv) carry
over using table 5.3.

• Case: fl is an activation layer. Again, c̈′;′′l,1;l,1, c̈′;′′l,1;l,2 and c̈′;′′l,2;l,2 are obtained analogously to
cl,1;l,2 in stage 9 via lemma 18, except that the components of χd are slightly different. For
example, for c̈′;′′l,1;l,2, they are pairs of e′l′,1 − ê′l′ and e′′l′,2 − ê′′l′ for fl′ normed, pairs of e′l′,1 and
e′′l′,2 for fl′ unnormed, as well as the e′inl′,1. For c̈′;′′l,1;l,2 and c̈′;′′l,2;l,2, we obtain the same Σ̂ as in
stage 9, and so c̈′;′′l,1;l,2 = c̈′;′′l,2;l,2 = c̈l,1;l,2, so (i).

For c̈′;′′l,1;l,1, the lemma yields

c̈′;′′l,1;l,1 = Eu

(
τl

( ∑
fl′ normed

cl′u
′
l′,1∏

fl′′∈Pl′,l

√
ν̈l′′

+
∑

fl′ unnormed

cl′u
′
l′,1 +

∑
fl′ bias

cl′u
in
l′

)
...

...τl

( ∑
fl′ normed

cl′u
′′
l′,1∏

fl′′∈Pl′,l

√
ν̈l′′

+
∑

fl′ unnormed

cl′u
′′
l′,1 +

∑
fl′ bias

cl′u
in
l′

))

u′l′,1 and u′′l′,1 have mean zero, variance c̈l′,1;l′,1 and covariance c̈′;′′l′,1;l′,1 if fl′ is unnormed, and
variance c̈l′,1;l′,1− c̈l′,1;l′,2 and covariance c̈′;′′l′,1;l′,1− c̈l′,1;l′,2 if fl′ is normed. Because c̈l′,1;l′,1 >

c̈′;′′l′,1;l′,1 ≥ c̈l′,1;l′,2, the corresponding Σ̂ is positive definite. As in stage 9, by applying lemma
18 to Eeρ′k,1ρ′k,1 and Eeρ′k,1ρ′′k,1, we obtain that the expressions inside the τl() have mean zero,
variance c̈k,1;k,1 and covariance c̈′;′′k,1;k,1. So c̈′;′′l,1;l,1 = Cτl(c̈k,1;k,1, c̈

′;′′
k,1;k,1), and applying lemma

15 one more time and using qk > rk ≥ ck ≥ 0, we obtain lim~ε c̈
′;′′
l,1;l,1 = Cτl(qk, rk) = rl

as required. (ii) becomes Cτl(c̈k,1;k,1, c̈k,1;k,1) > Cτl(c̈k,1;k,1, c̈
′;′′
k,1;k,1) ≥ Cτl(c̈k,1;k,1, c̈k,1;k,2)

and (iv) becomes Cτl(qk, qk) > Cτl(qk, rk) ≥ Cτl(qk, ck). These carry over from fk using
theorem 7(b) and proposition 12.

Part 2: All denominators that arise in this part are non-zero by proposition 15. Denote by Cl(q, c, r)
the value of rl obtained from table 5.3 as well as the calculation rules from the statement of this
proposition when starting the recursion with q, c and r. Then CL(q, c, r) = C(q, c, r). We will
prove the more general statement
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nl,0(f, q, c) =

√
d
dq′

Cl(q, c, q′)|q′=q(q − c)
Cl(q, c, q)− Cl(q, c, c)

Denote the right-hand side of this equation by RHSl. It is easy to check that Cl(q, c, q) = ql and

that Cl(q, c, c) = cl. So the left-hand side of the equation is
√

gl(q0−c0)
g0(ql−cl)

and the right-hand side is√
d
dq′ Cl(q,c,q

′)|q′=q(q0−c0)

ql−cl
. Also g0 = 1. So we simply need to show

gl =
d

dq′
Cl(q, c, q

′)|q′=q

Again, we proceed by induction on l based on layer operation. The base case of our induction is
l = 0, where Cl is the identity so both sides are equal to 1. For the induction step, we have l > 0
so fl is not an input layer.

• Case: fl is an FC, bias, BN or activation layer. We have

d

dq′
Cl(q, c, q

′)|q′=q =
drl
dr
|r=q =

drl
drk
|rk=qk

drk
dr
|r=q

=
drl
drk
|rk=qk

d

dq′
Ck(q, c, q

′)|q′=q =
drl
drk
|rk=qkgk

So we must show that
gl
gk

=
drl
drk
|rk=qk

The drl
drk
|rk=qk term is σ2

l for FC, 1 for bias, and 1
qk−ck

for BN. It is easy to check that this
equals gl

gk
. If fl is an activation layer, we have drl

drk
|rk=qk = d

dq′
Cτl(qk, q

′)|q′=qk . This is the
same expression we encountered in the proof of the first part of proposition 19 and so again
we have drl

drk
|rk=qk = gl

gk
.

• Case: fl is an addition layer. We have

d

dq′
Cl(q, c, q

′)|q′=q =
drl
dr
|r=q =

K∑
κ=1

drl
drk[κ]

|rk[κ]=qk[κ]

drk[κ]

dr
|r=q

=
K∑
κ=1

w2
κ

d

dq′
Ck[κ](q, c, q

′)|q′=q =
K∑
κ=1

w2
κgk[κ] = gl
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Appendix A

Full list of study A and B architectures

A.1 Full list of study A architectures
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G

U
A

Is
G

E
A

C 25 191 SELU 0.8 0.0 X 1.0 X none none 1.68e0 1.52e0 5.91e0 0.49 9.42e-2 0.00 7 7
C 3 671 Gaussian 0.8 0.2 7 0.9 BN norm. 1.00 1.15e0 1.00e0 6.08e2 0.45 8.72e1 0.00 7 7
C 45 143 Gaussian 0.8 0.0 7 1.1 BN norm. 1.00 3.12e1 1.00e0 1.78e2 0.56 2.55e1 0.01 7 7
C 39 154 ReLU 1.0 0.2 X 0.9 7 LN norm. 0.23 3.40e2 1.00e0 2.80e0 0.57 6.40e5 0.00 7 7
C 45 143 sigmoid 1.0 0.2 7 1.0 BN norm. 1.00 1.12e0 1.00e0 1.31e2 0.48 1.88e1 0.00 7 7
C 19 220 even tanh 0.8 0.0 X 1.1 7 none none 1.79e6 1.01e0 0.89 2.41e-11 0.00 7 7
C 27 184 SELU 0.8 0.0 X 0.9 X LN none 1.78e0 1.93e0 2.00e1 0.48 9.56e-1 0.00 7 7
C 39 154 SELU 1.0 0.2 7 0.9 BN add. 1.00 1.21e0 1.00e0 1.01e3 0.48 1.61e1 0.00 7 7
C 37 158 tanh 0.8 0.0 7 1.0 X none none 3.86e0 1.32e0 1.02e1 0.52 1.62e-1 0.00 7 7
C 25 191 Gaussian 1.0 0.0 7 1.0 BN norm. 1.00 1.79e1 1.00e0 1.09e2 0.57 4.71e1 0.00 7 7
C 47 140 even tanh 0.8 0.2 X 1.0 X LN add. 1.00 1.13e5 1.03e0 7.24e-2 0.77 3.11e-2 0.04 7 7
C 27 184 odd square 0.8 0.2 7 1.0 X LN none 1.39e1 1.38e0 8.06e0 0.54 4.28e-2 0.00 7 7
C 19 220 even tanh 1.0 -0.2 7 1.0 BN none 3.57e6 1.00e0 0.90 0.89 7 7
C 9 324 tanh 1.0 0.2 X 1.1 BN none 2.03e0 1.00e0 1.77e2 0.48 2.82e0 0.00 7 7
C 17 232 sigmoid 0.8 0.2 7 0.9 BN add. 1.00 1.02e0 1.00e0 2.72e1 0.48 3.52e1 0.00 7 7
C 3 671 Gaussian 1.0 0.0 X 1.1 BN add. 1.00 1.99e0 1.00e0 1.27e3 0.49 1.82e2 0.00 7 7
C 43 146 Gaussian 0.8 0.2 7 1.0 BN norm. 0.85 3.24e1 1.00e0 4.15e2 0.57 6.61e0 0.01 7 7
C 39 154 SELU 0.8 0.0 7 0.9 X LN norm. 0.03 2.07e0 2.73e0 1.24e1 0.48 5.95e-1 0.00 7 7
C 13 267 SELU 1.0 0.0 X 1.0 7 LN norm. 0.63 1.42e0 1.00e0 4.28e1 0.47 6.14e0 0.00 7 7
C 37 158 even tanh 1.0 -0.2 7 1.0 X none none 6.02e1 1.77e1 3.29e-1 0.69 4.24e-1 0.05 7 7
C 9 324 ReLU 1.0 -0.2 7 1.0 BN norm. 0.40 5.09e0 1.00e0 3.44e2 0.46 5.49e0 0.00 7 X
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U
A
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G

E
A

C 25 191 ReLU 1.0 -0.2 7 1.0 BN add. 1.00 3.77e0 1.00e0 3.50e2 0.47 1.51e2 0.00 7 X
C 37 158 tanh 1.2 0.0 X 1.1 7 none none 1.81e2 1.00e0 8.26e-1 0.64 1.46e-3 0.00 7 7
C 23 200 SELU 1.0 -0.2 X 1.0 X none none 2.05e0 1.35e0 6.08e0 0.51 2.91e-1 0.00 7 7
C 37 158 Gaussian 1.0 0.0 7 1.0 BN add. 1.00 1.51e1 1.00e0 3.56e2 0.52 5.10e1 0.00 7 7
C 15 248 tanh 1.0 0.0 7 1.1 BN add. 1.00 1.46e0 1.00e0 2.13e3 0.50 3.40e1 0.00 7 7
C 41 150 ReLU 1.2 0.0 7 0.9 BN add. 0.90 1.21e1 1.00e0 6.49e2 0.49 2.51e3 0.00 7 X
C 11 291 ReLU 1.0 0.0 7 0.9 BN none 7.00e0 1.00e0 1.85e2 0.47 2.96e0 0.00 7 X
C 27 184 SELU 0.8 0.2 7 1.0 X LN none 1.51e0 2.47e0 2.80e1 0.47 1.34e0 0.00 7 7
C 21 209 Gaussian 1.0 -0.2 X 0.9 X none none 4.83e2 1.11e0 4.33e-1 0.70 2.07e-2 0.00 7 7
C 11 291 square 1.0 0.0 X 0.9 BN add. 1.00 2.28e1 1.00e0 6.73e1 0.49 9.66e0 0.00 X 7
C 41 150 Gaussian 1.0 0.0 X 1.0 7 LN norm. 1.00 4.17e5 1.00e0 0.84 8.43e-5 0.01 7 7
C 13 267 tanh 1.0 0.0 X 1.0 BN add. 0.36 2.52e0 1.00e0 1.13e2 0.49 5.40e0 0.00 7 7
C 41 150 even tanh 1.2 0.2 7 0.9 7 LN add. 0.06 6.35e2 6.69e0 2.54e0 0.70 1.22e-1 0.08 7 7
C 39 154 square 0.8 -0.2 7 1.0 BN add. 1.00 2.72e3 1.00e0 2.42e0 0.56 9.39e0 0.55 X 7
C 31 172 Gaussian 1.0 0.2 7 1.1 7 none none 1.84e0 1.33e6 0.90 0.90 7 7
C 39 154 tanh 1.2 0.0 7 1.0 7 LN norm. 0.44 4.44e1 1.00e0 1.94e1 0.54 3.09e-1 0.00 7 7
C 21 209 sigmoid 1.0 0.2 7 1.0 7 none none 1.02e0 5.56e8 0.90 0.90 7 7
C 23 200 ReLU 1.2 0.2 X 1.1 BN add. 0.95 3.13e0 1.00e0 1.31e3 0.46 6.94e0 0.00 7 X
C 5 457 SELU 0.8 0.2 X 1.0 BN norm. 1.00 1.06e0 1.00e0 9.44e1 0.48 4.06e1 0.00 7 7
C 9 324 Gaussian 0.8 0.2 7 1.0 X LN add. 1.00 1.00e0 2.11e0 1.93e3 0.47 3.42e0 0.00 7 7
C 39 154 square 1.0 -0.2 7 1.0 BN none 1.97e9 1.00e0 0.90 0.90 X 7
C 49 137 ReLU 0.8 0.2 7 1.0 X LN add. 0.96 1.47e0 3.72e0 2.49e2 0.47 4.41e-1 0.00 7 7
C 31 172 ReLU 1.0 0.2 7 0.9 X LN norm. 1.00 1.70e0 4.79e0 2.60e1 0.47 4.14e-1 0.00 7 7
C 25 191 ReLU 1.2 0.2 X 1.0 BN none 5.14e1 1.00e0 7.79e1 0.51 3.35e1 0.00 7 X
C 47 140 odd square 0.8 0.2 7 1.0 7 LN none 2.50e2 1.16e0 4.77e-1 0.66 2.05e-1 0.01 7 7
C 33 167 odd square 0.8 0.2 7 1.0 BN add. 1.00 2.53e2 1.00e0 2.74e2 0.51 3.93e1 0.06 X 7
C 9 324 Gaussian 0.8 0.2 X 1.0 X LN add. 0.39 1.49e1 1.03e0 1.54e2 0.53 9.12e-2 0.00 7 7
C 21 209 ReLU 1.2 -0.2 7 1.1 7 LN none 9.62e0 2.10e0 1.81e1 0.49 2.88e-1 0.00 7 7
C 21 209 tanh 1.0 0.0 7 0.9 7 none none 3.01e0 1.00e0 5.76e0 0.56 2.75e-1 0.00 7 7
C 11 291 sigmoid 0.8 0.0 X 1.0 BN none 1.14e0 1.00e0 5.16e1 0.50 7.40e0 0.00 7 7
C 13 267 ReLU 0.8 -0.2 7 0.9 BN none 1.34e1 1.00e0 1.04e2 0.49 4.48e1 0.00 7 X
C 13 267 SELU 1.0 -0.2 X 1.0 X none none 1.49e0 1.21e0 1.05e1 0.48 1.67e-1 0.00 7 7
C 29 178 square 1.0 0.0 7 1.0 7 LN norm. 1.00 1.37e1 1.62e0 1.20e1 0.53 1.91e-1 0.00 7 7
C 13 267 odd square 1.0 0.2 X 1.0 X LN norm. 0.47 3.95e0 1.04e0 8.73e1 0.48 1.39e0 0.00 7 7
C 19 220 tanh 1.0 0.0 X 1.0 X none none 3.45e0 1.26e0 1.96e1 0.53 9.35e-1 0.00 7 7
C 45 143 odd square 0.8 0.2 7 1.0 X LN none 7.94e1 1.39e0 1.42e0 0.58 7.53e-3 0.01 7 7
C 19 220 tanh 0.8 -0.2 X 1.0 7 LN norm. 0.56 2.27e0 1.00e0 8.55e1 0.48 1.36e0 0.00 7 7
C 15 248 Gaussian 1.2 -0.2 X 1.1 7 none none 2.50e3 1.01e0 0.81 2.95e-4 0.00 7 7
C 33 167 ReLU 0.8 0.0 7 1.0 7 LN norm. 0.83 3.97e0 2.45e0 2.02e1 0.50 1.07e-1 0.00 7 7
C 33 167 SELU 0.8 0.2 7 0.9 7 none none 1.44e0 2.66e0 2.34e0 0.51 3.36e-1 0.00 7 7
C 11 291 tanh 1.2 0.0 X 1.0 7 none none 3.00e0 1.00e0 1.19e1 0.56 5.69e-1 0.00 7 7
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C 21 209 odd square 1.0 0.2 7 1.0 BN add. 1.00 3.82e1 1.00e0 8.87e2 0.50 4.24e1 0.01 X 7
C 29 178 Gaussian 1.0 -0.2 X 1.0 7 LN add. 0.74 5.06e3 1.00e0 1.10e2 0.56 1.75e0 0.00 7 7
C 45 143 even tanh 0.8 0.0 X 1.0 BN none 3.20e14 1.00e0 0.90 0.89 7 7
C 35 162 tanh 1.0 -0.2 X 1.1 X none none 2.54e1 1.39e0 1.53e1 0.55 7.33e-1 0.00 7 7
C 9 324 odd square 1.0 0.0 7 1.1 7 LN none 3.29e0 1.00e0 1.44e2 0.49 2.29e0 0.00 7 7
C 11 291 odd square 1.2 -0.2 7 1.0 X LN none 3.53e0 1.19e0 1.08e2 0.49 5.72e-1 0.00 7 7
C 35 162 ReLU 1.0 0.0 X 0.9 BN none 6.11e2 1.00e0 1.91e0 0.59 7.41e0 0.03 7 X
C 41 150 ReLU 1.0 0.0 X 1.0 X LN none 9.47e2 1.14e0 1.41e0 0.60 6.07e-1 0.02 7 7
C 27 184 Gaussian 1.0 0.2 7 1.0 BN none 1.05e5 1.00e0 0.88 0.88 7 7
C 21 209 SELU 1.0 0.0 X 0.9 7 LN add. 1.00 1.21e0 1.00e0 1.47e2 0.47 7.01e0 0.00 7 7
C 39 154 odd square 1.2 0.0 X 1.0 BN add. 1.00 5.13e2 1.00e0 3.86e2 0.52 1.66e2 0.04 X 7
C 23 200 ReLU 0.8 0.2 X 0.9 7 none none 1.06e1 1.48e0 9.83e0 0.51 1.57e-1 0.00 7 X
C 35 162 Gaussian 1.2 0.0 X 0.9 BN norm. 1.00 1.41e5 1.00e0 0.89 0.89 7 7
C 19 220 odd square 1.2 -0.2 7 1.1 X LN add. 0.05 8.41e0 1.18e0 1.66e1 0.53 7.92e-1 0.00 7 7
C 41 150 odd square 1.2 -0.2 7 0.9 BN none 6.49e7 1.00e0 0.90 0.89 X 7
C 39 154 tanh 0.8 0.2 7 1.0 BN none 8.79e0 1.00e0 6.46e1 0.50 3.09e0 0.00 7 7
C 31 172 tanh 1.2 0.0 X 0.9 X LN norm. 1.00 4.48e0 1.08e0 4.00e1 0.50 6.37e-1 0.00 7 7
C 19 220 SELU 0.8 0.0 X 1.0 X LN none 1.55e0 1.49e0 8.89e1 0.48 1.42e0 0.00 7 7
C 27 184 ReLU 0.8 0.2 7 1.1 BN none 5.13e1 1.00e0 2.95e1 0.52 3.81e1 0.00 7 X
C 29 178 sigmoid 0.8 0.0 7 1.1 7 LN add. 0.08 9.96e-1 9.24e11 0.90 0.90 7 7
C 23 200 sigmoid 1.0 0.0 X 1.0 7 none none 1.37e0 1.00e0 7.88e0 0.52 3.77e-1 0.00 7 7
C 47 140 SELU 1.2 0.0 7 1.1 BN none 7.95e0 1.00e0 7.07e1 0.49 1.01e1 0.00 7 7
C 9 324 Gaussian 0.8 0.0 X 0.9 X LN none 2.27e1 1.05e0 2.93e1 0.56 5.19e-2 0.00 7 7
C 41 150 ReLU 1.0 0.0 X 1.1 7 LN add. 0.76 7.67e1 1.00e0 5.06e2 0.53 2.99e-1 0.00 7 7
C 23 200 ReLU 1.0 0.2 7 1.0 BN none 3.30e1 1.00e0 1.19e2 0.50 5.12e1 0.00 7 X
C 25 191 tanh 1.0 0.0 X 1.0 7 LN none 7.38e0 1.00e0 3.32e1 0.50 1.59e0 0.00 7 7
C 45 143 ReLU 0.8 0.0 7 1.0 BN norm. 1.00 6.95e1 1.00e0 4.88e1 0.54 2.10e1 0.01 7 X
C 47 140 ReLU 1.0 0.0 X 0.9 BN norm. 0.59 7.94e2 1.00e0 1.33e0 0.60 1.72e0 0.04 7 X
C 33 167 Gaussian 0.8 0.2 7 1.1 7 LN none 1.55e0 7.30e11 0.90 0.90 7 7
C 11 291 odd square 1.0 0.0 X 1.1 BN norm. 0.04 2.09e1 1.00e0 0.90 0.89 X 7
C 23 200 Gaussian 1.0 0.2 7 1.1 BN norm. 0.80 4.81e1 1.00e0 5.36e1 0.59 2.31e1 0.00 7 7
C 21 209 SELU 1.0 -0.2 7 1.1 X LN norm. 1.00 1.48e0 1.58e0 4.86e1 0.47 7.74e-1 0.00 7 7
C 9 324 Gaussian 0.8 -0.2 X 1.0 BN add. 1.00 4.71e0 1.00e0 5.15e2 0.48 2.46e1 0.00 7 7
C 27 184 SELU 1.0 -0.2 X 1.1 7 none none 4.53e0 1.07e0 1.76e1 0.50 2.81e-1 0.00 7 7
C 7 373 ReLU 1.2 -0.2 7 1.0 7 LN add. 1.00 1.50e0 1.55e0 1.22e2 0.46 5.82e0 0.00 7 7
C 19 220 Gaussian 1.0 0.0 X 1.0 X LN norm. 0.84 3.83e2 1.03e0 2.01e0 0.63 2.60e0 0.00 7 7
C 19 220 even tanh 1.2 -0.2 7 1.0 X none none 3.52e1 8.98e0 1.49e0 0.63 7.90e-3 0.00 7 7
C 29 178 even tanh 1.0 0.0 7 0.9 BN none 2.09e10 1.00e0 0.90 0.89 7 7
C 37 158 SELU 1.2 0.0 X 1.0 BN none 5.20e0 1.00e0 3.21e1 0.49 1.53e0 0.00 7 7
C 29 178 even tanh 1.0 0.2 X 1.1 7 none none 5.97e10 1.00e0 0.90 1.18e-20 0.04 7 7
C 11 291 Gaussian 0.8 0.2 7 1.1 BN add. 0.22 3.73e1 1.00e0 2.47e2 0.56 2.87e3 0.00 7 7
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C 31 172 sigmoid 1.0 0.0 7 1.1 X none none 1.01e0 2.65e11 0.90 0.90 7 7
C 35 162 even tanh 1.2 0.2 X 1.0 X LN norm. 1.00 7.69e10 1.04e0 0.90 2.33e-21 0.32 7 7
C 41 150 SELU 1.2 -0.2 X 1.0 BN norm. 0.51 6.60e0 1.00e0 8.30e1 0.48 1.32e0 0.00 7 7
C 27 184 SELU 0.8 0.0 7 1.0 X none none 1.76e0 2.09e0 5.71e0 0.50 2.73e-1 0.00 7 7
C 35 162 ReLU 0.8 0.0 X 1.0 BN none 6.11e2 1.00e0 2.36e0 0.59 2.74e1 0.04 7 X
C 33 167 sigmoid 1.0 0.0 X 1.1 BN none 1.93e0 1.00e0 7.04e1 0.50 3.37e0 0.00 7 7
C 49 137 tanh 1.2 0.0 X 1.0 X LN none 9.55e1 1.20e0 2.96e0 0.56 5.25e-3 0.00 7 7
C 3 671 square 1.0 0.0 X 1.0 7 LN add. 0.41 2.00e0 1.00e0 7.97e2 0.47 3.43e2 0.00 7 7
C 35 162 square 1.2 0.0 7 1.0 X LN none 1.01e2 1.38e0 4.20e0 0.57 7.44e-3 0.00 7 7
C 45 143 sigmoid 0.8 0.0 X 1.0 7 LN norm. 1.00 1.32e0 1.00e0 1.75e1 0.48 8.38e-1 0.00 7 7
C 25 191 SELU 1.0 0.0 X 0.9 X LN none 1.95e0 1.58e0 1.98e1 0.47 9.46e-1 0.00 7 7
C 41 150 Gaussian 1.0 0.2 7 1.1 BN norm. 1.00 2.13e2 1.00e0 9.55e1 0.62 1.37e1 0.04 7 7
C 19 220 tanh 0.8 0.0 7 1.1 7 LN add. 1.00 1.28e0 1.00e0 6.20e3 0.47 3.66e0 0.00 7 7
C 3 671 even tanh 1.0 0.2 7 1.1 X LN norm. 1.00 1.57e0 1.60e0 3.89e2 0.47 1.36e4 0.00 7 7
C 5 457 SELU 1.0 0.0 X 1.0 BN norm. 1.00 1.08e0 1.00e0 9.44e1 0.47 4.06e1 0.00 7 7
C 15 248 tanh 1.2 0.0 7 1.0 7 LN none 5.32e0 1.00e0 6.24e1 0.50 9.95e-1 0.00 7 7
C 37 158 odd square 1.0 0.0 7 1.1 7 LN add. 0.33 1.31e2 1.00e0 3.33e0 0.58 2.28e6 0.00 7 7
C 13 267 square 1.0 0.0 X 1.0 BN norm. 1.00 1.14e2 1.00e0 0.89 0.88 X 7
C 29 178 Gaussian 1.0 0.0 X 1.0 BN none 3.84e5 1.00e0 0.90 0.88 7 7
C 15 248 Gaussian 1.0 0.0 7 1.0 X LN norm. 1.00 1.07e0 9.48e0 5.90e1 0.46 9.40e-1 0.00 7 7
C 31 172 Gaussian 0.8 0.0 7 1.0 BN add. 0.49 2.38e4 1.00e0 1.81e3 0.57 7.78e2 0.00 7 7
C 45 143 odd square 1.0 0.2 7 1.1 BN add. 0.42 2.10e8 1.00e0 0.88 0.85 X 7
C 19 220 sigmoid 0.8 0.2 7 0.9 BN norm. 0.30 1.13e0 1.00e0 1.10e2 0.48 5.24e0 0.00 7 7
C 39 154 square 0.8 0.0 7 1.0 X LN add. 1.00 3.15e0 1.57e0 1.11e3 0.48 6.54e-1 0.00 7 7
C 35 162 SELU 1.0 0.2 7 0.9 BN none 2.98e0 1.00e0 3.74e1 0.49 5.36e0 0.00 7 7
C 19 220 ReLU 1.2 0.2 X 1.1 X LN none 1.43e1 1.13e0 1.03e2 0.48 1.64e0 0.00 7 7
C 41 150 Gaussian 0.8 0.0 7 1.0 BN none 1.21e7 1.00e0 0.89 0.88 7 7
C 7 373 ReLU 1.0 -0.2 X 1.0 BN add. 0.72 2.61e0 1.00e0 6.48e2 0.45 3.10e1 0.00 7 X
C 5 457 Gaussian 1.0 0.0 7 1.0 X none none 1.72e0 1.91e1 2.81e0 0.49 3.64e0 0.00 7 7
C 3 671 even tanh 1.0 0.0 7 1.1 BN add. 1.00 2.61e0 1.00e0 5.20e2 0.52 2.76e0 0.00 7 7
C 11 291 Gaussian 1.0 -0.2 7 1.1 7 none none 1.82e0 1.91e2 4.84e0 0.52 1.87e1 0.00 7 7
C 39 154 Gaussian 1.0 0.2 7 1.0 BN norm. 1.00 8.70e1 1.00e0 6.25e1 0.62 2.99e0 0.02 7 7
C 25 191 even tanh 1.0 0.0 7 1.1 BN norm. 1.00 1.14e5 1.00e0 0.89 0.89 7 7
C 17 232 sigmoid 1.2 0.2 X 0.9 BN none 1.67e0 1.00e0 8.34e1 0.48 3.99e0 0.00 7 7
C 15 248 Gaussian 1.0 0.0 X 1.1 BN norm. 1.00 1.16e2 1.00e0 2.81e1 0.64 3.62e1 0.01 7 7
C 33 167 SELU 1.0 0.0 X 0.9 7 none none 2.08e0 1.03e0 4.12e0 0.51 5.92e-1 0.00 7 7
C 27 184 SELU 1.0 0.0 7 0.9 7 LN add. 0.82 1.50e0 1.00e0 2.71e1 0.47 1.30e0 0.00 7 7
C 29 178 sigmoid 1.0 0.0 7 1.0 7 LN none 9.98e-1 2.48e11 0.90 0.90 7 7
C 27 184 ReLU 0.8 0.2 X 1.0 X LN add. 1.00 2.20e0 1.05e0 3.99e2 0.46 6.36e0 0.00 7 7
C 9 324 Gaussian 1.0 -0.2 X 1.0 7 LN add. 0.73 1.40e1 1.00e0 1.66e3 0.52 1.09e-1 0.00 7 7
C 17 232 SELU 1.0 0.0 X 0.9 X none none 1.35e0 1.34e0 3.88e0 0.49 1.86e-1 0.00 7 7
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C 49 137 Gaussian 1.2 0.0 X 0.9 7 none none 5.44e8 1.05e0 0.89 1.53e-16 0.01 7 7
C 9 324 square 1.2 0.0 X 1.0 X LN none 1.42e1 1.03e0 5.05e1 0.51 1.58e4 0.00 7 7
C 7 373 ReLU 1.2 0.0 7 1.0 7 none none 2.13e0 1.93e0 2.82e1 0.48 1.50e-1 0.00 7 X
C 33 167 SELU 1.0 0.2 X 1.0 X LN add. 0.88 1.36e0 1.18e0 3.32e1 0.47 5.29e-1 0.00 7 7
C 27 184 odd square 1.2 0.0 7 1.0 BN none 2.61e4 1.00e0 0.90 0.89 X 7
C 45 143 Gaussian 1.0 0.2 7 1.0 X LN none 1.63e0 1.08e11 0.90 0.90 7 7
C 25 191 sigmoid 0.8 0.0 7 1.1 7 LN none 9.68e-1 2.98e11 0.90 0.90 7 7
C 33 167 ReLU 1.0 0.0 X 1.1 7 LN none 5.33e2 1.00e0 1.06e0 0.59 7.27e5 0.00 7 7
C 37 158 SELU 1.2 0.0 7 1.1 X none none 5.59e0 1.47e0 1.24e1 0.51 6.60e-2 0.00 7 7
C 13 267 tanh 1.2 0.0 7 1.0 7 none none 3.88e0 1.00e0 2.81e1 0.53 4.48e-1 0.00 7 7
C 29 178 sigmoid 1.2 0.0 X 0.9 BN add. 1.00 1.18e0 1.00e0 3.36e3 0.50 5.94e0 0.00 7 7
C 25 191 sigmoid 1.0 0.0 7 1.0 X LN norm. 1.00 1.00e0 6.81e1 1.32e1 0.52 1.70e1 0.19 7 7
C 41 150 ReLU 1.2 -0.2 7 1.1 X none none 4.02e0 2.71e0 4.48e0 0.54 6.42e-1 0.00 7 X
C 47 140 SELU 1.0 0.0 7 1.0 7 LN add. 1.00 1.34e0 1.00e0 2.95e3 0.47 1.74e0 0.00 7 7
C 49 137 square 0.8 0.2 7 1.1 7 LN add. 0.11 3.17e2 1.59e0 5.63e-1 0.63 2.42e-1 0.01 7 7
C 31 172 Gaussian 1.2 0.2 7 1.0 BN norm. 0.26 5.75e5 1.00e0 0.89 0.89 7 7
C 33 167 SELU 0.8 0.2 X 0.9 BN none 2.36e0 1.00e0 4.32e1 0.50 6.20e0 0.00 7 7
C 35 162 SELU 1.0 0.0 7 0.9 X LN norm. 1.00 1.71e0 1.36e0 6.27e1 0.47 3.33e-1 0.00 7 7
C 13 267 even tanh 1.2 0.0 7 1.1 BN none 7.70e4 1.00e0 0.90 0.89 7 7
C 15 248 SELU 0.8 -0.2 X 1.0 X LN add. 1.00 1.17e0 1.20e0 6.95e2 0.46 3.69e0 0.00 7 7
C 29 178 ReLU 1.0 0.0 X 1.0 BN add. 1.00 3.51e0 1.00e0 3.31e2 0.46 4.75e1 0.00 7 X
C 15 248 Gaussian 1.2 0.0 7 1.0 X LN add. 0.45 1.46e0 4.00e1 1.34e2 0.48 7.14e-1 0.00 7 7
C 45 143 even tanh 1.0 0.2 X 0.9 X LN none 3.20e15 1.02e0 0.90 4.55e-27 0.76 7 7
C 13 267 SELU 1.0 -0.2 7 1.0 BN norm. 1.00 1.36e0 1.00e0 1.73e2 0.46 8.28e0 0.00 7 7
C 9 324 even tanh 1.0 0.0 X 1.0 7 LN none 9.23e2 1.00e0 1.33e1 0.79 1.39e3 0.00 7 7
C 29 178 SELU 0.8 0.2 X 1.1 7 none none 2.70e0 1.04e0 1.97e1 0.50 3.13e-1 0.00 7 7
C 31 172 Gaussian 1.0 -0.2 7 1.1 BN none 6.26e5 1.00e0 0.89 0.89 7 7
C 21 209 odd square 1.2 0.2 X 0.9 7 LN none 1.81e1 1.00e0 1.68e1 0.52 8.95e-2 0.00 7 7
C 5 457 SELU 0.8 0.2 X 0.9 BN add. 1.00 1.05e0 1.00e0 8.56e1 0.48 1.23e1 0.00 7 7
C 5 457 Gaussian 0.8 0.0 7 1.1 BN add. 0.07 5.14e0 1.00e0 5.93e2 0.53 8.51e1 0.00 7 7
C 15 248 SELU 0.8 -0.2 X 1.1 X none none 1.75e0 1.15e0 1.12e1 0.49 1.79e-1 0.00 7 7
C 23 200 SELU 1.0 -0.2 7 1.1 BN norm. 1.00 1.86e0 1.00e0 1.25e2 0.46 5.96e0 0.00 7 7
C 7 373 odd square 1.0 0.0 X 1.0 BN none 5.38e0 1.00e0 4.40e1 0.60 5.69e1 0.01 X 7
C 17 232 Gaussian 1.0 0.0 7 1.0 7 none none 1.74e0 1.24e4 0.90 0.90 7 7
C 47 140 even tanh 1.0 0.2 7 1.0 7 none none 2.53e2 1.55e1 1.31e0 0.77 5.62e-1 0.24 7 7
C 25 191 SELU 1.0 0.0 X 0.9 7 none none 1.65e0 1.03e0 6.41e0 0.50 3.06e-1 0.00 7 7
C 45 143 Gaussian 1.0 0.2 7 1.1 BN add. 0.19 2.09e8 1.00e0 0.90 0.89 7 7
C 49 137 ReLU 0.8 0.0 7 1.1 X LN add. 0.63 3.63e0 1.05e1 3.50e1 0.51 1.67e0 0.01 7 7
C 7 373 ReLU 1.2 0.2 X 1.0 X LN add. 0.08 2.58e0 1.10e0 4.62e2 0.46 2.46e0 0.00 7 7
C 21 209 odd square 1.0 0.0 7 1.0 BN add. 0.37 9.79e2 1.00e0 0.86 0.87 X 7
C 43 146 Gaussian 1.0 0.0 X 1.0 BN norm. 0.39 6.98e7 1.00e0 0.90 0.89 7 7
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C 41 150 Gaussian 1.2 0.0 X 0.9 7 LN none 8.39e8 1.00e0 0.90 3.26e4 0.00 7 7
C 15 248 odd square 1.0 0.0 7 1.0 BN add. 1.00 2.07e1 1.00e0 2.60e2 0.51 1.24e1 0.00 X 7
C 11 291 SELU 0.8 -0.2 7 1.0 BN add. 1.00 1.12e0 1.00e0 9.05e1 0.47 1.30e1 0.00 7 7
C 19 220 SELU 1.0 -0.2 X 1.0 X none none 1.86e0 1.38e0 6.52e0 0.50 1.04e-1 0.00 7 7
C 17 232 ReLU 0.8 0.0 X 1.0 7 LN none 2.33e1 1.00e0 6.23e1 0.49 5.28e5 0.00 7 7
C 13 267 SELU 0.8 -0.2 X 1.0 7 none none 1.51e0 1.00e0 1.19e1 0.48 1.90e-1 0.00 7 7
C 21 209 Gaussian 1.2 0.2 X 1.0 BN add. 0.66 2.52e3 1.00e0 2.67e2 0.56 1.15e2 0.00 7 7
C 27 184 odd square 1.0 -0.2 X 1.0 7 LN none 4.29e1 1.00e0 8.75e0 0.53 1.55e-2 0.00 7 7
C 27 184 tanh 1.2 0.2 X 1.0 X none none 1.25e1 1.32e0 8.39e0 0.55 1.34e-1 0.00 7 7
C 43 146 square 0.8 0.0 X 1.0 BN none 1.64e12 1.00e0 0.90 0.89 X 7
C 33 167 sigmoid 1.2 -0.2 7 1.0 X LN none 1.02e0 6.45e10 0.90 0.90 7 7
C 43 146 sigmoid 1.0 -0.2 7 1.1 X LN norm. 1.00 9.91e-1 4.57e3 0.90 0.90 7 7
C 5 457 odd square 0.8 0.0 X 0.9 7 LN add. 1.00 1.40e0 1.00e0 2.07e3 0.47 1.10e1 0.00 7 7
C 17 232 even tanh 1.0 0.0 7 1.1 7 LN none 2.83e1 9.92e0 1.16e1 0.57 6.18e-2 0.00 7 7
C 3 671 Gaussian 1.0 0.2 X 1.0 BN norm. 0.78 2.08e0 1.00e0 9.65e2 0.46 1.39e2 0.00 7 7
C 33 167 odd square 1.0 0.0 X 1.1 7 LN none 1.11e2 1.00e0 1.35e0 0.61 9.27e5 0.00 7 7
C 33 167 ReLU 0.8 0.0 7 0.9 BN none 4.10e2 1.00e0 2.89e0 0.59 3.73e0 0.02 7 X
C 15 248 SELU 1.2 0.2 7 1.1 7 LN none 1.66e0 1.16e0 1.23e2 0.47 1.97e0 0.00 7 7
C 17 232 ReLU 1.0 0.0 X 1.1 7 LN add. 1.00 2.79e0 1.01e0 4.92e3 0.48 2.91e0 0.00 7 7
C 9 324 ReLU 1.0 0.0 7 1.0 X LN norm. 0.44 2.08e0 2.33e0 1.36e2 0.45 2.17e0 0.00 7 7
C 45 143 SELU 1.0 0.0 X 1.0 X none none 2.79e0 1.90e0 2.69e0 0.52 3.86e-1 0.00 7 7
C 33 167 ReLU 1.0 0.2 7 1.0 X none none 2.23e0 7.83e1 1.55e1 0.50 2.22e0 0.00 7 X
C 43 146 ReLU 1.0 0.2 7 1.0 X none none 2.39e0 3.69e2 6.67e0 0.53 8.62e0 0.00 7 X
C 45 143 even tanh 1.0 0.0 X 0.9 7 none none 1.08e15 1.01e0 0.90 4.34e-26 0.50 7 7
C 17 232 tanh 1.2 0.0 X 1.1 7 none none 9.88e0 1.00e0 1.59e1 0.55 2.28e0 0.00 7 7
C 45 143 SELU 0.8 0.0 X 1.0 BN add. 0.41 3.71e0 1.00e0 3.38e1 0.48 4.85e0 0.00 7 7
C 5 457 sigmoid 1.0 0.2 X 0.9 BN add. 1.00 1.03e0 1.00e0 2.56e2 0.47 1.23e1 0.00 7 7
C 23 200 tanh 1.2 -0.2 X 1.0 BN norm. 1.00 4.45e0 1.00e0 6.82e1 0.50 3.26e0 0.00 7 7
C 29 178 even tanh 1.0 -0.2 X 1.0 7 none none 1.44e10 1.00e0 0.90 1.18e-19 0.03 7 7
C 27 184 square 0.8 0.0 X 1.0 X LN none 5.54e3 1.03e0 1.21e-1 0.79 8.81e-7 0.00 7 7
C 15 248 even tanh 1.0 0.0 7 0.9 BN add. 1.00 2.05e2 1.00e0 1.43e1 0.58 1.85e1 0.00 7 7
C 33 167 Gaussian 1.0 0.0 7 1.1 BN none 2.41e6 1.00e0 0.90 0.89 7 7
C 39 154 square 1.0 0.0 X 0.9 X LN norm. 1.00 2.09e3 1.03e0 6.69e-1 0.66 3.56e-3 0.02 7 7
C 25 191 Gaussian 1.2 -0.2 7 1.0 7 LN none 2.03e0 6.00e3 0.89 0.89 7 7
C 3 671 even tanh 1.0 0.2 X 0.9 BN none 5.36e0 1.00e0 1.65e2 0.54 8.74e-1 0.00 7 7
C 33 167 SELU 1.2 0.0 7 1.0 BN none 4.40e0 1.00e0 3.92e1 0.47 1.87e0 0.00 7 7
C 49 137 ReLU 0.8 -0.2 X 1.0 X LN norm. 0.83 1.53e3 1.24e0 2.99e0 0.60 4.30e-1 0.02 7 7
C 37 158 ReLU 1.0 0.2 X 1.0 BN norm. 0.96 3.37e1 1.00e0 9.68e1 0.51 4.17e1 0.00 7 X
C 41 150 Gaussian 1.0 0.0 7 0.9 X none none 1.61e0 1.23e12 0.90 0.90 7 7
C 33 167 Gaussian 1.2 0.0 X 1.1 X LN add. 0.13 5.56e6 1.03e0 0.90 1.37e1 0.00 7 7
C 17 232 SELU 1.0 0.0 X 1.1 BN norm. 1.00 1.51e0 1.00e0 1.60e2 0.47 2.56e0 0.00 7 7
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C 29 178 SELU 0.8 0.0 7 0.9 BN add. 1.00 1.19e0 1.00e0 1.25e2 0.48 5.99e0 0.00 7 7
C 19 220 Gaussian 1.0 0.0 7 1.0 X none none 1.69e0 5.70e4 0.90 0.90 7 7
C 9 324 square 1.2 -0.2 7 0.9 7 LN norm. 0.75 2.81e0 1.30e0 1.43e2 0.47 6.82e0 0.00 7 7
C 5 457 tanh 1.0 0.0 7 1.0 BN add. 1.00 1.16e0 1.00e0 2.82e3 0.50 1.50e1 0.00 7 7
C 47 140 Gaussian 1.0 0.0 X 1.0 BN none 1.47e9 1.00e0 0.90 0.89 7 7
C 45 143 sigmoid 1.0 0.0 7 0.9 X LN none ≈ 1 > 1e15 0.90 0.90 7 7
C 33 167 ReLU 1.2 0.0 7 1.0 BN none 4.10e2 1.00e0 1.07e1 0.58 1.38e1 0.02 7 X
C 5 457 tanh 1.2 -0.2 7 1.1 BN add. 1.00 1.24e0 1.00e0 1.14e3 0.48 5.45e1 0.00 7 7
C 31 172 square 0.8 0.0 X 1.0 BN norm. 1.00 3.40e6 1.00e0 0.89 0.89 X 7
C 17 232 ReLU 0.8 0.2 7 1.0 7 LN none 2.22e0 1.23e1 1.48e1 0.48 7.10e-1 0.00 7 7
C 39 154 ReLU 0.8 -0.2 X 0.9 X LN none 4.46e3 1.12e0 2.67e0 0.66 1.15e0 0.07 7 7
C 9 324 ReLU 1.0 0.2 7 0.9 7 LN add. 1.00 1.24e0 1.86e0 8.57e2 0.46 4.56e0 0.00 7 7
C 13 267 Gaussian 0.8 -0.2 7 1.1 BN none 1.05e2 1.00e0 3.03e1 0.61 3.91e1 0.00 7 7
C 7 373 ReLU 1.2 0.0 X 1.0 7 LN norm. 0.71 2.40e0 1.00e0 1.84e2 0.46 2.93e0 0.00 7 7
C 31 172 ReLU 0.8 -0.2 7 1.0 7 none none 3.85e0 1.28e0 6.42e0 0.54 3.07e-1 0.00 7 X
C 43 146 sigmoid 1.0 0.0 X 0.9 X LN add. 0.37 1.47e0 2.59e0 1.09e1 0.48 5.23e-1 0.00 7 7
C 9 324 SELU 1.0 0.2 X 0.9 BN none 1.30e0 1.00e0 4.28e1 0.47 6.14e0 0.00 7 7
C 25 191 Gaussian 1.0 0.0 7 1.0 X LN none 1.67e0 3.70e6 0.90 0.90 7 7
C 43 146 odd square 1.0 0.0 7 0.9 X LN norm. 1.00 1.51e1 1.17e0 1.50e1 0.53 2.66e-2 0.00 7 7
C 31 172 tanh 1.0 0.0 X 0.9 BN add. 0.04 1.25e1 1.00e0 5.03e1 0.53 7.21e0 0.00 7 7
C 13 267 SELU 1.2 0.0 7 1.0 X LN norm. 1.00 1.32e0 1.08e0 5.04e1 0.46 2.41e0 0.00 7 7
C 37 158 square 1.2 -0.2 X 1.1 X LN none 9.62e4 1.07e0 0.84 6.72e-9 0.05 7 7
C 27 184 ReLU 0.8 0.0 X 0.9 7 none none 2.71e1 1.83e0 1.89e0 0.57 2.71e-1 0.00 7 X
C 45 143 Gaussian 1.0 0.2 7 1.1 BN add. 0.84 9.89e3 1.00e0 1.96e1 0.56 2.82e0 0.00 7 7
M 29 186 square 1.0 -0.2 7 0.9 7 LN add. 0.10 5.30e1 1.57e0 3.73e0 0.03 7 7
M 39 160 odd square 1.0 0.0 7 0.9 7 LN none 2.63e2 1.00e0 1.74e-1 0.09 7 7
M 7 414 tanh 1.0 0.2 7 1.0 X LN norm. 0.01 1.61e0 1.23e0 4.61e2 0.02 7 7
M 13 286 odd square 0.8 0.0 7 1.0 BN none 3.54e1 1.00e0 0.88 X 7
M 17 247 odd square 0.8 0.0 7 1.0 BN none 2.15e2 1.00e0 0.88 X 7
M 43 152 ReLU 0.8 -0.2 7 1.0 BN norm. 1.00 1.15e2 1.00e0 4.23e1 0.03 7 X
M 3 843 SELU 1.0 0.2 7 1.1 BN none 1.06e0 1.00e0 5.83e2 0.01 7 7
M 29 186 odd square 1.0 -0.2 X 1.0 BN norm. 1.00 7.11e4 1.00e0 0.87 X 7
M 31 180 Gaussian 1.2 -0.2 X 1.1 X LN add. 0.29 1.06e6 1.04e0 0.87 7 7
M 9 354 odd square 1.0 0.0 X 1.0 BN none 7.20e0 1.00e0 8.84e1 0.72 X 7
M 33 174 SELU 1.0 -0.2 X 0.9 X none none 1.87e0 2.51e0 4.48e0 0.03 7 7
M 15 264 square 1.0 0.0 X 1.0 X LN norm. 0.94 2.41e1 1.01e0 3.86e1 0.03 7 7
M 31 180 tanh 1.2 0.0 X 0.9 7 LN add. 0.28 2.64e1 1.00e0 3.79e1 0.03 7 7
M 11 315 square 1.0 -0.2 X 0.9 BN none 2.90e1 1.00e0 0.86 X 7
M 41 156 odd square 0.8 0.0 7 1.0 7 LN add. 0.56 8.86e1 1.00e0 4.89e1 0.03 7 7
M 31 180 square 1.0 0.0 X 1.1 X LN norm. 0.37 1.17e4 1.01e0 3.41e-2 0.12 7 7
M 49 142 sigmoid 0.8 0.0 7 1.0 BN add. 0.66 1.53e0 1.00e0 1.54e1 0.02 7 7
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M 3 843 SELU 0.8 0.0 7 1.0 7 LN norm. 1.00 1.11e0 1.00e0 5.26e3 0.02 7 7
M 45 149 Gaussian 1.0 -0.2 7 0.9 7 none none 1.58e0 3.86e12 0.89 7 7
M 39 160 ReLU 0.8 0.2 7 1.0 7 LN add. 0.28 2.30e0 6.74e1 4.55e0 0.03 7 7
M 47 145 sigmoid 1.0 -0.2 X 1.1 BN norm. 0.81 2.15e0 1.00e0 1.70e2 0.02 7 7
M 11 315 Gaussian 1.0 0.0 X 1.0 BN norm. 1.00 2.53e1 1.00e0 1.63e2 0.03 7 7
M 11 315 SELU 1.2 0.0 X 1.0 7 LN add. 1.00 1.21e0 1.00e0 6.17e2 0.02 7 7
M 45 149 sigmoid 0.8 0.0 7 1.1 X none none ≈ 1 > 1e15 0.89 7 7
M 29 186 ReLU 1.2 -0.2 7 0.9 7 LN none 1.49e1 2.74e0 4.15e0 0.03 7 7
M 19 233 odd square 0.8 0.2 7 0.9 BN none 3.98e2 1.00e0 0.88 X 7
M 7 414 tanh 1.0 0.2 7 1.0 X LN none 1.62e0 1.23e0 4.62e2 0.02 7 7
M 35 169 Gaussian 1.0 0.0 7 1.0 BN add. 0.62 1.16e5 1.00e0 6.72e1 0.03 7 7
M 41 156 tanh 1.2 0.0 7 1.0 X LN add. 1.00 1.97e0 1.18e0 3.65e2 0.02 7 7
M 23 210 Gaussian 1.0 0.2 X 0.9 X LN norm. 0.51 3.07e3 1.03e0 9.45e-1 0.08 7 7
M 31 180 square 1.0 0.0 X 1.0 7 LN norm. 0.47 1.52e4 1.00e0 7.69e-3 0.21 7 7
M 21 221 SELU 1.0 -0.2 X 1.0 BN add. 0.59 1.99e0 1.00e0 9.46e1 0.02 7 7
M 17 247 odd square 1.2 -0.2 7 0.9 7 LN none 9.36e0 1.06e0 4.55e1 0.02 7 7
M 37 164 odd square 1.0 0.0 X 1.0 BN none 7.68e7 1.00e0 0.89 X 7
M 31 180 sigmoid 1.2 0.0 7 1.0 BN none 2.51e0 1.00e0 5.84e1 0.02 7 7
M 5 523 SELU 1.0 0.0 X 1.0 X LN none 1.22e0 1.20e0 4.48e2 0.02 7 7
M 39 160 Gaussian 0.8 -0.2 7 1.0 7 none none 1.56e0 6.72e13 0.89 7 7
M 17 247 sigmoid 1.0 0.0 7 1.1 7 none none 1.02e0 1.20e6 0.89 7 7
M 7 414 ReLU 1.2 -0.2 X 0.9 BN none 3.85e0 1.00e0 3.93e3 0.02 7 X
M 7 414 sigmoid 1.0 0.2 7 0.9 7 LN norm. 0.35 9.94e-1 2.54e1 9.62e1 0.02 7 7
M 29 186 tanh 1.0 -0.2 X 1.0 BN norm. 0.14 1.09e1 1.00e0 9.63e1 0.02 7 7
M 47 145 even tanh 1.0 -0.2 X 1.0 X LN none 1.74e16 1.03e0 0.90 7 7
M 25 201 Gaussian 1.2 0.0 7 0.9 X LN norm. 1.00 1.31e0 1.63e1 4.61e1 0.02 7 7
M 25 201 SELU 0.8 -0.2 7 1.0 BN add. 0.33 2.45e0 1.00e0 2.17e2 0.02 7 7
M 29 186 SELU 1.0 0.0 7 0.9 7 LN add. 1.00 1.35e0 1.00e0 9.77e1 0.02 7 7
M 45 149 sigmoid 1.2 0.0 X 1.0 BN none 3.72e0 1.00e0 3.80e1 0.02 7 7
M 39 160 SELU 1.0 0.0 X 0.9 7 LN add. 1.00 1.34e0 1.00e0 8.29e1 0.02 7 7
M 31 180 odd square 0.8 0.0 X 1.0 BN none 1.74e5 1.00e0 0.89 X 7
M 3 843 ReLU 0.8 0.0 X 1.1 7 none none 1.45e0 1.01e0 6.75e1 0.02 7 X
M 49 142 ReLU 1.2 0.2 X 1.1 7 LN add. 0.17 2.41e3 1.00e0 2.52e0 0.06 7 7
M 21 221 Gaussian 1.2 0.0 X 1.1 X LN norm. 1.00 1.54e3 1.03e0 3.44e-1 0.08 7 7
M 3 843 SELU 1.0 -0.2 X 0.9 BN add. 1.00 1.05e0 1.00e0 4.81e3 0.01 7 7
M 15 264 SELU 1.0 0.2 X 1.1 7 none none 1.79e0 1.01e0 3.69e1 0.02 7 7
M 11 315 tanh 1.2 0.0 X 1.0 BN norm. 0.21 3.08e0 1.00e0 3.75e2 0.02 7 7
M 37 164 SELU 0.8 0.0 7 1.0 X LN norm. 1.00 1.55e0 2.24e0 3.27e1 0.02 7 7
M 35 169 ReLU 1.0 0.0 7 0.9 BN add. 0.24 4.07e2 1.00e0 1.21e1 0.04 7 X
M 9 354 even tanh 1.2 0.0 7 0.9 BN none 1.81e3 1.00e0 3.47e0 0.80 7 7
M 17 247 Gaussian 1.2 0.0 X 1.0 BN none 3.68e3 1.00e0 3.91e0 0.10 7 7
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M 23 210 Gaussian 1.0 -0.2 X 1.1 7 none none 5.91e4 1.06e0 1.03e-2 0.75 7 7
M 27 193 tanh 1.2 0.0 7 0.9 7 LN none 2.07e1 1.00e0 5.01e1 0.03 7 7
M 39 160 even tanh 1.0 0.2 7 0.9 X LN none 4.77e1 2.18e1 1.88e-1 0.08 7 7
M 23 210 SELU 1.2 0.0 X 0.9 BN add. 1.00 1.25e0 1.00e0 1.11e3 0.02 7 7
M 39 160 square 0.8 0.2 X 1.1 BN norm. 1.00 4.88e9 1.00e0 0.89 X 7
M 31 180 ReLU 1.2 0.0 7 1.0 BN none 2.88e2 1.00e0 7.36e0 0.03 7 X
M 23 210 SELU 1.0 0.0 X 1.1 7 LN none 2.27e0 1.00e0 7.26e1 0.02 7 7
M 25 201 SELU 1.2 -0.2 7 0.9 7 none none 2.01e0 1.94e0 5.33e0 0.03 7 7
M 27 193 tanh 0.8 0.0 X 1.0 BN add. 0.31 3.77e0 1.00e0 4.89e3 0.02 7 7
M 9 354 square 0.8 0.2 X 1.0 BN none 1.52e1 1.00e0 5.98e0 0.03 X 7
M 45 149 SELU 1.0 0.0 X 1.1 BN add. 0.61 3.56e0 1.00e0 1.60e2 0.02 7 7
M 7 414 SELU 1.0 0.0 X 0.9 7 LN add. 1.00 1.14e0 1.00e0 5.69e2 0.02 7 7
M 33 174 ReLU 1.0 -0.2 X 1.0 X none none 1.43e1 1.06e0 3.29e0 0.04 7 X
M 11 315 sigmoid 1.0 -0.2 7 1.0 BN add. 0.19 1.21e0 1.00e0 3.88e2 0.02 7 7
M 21 221 tanh 1.0 0.0 X 0.9 BN norm. 1.00 2.42e0 1.00e0 2.69e2 0.02 7 7
M 9 354 SELU 0.8 0.2 X 1.0 BN norm. 0.18 1.23e0 1.00e0 4.41e1 0.02 7 7
M 7 414 sigmoid 1.2 0.0 7 0.9 X LN add. 1.00 1.03e0 2.34e0 2.37e1 0.02 7 7
M 29 186 SELU 1.0 0.2 X 1.0 X none none 1.80e0 1.91e0 5.90e0 0.03 7 7
M 45 149 Gaussian 1.0 0.0 7 0.9 7 none none 1.68e0 4.12e12 0.89 7 7
M 49 142 sigmoid 1.0 0.2 X 0.9 X none none 1.13e0 3.95e0 2.46e0 0.02 7 7
M 17 247 SELU 1.0 -0.2 7 0.9 7 none none 1.53e0 1.82e0 6.22e0 0.02 7 7
M 13 286 odd square 0.8 0.0 7 0.9 X LN none 4.89e0 1.12e0 7.74e1 0.02 7 7
M 33 174 tanh 1.0 0.0 7 1.0 X none none 8.04e0 1.22e0 1.06e1 0.03 7 7
M 11 315 sigmoid 1.0 0.2 X 0.9 X LN none 1.19e0 1.20e0 9.12e1 0.02 7 7
M 33 174 ReLU 1.0 -0.2 7 1.1 7 LN none 3.26e1 3.43e0 1.15e1 0.04 7 7
M 3 843 ReLU 0.8 0.0 X 1.1 7 LN add. 0.33 1.52e0 1.01e0 1.91e3 0.02 7 7
M 25 201 even tanh 1.2 0.0 7 0.9 X LN norm. 0.62 3.13e1 7.46e0 4.85e0 0.04 7 7
M 17 247 SELU 1.2 0.2 7 1.0 BN add. 1.00 1.17e0 1.00e0 1.55e3 0.02 7 7
M 43 152 tanh 1.0 -0.2 X 1.0 BN add. 0.79 5.82e0 1.00e0 1.36e2 0.02 7 7
M 9 354 ReLU 1.0 -0.2 X 0.9 BN none 6.08e0 1.00e0 3.18e2 0.02 7 X
M 9 354 square 1.0 0.2 X 0.9 X LN none 1.23e1 1.03e0 6.52e1 0.02 7 7
M 7 414 even tanh 1.2 0.2 X 1.0 BN none 2.69e2 1.00e0 3.00e1 0.07 7 7
M 17 247 ReLU 1.0 -0.2 7 1.0 BN add. 1.00 3.07e0 1.00e0 5.91e2 0.02 7 X
M 21 221 ReLU 1.0 0.0 X 1.0 X LN add. 0.52 1.68e1 1.29e0 1.23e2 0.02 7 7
M 29 186 sigmoid 1.0 0.0 X 1.0 X none none 1.35e0 1.78e0 5.49e0 0.03 7 7
M 33 174 odd square 1.0 0.0 7 0.9 7 LN norm. 1.00 1.18e1 1.00e0 2.82e1 0.02 7 7
M 41 156 odd square 1.0 0.0 7 1.0 X LN none 1.51e2 1.16e0 3.20e0 0.04 7 7
M 3 843 odd square 1.0 0.2 7 0.9 X LN none 1.36e0 1.10e0 4.30e2 0.02 7 7
M 35 169 ReLU 0.8 -0.2 X 1.0 7 LN norm. 0.35 2.55e3 1.00e0 2.82e0 0.05 7 7
M 23 210 SELU 1.0 0.2 X 1.0 BN add. 1.00 1.16e0 1.00e0 4.50e2 0.02 7 7
M 21 221 ReLU 1.0 0.2 7 1.0 BN norm. 1.00 4.54e0 1.00e0 9.31e2 0.02 7 X
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M 45 149 SELU 1.0 0.0 X 1.0 7 LN add. 1.00 1.31e0 1.00e0 3.15e2 0.02 7 7
M 47 145 SELU 1.0 -0.2 7 1.0 BN norm. 1.00 3.52e0 1.00e0 4.77e1 0.02 7 7
M 49 142 Gaussian 1.0 0.0 7 1.0 BN add. 1.00 2.35e1 1.00e0 9.49e2 0.02 7 7
M 19 233 sigmoid 0.8 0.0 X 1.1 BN norm. 1.00 1.13e0 1.00e0 1.51e1 0.02 7 7
M 27 193 square 1.0 0.0 7 1.0 BN norm. 0.66 5.73e5 1.00e0 0.88 X 7
M 5 523 ReLU 1.0 -0.2 X 1.1 BN none 2.56e0 1.00e0 7.90e2 0.02 7 X
M 27 193 sigmoid 0.8 0.2 7 1.1 BN add. 0.05 1.44e0 1.00e0 7.98e1 0.02 7 7
M 29 186 ReLU 0.8 0.2 X 1.0 BN add. 1.00 2.67e0 1.00e0 3.87e3 0.02 7 X
M 3 843 Gaussian 1.2 0.0 7 0.9 X LN none 1.84e0 2.55e0 2.18e2 0.02 7 7
M 41 156 ReLU 1.0 -0.2 X 1.1 X LN norm. 0.34 3.13e3 1.07e0 2.73e-1 0.06 7 7
M 23 210 even tanh 1.2 -0.2 X 1.1 BN add. 0.17 6.68e8 1.00e0 5.17e2 0.07 7 7
M 31 180 odd square 0.8 -0.2 7 1.0 X LN add. 0.77 5.17e0 1.27e0 2.02e2 0.02 7 7
M 9 354 ReLU 1.2 0.2 X 0.9 BN none 3.81e0 1.00e0 3.24e3 0.02 7 X
M 29 186 Gaussian 1.0 -0.2 7 1.0 BN add. 0.78 9.93e2 1.00e0 2.64e2 0.03 7 7
M 25 201 square 0.8 0.2 X 1.1 BN none 3.42e5 1.00e0 0.89 X 7
M 31 180 square 1.0 0.0 7 0.9 BN add. 0.01 5.38e6 1.00e0 0.90 X 7
M 17 247 sigmoid 1.0 0.0 7 1.0 7 none none 1.01e0 3.58e6 0.89 7 7
M 17 247 tanh 0.8 -0.2 7 1.0 X none none 1.76e0 1.72e0 1.00e1 0.03 7 7
M 23 210 Gaussian 1.2 0.2 X 0.9 BN none 6.49e4 1.00e0 0.81 7 7
M 45 149 Gaussian 1.0 -0.2 X 1.0 7 none none 2.83e8 1.00e0 0.86 7 7
M 19 233 Gaussian 1.0 0.0 X 1.1 7 LN norm. 1.00 4.66e2 1.00e0 1.09e0 0.05 7 7
M 35 169 sigmoid 1.0 -0.2 7 1.1 7 none none 1.03e0 5.25e11 0.89 7 7
M 43 152 square 1.0 0.0 X 0.9 X LN add. 0.70 1.36e4 1.04e0 3.50e2 0.04 7 7
M 13 286 tanh 1.0 0.2 7 1.0 X LN norm. 1.00 1.64e0 1.18e0 1.41e2 0.02 7 7
M 45 149 ReLU 0.8 0.0 X 0.9 BN add. 1.00 4.32e0 1.00e0 6.74e3 0.02 7 X
M 35 169 sigmoid 1.0 0.0 X 0.9 7 none none 1.16e0 1.00e0 1.16e1 0.02 7 7
M 43 152 Gaussian 1.2 0.2 X 1.1 X LN add. 1.00 2.50e2 1.02e0 1.42e2 0.03 7 7
M 35 169 odd square 0.8 -0.2 X 1.0 7 LN norm. 0.81 2.60e1 1.00e0 5.06e1 0.02 7 7
M 21 221 sigmoid 1.2 0.2 7 1.0 BN none 1.89e0 1.00e0 8.25e1 0.02 7 7
M 27 193 tanh 1.0 0.0 X 1.0 7 none none 8.54e0 1.00e0 1.26e1 0.03 7 7
M 15 264 square 1.2 -0.2 7 0.9 7 LN none 9.79e0 1.57e0 2.13e1 0.02 7 7
M 3 843 odd square 1.2 0.2 X 0.9 BN none 1.39e0 1.00e0 1.41e3 0.02 X 7
M 9 354 ReLU 1.2 -0.2 X 0.9 7 LN add. 1.00 2.37e0 1.00e0 5.67e2 0.02 7 7
M 49 142 Gaussian 1.0 0.0 7 1.0 BN add. 1.00 2.35e1 1.00e0 9.49e2 0.02 7 7
M 43 152 ReLU 1.0 0.2 X 0.9 BN none 8.03e2 1.00e0 5.48e0 0.04 7 X
M 17 247 even tanh 0.8 0.2 7 0.9 7 LN norm. 1.00 4.67e0 4.34e0 3.24e1 0.02 7 7
M 15 264 square 1.0 0.0 X 1.0 BN add. 1.00 2.82e1 1.00e0 2.02e1 0.02 X 7
M 9 354 ReLU 1.0 0.2 X 0.9 BN norm. 1.00 2.06e0 1.00e0 5.11e2 0.01 7 X
M 11 315 Gaussian 0.8 0.0 7 1.1 X LN none 1.55e0 6.93e3 0.89 7 7
M 33 174 ReLU 1.0 0.0 7 1.0 7 none none 4.90e0 4.99e0 3.67e0 0.03 7 X
M 45 149 Gaussian 1.2 0.0 7 0.9 BN add. 0.86 5.26e4 1.00e0 1.47e0 0.04 7 7
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M 47 145 SELU 1.0 0.2 7 0.9 X none none 1.41e0 2.52e1 6.27e0 0.02 7 7
M 41 156 tanh 1.0 0.2 7 0.9 7 none none 4.94e0 1.43e0 9.68e0 0.03 7 7
M 19 233 SELU 1.0 0.0 X 1.0 X LN add. 1.00 1.22e0 1.14e0 1.76e2 0.02 7 7
M 39 160 SELU 1.0 -0.2 7 1.1 7 LN none 3.68e0 1.60e0 1.87e1 0.02 7 7
M 15 264 Gaussian 1.2 0.0 X 0.9 7 LN norm. 1.00 1.39e2 1.00e0 8.13e0 0.05 7 7
M 41 156 SELU 1.2 0.0 7 1.1 BN norm. 0.24 6.04e0 1.00e0 4.10e1 0.02 7 7
M 25 201 ReLU 0.8 -0.2 X 1.0 X LN add. 1.00 4.31e0 1.06e0 1.11e3 0.01 7 7
M 39 160 odd square 1.0 0.0 X 0.9 BN none 1.04e8 1.00e0 0.88 X 7
M 17 247 Gaussian 0.8 -0.2 X 1.0 BN none 4.80e2 1.00e0 2.67e0 0.04 7 7
M 11 315 square 1.0 -0.2 X 0.9 BN none 2.90e1 1.00e0 0.86 X 7
M 15 264 SELU 1.0 0.0 7 1.0 BN none 1.77e0 1.00e0 1.03e2 0.02 7 7
M 41 156 even tanh 1.0 0.0 7 1.0 BN norm. 0.43 1.61e12 1.00e0 0.90 7 7
M 33 174 square 1.0 0.2 7 0.9 7 LN norm. 1.00 1.21e1 1.79e0 4.30e1 0.03 7 7
M 25 201 Gaussian 1.2 0.0 7 1.1 X LN add. 1.00 1.24e0 1.97e0 2.10e3 0.02 7 7
M 23 210 Gaussian 0.8 -0.2 7 1.0 7 none none 1.54e0 1.51e8 0.89 7 7
M 23 210 tanh 1.0 0.2 X 1.1 BN add. 0.90 1.91e0 1.00e0 1.38e3 0.02 7 7
M 25 201 odd square 1.0 0.0 X 1.0 7 LN none 3.48e1 1.00e0 1.52e1 0.03 7 7
M 27 193 sigmoid 0.8 0.0 X 1.0 BN add. 0.29 1.36e0 1.00e0 6.90e1 0.02 7 7
M 13 286 SELU 1.2 0.0 7 1.0 X LN none 1.60e0 1.19e0 1.05e2 0.02 7 7
M 45 149 odd square 1.0 0.0 7 1.1 BN none 8.52e10 1.00e0 0.88 X 7
M 29 186 even tanh 1.2 -0.2 7 1.0 7 LN norm. 0.43 9.93e1 8.75e0 1.13e0 0.05 7 7
M 17 247 ReLU 1.2 0.0 X 1.0 7 none none 1.95e1 1.00e0 1.16e1 0.03 7 X
M 19 233 SELU 0.8 0.0 7 0.9 X LN norm. 1.00 1.28e0 1.26e0 9.88e1 0.02 7 7
M 29 186 even tanh 1.0 -0.2 X 1.0 BN none 1.58e10 1.00e0 0.90 7 7
M 43 152 Gaussian 0.8 0.2 7 1.0 X LN norm. 0.24 1.11e0 2.26e11 0.89 7 7
M 19 233 tanh 1.0 -0.2 7 1.0 X LN none 3.26e0 1.63e0 1.01e2 0.02 7 7
M 43 152 tanh 1.0 0.0 7 1.0 7 none none 3.13e1 1.00e0 1.01e1 0.03 7 7
M 7 414 SELU 1.2 -0.2 X 1.0 X none none 1.31e0 1.19e0 4.63e1 0.02 7 7
M 17 247 Gaussian 0.8 -0.2 7 0.9 X LN none 1.51e0 1.75e6 0.89 7 7
M 29 186 ReLU 0.8 0.0 7 1.1 X none none 3.57e0 5.88e0 4.41e0 0.03 7 X
M 45 149 ReLU 1.0 0.0 7 1.1 BN add. 0.89 1.53e1 1.00e0 1.06e3 0.02 7 X
M 5 523 SELU 1.0 -0.2 X 1.1 BN add. 1.00 1.09e0 1.00e0 2.64e3 0.01 7 7
M 41 156 ReLU 1.0 0.2 7 1.0 BN norm. 0.84 3.63e1 1.00e0 3.99e1 0.02 7 X
M 13 286 SELU 1.2 0.0 7 1.0 X LN none 1.60e0 1.19e0 1.05e2 0.02 7 7
M 43 152 square 1.0 -0.2 7 1.0 BN norm. 1.00 1.71e11 1.00e0 0.87 X 7
M 23 210 Gaussian 1.2 0.2 X 1.0 BN add. 1.00 6.50e1 1.00e0 5.48e2 0.02 7 7
M 49 142 sigmoid 1.0 0.0 7 0.9 BN add. 1.00 1.07e0 1.00e0 2.83e2 0.02 7 7
M 45 149 even tanh 1.0 0.2 7 1.0 X none none 7.26e1 1.16e1 1.45e0 0.10 7 7
M 39 160 even tanh 1.2 0.2 X 1.0 X LN none 8.72e14 1.03e0 0.90 7 7
M 39 160 Gaussian 1.2 -0.2 7 1.0 X LN add. 1.00 1.20e0 1.83e0 1.02e3 0.02 7 7
M 27 193 SELU 0.8 0.0 7 0.9 BN none 2.41e0 1.00e0 5.12e1 0.02 7 7
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M 37 164 SELU 1.2 0.0 X 0.9 X LN add. 0.67 2.15e0 2.18e0 7.27e1 0.02 7 7
M 21 221 ReLU 0.8 -0.2 7 1.0 BN norm. 0.48 2.80e1 1.00e0 6.76e1 0.02 7 X
M 37 164 tanh 1.2 0.0 7 1.0 7 LN none 6.35e1 1.00e0 1.96e1 0.03 7 7
M 25 201 square 1.0 0.0 7 1.1 7 LN add. 0.90 4.46e0 1.31e0 1.27e3 0.02 7 7
M 49 142 Gaussian 1.0 -0.2 7 1.0 X LN add. 0.66 1.12e0 7.68e3 0.89 7 7
M 19 233 ReLU 1.2 0.0 7 0.9 7 none none 3.63e0 3.47e0 5.06e0 0.03 7 X
M 3 843 ReLU 1.0 0.0 7 1.1 7 none none 1.41e0 1.18e0 5.48e1 0.02 7 X
M 35 169 even tanh 1.0 0.0 7 1.0 7 LN add. 1.00 4.61e0 1.69e0 3.14e2 0.02 7 7
M 25 201 even tanh 1.0 0.0 X 1.1 BN add. 0.93 2.16e5 1.00e0 3.09e-1 0.11 7 7
M 35 169 SELU 1.0 -0.2 7 1.1 BN norm. 0.11 4.86e0 1.00e0 5.25e1 0.02 7 7
M 11 315 Gaussian 1.0 0.0 X 1.0 X none none 7.42e1 1.04e0 2.09e0 0.10 7 7
M 15 264 SELU 1.0 0.0 7 0.9 BN norm. 1.00 1.33e0 1.00e0 1.14e2 0.02 7 7
M 19 233 SELU 1.0 -0.2 X 1.0 BN add. 0.83 1.41e0 1.00e0 4.08e2 0.02 7 7
M 3 843 odd square 1.0 0.0 X 1.0 BN add. 0.61 1.32e0 1.00e0 6.67e2 0.02 X 7
M 41 156 ReLU 0.8 -0.2 X 0.9 7 LN none 2.06e4 1.00e0 9.38e-2 0.10 7 7
M 25 201 sigmoid 0.8 0.0 X 1.0 BN add. 1.00 1.04e0 1.00e0 5.07e1 0.02 7 7
M 19 233 ReLU 1.2 0.0 7 1.0 BN norm. 0.02 3.07e1 1.00e0 2.12e2 0.02 7 X
M 49 142 tanh 1.2 0.2 7 1.0 7 none none 1.62e2 1.09e0 7.80e0 0.04 7 7
M 3 843 square 1.0 -0.2 7 0.9 X LN add. 0.42 1.55e0 1.29e0 6.18e2 0.02 7 7
M 35 169 Gaussian 0.8 0.0 X 1.1 7 LN norm. 1.00 2.74e4 1.00e0 1.46e-1 0.10 7 7
M 7 414 odd square 1.0 0.0 X 1.0 BN none 3.91e0 1.00e0 4.84e2 0.02 X 7
M 3 843 SELU 1.0 -0.2 7 1.0 BN none 1.10e0 1.00e0 1.46e3 0.01 7 7
M 19 233 sigmoid 1.2 0.0 X 1.0 BN norm. 1.00 1.33e0 1.00e0 1.18e2 0.02 7 7
M 17 247 Gaussian 1.2 0.0 X 1.0 BN add. 1.00 3.60e1 1.00e0 1.06e3 0.03 7 7
M 39 160 ReLU 1.2 -0.2 7 1.0 7 LN none 3.67e1 2.50e0 1.93e0 0.05 7 7
M 13 286 SELU 1.0 0.0 X 1.1 7 LN norm. 0.85 1.36e0 1.00e0 1.50e2 0.02 7 7
M 39 160 ReLU 0.8 0.0 7 0.9 BN norm. 0.43 3.54e2 1.00e0 1.34e1 0.03 7 X
M 43 152 SELU 1.0 0.0 7 1.0 BN add. 0.46 4.18e0 1.00e0 1.21e2 0.02 7 7
M 41 156 Gaussian 1.2 -0.2 X 1.0 BN none 5.82e8 1.00e0 0.90 7 7
M 35 169 square 1.0 -0.2 X 1.0 BN add. 0.40 2.54e7 1.00e0 0.87 X 7
M 13 286 tanh 1.2 -0.2 7 1.1 BN norm. 1.00 2.39e0 1.00e0 5.28e2 0.02 7 7
M 23 210 ReLU 1.0 0.0 7 1.0 7 LN norm. 0.90 3.02e0 2.24e0 8.57e1 0.02 7 7
M 15 264 even tanh 1.2 0.0 X 1.0 BN norm. 1.00 4.79e4 1.00e0 0.90 7 7
M 9 354 odd square 1.2 0.0 X 0.9 BN none 7.20e0 1.00e0 2.65e0 0.76 X 7
M 37 164 ReLU 0.8 -0.2 X 1.0 BN norm. 0.96 1.05e2 1.00e0 4.59e1 0.03 7 X
M 9 354 Gaussian 1.2 -0.2 7 1.1 7 LN add. 0.95 1.20e0 3.44e0 1.82e3 0.02 7 7
M 31 180 even tanh 1.0 0.0 X 1.0 X LN add. 1.00 1.05e5 1.03e0 1.57e-1 0.09 7 7
M 43 152 ReLU 1.0 -0.2 7 1.0 BN none 1.87e3 1.00e0 9.48e-1 0.06 7 X
M 37 164 SELU 1.0 0.0 7 0.9 X LN norm. 0.68 1.97e0 2.54e0 2.26e1 0.02 7 7
M 25 201 SELU 1.2 0.0 X 0.9 7 LN add. 0.13 2.97e0 1.00e0 4.57e1 0.02 7 7
M 31 180 ReLU 1.2 0.0 X 1.1 7 none none 1.43e1 1.86e0 3.72e0 0.04 7 X
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M 5 523 Gaussian 0.8 0.2 7 1.1 X none none 1.56e0 4.51e1 1.83e1 0.02 7 7
M 15 264 Gaussian 1.2 0.0 X 0.9 X LN norm. 1.00 1.00e2 1.02e0 3.13e1 0.04 7 7
M 29 186 tanh 1.2 -0.2 X 1.1 7 none none 5.95e1 1.00e0 1.07e1 0.04 7 7
M 47 145 tanh 1.2 -0.2 7 1.0 7 none none 1.30e2 1.09e0 3.24e0 0.04 7 7
M 17 247 even tanh 1.2 -0.2 7 1.0 BN norm. 1.00 3.17e3 1.00e0 0.81 7 7
M 15 264 tanh 0.8 0.0 7 0.9 X LN norm. 1.00 1.40e0 1.19e0 1.15e2 0.02 7 7
M 37 164 Gaussian 0.8 0.0 7 1.0 7 LN add. 1.00 1.02e0 6.06e0 2.83e3 0.02 7 7
M 47 145 Gaussian 1.0 0.0 7 1.0 X none none 1.70e0 6.90e11 0.89 7 7
M 3 843 ReLU 0.8 0.0 X 1.0 X LN add. 0.29 1.44e0 1.06e0 1.70e3 0.02 7 7
M 35 169 SELU 0.8 0.0 7 1.1 BN none 2.97e0 1.00e0 6.16e1 0.02 7 7
M 7 414 Gaussian 1.2 0.2 X 1.0 7 LN none 2.15e1 1.00e0 2.12e2 0.03 7 7
M 49 142 Gaussian 0.8 0.0 X 1.1 X none none 6.13e8 1.32e0 0.88 7 7
M 23 210 sigmoid 1.0 -0.2 X 1.0 X LN add. 1.00 1.13e0 1.20e0 4.30e2 0.02 7 7
M 11 315 Gaussian 1.2 0.0 7 1.0 7 LN add. 1.00 1.23e0 2.08e0 1.07e3 0.02 7 7
M 39 160 tanh 1.2 0.0 7 1.1 X LN none 3.81e1 1.16e0 1.19e1 0.03 7 7
M 25 201 square 0.8 -0.2 7 1.0 X LN add. 1.00 2.27e0 1.44e0 1.80e2 0.02 7 7
M 21 221 even tanh 1.2 0.0 7 1.1 7 none none 1.23e2 4.15e0 6.63e-1 0.09 7 7
M 35 169 Gaussian 0.8 0.0 7 1.0 X LN add. 1.00 1.03e0 3.06e0 5.46e2 0.02 7 7
M 25 201 SELU 1.0 0.0 X 1.0 X none none 2.00e0 1.61e0 6.87e0 0.03 7 7
M 39 160 tanh 0.8 0.2 X 0.9 X none none 2.02e0 1.73e0 3.04e0 0.03 7 7
M 31 180 Gaussian 1.0 0.2 X 0.9 BN add. 1.00 5.58e1 1.00e0 4.46e2 0.02 7 7
M 39 160 Gaussian 1.0 0.2 X 1.0 7 LN add. 1.00 1.09e2 1.00e0 2.65e2 0.03 7 7
M 23 210 SELU 0.8 -0.2 7 1.0 BN none 2.41e0 1.00e0 7.51e1 0.02 7 7
M 31 180 odd square 1.0 0.0 7 1.0 BN add. 1.00 6.13e1 1.00e0 4.64e1 0.02 X 7
M 15 264 ReLU 1.2 0.2 7 1.1 X none none 2.31e0 5.31e0 2.58e1 0.02 7 X
M 39 160 sigmoid 1.0 0.0 X 0.9 7 LN add. 1.00 1.21e0 1.00e0 2.47e2 0.02 7 7
M 27 193 square 1.0 0.0 X 1.0 BN norm. 0.31 4.54e6 1.00e0 0.89 X 7
M 17 247 sigmoid 0.8 0.0 7 1.1 X LN add. 0.64 1.01e0 5.04e1 2.71e1 0.03 7 7
w 11 331 ReLU 0.8 0.2 X 1.0 X none none 3.66e0 1.11e0 5.62e-1 0.16 2.69e-2 0.00 7 X
w 29 192 Gaussian 1.2 0.0 7 0.9 BN norm. 0.52 6.09e3 1.00e0 0.68 0.63 7 7
w 15 276 Gaussian 0.8 -0.2 7 1.1 BN norm. 1.00 2.75e0 1.00e0 7.72e2 0.15 1.52e-1 0.00 7 7
w 17 257 Gaussian 1.0 0.0 X 0.9 X none none 1.68e2 1.14e0 0.66 1.06e-5 0.00 7 7
w 27 199 SELU 1.0 0.0 X 1.0 BN norm. 0.79 2.16e0 1.00e0 9.60e3 0.15 2.10e-1 0.00 7 7
w 19 241 ReLU 1.2 0.2 X 1.1 7 none none 8.62e0 1.77e0 1.19e0 0.17 1.90e-2 0.00 7 X
w 25 208 ReLU 1.0 0.0 X 1.0 BN add. 1.00 3.01e0 1.00e0 9.51e1 0.14 5.62e-2 0.00 7 X
w 37 168 sigmoid 0.8 0.2 X 1.0 BN norm. 1.00 1.34e0 1.00e0 9.38e2 0.13 1.85e-1 0.00 7 7
w 39 164 SELU 1.0 0.0 X 1.1 X LN add. 1.00 2.29e0 1.13e0 1.38e2 0.14 2.20e0 0.00 7 7
w 35 173 square 1.0 -0.2 7 1.1 7 LN none 1.22e2 1.80e0 1.92e-2 0.50 9.17e-4 0.01 7 7
w 21 228 odd square 0.8 0.0 7 0.9 BN add. 0.94 7.97e1 1.00e0 1.25e2 0.20 1.31e4 0.26 X 7
w 25 208 SELU 1.2 0.0 7 0.9 BN norm. 0.64 2.20e0 1.00e0 3.39e2 0.13 2.23e-2 0.00 7 7
w 31 185 Gaussian 0.8 0.0 X 1.1 7 none none 5.10e5 1.28e0 0.65 2.82e-10 0.00 7 7
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w 45 152 Gaussian 1.2 -0.2 7 1.0 X none none 1.99e0 4.73e6 0.66 0.66 7 7
w 29 192 odd square 1.0 0.0 7 1.0 BN norm. 1.00 3.16e6 1.00e0 0.60 0.58 X 7
w 11 331 sigmoid 1.2 0.2 7 1.1 7 none none 1.05e0 2.52e3 0.62 0.66 7 7
w 11 331 square 1.0 0.0 X 1.0 BN add. 1.00 1.44e1 1.00e0 5.65e0 0.24 9.01e-2 0.13 X 7
w 29 192 SELU 0.8 0.2 X 1.0 7 LN none 3.86e0 1.00e0 3.97e1 0.14 2.11e-1 0.00 7 7
w 3 979 square 1.2 0.0 X 1.1 X LN none 4.14e0 1.06e0 1.58e3 0.14 9.33e-1 0.00 7 7
w 21 228 ReLU 1.2 0.0 X 1.0 X none none 2.29e1 1.04e0 6.26e-1 0.18 9.98e-3 0.00 7 X
w 25 208 sigmoid 1.0 0.2 7 1.0 BN add. 0.50 1.41e0 1.00e0 4.22e1 0.13 7.48e-2 0.00 7 7
w 35 173 SELU 0.8 0.0 7 1.0 BN add. 1.00 1.24e0 1.00e0 4.13e3 0.13 8.12e-1 0.00 7 7
w 39 164 sigmoid 1.0 0.2 X 0.9 X LN norm. 0.56 2.67e0 1.27e0 1.48e0 0.14 7.08e-2 0.00 7 7
w 21 228 ReLU 0.8 -0.2 X 1.0 BN none 4.40e1 1.00e0 1.03e1 0.16 4.92e-1 0.00 7 X
w 5 570 tanh 0.8 0.2 7 1.0 7 LN norm. 1.00 2.27e0 1.03e0 1.67e3 0.14 2.96e0 0.00 7 7
w 27 199 Gaussian 1.0 0.0 X 1.0 X none none 7.19e4 1.09e0 0.65 1.37e-9 0.00 7 7
w 17 257 ReLU 1.0 0.0 X 1.0 BN add. 0.41 1.48e1 1.00e0 3.11e1 0.14 4.47e0 0.00 7 X
w 25 208 SELU 1.2 0.0 7 1.1 7 none none 4.07e0 1.09e0 4.25e-1 0.17 6.09e-2 0.00 7 7
w 47 149 tanh 1.2 0.0 7 1.0 BN none 2.09e2 1.00e0 4.78e-1 0.14 6.86e-2 0.01 7 7
w 9 375 even tanh 1.0 0.0 7 0.9 7 LN none 1.08e1 8.71e0 0.67 8.72e-2 0.02 7 7
w 19 241 sigmoid 0.8 -0.2 7 1.1 X none none 1.02e0 2.26e7 0.66 0.66 7 7
w 3 979 square 1.0 -0.2 X 1.0 BN add. 0.83 1.61e0 1.00e0 1.73e1 0.18 8.29e-1 0.00 X 7
w 47 149 ReLU 0.8 0.0 7 1.0 X none none 4.84e0 1.08e1 2.53e-1 0.15 1.09e-1 0.00 7 X
w 45 152 square 0.8 0.0 X 1.0 7 LN none 5.69e7 1.00e0 0.63 4.37e-12 0.02 7 7
w 15 276 ReLU 1.0 0.0 X 1.0 7 LN add. 1.00 2.83e1 1.01e0 5.87e0 0.14 2.81e-1 0.00 7 7
w 47 149 tanh 1.0 0.0 7 1.1 X LN none 2.94e1 1.61e0 1.01e0 0.16 1.62e-2 0.00 7 7
w 35 173 sigmoid 1.0 0.0 X 0.9 BN none 2.01e0 1.00e0 2.29e2 0.14 4.50e-2 0.00 7 7
w 9 375 odd square 1.0 0.0 7 1.0 BN norm. 1.00 7.24e0 1.00e0 7.77e-1 0.48 3.34e-1 0.38 X 7
w 19 241 ReLU 1.2 -0.2 X 1.0 X none none 2.20e1 1.07e0 6.53e-1 0.17 1.04e-2 0.00 7 X
w 29 192 ReLU 1.0 0.0 7 1.1 BN norm. 0.35 1.23e2 1.00e0 4.80e0 0.16 7.65e-2 0.00 7 X
w 27 199 even tanh 1.0 0.0 X 1.0 X none none 1.84e9 1.09e0 0.63 5.03e-18 0.00 7 7
w 3 979 odd square 1.0 0.0 7 1.1 X LN none 2.38e0 1.02e0 1.03e4 0.13 1.82e1 0.00 7 7
w 9 375 tanh 1.0 -0.2 7 1.1 BN add. 0.69 1.67e0 1.00e0 2.22e2 0.13 4.38e-2 0.00 7 7
w 7 443 SELU 1.0 0.0 7 1.1 BN add. 1.00 1.10e0 1.00e0 2.73e4 0.14 5.98e-1 0.00 7 7
w 15 276 SELU 0.8 0.2 X 1.1 BN norm. 1.00 1.29e0 1.00e0 2.03e2 0.14 3.60e-1 0.00 7 7
w 17 257 Gaussian 0.8 0.0 X 1.0 BN add. 1.00 1.28e1 1.00e0 5.84e2 0.18 1.03e0 0.00 7 7
w 9 375 SELU 0.8 0.2 X 0.9 X LN add. 0.24 2.52e0 1.21e0 1.91e5 0.14 1.55e-1 0.00 7 7
w 19 241 Gaussian 1.0 0.2 7 1.0 X none none 1.66e0 5.04e4 0.66 0.66 7 7
w 17 257 Gaussian 1.2 -0.2 X 1.0 BN add. 1.00 3.32e1 1.00e0 1.12e1 0.19 1.61e0 0.00 7 7
w 11 331 SELU 0.8 -0.2 7 1.0 BN add. 0.39 1.43e0 1.00e0 5.24e1 0.13 9.27e-2 0.00 7 7
w 31 185 tanh 1.0 -0.2 X 0.9 7 none none 5.25e0 1.02e0 7.45e-1 0.16 1.19e-2 0.00 7 7
w 49 145 ReLU 0.8 0.0 7 1.0 7 LN none 9.74e0 2.20e1 3.95e-2 0.18 5.67e-3 0.03 7 7
w 23 217 SELU 1.0 -0.2 7 1.0 BN none 2.81e0 1.00e0 1.24e2 0.14 7.32e-2 0.00 7 7
w 27 199 even tanh 1.2 0.0 7 0.9 BN none 3.78e10 1.00e0 0.63 0.63 7 7
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w 45 152 square 1.2 0.0 7 0.9 BN none 1.68e10 1.00e0 0.68 0.66 X 7
w 47 149 tanh 1.0 -0.2 7 1.0 X none none 1.05e1 1.63e0 3.42e-1 0.14 1.64e-2 0.00 7 7
w 17 257 SELU 1.0 0.0 7 1.0 7 LN none 7.96e0 1.00e0 4.71e0 0.13 2.25e-1 0.00 7 7
w 7 443 SELU 1.0 0.0 7 1.1 BN add. 0.15 1.28e0 1.00e0 5.15e3 0.13 1.13e-1 0.00 7 7
w 43 156 square 1.0 -0.2 X 1.0 BN none 7.52e9 1.00e0 0.68 0.66 X 7
w 3 979 ReLU 0.8 0.2 7 1.0 BN add. 1.00 1.17e0 1.00e0 2.41e1 0.13 3.83e-1 0.00 7 X
w 3 979 ReLU 1.0 0.0 X 1.0 BN none 1.55e0 1.00e0 1.55e1 0.14 2.47e-1 0.00 7 X
w 15 276 tanh 1.0 0.2 7 1.0 BN add. 0.21 3.18e0 1.00e0 1.34e3 0.14 2.94e-2 0.00 7 7
w 23 217 even tanh 0.8 0.0 X 1.0 7 none none 1.71e7 1.00e0 0.69 4.04e-14 0.00 7 7
w 49 145 ReLU 1.0 0.0 X 1.1 X none none 1.19e1 1.90e0 1.74e-1 0.23 8.34e-3 0.00 7 X
w 37 168 SELU 1.0 0.2 7 1.0 BN add. 1.00 1.17e0 1.00e0 1.81e2 0.14 3.21e-1 0.00 7 7
w 7 443 square 1.0 0.2 7 0.9 X LN none 5.27e0 1.74e0 4.38e0 0.13 2.09e-1 0.00 7 7
w 27 199 even tanh 1.2 0.0 X 1.0 BN norm. 0.13 3.45e10 1.00e0 0.64 0.63 7 7
w 13 300 Gaussian 0.8 -0.2 X 1.0 BN norm. 1.00 2.30e1 1.00e0 1.21e1 0.19 5.78e-1 0.00 7 7
w 43 156 ReLU 1.0 0.0 X 1.1 7 none none 8.61e0 1.87e0 1.37e-1 0.28 1.96e-2 0.00 7 X
w 35 173 sigmoid 1.0 -0.2 7 1.0 7 none none 1.02e0 7.21e12 0.66 0.66 7 7
w 5 570 SELU 0.8 0.0 X 1.0 BN none 1.15e0 1.00e0 4.52e3 0.13 8.00e0 0.00 7 7
w 45 152 tanh 0.8 -0.2 7 1.0 7 LN add. 0.91 3.00e0 1.12e0 2.36e2 0.13 4.18e-1 0.00 7 7
w 21 228 square 1.0 0.0 7 1.0 X LN none 2.22e1 2.03e0 1.90e0 0.20 1.01e-2 0.00 7 7
w 23 217 ReLU 1.0 0.0 7 0.9 X LN none 4.51e0 9.80e0 4.86e-1 0.14 2.33e-2 0.00 7 7
w 21 228 Gaussian 1.0 -0.2 X 0.9 BN add. 0.60 1.30e3 1.00e0 2.05e0 0.28 7.16e1 0.00 7 7
w 9 375 SELU 0.8 0.0 7 1.0 BN add. 0.93 1.15e0 1.00e0 2.25e2 0.13 3.59e0 0.00 7 7
w 17 257 square 1.0 0.0 7 1.1 BN none 8.24e2 1.00e0 0.64 0.64 X 7
w 21 228 Gaussian 0.8 -0.2 7 1.0 X none none 1.50e0 5.14e7 0.66 0.66 7 7
w 21 228 sigmoid 0.8 -0.2 7 1.0 BN add. 0.41 1.23e0 1.00e0 1.03e4 0.13 7.50e-2 0.00 7 7
w 15 276 square 1.0 0.0 7 1.0 X LN add. 1.00 4.77e0 1.17e0 6.79e1 0.14 1.08e0 0.00 7 7
w 29 192 square 1.0 0.2 7 1.0 BN none 1.09e6 1.00e0 0.67 0.66 X 7
w 19 241 SELU 0.8 0.0 7 0.9 X LN none 2.46e0 1.53e0 1.50e3 0.13 2.95e-1 0.00 7 7
w 31 185 SELU 0.8 0.2 7 1.0 X none none 1.48e0 2.45e0 4.97e-2 0.14 1.93e-1 0.00 7 7
w 49 145 odd square 0.8 -0.2 X 1.1 X LN norm. 0.73 2.46e2 1.21e0 5.92e-1 0.19 8.50e-2 0.00 7 7
w 13 300 Gaussian 1.0 0.0 7 1.1 BN none 2.45e2 1.00e0 0.69 2.36e1 0.02 7 7
w 5 570 tanh 1.2 0.0 7 1.1 BN norm. 1.00 1.30e0 1.00e0 2.13e4 0.13 1.56e-1 0.00 7 7
w 49 145 tanh 1.2 0.0 X 0.9 BN norm. 0.63 6.24e1 1.00e0 3.45e0 0.14 4.96e-1 0.00 7 7
w 17 257 ReLU 0.8 -0.2 X 0.9 BN norm. 1.00 7.95e0 1.00e0 1.24e2 0.15 6.61e-1 0.00 7 X
w 15 276 tanh 0.8 0.2 7 1.1 BN add. 0.69 1.70e0 1.00e0 1.82e3 0.14 1.19e-1 0.00 7 7
w 9 375 tanh 1.0 0.0 7 1.0 X LN add. 0.30 4.64e0 1.15e0 8.54e2 0.14 1.68e-1 0.00 7 7
w 7 443 ReLU 1.0 0.0 7 1.0 X LN none 2.54e0 2.28e0 8.12e0 0.14 3.88e-1 0.00 7 7
w 43 156 tanh 1.2 0.0 X 1.0 X none none 5.51e1 1.13e0 1.59e-1 0.16 8.47e-4 0.00 7 7
w 41 160 tanh 1.0 0.0 X 1.1 7 none none 8.23e1 1.00e0 1.47e-1 0.17 2.35e-3 0.00 7 7
w 41 160 ReLU 1.0 -0.2 7 1.0 X none none 3.40e0 1.08e0 5.85e-2 0.18 7.56e-2 0.00 7 X
w 47 149 ReLU 1.2 0.0 7 1.1 BN add. 1.00 4.17e0 1.00e0 2.64e1 0.14 1.40e-1 0.00 7 X
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w 19 241 even tanh 1.2 0.2 X 1.1 BN add. 1.00 1.70e4 1.00e0 5.00e-1 0.26 6.46e-1 0.01 7 7
w 35 173 SELU 1.0 -0.2 X 0.9 X LN add. 1.00 2.71e0 1.03e0 3.47e2 0.13 2.05e-1 0.00 7 7
w 31 185 Gaussian 1.0 -0.2 7 1.1 X none none 1.80e0 2.14e6 0.66 0.66 7 7
w 5 570 SELU 1.2 0.2 X 1.0 BN norm. 0.90 1.09e0 1.00e0 1.69e4 0.13 1.11e0 0.00 7 7
w 21 228 Gaussian 1.0 0.0 7 1.0 7 none none 1.79e0 5.26e4 0.66 0.66 7 7
w 7 443 tanh 1.0 0.2 X 0.9 7 LN none 3.53e0 1.00e0 2.43e3 0.13 4.78e-1 0.00 7 7
w 25 208 even tanh 1.2 0.0 X 0.9 X none none 6.91e8 1.04e0 0.68 9.75e-17 0.00 7 7
w 19 241 square 1.0 0.0 X 1.0 X LN norm. 1.00 9.84e1 1.00e0 1.98e-1 0.24 2.56e-1 0.00 7 7
w 37 168 tanh 1.0 -0.2 7 1.0 X none none 6.35e0 1.26e0 1.55e-1 0.16 2.23e-2 0.00 7 7
w 9 375 SELU 1.2 0.0 X 1.1 X none none 1.51e0 1.11e0 1.84e-1 0.14 2.38e-1 0.00 7 7
w 45 152 sigmoid 1.0 0.0 X 1.0 X none none 1.49e0 2.05e0 4.08e-1 0.13 1.95e-2 0.00 7 7
w 29 192 ReLU 1.0 0.2 7 0.9 BN norm. 1.00 6.42e0 1.00e0 3.54e1 0.14 1.88e-1 0.00 7 X
w 35 173 tanh 1.2 -0.2 7 1.1 X none none 5.63e1 1.63e0 8.69e-1 0.15 4.62e-3 0.00 7 7
w 27 199 odd square 1.0 0.2 X 1.0 X LN none 4.27e1 1.31e0 8.80e-1 0.14 4.21e-2 0.00 7 7
w 19 241 even tanh 1.0 0.2 X 0.9 BN none 3.65e6 1.00e0 0.66 0.63 7 7
w 9 375 sigmoid 0.8 0.2 7 0.9 X LN add. 1.00 1.11e0 4.21e0 1.70e2 0.13 2.19e2 0.12 7 7
w 47 149 square 0.8 0.2 X 1.1 BN norm. 0.56 2.03e10 1.00e0 0.67 0.65 X 7
w 25 208 SELU 1.2 0.0 7 1.0 X LN norm. 1.00 4.05e0 1.85e0 2.43e3 0.14 4.78e-1 0.00 7 7
w 45 152 tanh 1.0 0.0 X 0.9 BN none 4.13e1 1.00e0 1.30e1 0.15 2.06e-1 0.00 7 7
w 45 152 sigmoid 1.0 0.0 7 1.0 7 none none ≈ 1 > 1e15 0.66 0.66 7 7
w 29 192 Gaussian 0.8 0.0 7 0.9 7 none none 1.57e0 1.92e12 0.66 0.66 7 7
w 41 160 square 1.2 0.0 7 1.0 BN none 4.92e9 1.00e0 0.67 0.66 X 7
w 33 179 ReLU 1.0 0.0 X 1.0 X LN none 4.72e2 1.15e0 9.17e-2 0.21 3.95e-2 0.00 7 7
w 17 257 Gaussian 1.0 -0.2 7 1.1 X none none 1.81e0 3.61e3 0.66 0.66 7 7
w 33 179 tanh 1.2 -0.2 7 1.0 X LN add. 0.35 2.45e1 1.21e0 2.35e0 0.14 3.74e-2 0.00 7 7
w 15 276 SELU 1.0 0.2 X 1.0 7 LN norm. 0.88 2.32e0 1.00e0 9.13e1 0.14 4.85e-1 0.00 7 7
w 39 164 even tanh 0.8 0.0 X 0.9 X LN add. 1.00 8.99e4 1.01e0 1.17e-1 0.35 5.02e-2 0.02 7 7
w 13 300 ReLU 0.8 0.0 X 1.0 BN none 1.05e1 1.00e0 4.42e1 0.14 2.35e-1 0.00 7 X
w 11 331 Gaussian 1.2 0.2 X 1.0 BN add. 0.18 1.43e2 1.00e0 9.42e0 0.28 3.65e1 0.00 7 7
w 7 443 SELU 1.2 -0.2 7 1.0 BN add. 0.63 1.29e0 1.00e0 4.54e4 0.13 1.10e-1 0.00 7 7
w 45 152 SELU 1.0 0.0 7 1.0 X none none 3.07e0 1.73e0 3.89e-1 0.15 1.86e-2 0.00 7 7
w 25 208 sigmoid 1.0 -0.2 7 1.0 BN none 1.69e0 1.00e0 8.96e3 0.14 2.18e-2 0.00 7 7
w 49 145 even tanh 1.2 -0.2 7 1.0 7 none none 1.22e3 4.89e0 0.69 5.66e-4 0.07 7 7
w 7 443 SELU 0.8 0.2 7 1.0 BN norm. 0.99 1.09e0 1.00e0 4.75e5 0.14 3.85e-1 0.00 7 7
w 31 185 square 0.8 0.0 7 0.9 7 LN none 2.22e2 1.49e0 0.66 3.60e-4 0.00 7 7
w 49 145 Gaussian 1.0 -0.2 7 1.1 7 none none 1.84e0 2.97e9 0.66 0.66 7 7
w 21 228 SELU 0.8 0.2 7 1.0 BN norm. 1.00 1.37e0 1.00e0 1.19e4 0.14 2.59e-1 0.00 7 7
w 43 156 ReLU 1.0 0.0 7 1.0 BN none 2.75e3 1.00e0 1.87e-1 0.25 2.41e-1 0.02 7 X
w 27 199 ReLU 1.2 0.0 7 1.0 BN add. 0.15 1.17e2 1.00e0 1.26e1 0.18 6.02e-1 0.00 7 X
w 23 217 ReLU 1.2 -0.2 X 1.0 7 none none 1.50e1 1.06e0 6.14e-1 0.17 2.94e-2 0.00 7 X
w 3 979 ReLU 1.0 -0.2 X 0.9 BN add. 0.10 1.67e0 1.00e0 1.41e1 0.14 7.50e-2 0.00 7 X
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w 25 208 tanh 1.0 -0.2 7 1.1 BN add. 0.00 8.07e0 1.00e0 9.66e1 0.14 1.71e-1 0.00 7 7
w 13 300 Gaussian 1.2 -0.2 X 0.9 BN add. 1.00 1.83e1 1.00e0 4.81e1 0.16 2.55e-1 0.00 7 7
w 7 443 SELU 1.0 0.0 7 0.9 BN none 1.28e0 1.00e0 1.15e3 0.14 7.54e-2 0.00 7 7
w 41 160 Gaussian 0.8 0.2 7 1.1 BN add. 0.61 7.69e4 1.00e0 7.65e1 0.21 9.88e1 0.00 7 7
w 37 168 odd square 0.8 -0.2 X 1.0 BN norm. 1.00 1.89e6 1.00e0 0.67 0.62 X 7
w 45 152 square 1.2 0.0 7 0.9 X LN none 3.25e2 3.23e0 0.68 3.11e-2 0.08 7 7
w 31 185 square 1.2 0.0 X 1.1 BN none 2.31e6 1.00e0 0.66 0.64 X 7
w 3 979 even tanh 1.2 0.2 X 1.1 BN norm. 1.00 4.77e0 1.00e0 1.90e2 0.15 3.74e-2 0.00 7 7
w 39 164 square 1.0 0.0 7 0.9 7 LN none 4.44e2 2.28e0 0.66 5.17e-2 0.06 7 7
w 25 208 ReLU 0.8 0.2 7 1.1 BN norm. 1.00 6.47e0 1.00e0 1.57e2 0.13 2.79e-1 0.00 7 X
w 15 276 square 1.0 0.0 7 0.9 BN none 3.77e2 1.00e0 0.64 0.64 X 7
w 43 156 SELU 1.0 0.2 7 0.9 7 LN none 4.44e0 2.00e0 1.92e0 0.13 3.05e-2 0.00 7 7
w 11 331 ReLU 0.8 0.0 X 1.0 7 LN add. 0.98 5.20e0 1.00e0 4.37e2 0.14 8.61e-2 0.00 7 7
w 43 156 even tanh 1.0 0.2 X 1.0 BN add. 0.09 1.79e15 1.00e0 0.64 0.64 7 7
w 41 160 even tanh 1.0 0.2 7 1.0 BN add. 0.37 7.33e13 1.00e0 0.65 0.63 7 7
w 19 241 odd square 0.8 -0.2 7 1.1 BN none 6.12e2 1.00e0 0.68 0.64 X 7
w 31 185 sigmoid 1.0 -0.2 X 0.9 7 LN norm. 1.00 3.00e0 1.00e0 1.10e5 0.13 2.66e-1 0.00 7 7
w 31 185 SELU 1.0 0.0 X 1.0 7 none none 2.80e0 1.00e0 3.08e-1 0.15 4.43e-2 0.00 7 7
w 13 300 odd square 0.8 0.2 7 1.0 BN none 4.09e1 1.00e0 0.66 0.63 X 7
w 33 179 even tanh 0.8 -0.2 7 1.0 BN add. 0.35 6.39e9 1.00e0 1.37e0 0.20 1.60e1 0.01 7 7
w 49 145 Gaussian 1.0 0.0 X 1.0 X LN add. 1.00 7.09e2 1.01e0 1.90e0 0.24 9.07e-2 0.00 7 7
w 7 443 tanh 1.0 -0.2 7 1.1 BN none 1.72e0 1.00e0 6.05e2 0.13 1.19e-1 0.00 7 7
w 3 979 SELU 1.0 0.0 X 1.0 X LN none 2.19e0 1.03e0 8.67e1 0.14 1.24e1 0.01 7 7
w 45 152 Gaussian 1.2 0.0 X 1.0 7 LN add. 1.00 2.45e3 1.00e0 3.53e1 0.22 5.63e-1 0.00 7 7
w 5 570 sigmoid 1.2 -0.2 7 1.1 7 LN add. 1.00 1.64e0 2.00e0 5.21e0 0.13 2.02e1 0.12 7 7
w 47 149 Gaussian 0.8 -0.2 7 1.0 X LN norm. 1.00 1.05e0 3.62e3 0.61 0.61 7 7
w 23 217 sigmoid 0.8 0.0 X 0.9 BN none 1.29e0 1.00e0 3.25e1 0.14 5.76e-2 0.00 7 7
w 3 979 Gaussian 1.2 -0.2 X 1.0 X LN none 4.20e0 1.00e0 5.66e2 0.15 3.34e-1 0.00 7 7
w 43 156 square 1.0 0.2 7 1.0 7 LN norm. 1.00 4.75e1 1.50e0 6.31e-1 0.19 3.02e-2 0.00 7 7
w 3 979 even tanh 1.0 0.0 X 1.1 BN norm. 1.00 4.07e0 1.00e0 6.51e1 0.21 1.15e-1 0.00 7 7
w 23 217 sigmoid 0.8 0.2 X 1.1 7 LN none 3.34e0 1.00e0 7.87e0 0.14 1.25e-1 0.00 7 7
w 49 145 Gaussian 1.2 0.0 7 0.9 X LN none 2.02e0 4.92e7 0.66 0.66 7 7
w 41 160 even tanh 1.0 -0.2 X 1.0 BN none 3.63e14 1.00e0 0.69 0.63 7 7
w 47 149 Gaussian 1.0 0.0 X 1.0 BN add. 1.00 1.76e2 1.00e0 1.72e0 0.25 6.68e0 0.00 7 7
w 7 443 SELU 1.0 0.2 X 0.9 X none none 1.13e0 1.23e0 3.42e-1 0.14 4.41e-1 0.00 7 7
w 21 228 Gaussian 0.8 0.0 X 0.9 BN norm. 0.91 2.51e2 1.00e0 9.47e-1 0.23 4.08e-1 0.01 7 7
w 31 185 SELU 1.2 0.0 X 1.1 7 none none 6.13e0 1.10e0 3.42e-1 0.16 1.64e-2 0.00 7 7
w 15 276 Gaussian 1.0 -0.2 X 0.9 7 LN norm. 1.00 1.14e2 1.00e0 1.80e0 0.17 3.19e-3 0.00 7 7
w 27 199 SELU 1.0 -0.2 X 1.0 BN add. 0.73 2.10e0 1.00e0 3.59e2 0.14 7.07e-2 0.00 7 7
w 5 570 sigmoid 1.2 -0.2 7 1.1 BN none 1.13e0 1.00e0 2.03e2 0.13 3.60e-1 0.00 7 7
w 15 276 ReLU 1.2 0.0 X 1.0 7 none none 1.32e1 1.00e0 1.17e0 0.18 6.24e-3 0.00 7 X
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w 21 228 sigmoid 0.8 0.2 7 0.9 7 none none 9.99e-1 5.91e10 0.66 0.66 7 7
w 43 156 even tanh 1.0 0.0 7 0.9 7 LN add. 0.48 1.68e2 1.22e1 1.16e-1 0.33 1.66e-2 0.01 7 7
w 9 375 even tanh 1.0 -0.2 7 1.1 BN norm. 0.28 4.87e2 1.00e0 5.59e0 0.20 8.02e-1 0.00 7 7
w 47 149 SELU 1.0 0.2 X 1.1 BN none 4.49e0 1.00e0 7.42e1 0.15 1.31e-1 0.00 7 7
w 11 331 Gaussian 1.0 -0.2 7 1.0 7 none none 1.73e0 1.79e2 0.66 0.61 7 7
w 41 160 square 1.0 0.0 7 1.1 7 LN none 2.27e3 1.37e0 0.67 1.30e-4 0.07 7 7
w 7 443 square 1.0 0.0 X 1.0 BN none 5.25e0 1.00e0 0.66 0.61 X 7
w 3 979 SELU 1.0 0.0 X 1.0 X none none 1.06e0 1.03e0 3.47e-1 0.13 4.48e-1 0.00 7 7
w 45 152 SELU 1.0 0.0 7 1.1 X LN none 5.99e0 1.65e0 5.68e-1 0.14 2.44e-1 0.00 7 7
w 31 185 even tanh 1.2 -0.2 X 0.9 BN norm. 1.00 4.00e9 1.00e0 0.69 0.63 7 7
w 39 164 ReLU 0.8 0.2 X 1.1 X LN none 3.12e2 1.02e0 4.95e-1 0.13 7.10e-2 0.00 7 7
w 37 168 ReLU 0.8 0.0 X 1.0 7 LN add. 1.00 7.77e0 1.00e0 3.04e1 0.15 1.46e0 0.00 7 7
w 11 331 ReLU 1.2 0.2 X 1.0 BN add. 0.97 1.95e0 1.00e0 3.89e2 0.13 7.66e-2 0.00 7 X
w 17 257 SELU 1.0 0.0 7 1.0 BN norm. 1.00 1.50e0 1.00e0 4.78e2 0.13 9.41e-2 0.00 7 7
w 19 241 sigmoid 1.2 -0.2 7 1.0 BN norm. 0.89 1.14e0 1.00e0 6.85e2 0.14 4.05e-1 0.00 7 7
w 43 156 square 0.8 -0.2 X 0.9 BN none 4.27e9 1.00e0 0.68 0.64 X 7
w 31 185 sigmoid 1.0 0.0 7 1.0 BN norm. 0.99 1.10e0 1.00e0 1.79e3 0.15 3.17e0 0.00 7 7
w 11 331 Gaussian 1.0 0.0 7 1.1 X none none 1.83e0 8.61e1 0.64 0.61 7 7
w 15 276 Gaussian 1.0 -0.2 7 0.9 BN add. 0.88 9.90e0 1.00e0 5.65e2 0.16 1.00e0 0.00 7 7
w 39 164 odd square 1.0 -0.2 7 0.9 7 LN none 2.43e2 1.16e0 1.07e-1 0.22 1.53e-2 0.00 7 7
w 35 173 odd square 1.2 0.0 7 1.0 BN none 8.92e5 1.00e0 0.66 0.64 X 7
w 9 375 Gaussian 1.0 0.0 7 1.0 X LN none 1.79e0 1.93e2 0.61 0.60 7 7
w 17 257 square 1.2 0.2 7 1.0 X LN none 1.26e1 1.27e0 6.70e-1 0.18 9.61e-2 0.00 7 7
w 17 257 square 1.0 0.2 7 1.0 7 LN add. 0.65 1.09e1 1.39e0 3.16e0 0.14 4.53e-1 0.00 7 7
w 9 375 Gaussian 1.0 0.0 X 1.1 BN norm. 1.00 1.50e1 1.00e0 7.99e1 0.23 1.27e0 0.00 7 7
w 49 145 SELU 0.8 0.0 7 1.0 7 LN add. 0.93 2.55e0 1.00e0 2.25e1 0.14 1.08e0 0.00 7 7
w 47 149 Gaussian 1.0 0.0 7 1.1 BN norm. 0.78 4.92e3 1.00e0 0.65 0.56 7 7
w 5 570 SELU 0.8 0.2 7 1.1 BN norm. 1.00 1.05e0 1.00e0 7.63e2 0.13 1.35e0 0.00 7 7
w 31 185 SELU 1.2 0.2 X 1.0 7 LN none 4.39e0 1.00e0 1.81e0 0.14 2.59e-1 0.00 7 7
w 21 228 Gaussian 0.8 -0.2 7 1.1 BN norm. 0.72 1.09e1 1.00e0 6.89e1 0.19 3.66e-1 0.00 7 7
w 15 276 ReLU 1.0 0.0 X 1.0 7 none none 1.32e1 1.00e0 1.17e0 0.17 6.24e-3 0.00 7 X
w 49 145 ReLU 1.0 0.2 X 1.0 X none none 6.33e2 1.01e0 5.49e-2 0.19 9.73e-5 0.00 7 X
w 43 156 Gaussian 1.0 0.0 7 1.1 X LN add. 1.00 1.15e0 8.76e0 1.08e0 0.14 1.25e1 0.02 7 7
w 37 168 Gaussian 0.8 0.0 7 1.0 BN norm. 0.63 1.13e2 1.00e0 5.70e0 0.18 2.46e0 0.00 7 7
w 13 300 tanh 1.0 0.0 7 1.0 X none none 2.26e0 1.06e0 3.65e-1 0.14 5.24e-2 0.00 7 7
w 19 241 sigmoid 1.2 0.2 7 1.0 7 none none 1.03e0 5.42e6 0.66 0.66 7 7
w 37 168 SELU 1.0 0.2 X 1.0 X none none 2.18e0 1.59e0 4.86e-2 0.14 6.28e-2 0.00 7 7
w 9 375 even tanh 1.0 0.0 7 0.9 X LN norm. 0.73 5.59e0 2.76e0 8.19e-1 0.14 3.92e-2 0.00 7 7
w 39 164 tanh 1.2 0.0 X 0.9 X none none 1.04e1 1.47e0 3.63e-1 0.15 1.73e-2 0.00 7 7
w 45 152 sigmoid 1.0 0.0 7 1.0 7 LN none ≈ 1 > 1e15 0.66 0.66 7 7
w 47 149 square 0.8 0.0 7 1.0 BN add. 1.00 2.88e3 1.00e0 1.36e0 0.39 5.85e-1 0.35 X 7
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w 7 443 even tanh 1.0 -0.2 7 1.1 BN none 1.53e2 1.00e0 5.93e0 0.19 2.30e1 0.00 7 7
w 23 217 Gaussian 1.0 0.0 X 1.0 7 none none 2.21e4 1.00e0 0.65 1.35e-8 0.00 7 7
w 11 331 square 1.0 0.2 X 1.0 7 LN none 6.02e1 1.00e0 1.03e2 0.15 6.76e-3 0.00 7 7
w 45 152 Gaussian 1.0 0.0 7 0.9 X LN add. 1.00 1.08e0 5.64e0 6.05e0 0.13 7.81e0 0.01 7 7
w 19 241 ReLU 1.0 0.0 X 1.1 BN add. 0.40 2.02e1 1.00e0 8.35e1 0.15 1.48e-1 0.00 7 X
w 25 208 Gaussian 1.0 0.0 X 1.0 X LN add. 1.00 9.48e1 1.01e0 1.15e1 0.18 6.11e-2 0.00 7 7
w 35 173 Gaussian 1.0 0.0 X 1.1 BN none 5.95e6 1.00e0 0.66 0.63 7 7
w 35 173 Gaussian 1.2 0.0 7 1.1 7 none none 2.40e0 7.57e3 0.66 0.66 7 7
w 33 179 ReLU 1.0 -0.2 7 1.1 X LN none 2.12e1 1.90e0 1.25e-1 0.18 5.39e-2 0.00 7 7
w 3 979 even tanh 0.8 0.0 7 1.0 X LN norm. 1.00 2.70e0 1.26e0 5.13e0 0.13 2.21e0 0.00 7 7
w 45 152 sigmoid 0.8 -0.2 7 1.0 BN norm. 1.00 1.07e0 1.00e0 1.45e2 0.13 2.31e0 0.00 7 7
w 45 152 SELU 1.2 -0.2 X 0.9 BN none 1.08e1 1.00e0 1.14e1 0.14 5.44e-1 0.00 7 7
w 11 331 square 1.0 0.0 X 0.9 BN none 3.53e1 1.00e0 0.68 0.63 X 7
w 9 375 SELU 1.2 0.0 7 1.0 X none none 1.37e0 1.17e0 1.44e-1 0.13 1.85e-1 0.00 7 7
w 9 375 SELU 1.0 0.0 7 1.0 X LN add. 0.12 3.83e0 1.18e0 7.55e2 0.14 4.46e-1 0.00 7 7
w 39 164 Gaussian 1.0 -0.2 X 1.0 BN add. 1.00 9.03e1 1.00e0 9.84e0 0.20 3.81e1 0.00 7 7
w 23 217 ReLU 1.0 0.0 7 1.0 7 none none 3.80e0 2.91e0 6.06e-1 0.14 2.90e-2 0.00 7 X
w 3 979 Gaussian 1.0 -0.2 7 1.1 X none none 1.74e0 3.76e0 8.79e-1 0.14 2.76e2 0.01 7 7
w 7 443 SELU 1.2 0.2 7 1.1 BN add. 1.00 1.10e0 1.00e0 8.25e4 0.14 1.62e1 0.00 7 7
w 47 149 tanh 1.0 0.0 X 0.9 7 LN none 7.65e1 1.00e0 1.91e-1 0.19 3.04e-3 0.00 7 7
w 43 156 SELU 0.8 0.0 X 1.0 BN add. 1.00 1.20e0 1.00e0 1.43e5 0.13 3.47e-1 0.00 7 7
w 5 570 SELU 1.0 0.0 7 0.9 BN none 1.18e0 1.00e0 1.52e1 0.13 8.09e-2 0.00 7 7
w 47 149 Gaussian 1.0 0.0 7 1.0 7 LN none 1.74e0 2.92e10 0.66 0.66 7 7
w 7 443 square 1.2 0.0 7 1.0 7 LN add. 0.85 3.67e0 1.01e0 2.02e1 0.14 9.66e-1 0.00 7 7
w 15 276 ReLU 1.2 0.0 7 0.9 X LN add. 1.00 2.93e0 1.06e0 1.24e2 0.14 2.19e-1 0.00 7 7
w 49 145 tanh 1.2 0.0 7 1.0 7 none none 2.31e2 1.00e0 1.30e-1 0.17 6.93e-4 0.00 7 7
w 39 164 Gaussian 0.8 0.2 7 1.0 7 LN norm. 0.42 1.08e0 8.69e6 0.66 0.66 7 7
w 37 168 square 0.8 0.0 X 1.1 BN norm. 0.51 4.24e7 1.00e0 0.68 0.65 X 7
w 11 331 odd square 1.0 -0.2 7 1.0 7 LN none 1.11e1 1.22e0 7.49e1 0.16 3.98e-1 0.00 7 7
w 35 173 sigmoid 0.8 -0.2 X 1.0 7 LN add. 0.21 4.16e0 1.00e0 1.52e0 0.13 2.18e-1 0.00 7 7
w 25 208 Gaussian 1.0 0.0 7 0.9 X LN add. 1.00 3.69e0 1.50e0 4.03e0 0.13 1.74e0 0.01 7 7
w 41 160 odd square 1.0 0.0 X 1.1 BN norm. 0.00 1.79e7 1.00e0 0.66 0.63 X 7

Table A.1: List of study A architectures with key metrics and properties.
The table should be interpreted in light of section 3.1.1. GUA / GEA is
defined in section 3.4.2. When an architecture has BN, the bias vector
can be disregarded. train-opt refers to training error minimization as
detailed in section 3.1.2.
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A.2 Full list of study B architectures
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ReLU-interp. 7 0 X PC 7 DG avg 7 7 none 1.30e0 1.64e0 1.00e-4 0.32 1.00e-4 0.00 7

ReLU-interp. 7 0 X PC 7 DG avg 7 7 BN 2.22e1 1.11e0 3.00e-3 0.26 3.00e-3 0.00 7

ReLU-interp. 7 0 X PC 7 DG avg 7 7 LN 1.44e0 1.54e0 1.00e-4 0.29 3.00e-4 0.00 7

ReLU-interp. 7 0 X PC 7 DG avg 7 X BN 3.79e0 1.16e0 1.00e-2 0.21 1.00e-3 0.00 7

ReLU-interp. X 0 X PC 7 DG avg 7 7 none 4.76e0 1.01e0 3.00e-5 0.36 1.00e-4 0.00 7

ReLU-interp. X 0 X PC 7 DG avg 7 7 BN 2.22e1 1.02e0 1.00e-2 0.26 1.00e-3 0.00 7

ReLU-interp. X 0 X PC 7 DG avg 7 7 LN 1.13e1 1.06e0 3.00e-3 0.29 3.00e-4 0.00 7

ReLU-interp. X 0 X PC 7 DG avg 7 X BN 4.02e0 1.01e0 1.00e-2 0.22 1.00e-3 0.00 7

ReLU-interp. X 1/9 X PC 7 DG avg 7 7 none 3.40e0 1.00e0 3.00e-5 0.33 1.00e-4 0.00 7

ReLU-interp. X 1/9 X PC 7 DG avg 7 7 BN 1.32e1 1.02e0 1.00e-2 0.22 3.00e-3 0.00 7

ReLU-interp. X 1/9 X PC 7 DG avg 7 7 LN 4.87e0 1.07e0 1.00e-3 0.27 3.00e-4 0.00 7

ReLU-interp. X 1/9 X PC 7 DG avg 7 X BN 3.15e0 1.01e0 1.00e-2 0.20 1.00e-3 0.00 7

ReLU-interp. X 1/4 X PC 7 DG avg 7 7 none 2.06e0 1.02e0 3.00e-5 0.32 1.00e-4 0.00 7

ReLU-interp. X 1/4 X PC 7 DG avg 7 7 BN 8.51e0 1.01e0 1.00e-2 0.20 1.00e-3 0.00 7

ReLU-interp. X 1/4 X PC 7 DG avg 7 7 LN 2.80e0 1.07e0 1.00e-2 0.23 3.00e-4 0.00 7

ReLU-interp. X 1/4 X PC 7 DG avg 7 X BN 2.43e0 1.00e0 1.00e-2 0.19 1.00e-3 0.00 7

ReLU-interp. X 3/7 X PC 7 DG avg 7 7 none 1.65e0 1.04e0 3.00e-5 0.30 1.00e-4 0.00 7

ReLU-interp. X 3/7 X PC 7 DG avg 7 7 BN 5.69e0 9.90e-1 3.00e-3 0.19 3.00e-4 0.00 7

ReLU-interp. X 3/7 X PC 7 DG avg 7 7 LN 2.18e0 1.06e0 1.00e-2 0.19 3.00e-4 0.00 7

ReLU-interp. X 3/7 X PC 7 DG avg 7 X BN 1.98e0 1.00e0 1.00e-2 0.19 1.00e-3 0.00 7

ReLU-interp. X 2/3 X PC 7 DG avg 7 7 none 1.47e0 1.08e0 3.00e-4 0.27 1.00e-4 0.00 7

ReLU-interp. X 2/3 X PC 7 DG avg 7 7 BN 3.94e0 1.00e-1 1.00e-2 0.18 3.00e-4 0.00 7

ReLU-interp. X 2/3 X PC 7 DG avg 7 7 LN 1.85e0 1.05e0 3.00e-3 0.20 3.00e-4 0.00 7

ReLU-interp. X 2/3 X PC 7 DG avg 7 X BN 1.69e0 1.01e0 1.00e-2 0.19 3.00e-4 0.00 7

ReLU-interp. X 1 X PC 7 DG avg 7 7 none 1.36e0 1.09e0 1.00e-3 0.24 3.00e-4 0.00 7

ReLU-interp. X 1 X PC 7 DG avg 7 7 BN 2.92e0 1.00e0 1.00e-2 0.17 3.00e-4 0.00 7

ReLU-interp. X 1 X PC 7 DG avg 7 7 LN 1.62e0 1.05e0 3.00e-3 0.20 3.00e-4 0.00 7

ReLU-interp. X 1 X PC 7 DG avg 7 X BN 1.48e0 1.00e0 1.00e-2 0.19 1.00e-3 0.00 7

ReLU-interp. X 3/2 X PC 7 DG avg 7 7 none 1.27e0 1.08e0 1.00e-3 0.23 3.00e-4 0.00 7

ReLU-interp. X 3/2 X PC 7 DG avg 7 7 BN 2.36e0 1.00e0 1.00e-2 0.17 1.00e-3 0.00 7

ReLU-interp. X 3/2 X PC 7 DG avg 7 7 LN 1.45e0 1.05e0 3.00e-3 0.20 3.00e-4 0.00 7

ReLU-interp. X 3/2 X PC 7 DG avg 7 X BN 1.33e0 1.01e0 1.00e-2 0.20 1.00e-3 0.00 7

ReLU-interp. X 7/3 X PC 7 DG avg 7 7 none 1.16e0 1.05e0 1.00e-3 0.24 3.00e-4 0.00 7
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ReLU-interp. X 7/3 X PC 7 DG avg 7 7 BN 1.97e0 1.00e0 1.00e-2 0.20 1.00e-3 0.00 7

ReLU-interp. X 7/3 X PC 7 DG avg 7 7 LN 1.27e0 1.04e0 1.00e-2 0.21 1.00e-3 0.00 7

ReLU-interp. X 7/3 X PC 7 DG avg 7 X BN 1.20e0 9.97e-1 1.00e-2 0.21 3.00e-3 0.00 7

ReLU-interp. X 4 X PC 7 DG avg 7 7 none 1.08e0 1.02e0 1.00e-3 0.26 1.00e-3 0.00 7

ReLU-interp. X 4 X PC 7 DG avg 7 7 BN 1.72e0 9.87e-1 1.00e-2 0.21 3.00e-3 0.01 7

ReLU-interp. X 4 X PC 7 DG avg 7 7 LN 1.14e0 1.04e0 3.00e-4 0.24 3.00e-3 0.00 7

ReLU-interp. X 4 X PC 7 DG avg 7 X BN 1.10e0 9.91e-1 1.00e-2 0.23 1.00e-3 0.04 7

ReLU-interp. X 9 X PC 7 DG avg 7 7 none 1.02e0 1.01e0 3.00e-4 0.29 1.00e-3 0.04 7

ReLU-interp. X 9 X PC 7 DG avg 7 7 BN 1.55e0 1.01e0 1.00e-2 0.24 1.00e-3 0.13 7

ReLU-interp. X 9 X PC 7 DG avg 7 7 LN 1.01e0 1.00e0 3.00e-3 0.26 1.00e-3 0.11 7

ReLU-interp. X 9 X PC 7 DG avg 7 X BN 1.03e0 9.96e-1 3.00e-3 0.27 1.00e-3 0.16 7

ReLU-interp. X 10e10 X PC 7 DG avg 7 7 none 9.98e-1 9.98e-1 3.00e-5 0.59 1.00e-3 0.54 7

ReLU-interp. X 10e10 X PC 7 DG avg 7 7 BN 1.51e0 9.98e-1 1.00e-2 0.59 3.00e-4 0.55 7

ReLU-interp. X 10e10 X PC 7 DG avg 7 7 LN 9.79e-1 1.00e0 3.00e-3 0.46 1.00e-3 0.41 7

ReLU-interp. X 10e10 X PC 7 DG avg 7 X BN 1.01e0 1.00e-1 1.00e-5 0.59 1.00e-3 0.54 7

ReLU-shift 7 0 7 G 7 DG avg X 7 none 1.03e0 2.59e0 1.00e-4 0.27 3.00e-4 0.00 7

ReLU-shift 7 0 7 G 7 DG avg X 7 BN 1.10e1 1.30e0 3.00e-2 0.16 1.00e-2 0.00 7

ReLU-shift 7 0 7 G 7 DG avg X 7 LN 1.63e0 7.82e0 3.00e-3 0.19 3.00e-3 0.00 7

ReLU-shift 7 0 7 G 7 DG avg X X BN 2.14e0 1.45e0 3.00e-2 0.15 3.00e-3 0.00 7

ReLU-shift X 0 7 G 7 DG avg X 7 none 3.13e0 1.10e0 1.00e-3 0.26 3.00e-4 0.00 7

ReLU-shift X 0 7 G 7 DG avg X 7 BN 1.09e1 1.08e0 3.00e-2 0.17 3.00e-3 0.00 7

ReLU-shift X 0 7 G 7 DG avg X 7 LN 8.42e0 2.10e0 3.00e-3 0.22 1.00e-3 0.00 7

ReLU-shift X 0 7 G 7 DG avg X X BN 2.32e0 1.01e0 3.00e-2 0.16 1.00e-2 0.00 7

ReLU-shift X 1/4 7 G 7 DG avg X 7 none 3.24e0 1.28e0 3.00e-3 0.20 1.00e-3 0.00 7

ReLU-shift X 1/4 7 G 7 DG avg X 7 BN 8.39e0 9.99e-1 3.00e-2 0.16 3.00e-3 0.00 7

ReLU-shift X 1/4 7 G 7 DG avg X 7 LN 4.44e0 1.88e0 3.00e-3 0.20 1.00e-3 0.00 7

ReLU-shift X 1/4 7 G 7 DG avg X X BN 2.01e0 1.00e0 3.00e-2 0.15 1.00e-2 0.00 7

ReLU-shift X 1/2 7 G 7 DG avg X 7 none 2.49e0 1.31e0 3.00e-3 0.20 1.00e-3 0.00 7

ReLU-shift X 1/2 7 G 7 DG avg X 7 BN 5.20e0 1.00e0 1.00e-2 0.16 1.00e-3 0.00 7

ReLU-shift X 1/2 7 G 7 DG avg X 7 LN 2.80e0 1.53e0 3.00e-3 0.19 1.00e-3 0.00 7

ReLU-shift X 1/2 7 G 7 DG avg X X BN 1.64e0 1.00e-1 1.00e-2 0.17 3.00e-3 0.00 7

ReLU-shift X 3/4 7 G 7 DG avg X 7 none 1.85e0 1.45e0 3.00e-3 0.19 1.00e-3 0.00 7

ReLU-shift X 3/4 7 G 7 DG avg X 7 BN 3.52e0 9.95e-1 1.00e-2 0.16 1.00e-3 0.00 7

ReLU-shift X 3/4 7 G 7 DG avg X 7 LN 2.01e0 1.34e0 3.00e-3 0.18 1.00e-3 0.00 7

ReLU-shift X 3/4 7 G 7 DG avg X X BN 1.47e0 9.96e-1 3.00e-2 0.16 3.00e-3 0.00 7
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ReLU-shift X 1 7 G 7 DG avg X 7 none 1.43e0 1.42e0 3.00e-3 0.18 1.00e-3 0.00 7

ReLU-shift X 1 7 G 7 DG avg X 7 BN 3.19e0 9.99e-1 1.00e-1 0.17 1.00e-2 0.00 7

ReLU-shift X 1 7 G 7 DG avg X 7 LN 1.50e0 1.18e0 1.00e-2 0.19 1.00e-3 0.00 7

ReLU-shift X 1 7 G 7 DG avg X X BN 1.37e0 9.96e-1 3.00e-3 0.18 3.00e-3 0.00 7

ReLU-shift X 5/4 7 G 7 DG avg X 7 none 1.32e0 1.23e0 3.00e-3 0.18 1.00e-3 0.00 7

ReLU-shift X 5/4 7 G 7 DG avg X 7 BN 2.41e0 9.92e-1 1.00e-2 0.17 1.00e-2 0.00 7

ReLU-shift X 5/4 7 G 7 DG avg X 7 LN 1.30e0 1.11e0 3.00e-2 0.19 1.00e-3 0.00 7

ReLU-shift X 5/4 7 G 7 DG avg X X BN 1.37e0 9.93e-1 3.00e-3 0.18 1.00e-2 0.00 7

ReLU-shift X 6/4 7 G 7 DG avg X 7 none 1.14e0 1.13e0 3.00e-3 0.18 1.00e-3 0.00 7

ReLU-shift X 6/4 7 G 7 DG avg X 7 BN 2.33e0 9.97e-1 1.00e-1 0.18 3.00e-3 0.00 7

ReLU-shift X 6/4 7 G 7 DG avg X 7 LN 1.17e0 1.06e0 3.00e-3 0.20 1.00e-3 0.00 7

ReLU-shift X 6/4 7 G 7 DG avg X X BN 1.33e0 9.94e-1 1.00e-1 0.20 3.00e-2 0.00 7

ReLU-shift X 7/4 7 G 7 DG avg X 7 none 1.06e0 1.07e0 3.00e-3 0.19 1.00e-3 0.00 7

ReLU-shift X 7/4 7 G 7 DG avg X 7 BN 2.10e0 9.85e-1 1.00e-2 0.20 1.00e-2 0.01 7

ReLU-shift X 7/4 7 G 7 DG avg X 7 LN 1.19e0 1.05e0 3.00e-3 0.20 3.00e-3 0.00 7

ReLU-shift X 7/4 7 G 7 DG avg X X BN 1.27e0 9.92e-1 3.00e-2 0.20 1.00e-2 0.01 7

ReLU-shift X 2 7 G 7 DG avg X 7 none 9.81e-1 1.03e0 3.00e-3 0.18 1.00e-3 0.00 7

ReLU-shift X 2 7 G 7 DG avg X 7 BN 2.47e0 1.00e0 1.00e-2 0.21 1.00e-2 0.04 7

ReLU-shift X 2 7 G 7 DG avg X 7 LN 1.06e0 1.02e0 3.00e-3 0.22 1.00e-2 0.00 7

ReLU-shift X 2 7 G 7 DG avg X X BN 1.17e0 9.95e-1 3.00e-2 0.22 1.00e-2 0.01 7

ReLU-shift X 9/4 7 G 7 DG avg X 7 none 9.90e-1 1.02e0 3.00e-3 0.19 1.00e-3 0.00 7

ReLU-shift X 9/4 7 G 7 DG avg X 7 BN 1.73e0 9.98e-1 3.00e-3 0.25 1.00e-2 0.07 7

ReLU-shift X 9/4 7 G 7 DG avg X 7 LN 1.08e0 1.02e0 3.00e-3 0.22 3.00e-3 0.00 7

ReLU-shift X 9/4 7 G 7 DG avg X X BN 1.08e0 9.94e-1 3.00e-2 0.22 1.00e-2 0.09 7

ReLU-shift X 10/4 7 G 7 DG avg X 7 none 9.56e-1 1.01e0 3.00e-3 0.19 1.00e-3 0.00 7

ReLU-shift X 10/4 7 G 7 DG avg X 7 BN 1.56e0 1.00e0 1.00e-2 0.25 1.00e-2 0.10 7

ReLU-shift X 10/4 7 G 7 DG avg X 7 LN 1.05e0 9.98e-1 1.00e-3 0.21 3.00e-3 0.02 7

ReLU-shift X 10/4 7 G 7 DG avg X X BN 1.06e0 9.96e-1 1.00e-2 0.26 3.00e-2 0.11 7

Swish 7 1 X G X G max 7 7 none 2.74e0 1.13e0 3.00e-4 0.18 3.00e-4 0.09 7

Swish 7 1 X G X G max 7 7 BN 7.04e0 1.02e0 1.00e-2 0.12 1.00e-2 0.00 7

Swish 7 1 X G X G max 7 7 LN 4.15e0 1.18e0 3.00e-3 0.14 3.00e-3 0.01 7

Swish 7 1 X G X G max 7 X BN 2.14e0 1.01e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 1e-10 X G X G max 7 7 none 1.10e0 1.45e0 3.00e-3 0.19 3.00e-3 0.16 7

Swish X 1e-10 X G X G max 7 7 BN 1.37e0 1.00e0 3.00e-3 0.20 3.00e-3 0.19 7

Swish X 1e-10 X G X G max 7 7 LN 1.34e0 1.06e0 3.00e-3 0.20 3.00e-3 0.18 7
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Swish X 1e-10 X G X G max 7 X BN 1.24e0 1.01e0 1.00e-2 0.20 1.00e-2 0.19 7

Swish X 1/9 X G X G max 7 7 none 1.15e0 1.28e0 3.00e-3 0.13 3.00e-3 0.01 7

Swish X 1/9 X G X G max 7 7 BN 1.39e0 1.03e0 3.00e-3 0.13 3.00e-3 0.09 7

Swish X 1/9 X G X G max 7 7 LN 1.45e0 1.02e0 3.00e-3 0.13 3.00e-3 0.09 7

Swish X 1/9 X G X G max 7 X BN 1.25e0 1.01e0 3.00e-2 0.14 3.00e-2 0.09 7

Swish X 1/4 X G X G max 7 7 none 2.25e0 1.02e0 1.00e-3 0.15 1.00e-3 0.01 7

Swish X 1/4 X G X G max 7 7 BN 2.88e0 9.71e-1 1.00e-2 0.12 1.00e-2 0.03 7

Swish X 1/4 X G X G max 7 7 LN 2.14e0 1.03e0 3.00e-3 0.12 3.00e-3 0.03 7

Swish X 1/4 X G X G max 7 X BN 1.35e0 1.02e0 3.00e-2 0.11 3.00e-2 0.03 7

Swish X 3/7 X G X G max 7 7 none 3.52e0 1.07e0 3.00e-4 0.18 3.00e-4 0.07 7

Swish X 3/7 X G X G max 7 7 BN 4.39e0 1.00e0 1.00e-2 0.11 1.00e-2 0.01 7

Swish X 3/7 X G X G max 7 7 LN 4.06e0 1.05e0 1.00e-2 0.12 3.00e-3 0.01 7

Swish X 3/7 X G X G max 7 X BN 1.57e0 1.00e0 1.00e-2 0.11 1.00e-2 0.01 7

Swish X 2/3 X G X G max 7 7 none 3.83e0 1.02e0 1.00e-4 0.21 1.00e-4 0.17 7

Swish X 2/3 X G X G max 7 7 BN 5.47e0 9.96e-1 1.00e-2 0.11 1.00e-2 0.00 7

Swish X 2/3 X G X G max 7 7 LN 6.14e0 1.05e0 1.00e-2 0.12 1.00e-2 0.00 7

Swish X 2/3 X G X G max 7 X BN 1.88e0 1.02e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 1 X G X G max 7 7 none 4.32e0 1.07e0 3.00e-4 0.19 3.00e-4 0.08 7

Swish X 1 X G X G max 7 7 BN 7.37e0 1.01e0 1.00e-2 0.12 1.00e-2 0.00 7

Swish X 1 X G X G max 7 7 LN 7.50e0 1.07e0 3.00e-3 0.13 3.00e-3 0.00 7

Swish X 1 X G X G max 7 X BN 2.18e0 1.01e0 1.00e-2 0.11 1.00e-2 0.00 7

Swish X 3/2 X G X G max 7 7 none 5.55e0 1.10e0 3.00e-4 0.19 3.00e-4 0.09 7

Swish X 3/2 X G X G max 7 7 BN 1.07e1 1.01e0 1.00e-2 0.13 1.00e-2 0.00 7

Swish X 3/2 X G X G max 7 7 LN 1.03e1 1.08e0 1.00e-2 0.13 1.00e-2 0.00 7

Swish X 3/2 X G X G max 7 X BN 2.57e0 1.00e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 7/3 X G X G max 7 7 none 9.12e0 1.09e0 1.00e-3 0.18 1.00e-3 0.06 7

Swish X 7/3 X G X G max 7 7 BN 1.67e1 1.04e0 1.00e-2 0.13 1.00e-2 0.00 7

Swish X 7/3 X G X G max 7 7 LN 1.65e1 1.08e0 3.00e-3 0.15 3.00e-3 0.01 7

Swish X 7/3 X G X G max 7 X BN 3.15e0 1.01e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 4 X G X G max 7 7 none 1.56e1 1.11e0 1.00e-3 0.17 1.00e-3 0.06 7

Swish X 4 X G X G max 7 7 BN 2.59e1 1.03e0 1.00e-2 0.14 1.00e-2 0.01 7

Swish X 4 X G X G max 7 7 LN 2.57e1 1.07e0 3.00e-3 0.15 3.00e-3 0.01 7

Swish X 4 X G X G max 7 X BN 3.97e0 1.01e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 9 X G X G max 7 7 none 1.92e1 1.11e0 1.00e-3 0.19 1.00e-3 0.08 7

Swish X 9 X G X G max 7 7 BN 3.50e1 1.06e0 1.00e-2 0.13 1.00e-2 0.01 7
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Swish X 9 X G X G max 7 7 LN 3.28e1 1.07e0 3.00e-3 0.16 3.00e-3 0.02 7

Swish X 9 X G X G max 7 X BN 4.40e0 1.01e0 3.00e-2 0.11 1.00e-2 0.00 7

Swish X 10e10 X G X G max 7 7 none 1.73e1 1.08e0 1.00e-3 0.17 1.00e-3 0.06 7

Swish X 10e10 X G X G max 7 7 BN 3.15e1 1.02e0 1.00e-2 0.13 1.00e-2 0.01 7

Swish X 10e10 X G X G max 7 7 LN 3.05e1 1.07e0 3.00e-3 0.15 3.00e-3 0.01 7

Swish X 10e10 X G X G max 7 X BN 4.37e0 1.01e0 3.00e-2 0.11 1.00e-2 0.00 7

softplus 7 1 X PC X G none X 7 none 1.32e0 1.61e5 0.90 0.90 7

softplus 7 1 X PC X G none X 7 BN 1.09e0 4.99e0 1.00e-2 0.11 3.00e-2 0.00 7

softplus 7 1 X PC X G none X 7 LN 9.84e-1 1.02e5 0.90 0.90 7

softplus 7 1 X PC X G none X X BN 1.05e0 6.66e0 1.00e-1 0.10 1.00e-1 0.00 7

softplus X 0.5 X PC X G none X 7 none 1.31e0 1.02e0 3.00e-3 0.12 3.00e-3 0.01 7

softplus X 0.5 X PC X G none X 7 BN 8.99e-1 9.84e-1 3.00e-2 0.11 3.00e-2 0.02 7

softplus X 0.5 X PC X G none X 7 LN 1.19e0 1.13e0 1.00e-2 0.12 3.00e-2 0.02 7

softplus X 0.5 X PC X G none X X BN 1.02e0 9.91e-1 3.00e-2 0.11 1.00e-1 0.01 7

softplus X 0.6 X PC X G none X 7 none 1.15e0 1.05e0 1.00e-3 0.15 1.00e-3 0.02 7

softplus X 0.6 X PC X G none X 7 BN 1.23e0 1.08e0 3.00e-2 0.10 3.00e-2 0.01 7

softplus X 0.6 X PC X G none X 7 LN 1.30e0 1.15e0 1.00e-2 0.11 3.00e-2 0.01 7

softplus X 0.6 X PC X G none X X BN 1.02e0 9.87e-1 3.00e-2 0.11 1.00e-1 0.00 7

softplus X 0.7 X PC X G none X 7 none 1.25e0 8.63e-1 1.00e-3 0.17 1.00e-3 0.06 7

softplus X 0.7 X PC X G none X 7 BN 9.90e-1 9.58e-1 3.00e-2 0.11 3.00e-2 0.01 7

softplus X 0.7 X PC X G none X 7 LN 1.40e0 1.14e0 1.00e-2 0.11 1.00e-2 0.01 7

softplus X 0.7 X PC X G none X X BN 1.06e0 1.00e0 1.00e-2 0.11 1.00e-1 0.00 7

softplus X 0.8 X PC X G none X 7 none 1.45e0 1.05e0 3.00e-4 0.18 3.00e-4 0.10 7

softplus X 0.8 X PC X G none X 7 BN 1.43e0 1.03e0 1.00e-2 0.11 3.00e-2 0.01 7

softplus X 0.8 X PC X G none X 7 LN 1.57e0 1.16e0 3.00e-2 0.11 3.00e-2 0.00 7

softplus X 0.8 X PC X G none X X BN 1.05e0 9.96e-1 3.00e-2 0.10 1.00e-1 0.00 7

softplus X 0.9 X PC X G none X 7 none 1.51e0 1.16e0 3.00e-4 0.18 3.00e-4 0.11 7

softplus X 0.9 X PC X G none X 7 BN 1.24e0 1.00e0 1.00e-2 0.10 3.00e-2 0.00 7

softplus X 0.9 X PC X G none X 7 LN 1.71e0 1.14e0 3.00e-2 0.11 3.00e-2 0.00 7

softplus X 0.9 X PC X G none X X BN 1.08e0 1.01e0 3.00e-2 0.10 1.00e-1 0.00 7

softplus X 1 X PC X G none X 7 none 1.48e0 1.13e0 3.00e-4 0.18 3.00e-4 0.12 7

softplus X 1 X PC X G none X 7 BN 1.14e0 1.03e0 3.00e-2 0.11 3.00e-2 0.00 7

softplus X 1 X PC X G none X 7 LN 1.87e0 1.15e0 1.00e-2 0.11 1.00e-2 0.00 7

softplus X 1 X PC X G none X X BN 1.10e0 1.00e0 3.00e-1 0.10 1.00e-1 0.00 7

softplus X 3/2 X PC X G none X 7 none 1.20e0 9.34e-1 3.00e-4 0.18 3.00e-4 0.13 7
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softplus X 3/2 X PC X G none X 7 BN 1.26e0 9.97e-1 1.00e-2 0.10 1.00e-2 0.00 7

softplus X 3/2 X PC X G none X 7 LN 2.79e0 1.15e0 3.00e-2 0.11 1.00e-2 0.00 7

softplus X 3/2 X PC X G none X X BN 1.14e0 9.96e-1 1.00e-1 0.10 1.00e-1 0.00 7

softplus X 7/3 X PC X G none X 7 none 1.37e0 1.04e0 3.00e-4 0.17 1.00e-3 0.08 7

softplus X 7/3 X PC X G none X 7 BN 1.61e0 1.03e0 3.00e-2 0.11 1.00e-2 0.00 7

softplus X 7/3 X PC X G none X 7 LN 4.68e0 1.17e0 1.00e-2 0.11 1.00e-2 0.00 7

softplus X 7/3 X PC X G none X X BN 1.26e0 9.94e-1 1.00e-1 0.10 1.00e-1 0.00 7

softplus X 4 X PC X G none X 7 none 1.36e0 9.53e-1 1.00e-3 0.16 1.00e-3 0.05 7

softplus X 4 X PC X G none X 7 BN 2.33e0 9.94e-1 1.00e-1 0.11 3.00e-2 0.00 7

softplus X 4 X PC X G none X 7 LN 8.92e0 1.16e0 1.00e-2 0.12 1.00e-2 0.00 7

softplus X 4 X PC X G none X X BN 1.44e0 1.01e0 1.00e-1 0.10 3.00e-1 0.00 7

softplus X 9 X PC X G none X 7 none 1.84e0 1.02e0 3.00e-3 0.15 3.00e-3 0.03 7

softplus X 9 X PC X G none X 7 BN 4.81e0 9.96e-1 3.00e-2 0.11 3.00e-2 0.00 7

softplus X 9 X PC X G none X 7 LN 1.84e1 1.17e0 1.00e-2 0.12 1.00e-2 0.00 7

softplus X 9 X PC X G none X X BN 1.74e0 1.01e0 1.00e-1 0.10 3.00e-1 0.00 7

softplus X 10e10 X PC X G none X 7 none 3.46e0 1.09e0 3.00e-3 0.15 3.00e-3 0.04 7

softplus X 10e10 X PC X G none X 7 BN 1.12e1 1.02e0 3.00e-2 0.11 3.00e-2 0.00 7

softplus X 10e10 X PC X G none X 7 LN 3.84e1 1.16e0 3.00e-2 0.12 1.00e-2 0.00 7

softplus X 10e10 X PC X G none X X BN 2.30e0 1.01e0 3.00e-1 0.10 1.00e-1 0.00 7

abs. val. 7 0 X P 7 DO none 7 7 none 2.06e0 2.70e0 1.00e-3 0.30 1.00e-4 0.00 7

abs. val. 7 0 X P 7 DO none 7 7 BN 8.38e2 1.11e0 3.00e-3 0.39 3.00e-2 0.00 7

abs. val. 7 0 X P 7 DO none 7 7 LN 2.54e0 2.74e0 3.00e-3 0.26 3.00e-4 0.00 7

abs. val. 7 0 X P 7 DO none 7 X BN 2.06e1 1.74e0 1.00e-2 0.32 3.00e-3 0.00 7

abs. val. X 0 X P 7 DO none 7 7 none 6.10e0 1.07e0 0.87 0.87 X
abs. val. X 0 X P 7 DO none 7 7 BN 8.58e2 1.26e0 3.00e-3 0.44 3.00e-3 0.00 7

abs. val. X 0 X P 7 DO none 7 7 LN 5.14e2 1.17e0 1.00e-3 0.48 3.00e-4 0.00 7

abs. val. X 0 X P 7 DO none 7 X BN 2.58e1 1.04e0 1.00e-2 0.42 1.00e-2 0.00 7

abs. val. X 1/4 X P 7 DO none 7 7 none 6.21e0 1.06e0 0.88 0.88 X
abs. val. X 1/4 X P 7 DO none 7 7 BN 7.00e2 1.14e0 1.00e-2 0.40 3.00e-3 0.00 7

abs. val. X 1/4 X P 7 DO none 7 7 LN 4.46e2 1.16e0 3.00e-3 0.41 3.00e-4 0.00 7

abs. val. X 1/4 X P 7 DO none 7 X BN 2.06e1 1.03e0 3.00e-2 0.37 3.00e-3 0.00 7

abs. val. X 1/2 X P 7 DO none 7 7 none 8.26e0 1.04e0 0.87 0.86 X
abs. val. X 1/2 X P 7 DO none 7 7 BN 4.54e2 1.07e0 1.00e-2 0.39 1.00e-2 0.00 7

abs. val. X 1/2 X P 7 DO none 7 7 LN 3.61e2 1.14e0 1.00e-4 0.49 3.00e-4 0.00 7

abs. val. X 1/2 X P 7 DO none 7 X BN 1.58e1 1.01e0 3.00e-2 0.36 3.00e-3 0.00 7
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abs. val. X 3/4 X P 7 DO none 7 7 none 1.52e1 9.87e-1 0.83 0.82 X
abs. val. X 3/4 X P 7 DO none 7 7 BN 2.07e2 1.02e0 1.00e-2 0.37 3.00e-3 0.00 7

abs. val. X 3/4 X P 7 DO none 7 7 LN 2.11e2 1.02e0 3.00e-3 0.36 3.00e-4 0.00 7

abs. val. X 3/4 X P 7 DO none 7 X BN 1.08e1 1.00e0 1.00e-2 0.33 3.00e-3 0.00 7

abs. val. X 1 X P 7 DO none 7 7 none 4.43e1 1.02e0 1.00e-4 0.41 1.00e-4 0.06 7

abs. val. X 1 X P 7 DO none 7 7 BN 8.03e1 9.89e-1 3.00e-2 0.33 3.00e-3 0.00 7

abs. val. X 1 X P 7 DO none 7 7 LN 6.73e1 1.00e0 3.00e-3 0.38 1.00e-4 0.00 7

abs. val. X 1 X P 7 DO none 7 X BN 6.61e0 1.00e0 1.00e-2 0.32 3.00e-3 0.00 7

abs. val. X 5/4 X P 7 DO none 7 7 none 1.83e1 1.01e0 3.00e-4 0.34 1.00e-4 0.00 7

abs. val. X 5/4 X P 7 DO none 7 7 BN 3.37e1 1.00e-1 1.00e-2 0.30 1.00e-3 0.00 7

abs. val. X 5/4 X P 7 DO none 7 7 LN 2.10e1 1.02e0 3.00e-3 0.31 3.00e-4 0.00 7

abs. val. X 5/4 X P 7 DO none 7 X BN 4.66e0 1.01e0 1.00e-2 0.29 3.00e-3 0.00 7

abs. val. X 6/4 X P 7 DO none 7 7 none 6.64e0 1.03e0 1.00e-3 0.30 1.00e-4 0.00 7

abs. val. X 6/4 X P 7 DO none 7 7 BN 1.91e1 9.97e-1 1.00e-2 0.25 1.00e-3 0.00 7

abs. val. X 6/4 X P 7 DO none 7 7 LN 8.27e0 1.04e0 3.00e-3 0.27 3.00e-4 0.00 7

abs. val. X 6/4 X P 7 DO none 7 X BN 3.57e0 9.99e-1 1.00e-2 0.26 1.00e-3 0.00 7

abs. val. X 7/4 X P 7 DO none 7 7 none 3.30e0 1.07e0 1.00e-3 0.31 3.00e-4 0.00 7

abs. val. X 7/4 X P 7 DO none 7 7 BN 1.62e1 1.01e0 3.00e-3 0.25 1.00e-3 0.00 7

abs. val. X 7/4 X P 7 DO none 7 7 LN 4.26e0 1.07e0 3.00e-3 0.26 3.00e-4 0.00 7

abs. val. X 7/4 X P 7 DO none 7 X BN 3.03e0 1.01e0 1.00e-2 0.25 1.00e-3 0.00 7

abs. val. X 2 X P 7 DO none 7 7 none 2.10e0 1.06e0 1.00e-3 0.32 3.00e-4 0.00 7

abs. val. X 2 X P 7 DO none 7 7 BN 1.50e1 9.98e-1 3.00e-3 0.25 1.00e-3 0.00 7

abs. val. X 2 X P 7 DO none 7 7 LN 2.69e0 1.06e0 3.00e-3 0.28 3.00e-4 0.00 7

abs. val. X 2 X P 7 DO none 7 X BN 2.50e0 9.97e-1 1.00e-2 0.26 1.00e-3 0.00 7

abs. val. X 9/4 X P 7 DO none 7 7 none 1.61e0 1.05e0 3.00e-3 0.27 3.00e-4 0.00 7

abs. val. X 9/4 X P 7 DO none 7 7 BN 1.51e1 1.00e0 3.00e-3 0.26 1.00e-3 0.00 7

abs. val. X 9/4 X P 7 DO none 7 7 LN 2.01e0 1.05e0 3.00e-3 0.27 3.00e-4 0.00 7

abs. val. X 9/4 X P 7 DO none 7 X BN 2.20e0 9.97e-1 1.00e-2 0.28 1.00e-3 0.00 7

abs. val. X 10/4 X P 7 DO none 7 7 none 1.38e0 1.04e0 3.00e-3 0.29 3.00e-4 0.00 7

abs. val. X 10/4 X P 7 DO none 7 7 BN 1.51e1 9.99e-1 1.00e-2 0.25 1.00e-3 0.00 7

abs. val. X 10/4 X P 7 DO none 7 7 LN 1.64e0 1.03e0 3.00e-3 0.27 3.00e-4 0.00 7

abs. val. X 10/4 X P 7 DO none 7 X BN 1.90e0 9.93e-1 1.00e-2 0.27 1.00e-3 0.00 7

SELU 7 0 7 C X G none X 7 none 1.42e0 1.02e0 1.00e-3 0.14 1.00e-3 0.05 7

SELU 7 0 7 C X G none X 7 BN 1.83e0 9.96e-1 1.00e-2 0.13 1.00e-2 0.05 7

SELU 7 0 7 C X G none X 7 LN 1.89e0 1.02e0 3.00e-3 0.13 1.00e-2 0.05 7
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SELU 7 0 7 C X G none X X BN 1.10e0 9.97e-1 1.00e-2 0.13 1.00e-1 0.07 7

SELU X 0 7 C X G none X 7 none 1.41e0 1.02e0 1.00e-3 0.14 1.00e-3 0.05 7

SELU X 0 7 C X G none X 7 BN 1.82e0 9.98e-1 1.00e-2 0.13 1.00e-2 0.05 7

SELU X 0 7 C X G none X 7 LN 1.93e0 1.04e0 1.00e-2 0.13 1.00e-2 0.05 7

SELU X 0 7 C X G none X X BN 1.11e0 1.00e0 1.00e-1 0.13 1.00e-1 0.06 7

SELU X 1/9 7 C X G none X 7 none 1.37e0 1.03e0 1.00e-3 0.14 1.00e-3 0.05 7

SELU X 1/9 7 C X G none X 7 BN 1.62e0 1.00e0 1.00e-2 0.13 1.00e-2 0.06 7

SELU X 1/9 7 C X G none X 7 LN 1.66e0 1.02e0 3.00e-3 0.13 1.00e-2 0.06 7

SELU X 1/9 7 C X G none X X BN 1.08e0 9.91e-1 3.00e-2 0.13 1.00e-1 0.08 7

SELU X 1/4 7 C X G none X 7 none 1.24e0 1.01e0 1.00e-3 0.14 1.00e-3 0.06 7

SELU X 1/4 7 C X G none X 7 BN 1.49e0 1.00e-1 1.00e-2 0.13 1.00e-2 0.06 7

SELU X 1/4 7 C X G none X 7 LN 1.52e0 1.03e0 3.00e-3 0.13 3.00e-3 0.06 7

SELU X 1/4 7 C X G none X X BN 1.07e0 9.95e-1 3.00e-2 0.14 1.00e-2 0.09 7

SELU X 3/7 7 C X G none X 7 none 1.18e0 1.01e0 3.00e-4 0.19 3.00e-4 0.16 7

SELU X 3/7 7 C X G none X 7 BN 1.35e0 9.87e-1 3.00e-3 0.13 1.00e-2 0.07 7

SELU X 3/7 7 C X G none X 7 LN 1.37e0 1.02e0 1.00e-2 0.14 1.00e-2 0.08 7

SELU X 3/7 7 C X G none X X BN 1.04e0 9.91e-1 1.00e-2 0.14 1.00e-2 0.09 7

SELU X 2/3 7 C X G none X 7 none 1.16e0 1.00e0 3.00e-4 0.19 3.00e-4 0.16 7

SELU X 2/3 7 C X G none X 7 BN 1.28e0 1.00e0 1.00e-2 0.13 1.00e-2 0.08 7

SELU X 2/3 7 C X G none X 7 LN 1.28e0 1.01e0 3.00e-3 0.14 3.00e-3 0.09 7

SELU X 2/3 7 C X G none X X BN 1.03e0 9.97e-1 1.00e-2 0.15 1.00e-1 0.11 7

SELU X 1 7 C X G none X 7 none 1.12e0 1.02e0 1.00e-4 0.31 1.00e-4 0.31 7

SELU X 1 7 C X G none X 7 BN 1.19e0 1.00e0 3.00e-3 0.15 1.00e-2 0.10 7

SELU X 1 7 C X G none X 7 LN 1.19e0 1.02e0 3.00e-3 0.15 3.00e-3 0.11 7

SELU X 1 7 C X G none X X BN 1.03e0 9.99e-1 1.00e-2 0.15 1.00e-2 0.13 7

SELU X 3/2 7 C X G none X 7 none 1.05e0 1.01e0 1.00e-4 0.31 1.00e-4 0.32 7

SELU X 3/2 7 C X G none X 7 BN 1.13e0 9.94e-1 1.00e-2 0.16 1.00e-2 0.12 7

SELU X 3/2 7 C X G none X 7 LN 1.14e0 1.01e0 3.00e-3 0.15 3.00e-3 0.12 7

SELU X 3/2 7 C X G none X X BN 1.03e0 1.00e-1 1.00e-1 0.17 1.00e-1 0.16 7

SELU X 7/3 7 C X G none X 7 none 1.02e0 9.99e-1 3.00e-5 0.47 3.00e-5 0.48 7

SELU X 7/3 7 C X G none X 7 BN 1.08e0 9.98e-1 1.00e-2 0.17 1.00e-2 0.15 7

SELU X 7/3 7 C X G none X 7 LN 1.10e0 1.01e0 3.00e-3 0.18 3.00e-3 0.15 7

SELU X 7/3 7 C X G none X X BN 1.01e0 9.93e-1 1.00e-1 0.21 1.00e-1 0.19 7

SELU X 4 7 C X G none X 7 none 9.84e-1 1.00e0 3.00e-5 0.48 3.00e-5 0.50 7

SELU X 4 7 C X G none X 7 BN 1.04e0 9.98e-1 1.00e-2 0.21 1.00e-2 0.19 7
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SELU X 4 7 C X G none X 7 LN 1.07e0 1.01e0 3.00e-3 0.21 3.00e-3 0.19 7

SELU X 4 7 C X G none X X BN 1.01e0 1.00e0 3.00e-2 0.25 3.00e-2 0.25 7

SELU X 9 7 C X G none X 7 none 9.67e-1 9.91e-1 1.00e-5 0.61 1.00e-5 0.63 7

SELU X 9 7 C X G none X 7 BN 1.01e0 9.99e-1 1.00e-2 0.26 1.00e-2 0.26 7

SELU X 9 7 C X G none X 7 LN 1.07e0 1.01e0 3.00e-3 0.26 3.00e-3 0.26 7

SELU X 9 7 C X G none X X BN 9.94e-1 9.91e-1 1.00e-2 0.31 1.00e-2 0.32 7

SELU X 10e10 7 C X G none X 7 none 1.01e0 9.97e-1 1.00e-5 0.64 1.00e-5 0.66 7

SELU X 10e10 7 C X G none X 7 BN 9.91e-1 1.00e0 1.00e-2 0.59 1.00e-3 0.60 7

SELU X 10e10 7 C X G none X 7 LN 1.04e0 1.00e0 1.00e-2 0.58 1.00e-3 0.59 7

SELU X 10e10 7 C X G none X X BN 9.79e-1 9.90e-1 1.00e-2 0.59 3.00e-3 0.60 7

tanh-interp. 7 0 7 PC 7 G avg 7 7 none 2.78e0 9.99e-1 3.00e-3 0.35 3.00e-4 0.00 7

tanh-interp. 7 0 7 PC 7 G avg 7 7 BN 4.75e0 9.93e-1 3.00e-3 0.47 3.00e-3 0.00 7

tanh-interp. 7 0 7 PC 7 G avg 7 7 LN 4.40e0 1.00e0 1.00e-2 0.45 3.00e-4 0.00 7

tanh-interp. 7 0 7 PC 7 G avg 7 X BN 1.75e0 1.01e0 1.00e-2 0.39 1.00e-3 0.00 7

tanh-interp. X 0 7 PC 7 G avg 7 7 none 2.78e0 1.00e0 3.00e-3 0.36 3.00e-4 0.00 7

tanh-interp. X 0 7 PC 7 G avg 7 7 BN 4.76e0 9.98e-1 1.00e-2 0.43 3.00e-3 0.00 7

tanh-interp. X 0 7 PC 7 G avg 7 7 LN 4.44e0 1.01e0 3.00e-3 0.45 3.00e-4 0.00 7

tanh-interp. X 0 7 PC 7 G avg 7 X BN 1.74e0 1.00e0 1.00e-2 0.40 1.00e-3 0.00 7

tanh-interp. X 1/9 7 PC 7 G avg 7 7 none 2.15e0 1.01e0 1.00e-3 0.37 3.00e-4 0.00 7

tanh-interp. X 1/9 7 PC 7 G avg 7 7 BN 3.38e0 1.01e0 3.00e-3 0.45 3.00e-3 0.00 7

tanh-interp. X 1/9 7 PC 7 G avg 7 7 LN 3.06e0 1.01e0 1.00e-2 0.44 3.00e-4 0.00 7

tanh-interp. X 1/9 7 PC 7 G avg 7 X BN 1.55e0 1.00e0 1.00e-2 0.39 3.00e-3 0.00 7

tanh-interp. X 1/4 7 PC 7 G avg 7 7 none 1.74e0 1.01e0 1.00e-4 0.34 3.00e-4 0.00 7

tanh-interp. X 1/4 7 PC 7 G avg 7 7 BN 2.58e0 1.01e0 3.00e-3 0.44 3.00e-3 0.00 7

tanh-interp. X 1/4 7 PC 7 G avg 7 7 LN 2.31e0 9.98e-1 1.00e-2 0.41 3.00e-4 0.00 7

tanh-interp. X 1/4 7 PC 7 G avg 7 X BN 1.41e0 1.00e0 3.00e-3 0.38 1.00e-3 0.00 7

tanh-interp. X 3/7 7 PC 7 G avg 7 7 none 1.51e0 1.01e0 3.00e-3 0.29 3.00e-4 0.00 7

tanh-interp. X 3/7 7 PC 7 G avg 7 7 BN 2.10e0 1.01e0 3.00e-3 0.42 3.00e-3 0.00 7

tanh-interp. X 3/7 7 PC 7 G avg 7 7 LN 1.89e0 1.00e0 1.00e-2 0.42 3.00e-4 0.00 7

tanh-interp. X 3/7 7 PC 7 G avg 7 X BN 1.28e0 9.98e-1 1.00e-2 0.38 1.00e-3 0.00 7

tanh-interp. X 2/3 7 PC 7 G avg 7 7 none 1.33e0 1.01e0 1.00e-4 0.29 1.00e-3 0.00 7

tanh-interp. X 2/3 7 PC 7 G avg 7 7 BN 1.73e0 1.00e0 3.00e-3 0.42 3.00e-3 0.00 7

tanh-interp. X 2/3 7 PC 7 G avg 7 7 LN 1.61e0 1.00e0 1.00e-2 0.42 3.00e-4 0.00 7

tanh-interp. X 2/3 7 PC 7 G avg 7 X BN 1.21e0 1.00e0 3.00e-3 0.37 3.00e-3 0.00 7

tanh-interp. X 1 7 PC 7 G avg 7 7 none 1.22e0 9.97e-1 3.00e-3 0.30 1.00e-3 0.00 7
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tanh-interp. X 1 7 PC 7 G avg 7 7 BN 1.51e0 9.95e-1 3.00e-3 0.42 3.00e-3 0.00 7

tanh-interp. X 1 7 PC 7 G avg 7 7 LN 1.39e0 1.00e0 1.00e-2 0.42 1.00e-3 0.00 7

tanh-interp. X 1 7 PC 7 G avg 7 X BN 1.14e0 9.96e-1 3.00e-3 0.37 3.00e-3 0.00 7

tanh-interp. X 3/2 7 PC 7 G avg 7 7 none 1.14e0 1.00e0 3.00e-3 0.30 1.00e-3 0.00 7

tanh-interp. X 3/2 7 PC 7 G avg 7 7 BN 1.33e0 1.00e0 1.00e-2 0.38 3.00e-3 0.00 7

tanh-interp. X 3/2 7 PC 7 G avg 7 7 LN 1.26e0 9.99e-1 1.00e-2 0.41 1.00e-3 0.00 7

tanh-interp. X 3/2 7 PC 7 G avg 7 X BN 1.08e0 9.99e-1 3.00e-3 0.35 1.00e-3 0.05 7

tanh-interp. X 7/3 7 PC 7 G avg 7 7 none 1.08e0 1.01e0 3.00e-4 0.30 1.00e-3 0.00 7

tanh-interp. X 7/3 7 PC 7 G avg 7 7 BN 1.24e0 1.01e0 1.00e-2 0.41 3.00e-3 0.01 7

tanh-interp. X 7/3 7 PC 7 G avg 7 7 LN 1.17e0 1.00e0 1.00e-4 0.43 3.00e-3 0.00 7

tanh-interp. X 7/3 7 PC 7 G avg 7 X BN 1.05e0 1.00e0 3.00e-3 0.36 1.00e-3 0.18 7

tanh-interp. X 4 7 PC 7 G avg 7 7 none 1.02e0 1.00e0 1.00e-4 0.35 1.00e-4 0.31 7

tanh-interp. X 4 7 PC 7 G avg 7 7 BN 1.13e0 1.00e0 3.00e-4 0.40 3.00e-3 0.07 7

tanh-interp. X 4 7 PC 7 G avg 7 7 LN 1.09e0 1.00e0 3.00e-4 0.43 3.00e-3 0.06 7

tanh-interp. X 4 7 PC 7 G avg 7 X BN 1.02e0 9.90e-1 3.00e-3 0.39 1.00e-3 0.28 7

tanh-interp. X 9 7 PC 7 G avg 7 7 none 9.96e-1 9.95e-1 1.00e-4 0.43 1.00e-4 0.41 7

tanh-interp. X 9 7 PC 7 G avg 7 7 BN 1.05e0 1.01e0 1.00e-3 0.42 3.00e-3 0.32 7

tanh-interp. X 9 7 PC 7 G avg 7 7 LN 1.05e0 9.98e-1 1.00e-3 0.47 1.00e-3 0.35 7

tanh-interp. X 9 7 PC 7 G avg 7 X BN 1.01e0 9.98e-1 1.00e-3 0.45 1.00e-3 0.37 7

tanh-interp. X 10e10 7 PC 7 G avg 7 7 none 9.96e-1 1.00e0 3.00e-5 0.59 3.00e-3 0.51 7

tanh-interp. X 10e10 7 PC 7 G avg 7 7 BN 1.00e0 1.01e0 1.00e-2 0.59 1.00e-3 0.53 7

tanh-interp. X 10e10 7 PC 7 G avg 7 7 LN 1.05e0 1.01e0 3.00e-5 0.59 1.00e-3 0.53 7

tanh-interp. X 10e10 7 PC 7 G avg 7 X BN 9.92e-1 9.90e-1 3.00e-5 0.59 3.00e-3 0.52 7

tanh-dilate 7 1 7 G X G max X 7 none 2.36e0 1.56e0 3.00e-3 0.17 3.00e-3 0.09 7

tanh-dilate 7 1 7 G X G max X 7 BN 6.93e0 1.00e0 1.00e-2 0.16 3.00e-2 0.05 7

tanh-dilate 7 1 7 G X G max X 7 LN 6.75e0 1.02e0 1.00e-2 0.16 1.00e-2 0.05 7

tanh-dilate 7 1 7 G X G max X X BN 1.28e0 9.97e-1 3.00e-2 0.13 3.00e-1 0.04 7

tanh-dilate X 0.01 7 G X G max X 7 none 9.88e-1 1.21e0 1.00e-2 0.16 1.00e-2 0.07 7

tanh-dilate X 0.01 7 G X G max X 7 BN 1.04e0 1.01e0 1.00e-2 0.20 1.00e-2 0.19 7

tanh-dilate X 0.01 7 G X G max X 7 LN 1.11e0 1.02e0 3.00e-3 0.20 3.00e-3 0.18 7

tanh-dilate X 0.01 7 G X G max X X BN 9.21e-1 9.88e-1 1.00e-2 0.21 1.00e-1 0.19 7

tanh-dilate X 1/4 7 G X G max X 7 none 1.07e0 1.25e0 3.00e-3 0.15 3.00e-3 0.05 7

tanh-dilate X 1/4 7 G X G max X 7 BN 1.15e0 9.99e-1 3.00e-3 0.16 1.00e-2 0.12 7

tanh-dilate X 1/4 7 G X G max X 7 LN 1.14e0 1.02e0 3.00e-3 0.15 3.00e-3 0.11 7

tanh-dilate X 1/4 7 G X G max X X BN 9.71e-1 1.00e0 1.00e-2 0.16 1.00e-2 0.14 7
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tanh-dilate X 2/4 7 G X G max X 7 none 1.21e0 1.29e0 1.00e-3 0.16 3.00e-3 0.06 7

tanh-dilate X 2/4 7 G X G max X 7 BN 1.60e0 1.00e0 1.00e-2 0.14 1.00e-2 0.07 7

tanh-dilate X 2/4 7 G X G max X 7 LN 1.50e0 1.01e0 3.00e-3 0.15 1.00e-2 0.06 7

tanh-dilate X 2/4 7 G X G max X X BN 1.06e0 9.92e-1 3.00e-1 0.13 1.00e-2 0.08 7

tanh-dilate X 3/4 7 G X G max X 7 none 1.54e0 1.41e0 1.00e-3 0.16 3.00e-3 0.07 7

tanh-dilate X 3/4 7 G X G max X 7 BN 2.96e0 9.98e-1 3.00e-2 0.15 1.00e-2 0.05 7

tanh-dilate X 3/4 7 G X G max X 7 LN 2.83e0 1.02e0 3.00e-3 0.15 1.00e-2 0.05 7

tanh-dilate X 3/4 7 G X G max X X BN 1.18e0 9.99e-1 3.00e-2 0.13 1.00e-1 0.05 7

tanh-dilate X 1 7 G X G max X 7 none 2.34e0 1.57e0 3.00e-3 0.18 3.00e-3 0.09 7

tanh-dilate X 1 7 G X G max X 7 BN 6.84e0 9.93e-1 1.00e-1 0.16 1.00e-2 0.05 7

tanh-dilate X 1 7 G X G max X 7 LN 6.78e0 1.02e0 1.00e-2 0.16 1.00e-2 0.04 7

tanh-dilate X 1 7 G X G max X X BN 1.29e0 9.94e-1 3.00e-2 0.14 3.00e-1 0.04 7

tanh-dilate X 5/4 7 G X G max X 7 none 4.70e0 1.73e0 3.00e-3 0.18 3.00e-3 0.11 7

tanh-dilate X 5/4 7 G X G max X 7 BN 1.71e1 9.96e-1 3.00e-2 0.17 3.00e-2 0.05 7

tanh-dilate X 5/4 7 G X G max X 7 LN 1.73e1 1.02e0 3.00e-3 0.16 1.00e-2 0.04 7

tanh-dilate X 5/4 7 G X G max X X BN 1.48e0 9.99e-1 1.00e-1 0.14 1.00e-1 0.04 7

tanh-dilate X 6/4 7 G X G max X 7 none 1.04e1 1.84e0 1.00e-3 0.20 1.00e-3 0.14 7

tanh-dilate X 6/4 7 G X G max X 7 BN 4.14e1 1.01e0 1.00e-1 0.19 1.00e-2 0.07 7

tanh-dilate X 6/4 7 G X G max X 7 LN 4.26e1 1.02e0 3.00e-1 0.18 1.00e-2 0.05 7

tanh-dilate X 6/4 7 G X G max X X BN 1.71e0 9.86e-1 1.00e-1 0.15 1.00e-1 0.04 7

tanh-dilate X 7/4 7 G X G max X 7 none 2.33e1 1.97e0 1.00e-3 0.22 1.00e-3 0.16 7

tanh-dilate X 7/4 7 G X G max X 7 BN 9.39e1 1.00e0 1.00e-2 0.19 1.00e-2 0.08 7

tanh-dilate X 7/4 7 G X G max X 7 LN 1.00e1 1.01e0 3.00e-3 0.19 1.00e-2 0.07 7

tanh-dilate X 7/4 7 G X G max X X BN 2.14e0 9.89e-1 3.00e-2 0.15 1.00e-1 0.05 7

tanh-dilate X 2 7 G X G max X 7 none 5.09e1 2.10e0 1.00e-3 0.25 1.00e-3 0.19 7

tanh-dilate X 2 7 G X G max X 7 BN 2.05e2 1.00e-1 1.00e-2 0.21 3.00e-2 0.10 7

tanh-dilate X 2 7 G X G max X 7 LN 2.19e2 1.02e0 3.00e-3 0.20 1.00e-2 0.09 7

tanh-dilate X 2 7 G X G max X X BN 2.85e0 9.94e-1 3.00e-2 0.15 1.00e-1 0.05 7

tanh-dilate X 9/4 7 G X G max X 7 none 1.04e2 2.15e0 1.00e-3 0.26 1.00e-3 0.24 7

tanh-dilate X 9/4 7 G X G max X 7 BN 4.28e2 9.95e-1 3.00e-3 0.23 3.00e-2 0.14 7

tanh-dilate X 9/4 7 G X G max X 7 LN 4.58e2 1.02e0 3.00e-3 0.22 3.00e-2 0.11 7

tanh-dilate X 9/4 7 G X G max X X BN 3.96e0 9.96e-1 1.00e-1 0.15 1.00e-1 0.06 7

tanh-dilate X 10/4 7 G X G max X 7 none 2.08e2 2.21e0 3.00e-4 0.31 3.00e-4 0.30 7

tanh-dilate X 10/4 7 G X G max X 7 BN 8.43e2 1.00e0 3.00e-3 0.26 3.00e-2 0.16 7

tanh-dilate X 10/4 7 G X G max X 7 LN 8.96e2 1.02e0 3.00e-2 0.24 3.00e-2 0.13 7

592



A
FL

M

H
as

ac
t.

fu
n.

de
bi

as
in

g

L
in

ea
ri

za
tio

n
pa

ra
m

et
er

(l
)

H
as

tr
ai

na
bl

e
bi

as
/s

ca
lin

g
ve

ct
or

s
D

at
a

pr
oc

es
si

ng
U

se
s

da
ta

au
gm

en
ta

tio
n

W
ei

gh
ti

ni
tia

liz
at

io
n

Po
ol

in
g

U
se

s
gl

ob
al

av
er

ag
e

po
ol

in
g

Is
re

si
du

al

N
or

m
al

iz
at

io
n

la
ye

r

N
L

C
be

fo
re

tr
ai

ni
ng

L
B

IA
S

be
fo

re
tr

ai
ni

ng

B
es

ts
ta

rt
in

g
le

ar
ni

ng
ra

te

Te
st

er
ro

r

B
es

ts
ta

rt
in

g
le

ar
ni

ng
ra

te
(t

ra
in

-o
pt

)

Tr
ai

ni
ng

er
ro

r(
tr

ai
n-

op
t)

Is
G

U
A

tanh-dilate X 10/4 7 G X G max X X BN 5.68e0 9.99e-1 3.00e-2 0.16 3.00e-1 0.06 7

even tanh 7 0 X P X DO none 7 7 none 6.38e3 5.05e0 3.00e-5 0.50 3.00e-5 0.51 7

even tanh 7 0 X P X DO none 7 7 BN 1.31e7 3.36e0 0.90 0.90 7

even tanh 7 0 X P X DO none 7 7 LN 1.02e2 1.05e1 3.00e-4 0.26 3.00e-4 0.24 7

even tanh 7 0 X P X DO none 7 X BN 7.73e3 3.25e0 3.00e-3 0.36 3.00e-3 0.35 7

even tanh X 0 X P X DO none 7 7 none 6.72e6 1.01e0 0.89 0.90 7

even tanh X 0 X P X DO none 7 7 BN 1.31e7 1.02e0 0.89 0.90 7

even tanh X 0 X P X DO none 7 7 LN 6.53e6 1.00e0 0.90 0.90 7

even tanh X 0 X P X DO none 7 X BN 2.09e4 1.00e0 3.00e-4 0.43 3.00e-4 0.43 7

even tanh X 1/9 X P X DO none 7 7 none 2.55e6 1.03e0 0.90 0.90 7

even tanh X 1/9 X P X DO none 7 7 BN 4.39e6 1.03e0 0.90 0.89 7

even tanh X 1/9 X P X DO none 7 7 LN 2.63e6 1.00e0 0.90 0.90 7

even tanh X 1/9 X P X DO none 7 X BN 7.95e3 1.01e0 1.00e-3 0.38 1.00e-3 0.36 7

even tanh X 1/4 X P X DO none 7 7 none 1.62e5 1.03e0 0.90 0.90 7

even tanh X 1/4 X P X DO none 7 7 BN 2.92e5 1.02e0 0.85 0.86 7

even tanh X 1/4 X P X DO none 7 7 LN 1.71e5 1.00e0 1.00e-5 0.56 1.00e-5 0.58 7

even tanh X 1/4 X P X DO none 7 X BN 1.07e3 9.99e-1 3.00e-3 0.26 3.00e-3 0.19 7

even tanh X 3/7 X P X DO none 7 7 none 5.60e3 1.04e0 0.83 0.84 7

even tanh X 3/7 X P X DO none 7 7 BN 1.01e4 1.02e0 1.00e-4 0.47 1.00e-4 0.46 7

even tanh X 3/7 X P X DO none 7 7 LN 6.18e3 1.01e0 3.00e-3 0.28 3.00e-3 0.22 7

even tanh X 3/7 X P X DO none 7 X BN 1.20e2 1.02e0 1.00e-2 0.17 1.00e-2 0.06 7

even tanh X 2/3 X P X DO none 7 7 none 2.16e2 1.03e0 1.00e-4 0.28 1.00e-4 0.24 7

even tanh X 2/3 X P X DO none 7 7 BN 5.20e2 1.02e0 1.00e-3 0.19 3.00e-3 0.09 7

even tanh X 2/3 X P X DO none 7 7 LN 3.21e2 1.01e0 1.00e-3 0.19 1.00e-3 0.12 7

even tanh X 2/3 X P X DO none 7 X BN 2.07e1 1.01e0 3.00e-3 0.17 3.00e-3 0.07 7

even tanh X 1 X P X DO none 7 7 none 2.04e1 1.10e0 1.00e-3 0.14 1.00e-3 0.07 7

even tanh X 1 X P X DO none 7 7 BN 4.85e1 1.01e0 3.00e-3 0.15 3.00e-3 0.06 7

even tanh X 1 X P X DO none 7 7 LN 2.94e1 1.06e0 3.00e-3 0.14 3.00e-3 0.05 7

even tanh X 1 X P X DO none 7 X BN 6.67e0 1.02e0 1.00e-2 0.13 1.00e-2 0.03 7

even tanh X 3/2 X P X DO none 7 7 none 4.39e0 1.09e0 3.00e-3 0.11 3.00e-3 0.03 7

even tanh X 3/2 X P X DO none 7 7 BN 1.25e1 1.02e0 3.00e-3 0.13 3.00e-3 0.04 7

even tanh X 3/2 X P X DO none 7 7 LN 5.63e0 1.07e0 1.00e-2 0.14 1.00e-2 0.06 7

even tanh X 3/2 X P X DO none 7 X BN 3.29e0 1.00e0 3.00e-3 0.13 3.00e-3 0.07 7

even tanh X 7/3 X P X DO none 7 7 none 1.87e0 1.07e0 3.00e-3 0.11 3.00e-3 0.03 7

even tanh X 7/3 X P X DO none 7 7 BN 6.21e0 1.03e0 3.00e-3 0.13 3.00e-3 0.06 7
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even tanh X 7/3 X P X DO none 7 7 LN 2.07e0 1.04e0 3.00e-3 0.13 3.00e-3 0.07 7

even tanh X 7/3 X P X DO none 7 X BN 2.10e0 1.02e0 3.00e-3 0.14 3.00e-3 0.10 7

even tanh X 4 X P X DO none 7 7 none 1.21e0 1.03e0 3.00e-3 0.12 3.00e-3 0.06 7

even tanh X 4 X P X DO none 7 7 BN 3.71e0 1.02e0 3.00e-3 0.15 3.00e-3 0.11 7

even tanh X 4 X P X DO none 7 7 LN 1.26e0 1.03e0 3.00e-3 0.15 3.00e-3 0.11 7

even tanh X 4 X P X DO none 7 X BN 1.57e0 1.01e0 1.00e-3 0.19 1.00e-3 0.18 7

even tanh X 9 X P X DO none 7 7 none 1.05e0 1.03e0 3.00e-3 0.16 3.00e-3 0.12 7

even tanh X 9 X P X DO none 7 7 BN 2.50e0 1.02e0 3.00e-3 0.21 3.00e-3 0.20 7

even tanh X 9 X P X DO none 7 7 LN 1.03e0 1.02e0 1.00e-3 0.20 1.00e-3 0.20 7

even tanh X 9 X P X DO none 7 X BN 1.25e0 1.01e0 1.00e-3 0.25 1.00e-3 0.25 7

even tanh X 10e10 X P X DO none 7 7 none 9.99e-1 1.02e0 3.00e-4 0.59 3.00e-4 0.60 7

even tanh X 10e10 X P X DO none 7 7 BN 1.83e0 1.02e0 3.00e-3 0.59 3.00e-3 0.61 7

even tanh X 10e10 X P X DO none 7 7 LN 9.81e-1 1.01e0 3.00e-3 0.46 3.00e-3 0.47 7

even tanh X 10e10 X P X DO none 7 X BN 1.01e0 1.01e0 3.00e-3 0.59 3.00e-3 0.60 7

Gaussian 7 0 X C X G none X 7 none 1.47e0 9.64e5 0.90 0.90 7

Gaussian 7 0 X C X G none X 7 BN 7.14e2 2.51e1 3.00e-2 0.13 3.00e-2 0.01 7

Gaussian 7 0 X C X G none X 7 LN 1.93e0 1.27e5 0.90 0.90 7

Gaussian 7 0 X C X G none X X BN 3.12e0 1.19e1 1.00e-1 0.12 1.00e-1 0.01 7

Gaussian X 0 X C X G none X 7 none 4.41e3 2.77e0 3.00e-4 0.45 3.00e-4 0.44 7

Gaussian X 0 X C X G none X 7 BN 6.67e3 1.02e0 3.00e-3 0.20 3.00e-3 0.10 7

Gaussian X 0 X C X G none X 7 LN 7.04e3 1.19e0 1.00e-2 0.23 1.00e-2 0.07 7

Gaussian X 0 X C X G none X X BN 3.18e1 1.02e0 3.00e-1 0.12 3.00e-2 0.00 7

Gaussian X 1/9 X C X G none X 7 none 1.30e2 2.82e0 3.00e-3 0.20 3.00e-3 0.15 7

Gaussian X 1/9 X C X G none X 7 BN 2.20e2 1.01e0 3.00e-1 0.13 3.00e-2 0.00 7

Gaussian X 1/9 X C X G none X 7 LN 2.08e2 1.11e0 3.00e-2 0.15 3.00e-2 0.01 7

Gaussian X 1/9 X C X G none X X BN 2.96e0 1.00e0 1.00e-1 0.11 1.00e-1 0.00 7

Gaussian X 1/4 X C X G none X 7 none 4.90e0 2.79e0 1.00e-2 0.10 1.00e-2 0.01 7

Gaussian X 1/4 X C X G none X 7 BN 8.43e0 1.00e0 1.00e-1 0.11 3.00e-2 0.00 7

Gaussian X 1/4 X C X G none X 7 LN 5.60e0 1.13e0 1.00e-2 0.12 1.00e-2 0.01 7

Gaussian X 1/4 X C X G none X X BN 1.24e0 1.00e0 3.00e-2 0.10 1.00e-1 0.01 7

Gaussian X 3/7 X C X G none X 7 none 1.23e0 1.45e0 1.00e-2 0.10 3.00e-3 0.02 7

Gaussian X 3/7 X C X G none X 7 BN 1.90e0 9.95e-1 3.00e-2 0.11 1.00e-2 0.02 7

Gaussian X 3/7 X C X G none X 7 LN 1.66e0 1.07e0 1.00e-2 0.12 1.00e-2 0.03 7

Gaussian X 3/7 X C X G none X X BN 1.10e0 1.00e-1 1.00e-1 0.11 3.00e-2 0.03 7

Gaussian X 2/3 X C X G none X 7 none 1.01e0 1.21e0 3.00e-3 0.12 3.00e-3 0.05 7
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Gaussian X 2/3 X C X G none X 7 BN 1.20e0 9.94e-1 1.00e-2 0.12 1.00e-2 0.05 7

Gaussian X 2/3 X C X G none X 7 LN 1.29e0 1.04e0 1.00e-2 0.12 1.00e-2 0.06 7

Gaussian X 2/3 X C X G none X X BN 1.06e0 9.89e-1 1.00e-2 0.12 1.00e-2 0.06 7

Gaussian X 1 X C X G none X 7 none 9.70e-1 1.12e0 3.00e-3 0.13 3.00e-3 0.07 7

Gaussian X 1 X C X G none X 7 BN 1.07e0 1.00e0 3.00e-2 0.13 1.00e-2 0.07 7

Gaussian X 1 X C X G none X 7 LN 1.18e0 1.02e0 3.00e-3 0.14 1.00e-2 0.10 7

Gaussian X 1 X C X G none X X BN 1.04e0 9.95e-1 3.00e-2 0.13 1.00e-2 0.09 7

Gaussian X 3/2 X C X G none X 7 none 9.58e-1 1.06e0 3.00e-3 0.15 1.00e-2 0.10 7

Gaussian X 3/2 X C X G none X 7 BN 1.01e0 9.90e-1 1.00e-2 0.15 1.00e-2 0.11 7

Gaussian X 3/2 X C X G none X 7 LN 1.15e0 9.96e-1 3.00e-3 0.16 1.00e-2 0.12 7

Gaussian X 3/2 X C X G none X X BN 1.03e0 1.00e0 1.00e-2 0.15 3.00e-2 0.12 7

Gaussian X 7/3 X C X G none X 7 none 9.72e-1 1.04e0 3.00e-3 0.17 3.00e-3 0.14 7

Gaussian X 7/3 X C X G none X 7 BN 9.91e-1 9.90e-1 1.00e-2 0.17 1.00e-2 0.14 7

Gaussian X 7/3 X C X G none X 7 LN 1.13e0 9.99e-1 3.00e-3 0.19 3.00e-3 0.15 7

Gaussian X 7/3 X C X G none X X BN 1.02e0 9.98e-1 3.00e-2 0.17 1.00e-2 0.15 7

Gaussian X 4 X C X G none X 7 none 9.96e-1 1.02e0 3.00e-3 0.22 1.00e-2 0.16 7

Gaussian X 4 X C X G none X 7 BN 9.92e-1 9.93e-1 3.00e-3 0.21 1.00e-2 0.19 7

Gaussian X 4 X C X G none X 7 LN 1.13e0 9.88e-1 3.00e-3 0.23 1.00e-2 0.22 7

Gaussian X 4 X C X G none X X BN 9.88e-1 9.94e-1 1.00e-2 0.21 3.00e-2 0.20 7

Gaussian X 9 X C X G none X 7 none 1.01e0 1.01e0 3.00e-3 0.27 3.00e-3 0.27 7

Gaussian X 9 X C X G none X 7 BN 9.90e-1 9.97e-1 3.00e-3 0.26 3.00e-3 0.25 7

Gaussian X 9 X C X G none X 7 LN 1.13e0 9.94e-1 3.00e-3 0.27 1.00e-2 0.27 7

Gaussian X 9 X C X G none X X BN 9.97e-1 9.99e-1 3.00e-2 0.27 3.00e-2 0.27 7

Gaussian X 10e10 X C X G none X 7 none 1.04e0 1.02e0 3.00e-3 0.58 3.00e-3 0.59 7

Gaussian X 10e10 X C X G none X 7 BN 1.00e0 9.93e-1 3.00e-3 0.59 3.00e-3 0.59 7

Gaussian X 10e10 X C X G none X 7 LN 1.11e0 9.85e-1 3.00e-3 0.39 3.00e-3 0.37 7

Gaussian X 10e10 X C X G none X X BN 1.01e0 1.00e0 3.00e-3 0.59 3.00e-3 0.59 7

odd square 7 0 7 P 7 DG max X 7 BN 7.22e3 1.02e0 0.90 0.89 X
odd square 7 0 7 P 7 DG max X 7 LN 1.62e2 1.11e0 3.00e-6 0.79 3.00e-5 0.76 X
odd square 7 0 7 P 7 DG max X X BN 1.35e1 9.36e-1 1.00e-2 0.64 1.00e-2 0.63 X
odd square X 0 7 P 7 DG max X 7 BN 1.94e3 9.81e-1 0.90 0.89 X
odd square X 0 7 P 7 DG max X 7 LN 2.08e2 1.11e0 1.00e-5 0.72 1.00e-5 0.72 X
odd square X 0 7 P 7 DG max X X BN 5.94e1 1.03e0 1.00e-2 0.63 1.00e-2 0.63 X
odd square X 1/9 7 P 7 DG max X 7 BN 8.94e3 9.26e-1 0.89 0.90 X
odd square X 1/9 7 P 7 DG max X 7 LN 2.03e2 1.11e0 3.00e-5 0.71 3.00e-5 0.72 X
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odd square X 1/9 7 P 7 DG max X X BN 1.05e1 9.32e-1 0.85 0.87 X
odd square X 1/4 7 P 7 DG max X 7 BN 7.31e3 1.00e0 0.89 0.89 X
odd square X 1/4 7 P 7 DG max X 7 LN 1.75e2 1.12e0 3.00e-5 0.74 3.00e-5 0.72 X
odd square X 1/4 7 P 7 DG max X X BN 2.24e1 1.03e0 3.00e-2 0.62 3.00e-2 0.63 X
odd square X 3/7 7 P 7 DG max X 7 BN 5.95e3 9.35e-1 0.89 0.90 X
odd square X 3/7 7 P 7 DG max X 7 LN 1.88e2 1.12e0 3.00e-6 0.74 3.00e-6 0.73 X
odd square X 3/7 7 P 7 DG max X X BN 3.04e1 9.46e-1 1.00e-1 0.57 1.00e-1 0.55 X
odd square X 2/3 7 P 7 DG max X 7 BN 2.44e3 1.00e0 0.89 0.90 X
odd square X 2/3 7 P 7 DG max X 7 LN 1.63e2 1.12e0 3.00e-5 0.70 3.00e-5 0.70 X
odd square X 2/3 7 P 7 DG max X X BN 1.00e1 9.64e-1 3.00e-2 0.60 3.00e-2 0.59 X
odd square X 1 7 P 7 DG max X 7 BN 2.93e3 1.00e0 0.89 0.90 X
odd square X 1 7 P 7 DG max X 7 LN 1.74e2 1.14e0 1.00e-5 0.71 1.00e-5 0.72 X
odd square X 1 7 P 7 DG max X X BN 1.23e1 1.05e0 1.00e-1 0.55 1.00e-1 0.53 X
odd square X 3/2 7 P 7 DG max X 7 BN 4.09e4 1.04e0 0.89 0.90 X
odd square X 3/2 7 P 7 DG max X 7 LN 4.33e2 1.14e0 3.00e-5 0.70 3.00e-5 0.70 X
odd square X 3/2 7 P 7 DG max X X BN 1.19e1 1.02e0 3.00e0 0.58 3.00e0 0.55 X
odd square X 7/3 7 P 7 DG max X 7 BN 2.36e3 1.06e0 0.90 0.90 X
odd square X 7/3 7 P 7 DG max X 7 LN 9.66e1 1.15e0 3.00e-3 0.69 3.00e-3 0.68 X
odd square X 7/3 7 P 7 DG max X X BN 3.00e1 9.78e-1 3.00e-1 0.49 3.00e-1 0.47 X
odd square X 4 7 P 7 DG max X 7 BN 7.22e3 8.98e-1 0.89 0.89 X
odd square X 4 7 P 7 DG max X 7 LN 7.67e1 1.17e0 3.00e-3 0.61 1.00e-2 0.50 X
odd square X 4 7 P 7 DG max X X BN 1.55e1 9.80e-1 1.00e-2 0.37 1.00e-2 0.32 X
odd square X 9 7 P 7 DG max X 7 BN 2.20e3 1.02e0 0.89 0.89 X
odd square X 9 7 P 7 DG max X 7 LN 1.92e1 1.17e0 1.00e-3 0.26 3.00e-3 0.04 X
odd square X 9 7 P 7 DG max X X BN 1.42e1 9.72e-1 1.00e-2 0.27 3.00e-2 0.11 X
odd square X 10e10 7 P 7 DG max X 7 BN 9.95e-1 1.00e0 3.00e-2 0.26 3.00e-3 0.10 X
odd square X 10e10 7 P 7 DG max X 7 LN 8.76e-1 1.34e0 3.00e-2 0.26 3.00e-3 0.09 X
odd square X 10e10 7 P 7 DG max X X BN 9.00e-1 9.89e-1 1.00e0 0.27 3.00e-2 0.05 X

square 7 0 7 C 7 DO none 7 7 BN 1.21e5 8.68e-1 0.90 0.89 X
square 7 0 7 C 7 DO none 7 7 LN 8.07e2 1.01e0 0.85 0.85 X
square 7 0 7 C 7 DO none 7 X BN 8.26e2 1.11e0 3.00e-4 0.65 3.00e-4 0.63 X
square X 0 7 C 7 DO none 7 7 BN 6.97e4 8.41e-1 0.90 0.90 X
square X 0 7 C 7 DO none 7 7 LN 1.94e3 1.01e0 0.85 0.85 X
square X 0 7 C 7 DO none 7 X BN 9.77e2 9.54e-1 0.80 3.00e-4 0.78 X
square X 1/9 7 C 7 DO none 7 7 BN 2.19e7 9.43e-1 0.90 0.90 X
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square X 1/9 7 C 7 DO none 7 7 LN 1.01e3 1.00e0 0.86 0.85 X
square X 1/9 7 C 7 DO none 7 X BN 1.94e3 9.93e-1 1.00e-3 0.63 1.00e-3 0.58 X
square X 1/4 7 C 7 DO none 7 7 BN 2.80e4 9.61e-1 0.90 0.89 X
square X 1/4 7 C 7 DO none 7 7 LN 5.88e2 9.88e-1 0.85 0.85 X
square X 1/4 7 C 7 DO none 7 X BN 1.21e3 9.94e-1 3.00e-4 0.63 3.00e-4 0.59 X
square X 3/7 7 C 7 DO none 7 7 BN 1.40e5 1.03e0 0.90 0.90 X
square X 3/7 7 C 7 DO none 7 7 LN 9.74e2 1.03e0 0.85 0.85 X
square X 3/7 7 C 7 DO none 7 X BN 6.15e3 1.13e0 3.00e-1 0.66 3.00e-1 0.61 X
square X 2/3 7 C 7 DO none 7 7 BN 6.85e4 1.04e0 0.90 0.89 X
square X 2/3 7 C 7 DO none 7 7 LN 6.46e2 1.02e0 0.85 0.85 X
square X 2/3 7 C 7 DO none 7 X BN 1.75e3 9.64e-1 1.00e-3 0.64 1.00e-3 0.61 X
square X 1 7 C 7 DO none 7 7 BN 2.46e4 9.01e-1 0.90 0.89 X
square X 1 7 C 7 DO none 7 7 LN 4.41e2 1.03e0 0.84 0.84 X
square X 1 7 C 7 DO none 7 X BN 9.88e2 9.76e-1 3.00e-4 0.58 3.00e-4 0.54 X
square X 3/2 7 C 7 DO none 7 7 BN 2.88e4 9.80e-1 0.90 0.90 X
square X 3/2 7 C 7 DO none 7 7 LN 5.08e2 1.04e0 0.83 0.83 X
square X 3/2 7 C 7 DO none 7 X BN 1.90e3 1.06e0 1.00e-3 0.60 1.00e-2 0.56 X
square X 7/3 7 C 7 DO none 7 7 BN 1.30e5 1.00e0 0.90 0.90 X
square X 7/3 7 C 7 DO none 7 7 LN 8.15e2 1.04e0 0.83 0.82 X
square X 7/3 7 C 7 DO none 7 X BN 5.59e3 1.03e0 1.00e-3 0.55 1.00e-3 0.49 X
square X 4 7 C 7 DO none 7 7 BN 6.17e6 9.82e-1 0.90 0.90 X
square X 4 7 C 7 DO none 7 7 LN 2.40e2 1.10e0 0.81 1.00e-3 0.51 X
square X 4 7 C 7 DO none 7 X BN 3.43e3 1.05e0 3.00e-4 0.53 3.00e0 0.46 X
square X 9 7 C 7 DO none 7 7 BN 1.58e6 1.05e0 0.89 0.89 X
square X 9 7 C 7 DO none 7 7 LN 1.98e1 1.02e0 3.00e-3 0.28 3.00e-4 0.00 X
square X 9 7 C 7 DO none 7 X BN 9.77e3 1.04e0 3.00e-5 0.41 3.00e-5 0.36 X

597



A
FL

M

H
as

ac
t.

fu
n.

de
bi

as
in

g

L
in

ea
ri

za
tio

n
pa

ra
m

et
er

(l
)

H
as

tr
ai

na
bl

e
bi

as
/s

ca
lin

g
ve

ct
or

s
D

at
a

pr
oc

es
si

ng
U

se
s

da
ta

au
gm

en
ta

tio
n

W
ei

gh
ti

ni
tia

liz
at

io
n

Po
ol

in
g

U
se

s
gl

ob
al

av
er

ag
e

po
ol

in
g

Is
re

si
du

al

N
or

m
al

iz
at

io
n

la
ye

r

N
L

C
be

fo
re

tr
ai

ni
ng

L
B

IA
S

be
fo

re
tr

ai
ni

ng

B
es

ts
ta

rt
in

g
le

ar
ni

ng
ra

te

Te
st

er
ro

r

B
es

ts
ta

rt
in

g
le

ar
ni

ng
ra

te
(t

ra
in

-o
pt

)

Tr
ai

ni
ng

er
ro

r(
tr

ai
n-

op
t)

Is
G

U
A

square X 10e10 7 C 7 DO none 7 7 BN 1.55e0 1.00e0 1.00e-2 0.59 3.00e-4 0.51 X
square X 10e10 7 C 7 DO none 7 7 LN 1.14e0 1.01e0 1.00e-5 0.58 1.00e-3 0.47 X
square X 10e10 7 C 7 DO none 7 X BN 9.98e-1 9.93e-1 1.00e-5 0.59 1.00e-3 0.46 X

Table A.2: List of study B architectures with key metrics. The ta-
ble should be interpreted in light of section 3.2.1. GUA is defined
in section 3.4.2. P refers to pointwise normalization. C refers
to componentwise normalization. PC refers to pointwise normal-
ization followed by componentwise normalization. G refers to
global normalization / Gaussian initialization. DG refers to delta-
Gaussian initialization. DO refers to delta-orthogonal initializa-
tion. train-opt refers to training error minimization as detailed in
section 3.2.2.
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