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“Accessibility is a continuous and evolving practice. Accessibility is
achieved through intentional, meaningful and intersectional participation
of people with lived experience of exclusion. Accessibility must be key to

each stage of a product, place or policy development, from ideation
through to delivery. Solutions must be designed with disabled people to

prioritise form and function. Meaningful and deliberate accessibility
builds inclusion, equity, agency, creativity, innovation and pride.”

Tilting the Lens’ working definition of accessibility.
Tilting the Lens is led by Sinéad Burke, Irish writer, academic and disability activist.

This definition reflects my current views and approaches towards designing for agency in AAC.
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Abstract

Augmentative and alternative communication (AAC) devices enable speech-based
communication when people cannot use their own physical voice to speak. Speech-
generating AAC devices include specialized keyboards and interfaces designed to support
individuals in message composition and speech synthesis. Composing a message with an
AAC device can take more time than using verbal speech which poses social interaction
challenges to AAC users. Augmented communicators (ACs) often fall behind in group
conversations when topics move fast or only get asked yes/no questions instead of open-
ended ones, limiting the AC’s possible responses. While focusing on improving the rate
at which AAC users can communicate and increasing ease to vocabulary access have been
an important focus of the field of designing for AAC, this dissertation presents and argues
for conversational agency as a new research and design frame to study AAC technology
and AAC-based interactions among disabled and non-disabled individuals.

Conversational agency is shaped by social constraints such as when AAC users can
speak, what they can say, and who they can address. The first part of this dissertation
proposes metrics to measure how conversational agency is expressed within constraints
specific to AAC-based interaction. Using agency as a lens for AAC research uncovered
new design opportunities for AAC systems that center AAC users’ personal conversa-
tional goals. The second part of this thesis explored technologies that can help balance
participation in a group and signal to partners that an AC is still making use of their turn
to address social constraints related to managing attention and conversational dynamics.
The third part of this dissertation explores technologies that can retrieve content from a
conversation and clarify misunderstandings to provide ACs with more control over the
content of a conversation and the relevance and context of their messages. Through em-
pirical studies, co-design, participatory design, and the development and deployment of
different systems, this dissertation investigates how different design materials, such as ex-
pressive customized robots and Large Language Models, can support AAC users in easily
exercising their conversational agency and help non-AAC users become better communi-
cation partners. Through six studies this dissertation contributes Agency in AAC as a new
design framework to both further our understanding of AAC users agency and to generate
novel, accessible, and agency-increasing communication tools.
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List of Abbreviations and Definitions

• AAC: Augmentative and Alternative Communication.

• AC: Augmented Communicator, AAC device user.

• CCP: Close Conversational Partner to an augmented communicator like a close friend or
family member.

• NLP: Natural Language Processing.

• Technical Agency: Agency we express when we are able to participate in conversation.
Taking a turn in a conversation is an example of a person displaying their technical agency.

• Colloquial Agency: Colloquial agency is achieved through technical agency when partici-
pating in a conversation leads to accomplishing an individual’s goals.

• SoA: Sense of Agency. Self-reported subjective measure of agency.
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Chapter 1

Introduction

Communication is essential to agency. Agency in conversation, is defined as the ability to advance
our individual goals by communicating them[54]. Nonetheless agency is not a fixed property; it
manifests within structure [41] and social constraints [54, 42] that challenge its expression. Aug-
mentative and alternative communication (AAC) devices can support conversation for people with
speech and language disabilities [14] but communicating with one of these devices poses unique
challenges to a users’ agency. Many augmented communicators (ACs) who use speech generat-
ing communication devices encounter social constraints and barriers that reduce their agency in
conversation including how much they can say, how they can say it, and when they can say it.
Conversational partners [15] and social constraints embedded in the traditional ways we commu-
nicate [54] can impact the quality of an interaction by either facilitating or hindering the expression
of an AC’s agency in conversation. While social theory has described how agency is shaped and
expressed in conversations between oral speakers, this dissertation focuses on studying agency in
AAC. Through this work, agency in AAC emerges as a new design framework that can be used to
study agency in AAC and generate new accessible and agency-increasing AAC tools.

Using an AAC device to speak often takes time, with rates ranging from 3 to 20 words per
minute [65, 77] which creates a time asymmetry between an AC and their conversation partners
who use their mouth and body to speak. For example, when a communication partner knows
that it takes an AC more time to respond, the communication partner may ask yes/no questions
instead of open-ended ones, limiting the AC’s possible responses [66]. Conversation partners
can also dominate the conversation, or fail to respond to communication attempts by ACs [62].
Such conversational partner impact on ACs’ participation can be uncomfortable for ACs [46]
and can reduce perceived autonomy and agency [62]. Prior work has identified challenges in
interactions between augmented and non-augmented conversants but has not yet determined how
different types of conversational partners impact an AC’s conversational agency, what other factors
impact ACs agency, and how we can design technology that support’s ACs’ agency expression.
Futhermore, little is known about how specific AAC interface designs, existing and future designs,
may shape agency in conversations among non-AAC and AAC users.

As a first step towards making communication possible and efficient, designers and researchers
of AAC have focused on improving device throughput, for example via text suggestions using
language technology [167], and vocabulary sorting [5, 78]. Human-computer interaction (HCI)
researchers have also worked on improving expressivity by adding partner-facing displays [146],
and customizable voices to speech generating AAC devices [45, 104, 121, 118]. Research from
communication science has focused on increasing communicative competence of ACs [90, 92] and
teaching conversation management strategies such as learning how to request partners to wait for a
response and using pre-composed messages to save time when sharing a thought in conversation.
Research in Conversational Analysis, the microanalytic study of social interaction, has contributed
rich descriptions on how AAC and non-AAC users communicate with each other [66] and take
turns [131]. This dissertation extends this foundational research to uncover how technology and
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design choices can enforce or loosen social constraints that impact an AC’s agency.
HCI researchers have recognized the role communication partners play in hindering or facil-

itating an AC’s communication. Ibrahim et al. studied how a conversation partner’s assumptions
about an AC’s competence could negatively impact children’s agency when using their AAC de-
vice to communicate at school [70]. Fiannaca et al. recognized that CCPs could facilitate an AC’s
communication through informed suggestions and designed a companion app to enable CCPs to
suggest words to to help their augmented partner as they composed a message [46]. While there
has been a development on new technology for AAC there is still no model of how these new
developments can increase or decrease agency for ACs. There is also no description on how con-
straints specific to AAC such as partner’s level of experience, their relationship to the AAC user,
AAC devices, and tasks, can impact how ACs can express their agency. In this dissertation, I
focus on closely understanding social interaction among AAC and non-AAC users to translate
the observed behaviors that impact how ACs can express themselves into an informative design
framework for agency in AAC.

Building from this formative understanding of agency with AAC, this dissertation goes on to
investigate: What factors impact agency in AAC? How can measure agency in AAC? What tech-
nology materials and interactions can increase the opportunities for ACs to express their agency?
Specifically, how can we leverage specific modalities and technology platforms to create agency-
increasing tools for AAC? What system features support or hinder user agency? What are ap-
propriate research and inclusive design methods to explore these possible new technologies with
AAC users and other relevant stakeholders?

1.1 Agency as a Design Framework
This dissertation focuses on first establishing conversational agency in AAC as a descriptive and
generative design framework through the definition of participation and communication-based
metrics that impact how, when, what, and how much ACs can say in conversation. Using this de-
sign framework, this thesis then continues exploring opportunities to loosen the social constraints
identified and proposes new designs through collaborative and participatory methods that include
ACs in the design process.

1.1.1 Defining and Understanding Agency in AAC
To define agency based on ACs’ experiences, this dissertation build on Gibson’s work on conver-
sational agency from sociology [54]. Conversational agency can be measured as (1) participation
in conversation, also known as technical agency and (2) achieving a particular goal because of
that participation, known as colloquial agency. Gibson’s theory states that there are different
conversational constraints that act as social rules that can impact the expression of agency. These
conversational constraints include who can be addressed (participation shift constraint), what type
of response we expect from others (the ritual constraint), the topic of conversation (relevance con-
straint), and when is the right time to start speaking (one speaker constraint). These conversational
constraints along with the factors that govern them are summarized in Table 1.1.

While these constraints are described for conversations among individuals who do not use
AAC, in Part I of this dissertation, we describe a first study designed to understand how conver-
sational agency is expressed in the AAC context. The outcome of this first study is a framework
for conversational agency in AAC that considers how conversational constraints and AAC-specific
constraints such as the relationship with their conversation partners, the AAC device of use, and
the conversational task they are carrying out (e.g., a formal meeting with goal, an open-ended chat)
can impact ACs’ agency (Figure 1.1).

This first study included ACs and their close conversational partners (CCPs) described in
detail in Chapter 3. CCPs such as parents and paid aides, who have caregiving roles, often support
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ACs by facilitating conversations with others [15]. I considered scenarios in which there is an
unfamiliar third party (TP) to study how CCPs facilitate the conversation between the AC and the
TP, and how this impacts the ACs’ agency in the context of specific conversational tasks.

Table 1.1: The four conversational constraints that impact agency according to Gibson,
what governs the constraint, and factors that contribute to the constraint application.

Constraints Governs Contributing factors

One speaker Current speaker Time to start speaking
Participation shift Next speaker Addressing next speaker (e.g. by name)
Relevance Topic of contribution Time spent speaking without pause
Ritual Type of contribution Previous speech act (e.g. question)

The first study findings showed that ACs participated more frequently when directly addressed
in an interview task than in subsequent turns when CCPs often stepped-in to comment. That means
that in order to provide ACs with more control over the participation-shift constraint future work
could consider how to ensure speakers are addressed or can signal wanting to participate equally
through technology or conversational methods.

1.1.2 Designing for agency
Extending the findings from this first study, this dissertation then employs the conversational
agency in AAC framework (Figure 1.1) to understand how we can design and deploy agency-
increasing technology for ACs that focuses on loosening specific conversational constraints. This
dissertation explored two different technology materials 1 composed of different modalities and
technology platforms to study how they can be used to increase agency in AAC.

In Part II, Agency through Motion, I explore how physical and expressive objects and robots
can support users in managing conversation dynamics, a salient area of opportunity in the Agency
Framework 1.1. Chapters 4 and 5 explore physical design materials that can support bringing
attention to an AC, manage turn-taking, and holding the conversational floor with the goal of
addressing the participation-shift and one speaker constraints. We learned that motion could be
used to bring attention, convey precise messages and support timely participation. Attention,
precision, and timing all contributed to increasing AC’s agency in conversation with unfamiliar
and close conversation partners [156].

In Part III, Agency through Language, this dissertation then focuses on exploring language
technologies as a design material that could potentially support AAC users in managing a conver-
sation’s topic and the way words are phrased which could help address the relevance and ritual
constraint. This part of the dissertation explored different ways to support establishing mutual
understanding among conversants despite differences in response time among AAC and non-AAC
users. Natural Language Processing (NLP) techniques and machine learning can support ACs in
addressing desired topics in conversation even if they have already passed. Language technologies
can keep track of a conversation, record it and process it in a way that can be accessed by ACs
to address topics that they desire to revisit. NLP can also be used to detect parts of speech that
can be useful in helping an AC’s respond to specific requests made by a partner or other speech
acts. Using this material’s functionalities we set to identify opportunities to support AC’s agency

1Throughout the thesis, I will purposefully switch between the term “technology material” and “design
material” to denote the output modalities and technology platforms I choose to work with based on their
potential to support agency in AAC. This definition comes from the design approach to reflect on the
materials a designer uses when creating something new [135, 165].
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through a participatory and interdiscisplinary workshop (Chapter 6) and explore the opportunities
in depth with two additional studies, one focusing on large language models (Chapter 7) and the
last study on the design and evaluation of a tool too augment contextual grounding for AAC users
(Chapter 8).

Figure 1.1: Conversational constraints (e.g., who can speak, who can be addressed, what is being
said, what is expected of others), the task at hand, the relationship with other speakers, and the
AAC device being used can all impact the expression of an augmented communicator’s agency in
conversation. This dissertation, lays its foundation on how conversational agency* [54] is defined
in the social sciences to propose Agency in AAC as a design framework that can describe how
agency is expressed in AAC-based interactions, and how we can use agency as a lens to generate
accessible communication tools.

1.1.3 Designing with Agency
This dissertation not only focuses on how we as technology designers and researchers can increase
user agency through artifacts but also on how we can increase the agency of AAC users in the
design process of new technology. Throughout Part II and Part III I use design research methods
such as co-design [128] and research through design [172] to explore new technology materials
for AAC. I have adapted participatory user research methods to be accessible to ACs by making
practical modifications such as facilitating asynchronous and remote ideation, easy referencing of
abstract concept ideas on the go, and getting feedback from users at different stages of design.

This dissertation also includes two participatory design workshops that were carefully de-
signed to scaffold discussions among diverse stakeholders (Chapter 4 and 6). Participatory work-
shops have shown to be productive in developing a congruent view of the problem space in areas
of accessibility that require an interdisciplinary approach [20]. Participatory design seeks to bring
multiple experts, including end users to design together and elicit new research directions for
AAC through selected co-design activities [128, 129]. The participation of distinct stakehold-
ers in the design process is valuable in enabling interdisciplinary design thinking for problem-
solving [37, 121]. A participatory approach can help us avoid making assumptions about what
technology solutions would bring value to users which leads to many products that are not usable
and quickly abandoned [120, 86, 67].

In this way, a core component of this dissertation focuses on “thinking through making”
to complement our understanding of agency as an observed action or a subjective experience.
Through understanding how agency is expressed by examining social interaction we can then in-
form the design of agency-increasing AAC tools and through the making these tools, in close col-
laboration with ACs and other relevant stakeholders, we can learn more about agency, accessibility
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and inclusion. Underlying these design investigations with current and emerging technologies in-
cluded in this body of work, is the thesis:

We increase conversational agency and participation in conversation for augmented
communicators when we co-design tools that address conversational constraints.

1.2 Overview and Contributions
This dissertation is organized in three parts that progress from the starting question “How does
agency manifest in AAC?” to the concrete experiences of designing AAC applications that increase
conversational agency for augmented communicators.

Chapter 2 provides the background including an overview of AAC, how agency has been
defined and studied in the field of HCI and the social sciences, definitions of conversational agency
and technology materials that have been used to augment AAC systems.

In Part I, chapter 3 describes how ACs express their conversational agency through an ob-
servational study to understand how conversational agency manifests in the face of constraints
specific to AAC. This chapter answers the following research questions: How is conversational
agency expressed in AAC? How can we quantify agency in AAC? What factors impact an AC’s
agency? The chapter concludes by outlining a design space of conversational agency in AAC and
suggests possible ways to address the constraints presented in the framework.

In the process of learning more about conversational agency in AAC and what technology
materials contribute to it, Part II and Part III seek to answer the following main research questions:
How can different technology materials address conversational constraints? How do the designed
tools impact AC’s perceived and observed agency? Part II presents two studies that explore
motion through expressive robotic objects as a design material to support AAC users in expressing
their agency. Chapter 4 describes a co-design process to explore the opportunities for expressive
robotic objects to support AAC users’ agency. Chapter 5 presents a case study detailing the co-
design process and evaluation of a robotic expressive object with an augmented communicator to
understand How socially assistive robots can address conversational constraints.

Part III focuses on addressing the relevance and ritual constraints using language technolo-
gies, such as large language models (LLMs), text-to-speech and interactive add-on digital tools.
Chapter 6 explores different possible future technology concepts with ACs, NLP researchers and
communication scientist. Chapter 7 supported ACs’ experimentation with LLMs by introducing
the concept of speech macros: LLM prompts that transform abbreviated user input into full sen-
tences, with a focus on achieving conversational goals such as requesting help with something or
answering a biographical question. Chapter 8 presents COMPA a system that integrates different
support strategies for AAC users and communication partners to augment their mutual understand-
ing during real-time group meetings.

Finally, Part IV, containing Chapter 9, summarizes the contributions of this dissertation and
reflects on this dissertation’s goal to describe how social and material constraints impact individu-
als’ ability to express their agency when using AAC.

In total this dissertation comprises six studies that altogether make the following contributions:

• Conversational agency as a theoretical foundation for investigating how social and technol-
ogy constraints impact how augmented communicators participate in conversation and as a
design framework to explore how to support users’ conversational agency (chapter 3).

• Accessible participatory methods to envision new technologies with Augmented communi-
cators (Chapter 4, Chapter 5, Chapter 6).

• Design knowledge on how specific technology materials (modalities and platforms) can
support conversational agency in AAC. (Chapters 4, 5, 6, 7, 8)
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• Three systems and design concepts to support AC’s agency. (1) Aided motion-based AAC
through Sidekicks, expressive socially assistive robots that augment nonverbal communi-
cation (Chapter 5). (2) Speech Macros, which leverages user brief user input and pre-set
instructions to a Large Language Models to aid in communication (Chapter 7). (3) COMPA,
a Context Marking and Phrase Assistance AAC add-on digital tool to augment contextual
grounding during online real-time group meetings (Chapter 8).
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Chapter 2

Background and Related Work

This chapter draws on three bodies of research: The first focuses on augmentative and alternative
communication (AAC). The second presents the conceptualization of agency in technology and
disability diving deeper into agency challenges in AAC and interaction and how we can use Con-
versational Agency theory to create a design framework for AAC. The third overviews different
AAC systems that have been developed to enhance AC’s interactions and support AC’s communi-
cation. In this third section I particularly outline what output modalities and technology platforms
have been used to create augmentations to AAC systems.

2.1 Augmentative and Alternative Communication
Augmentative and Alternative Communication (AAC) encompasses all types of communication
we use to express ourselves in addition to speech. AAC includes facial expressions, sign language,
gestures, written language, and even Morse code [3]. Aided forms of AAC use technology to sup-
port alternative communication modes, such as picture or letter boards that people can point to or
speech generating devices people can use to compose messages [14, 50]. Approximately 5 million
Americans and 97 million persons worldwide may benefit from AAC [12]. In my dissertation
work I specifically work with adult augmented communicators (ACs) who use speech generating
devices and have motor disabilities due to cerebral palsy. As such, in this section, we provide an
overview of speech-generating AAC systems.

2.1.1 Components of an AAC device
Some users who use AAC speech generating devices and have a mobility disability use stand-alone
AAC devices that are mounted to their wheelchairs. Different AAC device properties can vary by
user and can have an impact on their word per minute rate. One of these properties is the access
method which can be either direct selection (user can directly choose words or letters) or indirect
selection (user uses a scanning system that aids in selection of desired word or letter). Speech-
generating AAC devices include different layers of technologies customized to fit a user’s access
needs including: accessible input methods, display and layout designs, encoding and prediction
techniques, and speech and visual output features [13].

Accessible input methods

Users with motor disabilities commonly access AAC systems via indirect selection methods via
a switch or an eye tracker. For switch-based input methods, the AAC device scan through each
option and once the scanner is on the desired target a user presses a switch for selection. Users
who are able to control the position of their head may opt for gaze-based access methods that
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employ eye trackers for target selection. Gaze-based systems as well as switch scanning require
considerable skill achieved through practice and training. Direct selection access methods are also
a possible access method in some cases and refer to directly selecting a target with any body part,
stylus, or joystick. Scanning access methods tend to have lower entry rates than other methods
but in general High-tech AAC users with motor, disabilities may communicate at 3 - 25 words
per minute (WPM) [157]. Although access methods are tightly linked to hardware, in the scope
of this paper we will reflect on how language technologies can assist users depending on their
access mode and how their access mode may inform design considerations for the implementation
of different approaches.

Displays and layouts

AAC devices can have static or dynamic displays usually organized in grids that display different
words or letters. These displays usually have different pages organized by activity, in alphabetical
order, or idiosyncratically. Users have to navigate to each page to perform to retrieve specific
information. Some newer commercial devices are starting to leverage language models to dynam-
ically update the possible word options based on what a user is typing and continue to learn from
each user’s style (https://spokenaac.com/). Typical components in an AAC display include some
sort of keyword and word or phrase buttons that have been either pre-stored or pre-configured.
Different approaches to displaying and retrieving vocabulary require a lot of mastery and practice
on behalf of users. AAC scholars have highlighted how current AAC systems place all effort on the
human actor while the technology only stores linguistic items to be later retrieved [161]. In this
work, we reflect on what portions of the communication process could be off-loaded to language
technologies and reflect on the possible trade-offs this may incur.

Output modalities

Synthesized or digitized speech is the main output modality for high-tech AAC systems. Ad-
ditionally, text-based partner-facing displays have been explored in research [146] and included
in commercial systems (Tobii Dynavox, Partner Window) to help communication partners know
when and what the AAC user is typing. Researchers have also explored motion as an additional
modality to speech-generating AAC systems with the purpose of alerting other partners about the
AC’s speaking turn [156, 159]. In this work, we discuss how designing with new language tech-
nologies may require thinking about additional output modalities that may support both AAC users
and communication partners in mutual understanding and extended social interaction.

2.1.2 Social interaction challenges in AAC
When communicating using an AAC device, people with speech disabilities have to first compose
a message by typing out individual characters or selecting predicted words or icons before they
share their thoughts. Speaking using an AAC device is slow compared to typical speech, with
rates ranging from 3-10 words per minute [65, 77]. Having asymmetrical speaking rates [136]
brings unique constraints to both the augmented communicator and their conversation partners.
For example, when a communication partner knows that it takes an AC more time to respond, the
communication partner may ask yes/no questions instead of open-ended ones, limiting the AC’s
possible responses [66]. Non-augmented partners can also dominate the conversation or fail to
respond to ACs’ communication attempts [46, 62, 157].

AAC users often have to decide how much they want to say and consider both the physical
effort and the amount of time they will require before they decide if they want to compose their
message [77]. It is then often the case that AAC users participate much less than their non-AAC
user counterparts in conversation, are left behind in group conversation, or struggle to demonstrate
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the relevance of their comment that is shared some minutes delayed after their topic they are
addressing has passed [125, 136, 158].

Prior work has not yet determined a way to quantify and define how different conversation
partner’s may impact augmented communicator’s participation in conversation and how they ex-
press their agency despite AAC device constraints and social constraints related to how different
types of conversational partners impact an AAC users’ agency. There is still no model of how
constraints specific to AAC such impact the expression of agency in AAC in-person interactions.
In the following sub-sections I will review how agency has been defined in the context of con-
versation and AAC and introduce a theoretical framework I build on to develop a Conversational
Agency framework for AAC. This current thesis also contributes empirical knowledge on what
social and material constraints impact an AAC users’ agency in social interaction.

2.1.3 Research Directions in AAC
Current AAC systems demand users to be capable of completing many complex tasks. To exem-
plify, vocabulary retrieval in AAC is still largely done manually with the users needing to physi-
cally find the right words while being aware of the ongoing conversation at the same time. [161,
93]. Even though AAC systems benefit augmented communicators greatly, their design could still
be improved to further support extended social interactions. There is a growing perspective shift
in the AAC community from demanding AAC users to have a certain strategic, linguistic, and
operational competence to operate their device to a perspective where AAC systems should take
on more of these tasks [93]. The community has become more aware as to how AAC systems may
impact important social interaction metrics beyond communication rate such as relational mainte-
nance [35], conversational agency [157], and staying in time with a partner [66]. In this work we
reflect on how language technologies could support users in achieving conversational goals related
to social interaction and other valuable areas that are still unmet need and have been identified by
users themselves.

Information from a conversation partner’s speech has been used to generate contextually rel-
evant topics [36], context-aware sentences and keywords [138], and collaborative input through a
companion app [46]. Other approaches have leveraged a partner’s speech to extract noun phrases
and suggest them on an AAC device to be used by the AAC user [166]. Information about the char-
acteristics of an AAC user has also been used to generate context-aware sentences by leveraging
language models such as GPT-2 and context information included in AAC user persona tags and
dialogue history [138]. Prompting large language models with subtasks have also been suggested
to be useful in supporting assisted text entry. [169].

In 2012 a survey on NLP applications for AAC forecasted that future contributions to AAC
from NLP would include spell-checking, context-based thesaurus, and genre-based word predic-
tion [64]. Now ten years later we provide a participatory and interdisciplinary landscape of chal-
lenges and opportunities in AAC for current state-of-the-art language technologies. While sys-
tematic reviews about the current research in AAC [34, 64] and accessibility [99] provide a great
overview of the field and current research directions in AAC, with our participatory approach we
hope to open the conversation about future directions for AAC research by including ACs and
communication scientists who do not often participate in computing conference but whose exper-
tise can help paint a more complete picture of the problem space.

2.2 Agency
This section sets the theoretical background on agency and how it relates to AAC. I focus on how
individuals with disabilities who use AAC systems express their agency when using technology-
mediated communication and highlight some gaps in the literature that I plan to address with
my dissertation work such as: How do augmented communicator make use of their agency in
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conversation? How do AAC systems and people support or hinder this process? and how can we
design agency-increasing AAC technology? What design materials (modalities and technology
platforms) can be used to increase agency in AAC?

2.2.1 Agency and Technology
The field of Human-computer Interaction (HCI) has generally defined agency as a sense of control
over the external environment and one’s body [94]. Shneiderman’s Eight Golden Rules of Interface
Design [141] encourages interfaces that “support an internal locus of control,” inspiring work
evaluating perceived agency for interactions. In particular, such work considers implicit “sense
of agency” measures (e.g., perceived time of action and outcome) to study the impact of interface
feedback [33]. In my dissertation, I examine matters of agency beyond the sense of control during
an individual experience with an interface, and into matters of agency as a social experience,
impacted in relationship with context and others [42, 43].

2.2.2 Agency and AAC
Goodwin, who studied AAC use with people with aphasia, notes that agency for ACs occurs
within a social context where the meaning of communication must be formed cooperatively [57,
58]. Goodwin points out one issue that has emerged in the study of agency in disability, the
difference between individual and “social” agency. Goodwin states that social agency is the one
lodged within a social group, organized in an ongoing process of social cooperation [58]. In
some situations, especially those in which a speaker relies on others to cooperate with them to
be able to communicate, like in the case of a person who can only communicate with a limited
vocabulary due to a speech disorder, this social agency is specifically salient. Goodwin describes
the case of Chil, an individual who at age 65 suffered a brain aneurism making him unable to
utter more than a few syllables and left him with little motor skills. Chil performed actions to
communicate with others and express his desires that included pointing at meaningful references
in his environment and making prosodic changes to his “no” and “yes” to guide his listeners to the
right meaning as they asked different questions. Goodwin makes the point that human action has
an intrinsically distributed organization in that it is constructed through the cooperative semiosis
(signs and activities that carry meaning) of multiple actors [57].

This dissertation builds upon this work by studying how close conversation partners such as
caregivers, friends or partners who know an AC well and unfamiliar conversation partners form
meaning from AC’s communication. In particular, I investigate how such support increases or
hinders ACs’ agency across different conversational tasks. Within this definition of social agency,
this dissertation also focuses on co-designing technology that supports social conversational goals
defined by AAC users themselves.

2.2.3 Agency Challenges in AAC Interactions
Prior observational [57, 58, 70], survey [46], and interview [4, 78, 77] studies have investigated
AAC conversations among augmented communicators and close conversational partners (CCPs)
identifying challenges to CCP-assisted conversation.

Ibrahim et al. observed children using their AAC devices to communicate with adults and
their peers. They found that adults erroneously corrected the children’s speech when they as-
sumed children’s competence using the device was low [70]. Adults also recounted a child’s
prior communicative act by accessing and reading out a previously constructed utterance with
the AAC device without the child’s consent. Fiannaca et al. surveyed ACs and their caregivers
about caregiver-assisted communication, finding that the caregiver assistance can be uncomfort-
able when conversing with groups, and frustrating when the caregiver guesses what an AC wants
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to say incorrectly [46]. Adults who adopted AAC devices later in life (due to Amyotrophic Lat-
eral Sclerosis, ALS) reported becoming passive speakers who consider the cost of communicating
when deciding to participate [77]. This suggests that agency may be also limited by the require-
ments needed to operate a device, such as energy and effort.

Communication scientists have also demonstrated how due to long waiting times associated
with device operation in face-to-face conversation, ACs’ conversation partners are more likely
to ask yes-no questions instead of open-ended questions, dominate the conversation and fail to
respond to communication attempts made by ACs [46, 65, 66]. This cited body of work shows
that operating an AAC device brings in time pressure constraints that can have an impact on how
much they can say and how often they are fully heard and that the AAC user’s communication
partner, plays an important role in influencing the quality of the conversational experience.

To illustrate the latter, Clark and Brennan [30] introduce the concept of the The Least Collab-
orative Effort. In their work on grounding (i.e. the process of establishing what is being said and
understood) they explain that people will not put much effort in trying to be understood by the other
person if they do not have to. In the case of ACs, the Least Collaborative Effort can really have
an impact on how much they are being heard or truly understood by their conversation partner.
The literature shows several examples of the least collaborative effort in action. ACs’ conversation
partners exhibiting frustration with the time it takes to establish grounding with the AAC user and
how in response to this frustration they will come up with interaction rules to speed up the con-
versation such as “Just nod, do not type on your device” –limiting the AC’s actions [62, 63]. The
conversation partner in this scenario may be introducing more error and barriers to the common
effort of trying to establish common ground.

2.2.4 Conversational Agency Design Framework
As such, prior work has pointed out different factors that may impact an augmented communica-
tor’s participation in a conversation. Agency is modulated by a social context and impacted by
others. This is especially salient in face-to-face interactions were speakers take turns and attend
to each other’s contributions in conversation. Agency is expressed through actions that further
an individual’s objective in the face of outside structure or constraints [30, 41, 55, 127]. Gibson,
in his work on Conversational Agency, distinguishes two types of agency. Technical agency, is
exercised when individuals contribute to the conversation (Figure 3.2). As individuals express
technical agency by participating they can then advance their objectives in conversation, which he
identifies as colloquial agency [54]. According to Gibson, an individual’s technical agency can
be promoted or reduced by four core conversational constraints. I define these constraints and
describe how they matter for AAC conversations.

The one-speaker constraint specifies that only one speaker can speak at a time. When one
speaker cues that they are almost done, another actor can preemptively start speaking to secure the
floor. The one-speaker constraint implies that turn changes are a valuable resource for securing
the opportunity for technical agency. When using an AAC device, ACs are at a disadvantage.
Non-augmented speakers can secure a turn faster by speaking directly, while ACs have to operate
their device to do this. Prior work has highlighted that ACs have challenges with social cuing
or indications of turn-taking, as their speakers fail to recognize when ACs want to contribute to
conversation [77].

The relevance constraint states that a new contribution to a conversation will be interpreted
as a response to the most recent prior contribution. Thus, the relevance of a particular response
decreases as the conversation proceeds. Together with the one-speaker constraint, the relevance
constraint suggests that a very short window of time is available for an AC to make a relevant
contribution to the conversation.

The participation shift constraint states that the target of a prior remark has the greatest
odds of speaking next, but any participant may speak next. The prior target’s advantage builds
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as speaking provides other participants more opportunities for engagement. A known problem in
AAC conversation is that ACs are often not addressed directly by third parties, instead third parties
talk to them via their CCP. CCPs are recommended to help third parties engage directly with the
AC by explaining that they can communicate directly [16].

The ritual constraint suggests conversation participants seek to maintain a positive social
standing by showing considerateness to the speaker, assisting them with repair, and eliciting sym-
pathy to them. Either through experience, exposure or training, CCPs may have specific ways in
which they support their ACs’ communication [16]. We expect to see these rituals, such as waiting
for a response or assisting in a particular way, to play a supportive role for ACs to exercise their
agency in conversation.

In this thesis, I use conversational agency as a frame to study AAC user’s experiences in
conversation. In addition to conversational constraints Gibson presents I consider additional con-
straints specific to AAC-based interactions such as the conversational task at hand (e.g., collabo-
rative, open-ended), the relationship with other speakers (e.g., time knowing each other, comfort
level), and the device being used (e.g., throughput and speech output types) can all impact the
expression of an augmented communicator’s (AC) agency in conversation. This framework is
explained in detail in Chapter 3.

To understand participation in conversations and quantify metrics that show successful inter-
action, communication scientists studying AAC have used methods such as conversational micro-
analysis, examining interactions at the utterance level [31, 32, 63, 91, 121]. I use similar micro-
analysis methods to quantify participation by identifying specific occurring communicative func-
tions (i.e., requesting more time, requesting help). More details can be found in Chapter 3. My
dissertation adds to this body of work by analyzing participation across a set of different distinct
conversational tasks to specifically investigate the relationship between CCP participation and
ACs’ expression of agency.

2.3 Technology as Design Material for AAC
The practice of HCI design involves engaging in reflective conversations with technology as a de-
sign material to create something new [135, 165]. Designers view technology as a design material
to understand how the technology opens up and constraint design possibilities in a problem space
and then use the material to envision things that have never existed before [135, 170]. Taking this
technology material lens can inform design practice and can facilitate sharing design knowledge
across disciplines [173, 170].

In this section, I first examine the technology materials that have been used to augment AAC
systems and enhance conversations between augmented communicators and their conversation
partners. Second, I provide some background on the specific technology materials I have identi-
fied have potential to be used for supporting conversational agency in AAC, these are (1) motion
through expressive robotic objects and (2) natural language processing and machine learning tech-
niques.

Designers and researchers have explored different design materials to augment AAC systems
such as intelligent materials that can predict vocabulary from a conversation partner’s speech [167]
or from a video scene [5] or photograph [78]. HCI researches have also focused on designing for
the AC’s conversation partner to improve their awareness through partner facing digital screens
known as awareness displays [146] and partner-facing companion apps to aid AC’s in message
composition [46]. In order to augment AAC systems with more expressivity, researchers have
created customizable keyboards that can set specific voices to ACs’ messages [45, 104]. De-
signers have also explored 17 different ways to say yes using buttons and different custom audio
clips [118].

I have identified opportunities to explore two additional design materials that have the poten-
tial of addressing agency challenges in AAC tied to the four conversational constraints presented
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in the conversational agency framework (figure 1.1. The first material has the potential of sup-
porting ACs’ in managing the participation-shift constraint and the one-speaker constraint through
managing their partner’s attention with embodied motion through an expressive object. The sec-
ond material has the potential of supporting ACs’ in addressing the relevance constraint and ritual
constraint which relate to the content and style of a conversation. This second material involves
machine learning and language technologies that have become a popular new material that com-
munication scientists wish to explore for AAC [137].

2.3.1 Motion through Expressive Robotic Objects
Commercial speech generating AAC systems are currently only customizable at the word selec-
tion and speech production levels, and they do not yet support augmentations that can increase
nonverbal communication. Nonverbal communication is key in helping regulate turn-taking, con-
vey personality, and execute actions that increase social agency [81]. Gaze, body orientation, and
pointing gestures are all examples of nonverbal communication that can support directing attention
to different speakers in a group conversation [144, 81] and are especially powerful in face-to-face
interactions. A shared physical environment allows the use of specific spatial cues such as refer-
encing an object or orienting the body or gaze towards a space of interest to help establish common
ground and joint attention [7].

One of the prominent qualities that makes robots unique as a technology material is their
embodiment in physical space. Robots can not only manipulate objects in space, but also ex-
press complex interactions through motion [28, 82, 1]. In Human-Robot Interaction (HRI), so-
cial robots have used motion to support people in a variety of related communication contexts
through nonverbal behavior. For example, researchers have used social robot gaze to facilitate
turn-taking [2, 106], and robot body gestures to mediate interpersonal conflict [68, 150]. Prior
work has explored the use of peripheral interactive objects as communication supporters in a
range of domains. One of the defining features of peripheral interfaces is that they exist primarily
in the background and are only called to the foreground when necessary—they are not themselves
interaction partners [72, 98]. In HRI, the notion of peripheral robots has also been explored. For
example, a peripheral robotic device that draws attention when the conversation between a roman-
tic couple becomes aggressive [68], one that shapes conversational dynamics in groups [150] or
accompanies text messaging [111] have been introduced. Peripheral and embodied devices have
also been suggested as socially assistive robots. Minimally expressive anthropomorphic robots
have been used to support autistic children’s communication [126] and to facilitate interaction
between people with dementia and caregivers [105].

Social robots have the quality of being able to take on a specific social role in a conversation,
such as an over-hearer [83] or a facilitator [101]. Prior work has suggested a metaphor of sidekicks
as a way to think about social robots [97] that support a “protagonist” by existing in the periphery
of attention and appearing only when needed.

In chapter 4, we leverage robots’ advantages of embodiment and motion for nonverbal com-
munication in the domain of AAC, to explore how social robots could be designed to support ACs’
nonverbal communication. We use the metaphor of “assistive sidekick” to explore robot designs
that support the AC, rather than function as independent agents. Using specific design parameters
uncovered, in collaboration with an AAC user, Mark, we built a functioning sidekick and evaluate
its use over two months. We describe this studies outcomes in Chapter 5.

2.3.2 Context Support through Language Technologies
Innovations related to language technologies in AAC systems include the use of word comple-
tion and word prediction, optimized dynamic keyboard designs, and the use of contextually aware
sentence and word generation. More recently there has been growing interest to additionally lever-

27



age large language models (LLMs) for phrase generation and abbreviation completion. Natural
Language Processing (NLP) strategies have been used in prior work to support ACs in accessing
relevant utterances and increasing their speaking rate [64].

Word prediction

The most widespread application of NLP in AAC commercial systems is the use of word comple-
tion and word prediction [64]. Statistical language models are used to rank words to present them
as possible candidates in current commercial AAC devices. Simple n-gram models are preferred
as they require less computational effort. N-gram models use the current letter sequence to predict
the most likely words that go next. Statistical models based on parts-of-speech are also used to
determine the most likely continuing words in a phrase.

Optimized Keyboards

Keyboards with optimized layouts have been designed to decrease fatigue by minimizing user
input effort, input errors and increasing text input rates. Keyboard designs are tightly connected to
the access method utilized by AAC users. For users who use scanning with a binary input switch,
researchers have proposed scanning techniques that blend statistical models with grid displays
that dynamically keep track of the user’s selection to minimize input [124]. Researchers have
also proposed dynamic keyboards with word and letter prediction that allow users to directly type
on a keyboard that updates itself, select predicted words, and use letter completion [132]. For
users who might not be able to select more than a few options due to screen real-state or motor
constraints designs have placed multiple characters on each key (i.e., a keypad with multiple letter
options per key [abc] [def]) and then used n-gram techniques to establish word probabilities used
for disambiguation.

Encoding techniques

Encoding techniques are used in high-tech AAC systems to improve speaking rates and facilitate
access to a large vocabulary. Encoding methods are language representations that use semantic
compaction, that is using specific symbol combinations to generate multiple words. For example,
a symbol for “juice” in combination with the symbol representing “verb” will indicate drink,
while “juice” plus “adjective” will indicate thirsty [6]. Other approaches known as Utterance-
based systems (UBS), link pragmatic features such as whether the user is talking about the past,
present, or future with a user’s goal and have demonstrated to increase a user’s speaking rate.
UBS has proven to increase users speaking rates by providing predictions according to the time
perspective the user chooses to speak in [153, 152]. Some results of our workshop also indicate
that attending to other pragmatic features such as identifying the communicative action of a user’s
intended utterance may improve word prediction algorithms.

2.3.3 Emerging Language Technologies for AAC
Recent advances in large language models (LLMs) point to a great opportunity to leverage LLMs
to support AAC communication. Nonetheless, we do not know how, in practice, AAC users could
benefit from these enhanced used of language models and how they would like to interact with
the models (give information, make selections in an interface) and how they would use them.
In this study, we showed design concepts that showcased a system using partner speech to have
conversations with participants about this idea, its usefulness and concerns around it.

Large Language Models (LLMs) are machine learning algorithms that can recognize, generate,
and transform human languages by having learned patterns from large text-based data sets. Recent
LLMs such as GPT-3 [25] have proven to learn from examples or text-based instructions known
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as prompts [74] to generate language in context. By carefully crafting the inputs given to the
model people can directly influence the output of a LLM by defining a desired task. LLMs have
previously been used to support accessibility use cases including generating speech for AAC users
[138, 27], and providing writing support for people with dyslexia [56].

This capability of understanding language to produce language makes LLMs a great resource
that could enable AAC users to produce responses that are detailed and grammatically correct by
only inputting a few words. Given a specific text-based instruction or example also known as
prompt, LLMs can return plausible continuation or response to the given prompt. For example,
prompt: give me some fruits that start with “A”, model: Apple, Apricots, Ananas. There are many
advantages to using prompts to retrieve customized output from a language model. Prompting
does not require pre-training or fine-tuning of a model which can be expensive and require access
to large amounts of data, which is a limitation in the AAC research field. Utilizing prompts as a
prototyping tool can enable quick explorations on the types of input and outputs needed for the
model to be most useful [74].

In chapter 7, we explore how prompting could support AAC users in their communication by
presenting them with different pre-made prompts that can be configured at different levels: the
type of context it uses, the type of input it requires from the user, and the task at hand (e.g., add
details to a reply, share background information, turn words into requests).

2.3.4 Augmenting Conversational Context Awareness in AAC
In addition to improving performance using linguistic predictions, context-aware AAC solutions
have been proposed to leverage context sources such as location [78], conversation partner word
completions [46], and more recently the use of large-language models that utilize additional con-
text such as a user’s persona, keywords, and conversational context to suggest relevant content to
an AAC user [138]. Using general dialogue data, some studies have shown substantial improve-
ments in word prediction when language models consider the partner’s speech in their predic-
tion [160, 138].

Being able to reply to a topic while is still relevant requires good timing something that is
challenging in AAC. Speaking rates for augmented communicators are slower than speakers who
use their voice and for this reason often ACs’ comments are often over a minute delayed making
them out-of-context and hard to interpret [125]. In chapter 3, I found that fast changing topics
produces missed opportunities for ACs to participate as they decide to erase comments after other
conversation participants have changed the conversation topic [157]. Conversation partners can
introduce new topics when talking to a third party while an AC is typing. Nonetheless, close
conversation partners (CCPs) can also help in contextualizing a comment made by an AC after
a topic has passed by asking follow-up questions to the AC that can help clarify their intended
message. We identified these clarifying questions a CCP made to an AC as types of rituals that
could support conversational agency by facilitating understanding at a lower cost to the AC [157].
CCPs also increased ACs participation through rituals involving asking ACs permission to answer
a question, asking the AC to clarify information, and orienting their bodies towards the AC to
ensure their participation.

Incorporating rituals into the design of AAC interfaces could be done by using NLP methods
that can monitor the content of a conversation and enable different types of support as needs arise.
For example having a list of interactive talking points to guide unfamiliar partners to learn how to
better ask clarifying questions to an AC instead of guessing what they meant to say could better
support AC agency in conversation. Additionally, the problem of talking ”out-of-context” is tied
to not being able to find the relevant reference the AC is addressing. The relevance constraint
states that a new contribution to a conversation will be interpreted as a response to the most recent
prior contribution. In AAC new contributions are not always connected to the most recent utter-
ances. NLP techniques could augment AAC interactions by facilitating different ways in which
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conversation participants could find the relevant context an AC is speaking to. This context sup-
port could take many forms such as audio excerpts, visuals showing key noun phrases, or tracking
agency metrics automatically in a conversation in order to inform participants to be mindful of
AC’s speaking turns. NLP techniques could also help a system identify the most relevant context
and suggest it to either the partner, to all speakers or to the AC to remind others about the intended
context of an AC’s utterance.

Using contextual information derived from a user’s location, discourse genre, conversational
topic, time of day and information from their conversational partner can be a powerful tool to
improve expressive communication in AAC. In 2008, Wisenburn et al. designed and tested Con-
verser, a program that used speaking partner’s speech to predict contextually appropriate utter-
ances for an AC [166]. Converser used speech recognition and a parser that posted noun phrases
on an optimized AAC keyboard. The authors tested the system with dyads of non-augmented
communicators [167] but did not find an improvement of speaking rate for augmented communi-
cators. In 2018 Fried-Oken et al. continued exploring how word prediction could increase AC’s
speaking rate by leveraging a statistical language model, the communicator’s recent vocabulary,
and content suggestions from their conversational partner via a partner application named Smart-
Predict [49]. SmartPredict made it easier for ACs to access desired information but there is no
knowledge as to how the application supports conversational agency. Research has explored using
location relevant words to suggest vocabulary by leveraging location tracking systems [26], camera
information [78], photographs [48], or geographically tagged language in a personal device [112].
NLP could further enhance these systems by searching, retrieving and displaying the most relevant
words according to additional contextual information such as the conversational topic.

The type of discourse (e.g., description, narrative, expository, etc), the topic of a conversation,
and even the dialogue acts (e.g., statement, opinion, agreement) can be identified by syntactic,
grammatical, and semantic features in a text to support AAC-mediated communication. Topic-
informed predictions have shown to save keystrokes in machine simulations of AAC systems [84].
Complementing topic-based predictions with web-based searchers using internet crawlers has also
demonstrated keystroke savings for AAC systems [89]. Most recently, NLP researchers have been
interested in exploring dialogue act classification for AAC [115]. Dialogue act classification in-
volves identifying specific parts of speech such as “question”, “opinion”, or “open-ended state-
ment” in a conversation. Dialogue act classification could enable smart phrase recommendations
that could support ACs in speaking to a conversation topic in a timely manner, thus addressing
the relevance constraint. Early explorations to develop dialogue act classification models for AAC
have encountered challenges related to a lack of AAC conversation datasets and appropriately
annotated data tags.

In Chapter 8 we introduce COMPA, a system that incorporates different types of contextual
grounding strategies such as highlighting and alerting a communication partner about the current
conversation portion an AAC user might be composing a message about. COMPA also integrates
a large language models that provides starter phrases as suggestions that can help re-introduce a
past topic into conversation.

2.4 Design Frameworks in Accessibility Research
Frameworks can provide a supporting structure for thinking about and doing research [96]. Frame-
works in HCI and accessibility research often draw from theory to expand and propose new lenses
through which we can approach research and design.

An influential frame, Value Sensitive Design, draws on moral epistemology to propose a prin-
cipled approach to design that centers and maintains human values related to welfare, rights, and
justice [51]. Value Sensitive Design argues that both social and the technical aspects of technology
need to be considered. This dissertation builds on Value Sensitive Design’s commitment to ground
the design process of technology through conceptual, empirical, and technical investigations with
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a commitment to human values, specifically agency.
In accessibility research, recent frameworks draw from critical disability studies to better in-

form how assistive technologies can center the lived experiences of people with disabilities [100].
Mankoff et al. make a case for how the field of assistive technology can be reframed in the light
of disability studies by enabling developers to not focus only on the “technical merit of solving
observable problems’ but to reflect and consider “the interplay of issues at work and acknowledge
that there may not even be a “right” problem to tackle or a “right” approach to take.

The interdependence frame [9] draws from Disability Studies and popular media contributed
by contemporary disability justice activists to expand influential approaches to assistive technol-
ogy design such as Ability-Based Design [168]. While Ability-Based Design calls for adaptive
user interfaces, taking an Interdependence lens highlighted the need to include considerations of
the relationships people have with their disabilities, their devices, and other people. Similarly,
by taking perspectives from disability studies into design practice, prior work has highlighted the
importance of understanding disabled users’ stories and rich accounts to recognize the knowledge
and labor disabled users already have expended [10].

The Agency in AAC design frame presented in this dissertation takes inspiration on the Inter-
dependence frame and lays its foundation on literature from sociology which describes agency as
being socially distributed [42]. In this way, this dissertation approaches the design process of ac-
cessible technologies with a socio-technical perspective. Additionally, the agency in AAC frame-
work presented in this dissertation is based on Conversational Analysis (CA), the micro-analytic
study of social interaction [58, 131]. CA describes and studies how conversation progresses, and
this dissertation utilizes these methods to understand how AAC and non-AAC users carry out their
conversation and how they structure it according to the systematic rules of turn-taking and other
social and contextual factors.
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Part I

Agency as a Design Framework
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Chapter 3

Conversational Agency in AAC

Figure 3.1: Conversational constraints (e.g., who can speak, who can be addressed), the
task at hand, the relationship with other speakers, and the device being used can all impact
the expression of an augmented communicator’s (AC) agency in conversation.

3.1 Overview
As a first step towards making communication possible and efficient, designers and researchers
of AAC have focused on improving device throughput, for example via text prediction [167],
and vocabulary sorting [5, 78], and improving expressivity, with awareness displays [146] and
customizable voices [45, 104, 121]. Research from communication science has focused on in-
creasing communicative competence of ACs [90, 92]. Other researchers have recognized social
factors including the role of communication partners in how an AC communicates [46]. Recent
AAC research has started to take a critical view of how AAC technology mediates communica-
tion [70], but there is still no model of how constraints specific to AAC impact the expression of
agency in AAC in-person interactions. Prior work has not yet determined how different types of
conversational partners impact an AC’s agency.

In this work, we introduce using conversational agency as a frame to study AAC user’s expe-
riences in conversation. We specifically consider Gibson’s definition from sociology [54], which
explains that individuals can exercise agency when conversational constraints loosen enough for
them to contribute to the conversation. These conversational constraints include when a person
can speak, whom they can address, what can be said, and what can be expected from others by
way of cooperation. The four conversational constraints are summarized in Table 3.1). Gibson
also distinguishes two types of agency. Technical agency, is exercised when individuals contribute
to the conversation (Figure 3.2). As individuals express technical agency by participating they can
then advance their objectives in conversation, which he identifies as colloquial agency.
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Figure 3.2: Conversational, task, relationship and device constraints can change the path-
ways for communication (arrows) between AC, CCPs and a third party (TP) and the effort,
or cost, required to communicate along the pathways (arrow thickness). For example,
time-sensitive conversational constraints (e.g., replying fast while it is still relevant) can
encourage communication along the lowest cost paths (lower width arrows) encouraging
communication via their CCP rather than direct AC to TP communication. When this
delegated technical agency enables the realization of goals for ACs we call it Colloquial
Agency.

Constraints Governs Contributing factors

One speaker Current speaker Time to start speaking
Participation shift Next speaker Addressing next speaker (e.g. by gaze, name, topic)
Relevance Topic of contribution Time spent speaking without pause
Ritual Type of contribution Previous speech act (e.g. question)

Table 3.1: We summarize the four conversational constraints that impact agency accord-
ing to Gibson, what governs the constraint, and factors that contribute to the constraint
application.

In addition to conversational constraints, we also consider constraints that are particularly rel-
evant in the case of AAC communication and task-oriented dialogue (Figure 3.1): relationship
with a communication partner (e.g., years knowing each other, comfort, previous communication
experience), device properties (e.g., throughput, input type, vocabulary, feedback type), and task
constraints (e.g., communication channel available, output type, information owner). We are inter-
ested in understanding how ACs exercise conversational agency in the face of unique constraints
such as the device they use, their relationship with the people they are talking with, the task at
hand and the general conversational constraints explained by Gibson (Figure 3.1).

To address this, we carried out an observational study with ACs and their close conversational
partners (CCPs). CCPs such as parents and paid aides, who have caregiving roles, often support
ACs by facilitating conversations with others [15]. We consider scenarios in which there is an
unfamiliar third party (TP) to study how CCPs facilitate the conversation between the AC and
the third party, and how this impacts the ACs’ agency. Our findings show that CCPs support
ACs’ agency by supporting communication with third parties. CCPs also increase the amount of
information exchanged on behalf of the AC at a lower cost to the AC through explanations and
by breaking down complex questions into yes/no questions. But, such explanations and narrow
questions can lead to a reduced set of AC responses, and missed opportunities for AC to participate.
In this paper, we contribute an empirical understanding of agency in AAC and conclude with ideas
on how future designs can consider CCP participation while facilitating ACs’ to exercise their
agency in conversation.
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3.2 Method
To study the participation of close conversational partners (CCPs) to understand how to facili-
tate augmented communicators (ACs) to exercise their agency we address the following research
questions: RQ1: How do conversational, relationship, device and task constraints impact CCPs’
participation? RQ2: How does CCPs’ participation impact ACs’ agency? and RQ3: When does
technical agency impact colloquial agency?

Figure 3.3: Study setup. The CCP (left), the AC (middle) and the experimenter(right) sit
at a round table. A scene camera captures this image, a camera behind the AC captures
activity on the AAC device, and a camera mounted on the AC’s wheelchair captures AC’s
facial expressions.

3.2.1 Tasks
We use three tasks to investigate how factors such as potential to speak (e.g., who holds the knowl-
edge in the conversation, and who are the active participants) and goals (e.g., an answer to a ques-
tion, versus a creative decision) impact ACs’ technical and colloquial agency when working with a
CCP. We include the participation of a third-party (TP), who is an unfamiliar conversation partner
to the AC (experimenter) to analyze differences due to the relationship constraint (Figure 3.3).
The TP has experience communicating with ACs but not the particular participants. The TP holds
a relationship similar to the description of partners in the fourth circle (e.g., workers who com-
municate with ACs as part of their profession) and the fifth circle (e.g., people ACs have not met
before) in Blackstone’s Circles of Communication Partners [15].

Interview task

We conducted experimenter-led semi-structured interviews with each AC and CCP pair in order
to 1) investigate AC technical agency in a structured conversation assisted by a CCP, and 2) gather
background information about the AAC device and the AC-CCP pair. The experimenter asked
all questions directly to the AC. Questions were about the device and the ACs’ experience with it.
These are topics in which the AC and CCP could potentially both know the answers, so they shared
the same potential to respond (Figure 3.4, far left). The experimenter addresses all questions
directly to the AC, to control the participation shift constraint and evaluate if this helped the AC
secure turns and participate more. We expected the interview to encourage open conversation to
answer RQ1.
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Figure 3.4: The interview task mirrors open conversation except that the third party only
directly addresses the AC (missing arrow between the third party and CCP) and only the
AC and CCP share knowledge to answer the interview questions (small blue dots). In the
first map task condition (C1), the AC and the third party can see the correct route (small
blue dots) and the AC must communicate to the CCP what to draw on the map. In the
second map condition, the AC and CCP share the correct route and must tell the third
party what to draw on the map. In the craft task, the AC generates ideas for their craft
which is largely constructed by the CCP (the third party does not participate).

Map task

Inspired by prior work [66, 63] that used maps to examine how ACs and their partners achieve
common ground, we investigated how CCP-AC partnerships differ from TP-AC partnerships when
working together to complete a map. For this task the AC has access to a map displaying a route
between landmarks and must direct another person (either CCP or TP) to draw the given route on
their blank map.

In condition one (map C1), the TP acts as an assistive partner who can also see the map and
the CCP is the follower who has the blank map (Figure 3.4, second from left). In map condition
two (map C2), the CCP is the assistive partner and the TP is the follower (Figure 3.4, second
from right). We use the map task to answer RQ1 and RQ2 and also explore RQ3 to understand
what type of interactions contributed to the AC being able to successfully communicate the map’s
route (technical agency) and their partner drawing it correctly on the map (colloquial agency).
Higginbotham et al. [66, 63] found that CCP often set rules or strategies to solve the map task
in an efficient way, so we hypothesize the setting of rules or strategies as a potential action from
CCPs that can impact ACs’ expression of agency. We also expect to see different interaction
patterns when there is mainly AC-to-CCP communication (condition 1), as opposed to AC-to-TP
communication (condition 2).

Craft task

To further explore RQ3, we designed a craft task in which the AC and CCP collaborated to design
an image collage (Figure 3.4, far right). The TP did not participate in this task. Similar to the map
task, we designed a craft task to explore how AC and CCP collaboration supports the translation
of ideas expressed by the AC (technical agency) to design decisions on the final collage artifact
(colloquial agency). The craft task involves choices based on preference rather than a single
correct route as in the map task. In this activity, the AC holds the knowledge of their creative
choices, while the CCP can physically explore the materials available and physically creates the
final artifact through delegated agency.

3.2.2 Operationalizing Agency
We used quantitative video coding analysis to develop both overall and task-specific metrics for
technical agency, colloquial agency and CCP participation to address our research questions. We
considered the amount of conversational contributions made by CCPs and ACs and classified them
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with specific communicative function types as in [31, 91]. To address RQ3, we also examined
the resulting artifacts of the map and craft task to evaluate how participation (technical agency)
impacted the map or craft (colloquial agency).

To measure conversational contributions we first annotated the start and end of each participa-
tion event in the videos (e.g., the CCP speaks to give an explanation, the AC gestures to confirm).
Then, each participation event was labelled with an ID (e.g., CCP, AC, third party), the form of the
interaction(e.g., speaking, gesturing, vocalizing), and the type of communicative function (e.g.,
giving an explanation, confirming information). We selected communicative functions labels spe-
cific to our research questions (see supplemental material for full guide) and only labelled actions,
gestures and vocalization that served a communicative function as in [31]. Two coders watched
all of the videos. We determined inter-rater reliability from a sample of 25% of video data coded
independently by two coders. We sampled each 0.5 second, and achieved a Cohen’s Kappa of 0.87
overall communicative functions labels for all participation events. Videos were transcribed and
time-marked to capture sequences of utterances and turns.

AC technical agency

We measured occurrences of AC’s technical agency as individual contributions to the conversa-
tion through speech, gestures, and vocalizations. Through all tasks, we consider the length and
number of conversational turns taken in each modality. In the interview, we separately consid-
ered technical agency (whether an AC gives an explanation or a yes/no answer to a question), and
delegated technical agency (CCP answers the question with AC’s permission). We do this by iden-
tifying specific AC communicative functions such as: requesting help (RH) or time (RT), giving
an explanation (E), granting/denying permission (GP/DP), and confirming/denying information
the CCP has said, other than a permission request (COI/NOI). In the map tasks, we considered the
number of strategies explicitly stated by the CCP and the AC to solve the task. In the craft task,
we considered the total number of ideas proposed by the CCP and the AC.

AC colloquial agency

We examined the resulting maps routes and collage elements as a proxy for colloquial agency
(achieving individual objectives). For the map task, we considered the number of accurate and
inaccurate landmarks on the final map. For the craft task, we considered each element in the
collage, examining who proposed the element (e.g., CCP or AC) and who agreed to the idea of
including the element (e.g., none, CCP, or AC).

CCP participation

For all tasks, we related CCP participation to the AC’s participation (technical agency) by cal-
culating similar metrics to those calculated for the AC: number of conversational turns, amount
of speaking time per task, number of strategies stated in the map task and number of ideas con-
tributed during craft task. In addition to this, we annotated specific types of CCP participation
by communicative function: asking permission to explain (P), giving an explanation (E), lending
assistance (A) such as conversational repair and physical assistance through actions, and asking
clarifying questions (QC) to the AC.

3.2.3 Participants and data collection
We recruited 8 participants: 4 expert augmented communicators (ACs) with cerebral palsy and
their corresponding close conversational partners (CCPs) (Table 3.2). We call ACs expert AAC
users as they have been using AAC devices for more than 10 years, on a daily basis. In addition to
their device, AC participants also used nonspeech vocalizations (e.g., grunting) and facial gestures
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Table 3.2: Our eight study participants, four augmented communicators (ACs) and their corre-
sponding close conversation partners (CCPs). Using our transcripts, we calculated the throughput
or total words spoken over minutes typing (WPM) for each AC.

ID Age Gender Years
using
AAC;
current
device

WPM AAC Device Setup Partner

AC1 23 M 19; 10 2.65 Tobii Dynavox
Maestro; head-
controlled switch,
scanning access;
phrase-level voice
output

Mother
(CCP1)

AC2 38 F 32; 1.5 8.94 Tobii Dynavox
i-12; wheelchair
joystick, direct ac-
cess; phrase-level
voice output

Father
(CCP2)

AC3 50 M 35; 1.5 7.03 Accent 1000; head
tracker, direct
access; utterance-
level voice output

Paid aide
for 0.7 yrs
(CCP3)

AC4 50 F 33; 23 22.24 DeltaTalker; head-
mounted pointer,
direct access;
utterance-level
voice output

Paid aide
for 4 yrs
(CCP4)

(e.g., blinks, smiles and eye-contact) to communicate. All ACs had closed fists and high spasticity.
AC1 and AC4 had hand restrains while AC2 and AC3 used arm gestures. We collected audio and
video recordings from three video cameras to capture all tasks: 1) a camera placed at a distance
to capture the entire scene including all participants, 2) a camera placed behind the AC to capture
the AAC device’s screen, and 3) a small GoPro camera in front of the AC (either on the AC’s
wheelchair mount or on the table in front of the AC) to capture facial expressions.

3.2.4 Procedure
An experimenter (the first author) first conducted semi-structured interviews with participant pairs,
directing all questions to the AC with the CCP present. Interviews took between 35 and 55 minutes
to complete including rest breaks. A complete list of interview questions and study materials is in
the supplementary material. We then gave participants a limited amount of time (µ=12 minutes) to
complete each of the two map task conditions, and we counterbalanced the order of the conditions
between participants. To select maps for each pair, We used two randomly selected maps from
the HRCR map corpus1. We edited these maps to include large font and minimal graphics, and
provided them to the participants on paper. After the map task, participants spent 12-18 minutes
completing the craft task. We provided participant pairs with materials to create a collage craft that

1http://groups.inf.ed.ac.uk/maptask/maptasknxt.html
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included construction paper, magazines, writing utensils, stickers, scissors, tape and glue. Pairs
could make a collage either: 1) for a loved one to give as a gift, or 2) about a place they wanted to
visit on vacation. We invited each pair to take home their collage. At the end of the study we asked
each pair a series of debrief questions together, and then a different set of questions to each AC
and CCP individually (without the other present). With both participants present, we asked about
likes, dislikes and challenges encountered during study tasks. To the AC and the CCP individually,
we asked about strategies and challenges experienced while communicating with their partner and
with others outside of the study.

3.2.5 Study Limitations
Our study required in-depth qualitative work to observe behaviors and social conversation in a con-
strained environment. Despite potential observation effects, we observed meaningful differences
across tasks on the way participants behaved. Our study investigates specific partner configura-
tions as described in Figure 3.4. These are examples of possible partner configurations but do not
encompass all possible conversation scenarios. There are still many other types of AC to CCP
relationships that may impact agency and need to be investigated (e.g., “friend-tendants” or col-
leagues). The inclusion of the TP who is familiar with AAC but did not know the participants
previously resembles the scenario of an AC who meets a professional for the first time and is
accompanied by their CCP.

3.3 Results: Constraints and Participation
Our first research question asked: How do conversational, relationship, device, and task con-
straints impact CCP participation? Conversational constraints regulated CCP participation by
balancing turns and enabling topic dominance through long contributions. CCPs who were par-
ents to the AC participated much more than paid aides across all tasks. ACs using devices with
lower WPM experienced more CCP participation. The task goals and the access to the information
needed to complete the task also impacted CCP participation.

3.3.1 Effect of Conversational Constraints on Participation
CCPs participated less when the third party directly addressed the AC in the interview task and
participated more in subsequent turns (participation shift constraint). CCPs also balanced their
own explanations by asking clarifying questions or asking for permission before answering or
expanding on a question on behalf of the AC (ritual constraint) engaging in a collaborative sharing
of information. Long turns by the CCPs, often during AC typing, impacted ACs’ opportunity to
make relevant contributions (relevance constraint). CCP participation lowered when the AC took
more turns and longer turns and used utterance-level voice output that allowed the AC to hold the
floor while typing (one-speaker constraint).

Participation shift constraint

The participation shift constraint states that an individual has more opportunities to contribute
when addressed directly by the current speaker. Conforming to this constraint, the AC spoke more
often relative to the CCP when directly addressed by the third party (Figure 3.5). When CCPs
participated in subsequent turns after the AC took the first turn, CCPs expanded on ACs’ responses
by (1) giving an explanation of the ACs’ response to provide context (with or without permission),
and (2) asking the AC a follow up question to achieve clarity. During such explanations, CCPs
often expanded on ACs’ yes/no responses to the third party:
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tp: Do you use your device for social media?
ac2: No
ccp2: Yes and no . . . We just don’t do it at the moment . . .

The CCP most often responded first to the third party when the AC struggled to answer the
question. For example, after one of the interview questions CCP2 asked for permission to respond
on behalf of AC2 after noticing she was stuck on a page on her device and was taking a long time
to answer the question. As the duration of the interview increased, the participation shift constraint
loosened, participation shifted to and from all directions (CCP to TP, CCP to AC, AC to CCP), and
the CCP spoke more often. The only exception was CCP4 who only contributed to clarify AC4’s
device pronunciation.

Figure 3.5: Overall, ACs contributed a higher percentage of turns immediately after they
were addressed by the third party (F). CCPs in pairs 1 and 2, contributed a higher percent-
age of the time in subsequent turns (S).

Figure 3.6: When CCPs took a turn during the interview, they most often gave explana-
tions (E). CCPs also asked questions for confirmation by the AC (QC) and asked permis-
sion before providing explanations (P).

Ritual constraint

The ritual constraint suggests that participants regulate the conversation to maintain a positive so-
cial standing (e.g., by involving a new speaker, answering a speaker’s question, or filling silence).
CCPs upheld the ritual constraint by providing direct explanations (E) which served to answer
questions and fill silences. They also upheld the ritual constraint by asking permission before giv-
ing an explanation (P) and by asking clarifying questions (QC), which served to involve the AC
(Figure 3.6). ACs reciprocated clarifying questions with a simple confirmation or denial of the
information if they were the next to speak:
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tp: Is there any other device that you use for communication in general or for computer
access?

ac1: Yes.
ccp1: To use the device as a computer, is that what you are thinking?
ac1: [Blinks once to say “no.”]
ccp1: . . . Or are you thinking about the iPad? The one I am thinking of . . .
ac1: Low-tech.
ccp1: Oh there is low-tech. Oh my gosh, thank you!

When CCPs asked for permission, they did not necessarily wait for permission to be granted
by the AC. For instance, AC1 only granted permission on 4 of the 8 occasions when CCP1 asked
(Figures 3.6 and 3.7). CCPs also provided a portion of their explanations while the AC was
typing (CCP1, CCP2, and CCP3 gave 50%, 47% and 12% of their explanations during typing
respectively; CCP4 did not give any explanation).

Figure 3.7: When ACs took a turn during the interview, they most often gave explanations
(E). Other turns were spent confirming (COI) or denying (NOI) information given by the
CCP, granting permission (GP) to CCPs to provide explanation, requesting help (RH) and
requesting time (RT). ACs in P1 and P2 explained in less than 60% of turns, while ACs
in P3 and P4 explained in more than 90% of turns.

Relevance constraint

As CCP participation increased in subsequent turns, conversation topics moved quickly and the
time window ACs had to respond shrank, tightening the relevance constraint. In consequence,
when ACs finished typing something they wanted to say, they had to choose to either erase it,
or to say it even if this required making an off-topic comment. For example, on two occasions,
AC1 typed a relevant answer but then erased it as the conversation continued and the comment
lost relevance, all while CCP1 was speaking. The first time AC1 erased his contribution, the CCP
was giving a long explanation (1.8 minutes). The second time, AC1 erased a contribution after the
third party asked a second question and CCP1 replied to it with an explanation that took about a
minute:

tp: For how long have you been using the Series 5?
ccp1: Yeah for how long. . . Do you know?
ac1: [Gestures no by blinking once, begins typing.]
ccp1: I am going to say like ten years . . . he is actually been using a device for 19 years

. . . [continues explaining for a long time]
tp: Do you use your device every day?
ac1: [Erases message typed, unintelligible.] Can you hold on a minute, please?
tp: Yes.
ac1: Every day.
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On two other occasions, AC1 and AC2 contributed off-topic comments to the conversation.
In one instance, CCP1 was trying to remember the name of old hardware that AC1 had used.
CCP1 eventually changed the topic. After nearly two minutes, AC1 spoke the hardware’s name.
CCP1 was taken by surprise. The second off-topic comment also occurred after a long explanation
by CCP2, that had caused the topic to move on. In contrast, CCP3 and CCP4 spent less time
explaining and offered explanations less often, and neither AC3 or AC4 experienced off-topic or
erased comments.

One speaker constraint

Talking over ACs’ speech utterances as they are being formed is a violation of the one speaker
constraint. Participants with utterance-level speech (AC3, AC4) engaged in more open-ended
participation, providing more explanations during the interview (Figure 3.7) than participants with
phrase-level speech (AC1, AC2). AC3 and AC4 were able to participate more (Figure 3.8) and
were less likely to be interrupted.
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Figure 3.8: Percentage of turns taken by the AC and CCP per task for each participant
pair.

3.3.2 Effect of Relationship Constraints on Participation
CCPs who are parents to the AC and therefore lifelong CCPs (CCP1, CCP2) participated more
often across all tasks (Figure 3.8). In the interview, parents took speaking turns to provide ex-
planations and ask for permission before explaining (Figure 3.6), while paid aides (CCP3, CCP4)
participated primarily to clarify ACs’ contributions and speech. In the map task, lifelong partners
and aids participated relatively equally. In the crafts task, lifelong partners participated more and
contributed more craft ideas (Table 3.3), while paid aides took comparatively fewer turns relative
to ACs.

Across all tasks, ACs interacting with lifelong CCPs also used gestures and vocalizations
to communicate more often than ACs interacting with paid aides (Figure 3.9). In one instance,
during an explanation about word pronunciation by CCP1, AC1 communicated with a glance to
the CCP. In response, CCP1 immediately chuckled, saying “alright, I will stop talking now”. In
another instance, when the third party asked AC2 an interview question, AC2 extended her hands
to her father, CCP2, who immediately responded by holding her hands and answering the question.
Unlike paid aides, lifelong CCPs occasionally interacted directly with the AAC device by directly
operating the device to complete a word (CCP1) or moving the device to one side to allow the AC
more room to color and choose materials in the craft task (CCP2).
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Figure 3.9: Modes of communication used by AC per task

3.3.3 Effect of Task Constraints on Participation
Access to information needed to complete each task, the task’s goals, and the communication
partners’ roles all impacted CCP participation. All participants completed all tasks except for
pair 2, who did not complete either map condition by decision of AC2, who found the task very
challenging.

Access to task-relevant information

CCPs contributed substantive explanations and ideas when they had access to information relevant
for the task. In the interview task, CCP1 and CCP2 (lifelong CCPs) contributed more explanations
based on their knowledge of the AC’s experiences (Figure 3.6). In the craft task, CCP1 and CCP2
knew the recipients of their collages, and as a result suggested more ideas than CCP3 and CCP4
(Table 3.3).

In contrast, when ACs uniquely held the information required to complete the task, like in
the map C1 and craft tasks (the route to the map and their creative ideas, respectively), all CCPs,
except CCP2, participated more often by actively retrieving information from ACs (Figure 3.8). In
particular, CCPs asked yes/no, short answer, and follow-up questions to try and retrieve informa-
tion quickly (e.g., “what is the first letter of the next location?”, “what should we do?” and “how
about this picture of the beach?”).

Task goals

Under the pressure of the time-constrained, goal-oriented map tasks, CCPs participated less often
than in the more time-flexible, open-ended craft task (Figure 3.8). In the map task, CCPs proposed
many strategies and quickly settled on a strategy once they found a successful approach (CCP1,
CCP2, CCP3, and CCP4 proposed 7, 4, 3, and 9 strategies respectively across both conditions).
ACs participated by stating directions in the map task, but ACs infrequently suggested strategies
(only AC2 and AC4 proposed one strategy each over both conditions). Although CCP suggested
strategies intended to make the task easier (“you don’t have to give me the whole word . . . just
give me a couple letters”), the strategies limited the ways that ACs could carry out the task. For
instance, CCP1 suggested AC1 type the first letter of each landmark and CCP1 would type the
rest. But when AC1 typed the letter “f,” CCP1 mistakenly completed the word “finish” twice, even
though AC1 tried erasing and spelling another word, “Flag ship,” which was the last landmark on
the route. The strategy set by CCP1 prevailed and it was challenging for AC1 to correct it. In the
collaborative craft task, CCPs took more turns relative to ACs to suggest multiple ideas for the
crafts, allowing ACs more options before settling on a solution.
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Communication Partners’ roles

CCPs provided assistance more frequently when performing tasks that required primarily AC-
to-TP communication compared to when performing tasks that required primarily AC-to-CCP
communication (Figure 3.4). For the interview and map C2 task, which mainly required AC-to-
TP communication, the CCP frequently assisted and repaired communication between the AC and
the third party by clarifying device errors and pronunciations (in the interview) and groundings (in
the map). During the interview, CCPs provided 18, 17, 11, and 3 clarifications respectively. During
map C2, CCPs grounded the conversation by questioning the TP to check if they understood the
AC’s communication (e.g., “do you have that landmark?”, “yeah, he blinked twice, that is a no,”
“she is typing”). In the craft and map C1 tasks, which required AC-to-CCP communication, ACs
used gestures and vocalizations more often than in tasks that required AC-to-TP communication
(Figure 3.9).

Guide map Follower map Pair 1 Pair 2 Pair 3 Pair 4

Figure 3.10: Example materials for the map and craft task. For the map task, we show an
example guide map with route information (visible by AC) and follower map (visible by
CCP or third party) that shows only the starting point, requiring the follower to draw the
rest of the information (displayed in pen). For the craft task, we show the collages pro-
duced by each participant pair. Names that appear on collages are the intended receivers.

3.3.4 Effect of Device Constraints on Participation
Properties of the AAC device (e.g., throughput and input type) impacted AC and CCP participa-
tion. AC1, AC2, and AC3, who experienced lower device throughput (Table 3.2), displayed high
ratios of CCP-to-AC participation (Figure 3.8) compared to AC4 who experienced the highest de-
vice throughput. While CCP1, CCP2, and CCP3 gave explanations in the interview (Figure 3.6),
CCP4 participated only 3 times to clarify device pronunciation. AC4 also managed the conversa-
tion (e.g., “oh, let me think about that,” “did I answer your question?”) and elaborated more on her
answers compared to other ACs. On the other hand, CCP1 facilitated abbreviated communication
by AC1, who had the lowest WPM, by requesting that the AC type individual letters instead of full
words in the map task.

3.4 Results: Participation and Technical Agency
Our second research question asked: How does CCPs’ participation impact ACs’ technical agency?
We identified that CCP participation: 1) supported AC contributions by creating multi-modal com-
munication channels, 2) increased information exchanged at a lower cost via delegated agency, but
also 3) reduced AC contributions through missed opportunities.

3.4.1 Supporting Independent AC’s Communication
CCPs facilitated communication with third parties by knowing how to interpret their AC partner’s
unique communication characteristics. For example, CCPs assisted in repairing misunderstand-
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ings by clarifying AAC device pronunciation, informed the third party about the AC’s status when
there was a device error, and let the third party know what AC gestures or nonverbal behaviors
meant. CCP attributes (e.g., previous experience, relationship) enabled this process. Thus, the
presence of a close conversation partner opens new communication paths for the AC and extends
their communication possibilities beyond the AAC device. Physically, CCPs also enable otherwise
challenging tasks (e.g., bringing maps closer for ACs to see, or moving crafting materials closer
for ACs to draw with) to support independent AC contributions. Outside of the study, CCPs can
encourage third parties to elicit AC contributions, as mentioned during the debrief interviews:

“One of the things I do to help with that is by turning my body towards him, so
that they are not relating to me but they are relating to him. I am helping orient the
conversation towards him.” – CCP1

3.4.2 Increasing Information Exchanged
CCPs can increase information being shared in a conversation with a third party by expanding
on information previously provided by the AC with permission from the AC (delegated technical
agency) or by directly answering questions and confirming the information with the AC after-
wards:

“I would ask him, would you like me to explain that more? . . . but if he would like to
say it himself he could continue but I will usually will help him when I know there
is more to something.” – CCP1

The latter strategy facilitates confirmation or correction of the information by the AC, but it
may leave less room for independent AC explanations as there is no time allowed for the AC to
directly answer or frame their response as they desire. ACs confirm that outside of the study,
CCPs often anticipate what the AC will say by guessing (AC1, AC3, AC4), or by looking directly
at the device (AC4). But at the same time, one AC reported that such guessing is “useful 50%
of the time” and AC4 reported that while she does not prefer over-the-shoulder reading it can be
occasionally useful:

“[At] church, it’s often times noisy so in that case I don’t mind if a person looks on
my display. . . . I would rather be understood than them hearing me.” – AC4

AC4 mentioned that whether she liked other people guessing varied depending on how she
was feeling:

“It varies. If I am on edge I do not appreciate people anticipating my words. I can
and I want to articulate myself and my way. But that isn’t me very much. I am pretty
easy going.” - AC4

When ACs were asked for ideas of what CCPs could do instead of guessing, AC1 explained:
“I am not sure - because they can’t read my mind. But if it is something I usually need, it is
useful.” AC3 said he preferred guessing when using headspelling, in which his CCP would guess
as he spelled letters using his head.

3.4.3 Creating Missed Opportunities
Though CCPs aim to increase information exchange and lower the cost of expression for ACs,
their actions can actually reduce ACs’ technical agency by creating “missed opportunities” to
contribute. For example, ACs occasionally erased what they started to type or were required to
provide short answers. CCPs’ lengthy explanations to interview questions introduce new topics
and information that tighten the relevance constraint and reduced the time ACs have to contribute.
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In addition, “guesses” that are phrased as questions meant to anticipate what the AC is thinking
can facilitate information exchange at a lower cost (through a yes/no confirmation) if the CCP’s
guess is right, but can also reduce ACs’ technical agency by limiting their contribution to short
answers. These guesses can introduce new ideas that can be hard to repair if they differ from what
the AC really wanted to say.

3.5 Results: From Technical to Colloquial Agency
Our third research question asked: When does technical agency impact colloquial agency? In
other words, how does participating in conversation translate to successfully advancing goals?
We found that collaboration and agreement between partners is necessary for technical agency to
translate into colloquial agency.

In the map task, ACs could express technical agency by selecting a strategy to describe the
map route and by contributing detailed directions. Among ACs, only AC4 expressed technical
agency by deciding on the strategy:

ccp4: I say divide the paper left and right . . .
tp: I see the start point on my map, where should I go from there?
ac4: [CCP4], I think you are confusing [experimenter].
ac4: I would go to the g-r-a-v-e-y-a-r-d.

Additionally, AC4 would not only say the landmark’s name (as other ACs did) but also fol-
lowed up to ask where the landmark was located with respect to others. As a result, pair 4 had no
inaccurate landmarks, a successful translation of technical agency to colloquial agency.

In pairs other than P4, AC technical and colloquial agency were limited. In these cases, CCPs
proposed the strategy used to complete the final map, reducing ACs’ technical agency. Their final
maps contained inaccurate landmarks, mostly due to misunderstandings of what landmark the AC
was referring to, which was the result of errors in grounding or mutual understanding. These
inaccurate landmarks represent a failure of AC colloquial agency, because they were unable to
advance their objectives (identifying landmarks) in the task.

Table 3.3: Collage elements in the final craft that were proposed by the AC, proposed by
the CCP and agreed to by the AC, or proposed by the CCP and included in the artifact
without explicit agreement from the AC.

P1 P2 P3 P4

Total # of ideas proposed by AC 1 6 4 4
Total # of ideas proposed by CCP 16 16 4 10
# collage elements proposed by AC 1 6 4 4
# collage elements proposed by CCP with AC agreement 4 4 3 3
# collage elements proposed by CCP without AC agreement 2 0 1 1

In contrast, in the craft task, ACs achieved colloquial agency by providing ideas that made
it into the craft. All of the ideas proposed by ACs appeared on the final collages, while only
37.5%, 25%, 80% and 40% of ideas proposed by CCP1, CCP2, CCP3 and CCP4 (respectively)
appeared on the final collage. More CCP suggestions did not lead to more CCP ideas on the final
craft. In fact, an idea rarely appeared on the final craft without some form of AC input—93%
of CCP ideas on final crafts were first confirmed with AC partners (Table 3.3). CCP1 and CCP2
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asked yes/no questions to confirm all decisions, while CCP3 asked open-ended questions to get
ideas from AC3 (e.g., “what is on the beach?”). Pair 4 discussed ideas instead of only confirming
CCP4’s suggestions:

ccp4: Would you like to do a pineapple? . . .
ac4: Thinking-of-a-comma-l-e-i. I was thinking of a lei.
ccp4: A lei, okay. There is pink around somewhere. [browses crafting materials].

In summary, AC participation impacted the resulting artifacts. The translation from participat-
ing (“technical agency”) to goal realization (“colloquial agency”) was contingent upon cooperation
with CCPs, and made possible through interdependent effort, such as having CCPs carry out ideas
suggested by ACs.

3.6 Discussion and Reflection
Our research confirms agency as a useful frame to consider social interactions of augmented com-
municators (ACs) in conversation. Constraints of conversation, relationship, task and device create
opportunities and challenges for ACs to express agency. Building on our increased understanding
of AAC interactions beyond the device, we suggest opportunities for future research to further
understand and promote AC agency under existing constraints.

3.6.1 Designing for Conversational Constraints
Conversational constraints are influenced by other speakers, including close conversational part-
ners (CCPs) or unfamiliar third parties (TPs). Our findings suggest that enabling AC’s to have
more control over conversational constraints may lead to more equal participation in conversation.

Participation shift constraint: In the interview task of our study, ACs participated more fre-
quently when directly addressed with an interview question than in subsequent turns. Addressing
ACs more frequently in conversation can increase AC participation, and future work could con-
sider how to ensure speakers are addressed equally through technology or conversational methods.
For example, prior work aimed at balancing group speaking participation used a rotating robotic
microphone that oriented to each speaker in turn [150]. Such work could be extended to balance
group communication with ACs by developing social robots that encourage turn taking strategies
for speakers with varying speeds (e.g., moving to other speakers while the AC types, and returning
to the AC when they are ready to speak).

Ritual constraint: CCPs increased ACs participation through rituals such as asking ACs per-
mission to answer a question, asking the AC to clarify information, and orienting their bodies
towards the AC to ensure their participation. Future work may consider methods and technology
that monitor conversation dynamics and leverage rituals to support AC participation when needed.
Prior work that monitors dominant speakers and uses gaze of a social robot to guide attention to
less dominant speakers [107] could be extended to increase AC agency when necessary. We could
also consider methods to teach aspects of CCP rituals to unfamiliar TPs, such as a list of interactive
talking points to guide TPs to better support AC agency in conversation.

Relevance Constraint: An AC is disproportionately impacted by the relevance constraint as an
AC has to first type a message before sharing it. Once the AC finishes typing, it might be too late
as the topic of the conversation has shifted. Prior work in AAC uses contextual information from
the outside world to suggest words and phrases related to the current visual scene [78]. Using
additional contextual information from the conversation such as audio, visuals and information on
who is speaking could help the AC quickly reply to the conversation topic. Further, an AC could
“bookmark” a part of the conversation (e.g., using a short buffered audio recording, or an extracted
phrase) to remind other speakers of the original context of a delayed response.
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One-speaker constraint: ACs with utterance-level voice output made clear to all speakers that
they held the floor and did not experience any missed opportunities caused by erasing a message
they wanted to share. Future work may consider other techniques of augmenting ACs’ communi-
cation with signals that provide insight about ACs’ intent to contribute. Prior work that visually
displays an AC’s status to other speakers (e.g., typing, idle, listening) [46, 146] may help decrease
the impact of the one-speaker constraint on the AC by encouraging other speakers to take into
account the AC’s status. Future work may also consider discrete augmentations that cue partners
without distracting their visual attention from the AC, such as wearables or peripheral signals in
the environment that are accessible in space and beyond the screen.

3.6.2 Designing for Relationship, Device and Task Constraints
Relationship constraint: Similar to Blackstone’s “Circles of Communication”, our study suggests
that ACs communicate differently with different partners [15]. For instance, ACs used nonverbal
communication more frequently with their close conversational partner (CCP) than they did with
the third party (TP). As CCPs often translated AC nonverbal communication to the third party, fu-
ture devices could also translate or amplify AC nonverbal communication to other unfamiliar third
parties to expand initial communication modalities. We observe beneficial interdependence [9]
between the AC-CCP pair, and acknowledging the unique importance of the contributions of each
communicative partner can inform new interactions. Considering interdependence, we could ex-
tend AAC groupware [46] to consider tools designed specifically for users with different relation-
ships beyond the CCP (e.g., a privacy preserving application for new partners), or for communi-
cation groups with many participants.

Device constraint: Device output type (e.g., utterance-level vs phrase-level) impacted ACs’
ability to hold the floor once they started speaking. Device input type (e.g., scanning vs direct
selection) contributed to the effort it takes for an AC to speak, and prior work suggests that ACs
consider whether speaking is “worth the effort” before participating [77]. In the future we should
continue to improve device throughput, but also educate non-AC users on how better support AC
participation in conversation.

Task constraint: When the CCP knew the information needed to complete a task, the CCP
supported the AC through informed participation. When the CCP did not know the information
needed for the task, the CCP instead guessed and asked questions to help the pair achieve the goal.
Future work could consider how to identify a conversational goal and relevant information from
context to better support ACs’ expression of agency. For instance, AAC systems could also try to
detect and suggest possible general goals of the conversation that could help inform conversational
regulation strategies that promote accomplishing this goal.

3.7 Summary
The conversational agency in AAC framework adds to the body of AAC work in HCI by consider-
ing the role of close conversation partners under contextual constraints that, when loosened, create
opportunities for augmented communicators to exercise agency. Identifying conversational, task,
device and relationship constraints can generate new augmentations that extend beyond the device
and to enable different conversational dynamics that favor the expression of agency of augmented
communicators.

48



Part II

Agency through Motion
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Chapter 4

Co-Designing forms of Motion-based
AAC through Robotic Sidekicks

AAC devices enable speech-based communication. However, AAC devices do not support non-
verbal communication, which allows people to take turns, regulate conversation dynamics, and
express intentions. Nonverbal communication requires motion, which is often challenging for
AAC users to produce due to motor constraints. In this work, we explore how socially assistive
robots, framed as “sidekicks,” might provide augmented communicators (ACs) with a nonver-
bal channel of communication to support their conversational goals. This chapter describes two
separate studies to explore motion as a new communication modality for AAC.

In the first study we developed and conducted an accessible co-design workshop that involved
two ACs, their caregivers, and three motion experts. We identified goals for conversational sup-
port, co-designed prototypes depicting possible sidekick forms, and enacted different sidekick
motions and behaviors to achieve speakers’ goals. We contribute guidelines for designing side-
kicks that support ACs according to three key parameters: attention, precision, and timing. We
show how these parameters manifest in appearance and behavior and how they can guide future
designs for augmented nonverbal communication.

We then carried out a second study (Chapter 5) in which we build from this prior work to dig
deeper into a particular case study on motion-based AAC by co-designing a physical expressive
object to support an AC during group conversations. We found that our physical expressive object
could support communication with unfamiliar partners and we present our process and resulting
lessons on the designed object itself and the co-design process.

4.1 Overview
In Human-Robot Interaction (HRI), social robots have used motion to support people in a variety
of related communication contexts through nonverbal behavior. For example, researchers have
used social robot gaze to facilitate turn-taking [2, 106], and robot body gestures to mediate in-
terpersonal conflict [68, 150]. In this work, we leverage robots’ advantages of embodiment and
motion for nonverbal communication in the domain of AAC, to explore how social robots could be
designed to support ACs’ nonverbal communication. We use the metaphor of “assistive sidekick”
to explore robot designs that support ACs, rather than function as independent agents.

To investigate how social robots could be used in augmented conversations, we conducted an
accessible, multi-phase co-design workshop, with the goal of designing nonverbal behaviors that
are rich and understandable enough to support augmented speakers’ conversational goals. Partic-
ipants in the workshop included ACs and their caregivers, also referred to as close conversation
partners, in order to set the co-design process around their experiences. It also included puppeteers,
who contributed their expertise in expressive motion to explore new motion-based behaviors for
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Figure 4.1: We explore the metaphor of an “assistive sidekick” to design robots that assist
augmented communicators by playing a supporting role through nonverbal behavior.

assistive robots.
Our work makes three primary contributions to socially interactive robots for accessibility and

HRI design research. First, we offer an example of a co-design workshop adapted to include the
participation of ACs with motor disabilities, who are often excluded from design processes. Sec-
ond, based on the workshop process and outcomes, we contribute guidelines for designing social
robots that support ACs through expressive nonverbal behavior. We describe these guidelines ac-
cording to three key aspects: attention, precision, and timing in conversation. Third, we identify
a list of potential conversational goals important to ACs that “assistive sidekicks” could support,
and a set of motions and behaviors to achieve them.

4.2 Method

Figure 4.2: Our two step process included formative work and a three-phase co-design
workshop. Participants included augmented communicators (ACs), their close conversa-
tional partners, and professional puppeteers.

We conducted our research in two steps (Figure 4.2) to answer the following research ques-
tions: (1) What are ACs’ nonverbal needs in conversation?; (2) How, if at all, can a sidekick
support ACs in conversation? The first step consisted of gathering information about current ACs’
needs in conversation via an online survey distributed to a group of ACs. The answers collected
in the online survey served to identify interaction challenges a sidekick could help with. The
second step of our process consisted of an in-person co-design workshop split into three phases:
Telling, Making, and Enacting [21]. Telling activities focused on scaffolding the sharing of stories
of current lived experiences, reflecting on what mattered to ACs in communication, and identi-
fying potential challenges to address. Making consisted of externalizing ideas and embodying
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solutions in the form of physical artifacts to define possible sidekick forms and aesthetics. Lastly,
puppeteers enacted and explored sidekick motions through behavior improvisations.

4.2.1 Step 1: Online Survey
Four augmented communicators (aged 33 to 54) with motor disabilities responded to our survey.
Respondents use switches, eye gaze, touch screens, and keyboards to access their AAC devices,
and all have more than 5 years of experience using AAC. The survey included a combination
of Likert scale and open-ended questions asking participants to rate how often they experienced
specific situations in conversation and to describe them further.

Three of four participants indicated that they participate in conversations less than they de-
sire to. Participants expressed not being able to communicate fast enough to keep up with topic
transitions, a finding that confirms prior work [125, 157]. Participants reported feeling pressure to
respond quickly in an ongoing conversation and often asking their caregivers to explain things on
their behalf.

Participants also shared that people who are close to them occasionally help facilitate their
communication by telling others to be patient, to let them participate, and to address them directly
(“They tell [people] to talk to me”, “[I like that] my partner looks [at] other people to make sure
they are communicating with me”), “It’s nice to have someone who knows I am typing and will
tell everyone.” Sometimes close conversation partners use hand gestures to make another person
wait until the AC finishes their thought (“They look at me the whole time with their pointer finger
extended out, as if she is saying [to the other person], ‘Hold On’.)”

Based on the online survey and along with prior work [157], we identified that it would be
worthwhile to explore whether an embodied technology could play a supportive role similar to a
knowledgeable conversation partner and communicate that (1) an AC would like to participate, (2)
that they should be addressed directly, or (3) that they are composing a message.

We consulted with a speech-language pathologist (SLP) who confirmed the identified chal-
lenges as known problems, and suggested other critical tasks partners help with, such as telling
others that an AC is having trouble with their device. We used these findings to create an initial
list of goals a sidekick could support (Table 4.1).

We framed the envisioned technology as “assistive sidekicks,” physical expressive objects
that play a supporting role to the AC, ensuring an AC’s conversational agency without replacing
them or their knowledgeable partner. We then designed a workshop to explore this envisioned
technology.

4.2.2 Step 2: Co-design Workshop
We designed an accessible workshop that included three phases: (1) telling to uncover important
design goals and parameters, (2) making to build potential sidekick forms, and (3) enacting to
design sidekick motions and behaviors. The workshop was 6 hours long.

While co-design workshops provide benefits for aggregating perspectives and expertise in de-
sign [128], some design activities can be inaccessible to ACs who have speech and motor disabil-
ities. Co-design activities can heavily rely on the ability of participants to verbally express their
ideas in a timely manner and to physically produce sketches or prototypes. We therefore designed
a co-design workshop with accessibility in mind, to ensure that ACs’ ideas would be included in
the process. Our goal was to accommodate the range of speaking rates, styles and preferences of
our participants. First, we established everyone as a collaborator and used making as a form of
ideation [87]. Next, we developed a series of Access Commitments, following prior work and in
collaboration with an SLP [11, 23, 87]. Our Access Commitments included: (1) minimizing partic-
ipant fatigue by planning three breaks between each phase and allowing asynchronous discussion
after the workshop, (2) sending question prompts in advance, (3) establishing preferred modes of
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communication, (4) allowing enough time for everyone to communicate during the workshop, and
(5) making visuals and materials easy to reference and within reach for ACs.

Workshop Participants Workshop participants (for whom we use pseudonyms) included two
augmented communicators (ACs), their close conversation partners, and professional puppeteers.
Tammy and Matt are both AAC device and wheelchair users (aged 38 and 23 respectively). Tammy
participated in the workshop with her dad, and Matt participated with his mother and his aide. Both
have cerebral palsy (CP) and more than 18 years of experience using AAC devices. Tammy uses
a joystick to point to words on her device and pauses over her target to select. Matt’s device
constantly scans through all options on the display (e.g., word, letter, shortcut) until he presses his
head switch to select a desired option. Matt needs more time to use his device than Tammy. Matt
and Tammy also use some nonverbal behaviors to communicate. Tammy uses her hands to make
pointing gestures and signs she and her family have agreed on. Matt uses arm restraints because
of his CP, but makes use of facial expressions and eye blinks to support communication.

We additionally invited three artists with prior experience in puppetry, art and puppet design.
Puppeteers understand nuances of movement and use motion to elicit specific interactions and
responses. Puppeteers have previously been involved as movement experts in the design and
research of nonverbal robots [143, 98].

Telling: Uncovering Challenges & Goals The first phase of the workshop aimed to dis-
cover ACs’ needs and challenges in conversation that would benefit from nonverbal support. We
carried out brainstorming and story sharing activities to uncover opportunities and tensions related
to communication, and to hear prior successful and/or challenging communication experiences.
These served as a first step toward identifying potential goals for a sidekick.

In the first activity (brainstorming), we asked participants to write their answers to the ques-
tion: “What does communicating mean to me?” and to choose a metaphor they related to com-
munication. We used a selection of ”Metaphor Cards” [95] and asked participants to choose one
to share with the group. Metaphors can allow participants to think about abstract concepts in new
ways, and to create novel discussions on a topic [95]. Metaphor Cards were numbered to allow
ACs to easily reference them without pointing. This activity aimed to uncover some of the current
tensions, hopes, and challenges in ACs’ communication.

The second activity (story sharing) aimed to explore and discuss AC needs with the group. We
asked ACs to share stories about their face-to-face conversations which highlighted challenging,
successful or humorous moments. This raised discussions about potential conversational goals a
sidekick could assist with (Table 4.1).

Making: Aesthetics & Use Cases Drawing from the stories shared, participants prototyped
assistive sidekicks on two AC-led teams. The goal was to explore how a sidekick might address
the needs and values identified during the telling phase, and to think-through-making by rapidly
prototyping ideas in a group [109]. We asked participants to select one challenge that resonated
with them from the discussions, and to use craft materials to create an assistive sidekick that might
alleviate the identified challenge. We provided materials to create basic structures, and decorative
material such as fabric, feathers, and googly eyes. We divided participants into two teams, each
led by an AC and including their caregiver and one or two puppeteer(s). After prototyping, teams
demonstrated their sidekicks, described the challenge it would alleviate and the behaviors it could
leverage to do so.

Enacting: Developing Motions & Behaviors The third part of the workshop aimed to de-
sign sidekick motions and behaviors that could meet specific goals. Puppeteers enacted situations
and behaviors using improvisation as a form of bodystorming [134] to explore how previously
identified AC needs would play out through motion and behavior. Similar improvisation with
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domain experts has been previously used in HRI research to explore motion for robotic proto-
types [142, 143, 174]. We guided puppeteers through a behavior improvisation session that built
upon what they had learned from ACs and their partners to generate concrete behaviors for sup-
portive nonverbal sidekicks.

To minimize AC participants’ fatigue we decided not to include ACs in this last phase of the
workshop. Only puppeteers participated in enacting specific sidekick motions. Researchers sent
videos of the generated behaviors to ACs for their feedback post-workshop.

The researchers selected four identified conversational goals for the puppeteers to explore,
based on their prominence in discussion and their diversity. The selected goals appear in bold in
Table 4.1. One goal at a time, we instructed puppeteers to generate as many behaviors as they
could to achieve it. For example, puppeteers were instructed to show many ways in which a
sidekick might communicate to the conversation partner that the AC would like to add something
to the conversation. After exploring possible appropriate motion gestures for each goal, we held a
brief discussion with puppeteers to talk about what worked, what did not, and what they noticed
in the process of improvising motion to support nonverbal supportive goals for sidekicks.

Data Collection and Analysis All research procedures were approved by our university’s
institutional review board. All AC participants were recruited via AAC interest group email lists.
Puppeteers were recruited through art school referrals. Workshop participants were compensated
with 20 USD per hour. Survey participants were compensated with a 30 USD gift card.

We captured video, audio and photographs during the workshop. Three paper authors ad-
ditionally took observational notes including participant quotes and paraphrasing of events with
timestamps. We used Affinity Diagramming to perform thematic analysis [103] on the notes post-
workshop. To analyze the behavior improvisations, we focused on identifying emergent themes
from the puppeteer-generated motion, also using thematic coding. To evaluate how accessible our
workshop was, we examined ACs’ participation by evaluating the turns they took as measured
in prior work [157]. We also directly asked ACs about their workshop experience and inquired
suggestions for improvement.

4.3 Workshop Findings
The workshop resulted in several findings: (1) Design parameters to guide the design of nonverbal
communication sidekicks: attention, precision, and timing in communication; (2) a refined set of
AC conversational goals that a sidekick might support (Table 4.1); (3) a set of physical prototypes
to represent potential sidekick forms (Figure 4.3); and (4) a set of motions and behaviors that the
sidekick could use (Table 4.2). These four findings tackle four layers of this design space, one
building on top of the other. Together, they form a coherent picture of how one might design
robotic sidekicks to support ACs’ nonverbal behavior.

4.3.1 Attention, Precision, Timing: Parameters for Nonverbal Com-
munication

We begin by defining the design parameters that manifested throughout our workshop. These
parameters do not encapsulate all challenges ACs face, but can serve as design guidelines to be
explicitly considered when designing sidekicks for AAC.

The attention parameter is concerned with ACs’ need to be able to draw attention to them-
selves, to divert attention towards something other than themselves, and to maintain their partner’s
attention during an interaction. Our ACs reported struggling with calling attention to themselves
or fully participating in conversation because of motor and speech impairments. They reported
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that it is difficult to produce a loud sound, raise a hand to participate, or point to something—
an attention challenge that echos prior work [147]. Co-designers expressed excitement about the
sidekick’s potential to use motion to call for attention during communication. Participants shared
how they could use the sidekick to signal for attention in crowded and loud places by waiving at
others or giving others a funny look. Caregivers and ACs discussed that being able to divert atten-
tion towards something other than the AC was also important. One of the caregivers commented:
“[when there is a long silence] the person over here is like, can I come over to the other side and
look?” Her comment sparked a discussion on a potential use of a sidekick’s nonverbal behavior to
divert a conversation partners’ attention to ACs’ screens. However, ACs also expressed hesitation
about drawing too much attention, noting that sidekicks should balance bringing attention to the
ACs while at the same time not being “too distracting.”

The precision parameter describes two conversational functions: (1) the need to add nuance to
a spoken message to more precisely match an AC’s intention and (2) the need to add clarity to the
AC’s existing nonverbal communication. Participants suggested that a sidekick could help convey
the AC’s tone and mood when needed, like acting in a playful way to convey lightheartedness.
Co-designers also discussed how ACs’ nonverbal communication can be faster than speaking with
the AAC device, but also more ambiguous. Tammy explained: “One day my mom taught me to
point to my throat when I was thirsty. I was thirsty so I tried my new sign on dad and he got a
funny look on his face. He rubbed [ointment] all over my neck, it was a while before I got a drink.”
Thus, sidekick nonverbal communication should be precise, as an ambiguous message can come
at a great cost and be difficult to repair.

The timing parameter describes the level at which communication can be conveyed in the
exact moment that is needed. Being able to say things in time is a challenge for ACs, given that
operating an AAC device is slower than producing verbal speech. ACs expressed a need to be
able to control timing, such as when to take a turn during a conversation, or when to ask for
additional time. Matt’s mother reported: “Matt has so much stuff pre-programmed in there [AAC
device], but the problem is that he can’t get to it very quickly so it doesn’t work even though it is
already there. . . he can’t get there fast enough”. To address Matt’s communication timing issue,
Matt’s family created a light that is placed on his wheelchair, close to his head. Matt turns the
light on with a head switch when he is ready to speak, for example, in his college classes. Matt’s
light is one example that allows him more control over the timing of his communication by non-
verbally alerting other speakers. In addition, the timing of when a sidekick displays a nonverbal
behavior, either before the AC speaks or during their turn as to accompany their message, was
further explored during puppeteer improvisations.

In the next section we describe how these three design parameters were manifested in each
stage of the sidekick co-design process.

4.3.2 Conversational Goals for Sidekicks
The first two workshop phases (Telling and Making) allowed us to construct and refine a list of
possible conversational goals for a robotic sidekick (Table 4.1). These goals address conversational
and social challenges experienced by ACs and partners when having a conversation involving
AAC.

Stories shared by close conversation partners elaborated on ACs’ communication challenges.
For example, Matt’s mom explained how even though she is familiar with AAC devices, some
words still sound harsh: “I was with an AAC user and we were having a talk. We were doing
something, and she said “I have got to go now. Goodbye.” I found myself feeling hurt when she
said it. There is an aspect of the computer that made it abrupt.” This experience is related to the
parameter of precision. The verbal communication from the AAC imprecisely conveyed the AC’s
feelings, so Matt’s mom did not know if the AC meant to say goodbye in a warm or cold way. An
accompanying nonverbal signal might have added precision to the verbal utterance by augmenting
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Table 4.1: Goals along with their corresponding numbers and the stage at which they
were introduced: original goal from formative work (O), goal mentioned during the telling
phase (T), goal mentioned in making (M). Goals 1, 5, 8, and 10 were selected to be further
explored in the enacting phase.

# Stage Goal

1 O Show others the AC wants to participate
2 O Encourage addressing the AC directly
3 O Show others there is an AAC device problem
4 O Show others the AC needs more time
5 T Fill the silence gap while the AC types
6 T Show others the AC is ready to communicate
7 T Tell others to remember what they’re talking about
8 M Soften an AAC device message
9 T Show others that the AC is typing
10 T Invite others to look at the AC’s screen
11 T/M Show others the AC disagrees
12 M Add humor to an AAC device message
13 M Convey emotion quickly

it expressively.
Tammy’s father described another challenge: the difficulty of remembering a conversational

topic due to the time it takes ACs to craft a message. He explained that Tammy’s subtle head
movement is a useful cue to know when to remember the topic of conversation: “I tell others
to watch when Tammy looks down, that means she is typing, and we need to remember this is
what we are currently talking about.” Tammy’s natural movement of lowering her head serves
as a timely marker. Nonetheless, it requires an attentive partner who is familiar with Tammy’s
nonverbal behavior to be able to recognize this gesture.

These examples, along with other stories told by ACs and their caregivers highlighted many
opportunities for nonverbal behaviors to support ACs’ communication and agency (Table 4.1). We
used the identified needs list as a “design space guide” for the next exploration stage of our work.
Furthermore, we hope some of the needs identified here will guide future work on the design of
nonverbal robotic sidekicks for AAC.
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4.3.3 Sidekick Aesthetics & Use Cases
The prototyping session during the workshop’s Making phase turned the focus to an assistive
sidekick’s appearance and function, while setting aside concerns of technical feasibility. In this
activity, form followed function as the teams first decided on a need from the identified needs list
before building it from craft materials. The prototype designed by Tammy’s team (Figure 4.3, left)
had anthropomorphic features such as eyes, eye brows, and hair, while Matt’s (Figure 4.3, right)
resembled more of a “protest sign” object with a message that would move and appear as needed.

Adding Emotion Through Facial Gestures. Tammy’s team decided to address the need
to convey emotions quickly in times when it is difficult to use an AAC device, like in noisy and
crowded places. This design goal touched primarily on the attention and precision parameters.
The sidekick was intended to capture and express Tammy’s sense of humor in communication
(add precision to her messages) and to be visible from different angles (to grab attention). The
team prototyped an expressive face, considering gaze and eyebrows as legible ways to quickly
convey emotion. Tammy’s dad mentioned how the eyes could be shortcuts for expressions (e.g.,
rolling eyes or “bored” droopy eyes). Tammy playfully said she wanted to use her sidekick to
express “you are pissing me off”. Tammy’s team spent time customizing the prototype’s form to
represent Tammy, for example matching its eye color to Tammy’s eyes.

Figure 4.3: Prototypes by Tammy’s (left) and Matt’s teams (right). Tammy’s prototype
featured a large set of eyes, customized to express sentiment. Matt’s prototype read “one
moment please” to communicate a desire to contribute.

Signaling Disagreement Through Object Appearance. Matt was primarily interested
in having a way to express that he disagreed and needed a moment to share his point of view.
To accomplish this goal, Matt’s team designed an object that resembled a protest sign, carefully
designed to show respectful disagreement. Matt’s goal touched upon all three of the design pa-
rameters. In his optimal scenario, the sidekick would convey that Matt disagrees in a precise way
that does not seem disrespectful. It would draw attention to let others know he wants to con-
tribute. Finally, it would use the right timing and give Matt time to prepare a response. In order
to convey respectful disagreement, the team used a magenta-glitter background and furry fabric,
which served as a lighthearted visual signal that aims to soften the message. The use of a different
language (“Un momento por favor” in Spanish) also increases playfulness. To achieve drawing
attention towards Matt, the team used bold colors, and a shape of a pointing finger with its nail
painted black. If necessary, the prototype could rest close to Matt’s face, pointing directly at him
for additional attention and lowering itself to a hidden position when not in use.
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4.3.4 Sidekick Behaviors and Motions
In the final workshop activity (Enacting), puppeteers improvised different behaviors to meet four
conversational goals identified in prior activities (Table 4.1), with the newly generated prototypes.
The selected goals were: (1) filling the silence gap while an AC types and others wait, (2) showing
the AC’s intent to participate, (3) softening a message spoken by the AC, and (4) inviting others
to look at the AC’s screen. We explored these few goals in-depth as an initial examination of
this complex design space, prioritizing a deeper exploration of possible behaviors per goal. In
future work we would like to examine additional needs and goals. Puppeteers improvised using
the prototypes created by Tammy and Matt, but sometimes also used their own bodies or other
props. In this section we describe each explored goal, the motions used to achieve it, and the
motion patterns that emerged.

Table 4.2: Puppeteers generated 10 behaviors for each selected goal using sidekick pro-
totypes of their choice. We highlight three example behaviors per goal.

Goal Behavior Title Behavior Description

Fill silence gap Tapper Taps fingers to show typing
Dancer Dances and sings
Boomerang Moves cyclically out from the

AC and back to original position

Let AC participate Up Up Up Moves up for attention, then
opens mouth when partners
look at the AC

Attention Sign Springs up sign from flat to upright
Outward Reach Moves forward for attention, gazes

at partners who are still speaking

Soften a message Gentle ”No” Spins to soften “no”
It’s Time Looks at watch patiently to

soften “I have to go”
Bye-bye Wave Waves to soften “I have to go”

Invite partner to Imitate Me Demonstrates looking at screen
look at screen Inviting Arm Gestures with an arm to invite

partner to look at screen
Swirly Look Spins then looks at screen

The puppeteer improvisations shared a common structure, composed of two “stages” pre-
sented in sequence. First, they performed a motion to call for attention. Such motions included
making the sidekick take up more space by moving upwards or outwards, spinning or moving
quickly, or appearing from a hidden place. After attention was captured, puppeteers tried to con-
vey the main message or purpose of the gesture by either mirroring an action that the AC would
be doing (e.g., mimicking typing on a keyboard) or by demonstrating something that they would
like the conversation partner to do (e.g., look at the AAC device screen to invite the partner to do
the same).

The motions improvised by puppeteers also reflected our identified design parameters. First,
attention was a key function for motion that preceded conveying a message. The sidekick’s move-
ment and physical presence supported drawing attention to the AC. The second part of the be-
havior, either mirroring the AC or suggesting what the conversation partner should do, served to
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clarify the message and make it more precise. These behaviors also considered the right timing by
presenting themselves either in response to an AC’s action (e.g., while the AC typed) or in parallel,
as the AC spoke their message. Puppeteers generated 10 different behaviors for each goal, a total
of 40 different behaviors. We include three example behaviors for each goal in Table 4.2.

In order to fill the silence gap that occurs when an AC types and a partner needs to wait
for a response, puppeteers made sidekicks move rhythmically in circles (like a “loading” icon)
and mimicked typing on a keyboard to show progress. Other explored behaviors aimed to fill
the silence through entertainment, such as having the sidekick give the partner a back massage
or dance and sing. The precision parameter was prioritized for this goal—puppeteers agreed that
more familiar gestures like typing or ”loading” were easier to understand.

To show that the AC wants to participate the puppeteers had to first find an effective way of
interrupting an ongoing group conversation (played by other puppeteers). Timing was revealed as
the most complex for this goal—it was difficult for puppeteers to identify a good time to interrupt
a busy group. Some motions that explored ways to call a group’s attention included moving the
sidekick upwards so that everyone could see it, making the sidekick appear in a sudden manner,
or moving outwards to a central focal point of the group. Once the prototype caught the group’s
attention, the puppeteers attempted to communicate the intent by pointing at the AC, gently poking
the partner, or by using gaze to look at the AC to indicate with precision that the AC wants to
participate.

The third goal explored how a sidekick could soften a message. While nonverbal behavior
allows people to set the tone of a verbal message, monotonic AAC device speech can make this
challenging. Puppeteers explored adding emotion to a message through slow motion, head tilts,
and nodding. To soften the message even more, puppeteers used signals of empathy, like sending
a kiss or patting the partner’s back. Expressing emotion allowed clearer communication of inten-
tion. Being able to soften a verbal message is primarily concerned with precision—the motion is
intended to communicate the AC’s intention more accurately. Timing was connected to the level
of precision—varying when and at what rate motions are presented could alter the perceived level
of “softness” or “harshness.”

The last explored goal intended to invite a communication partner to look at the AAC
device’s screen. Similarly to other goals, puppeteers achieved this in two steps: catching the
partner’s attention and then making a gesture towards the screen. Different motions successfully
captured the partner’s attention, like spinning the sidekick or making it appear from behind the
screen. Once the sidekick had the partner’s attention, it could indicate for them to come and
look at the screen. This was achieved by pointing the sidekick towards the screen, using gaze, or
using the sidekick’s head to point. Achieving precision was challenging for this goal, as it did not
necessarily accompany a verbal message by the AC, but rather communicated its own message.

We shared videos of the puppeteers’ improvised behaviors with our two AC participants after
the workshop. Only Matt provided additional input. Behaviors that were “straightforward,” as
described by Matt, were positively rated such as the Tapper, Attention Sign, Inviting Arm, and It’s
Time. Other behaviors were labeled “too distracting,” like the Dancer, and were therefore disliked.

4.4 Workshop Accessibility Reflections
As an additional contribution, we report on the successes and challenges of our five access com-
mitments (Section 4.2.2).

Our first commitment aimed to minimize participant fatigue by planning breaks between
activities and allowing asynchronous discussion post-workshop. This had both positive effects
and challenges. Breaks were used and appreciated by all. Despite our attempts, there was less
engagement post-workshop, with only Matt responding with feedback about puppeteer-generated
behaviors. Matt uses his computer every day for work which was not the case for Tammy. We
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recommend future work to acknowledge differences in computer usage, and to tailor post-activity
follow-up strategies for each participant’s usage context.

The second commitment was to send question prompts that will be used in the workshop in
advance. Both AC participants shared stories that were pre-recorded on their device, suggesting
they made use of the prompts that were sent in advance.

Our third commitment allowed time to establish preferred modes of communication. We
found that asking participants to share communication preferences and strategies at the beginning
of the workshop prevented possible misunderstandings. Matt’s mom explained that Matt uses
blinks to communicate “yes”, “no” and “I don’t know.” Matt’s team then used these cues when
working on the prototype. Matt’s mom also explained that Matt gives 1-2 word answers and asks
others to elaborate on his behalf. Matt used this strategy in the workshop to ask his mother to
elaborate for him. Similarly, knowing that Tammy puts her head down to indicate that she wants
to type, as her father explained, helped a puppeteer unfamiliar with AAC realize that Tammy was
busy typing and that she should wait before asking her next question.

Our fourth commitment was to allow everyone enough time to communicate during the work-
shop. We took turns in an established order, which supported ACs and gave them more time to
communicate. For each activity, all participants took at least one turn. One strategy that emerged
was to first ask Matt and Tammy the question, but then let other participants take their turns as
Matt and Tammy prepared an answer. This encouraged longer responses from AC participants.
Another emergent strategy was for each team to confirm all design decisions with the ACs. Matt’s
team asked Matt a series of questions for feedback. For instance, after Matt said “I want to use
what we were talking about,” the team asked follow up questions and, with Matt’s blinking to
answer yes or no, narrowed the topic down to find out what Matt meant. Tammy created a sketch
while her team consulted with her on key decisions.

Our fifth commitment was to make all materials easy to reference and access. Labelling
visual materials with numbers and annotating discussions on a board enabled ACs to use verbal
shortcuts to refer to specific concepts. For example, Matt used a number to indicate his chosen
metaphor instead of having to type out the metaphor name. To support physical access, we used
adjustable-height tables that allowed ACs to get close to prototyping materials. However, we
lacked other useful adaptive tools (e.g., head-mounted tools) which may have eased prototyping.
We recommend labelling all visual materials and asking participants about desired access tools in
the process of designing a workshop.

4.5 Discussion & Future Work
We have identified opportunities in which socially assistive robots could augment AAC-based
communication using motion. Robotic sidekicks are not the only solution, but provide an interface
to explore motion-based nonverbal communication, which is missing from current speech-based
AAC technology. In this section, we reflect on how social robots’ motions could improve pre-
cision, timing, and attention in communication, and identify further research questions that can
guide the design of functional robotic sidekicks.

4.5.1 Precision through Embodied Motion
The sidekick’s motions should be immediately recognizable and interpretable so that people who
may not be familiar with AAC or an AC’s communication style can still understand the mes-
sage [15]. Most behaviors produced by puppeteers in our workshop leveraged common, estab-
lished nonverbal gestures to convey a particular concept. These included gaze and eye motion,
head orientation, pointing, and iconic gestures such as looking at a watch to communicate “time.”
Leveraging such “universal symbols” was helpful for quick communication that can speak to a
range of audiences, as puppeteers explained when they reflected on common gestures. That said,
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gestures are likely to be culture-specific, and would need to be re-examined depending on the user
and audience. Precision through embodied motion is only one approach; other modalities, such as
expressive voices [45], may add further precision.

We learned that specific aesthetics can also support conveying a precise message. Tammy’s
team created an anthropomorphic sidekick with highly visible facial features that could express fa-
miliar facial expressions. Matt’s sidekick, shaped as a sign, suggested a strong and direct presence,
though it also used its aesthetics to convey friendliness. Future work could examine visual aes-
thetics of sidekicks and AAC technology as an additional modality for increasing the precision of
a message. The final designs may have been shaped by the materials available at the workshop as
well as personal preferences, so additional explorations with other materials and AC participants
could reveal additional sidekick forms.

4.5.2 Timing of Sidekick Behaviors
The timing of our proposed sidekick behaviors showed both consistency and flexibility. Behaviors
followed a consistent two-stage sequence, starting with a motion to call for attention, and then
taking some communicative action. However, behavior timing was also flexible depending on
the context of the interaction. Some behaviors occurred before the AC verbally communicated, in
order to fill a silence gap or to ask the partner to view the AC’s screen. Other behaviors overlapped
with AC speech, as when the nonverbal behavior was intended to soften a message or increase a
message’s precision. Finally, some behaviors occurred at short intervals in communication, for
example to let the group know that an AC is ready to speak. Identifying the right time to perform
a behavior requires awareness of context and conversational dynamics.

In our workshop, we sidestepped this timing issue by implicitly assuming the sidekick would
be activated at the right time. However, leaving the AC to activate a sidekick’s behaviors at the
right time is likely to increase their cognitive and physical burden. On the other hand, having
a sidekick autonomously recognize interaction context to activate its own behaviors is itself a
major research challenge. Future work could examine tradeoffs between user-activated and au-
tonomously activated sidekick behaviors.

4.5.3 Modalities for Gaining Attention
Throughout the workshop, it became clear that one of the most important abilities for a sidekick is
to gain attention from conversation partners. This was evident not only in the behaviors explored,
but also in the physical prototypes created by the co-design teams. Both teams used embodied
properties to gain attention in their prototypes: Tammy’s team used eyes, a feature that is known
to draw attention, and Matt’s team used components with high visibility—glittery pink paper and
furry fabric. Puppeteers also varied motion speed and gesture size to call for more or less attention
as needed, an approach similar to prior work [1].

Matt’s current use of his wheelchair light to signify his desire to speak highlights an opportu-
nity for sidekicks to gain attention through more ambient, non-anthropomorphic modalities. This
might be especially useful in situations where anthropomorphic motions are inappropriate or im-
practical. Future work may investigate the benefits of different attention-getting modalities for
expressive sidekicks in challenging contexts, like noisy environments.

4.5.4 Building Motion-Expressive Sidekicks
Translating the designs from this workshop into fully functional robots will require additional work
and design. For example, the sidekick should have accessible controls (e.g., eye gaze, infrared
remote control, or switches) so an AC can trigger different behaviors. It is important that these
interfaces do not impose additional burden on ACs. Future work could explore what type of
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control is most desirable to ACs, potentially extending control to include the partners (as with
groupware [46]) or robot autonomy (as with shared autonomy[73]). If the sidekick has any amount
of autonomy, it will need to use techniques from sensing and automation to select context-aware
behaviors. This is still an open research challenge in social HRI. The sidekick might also use
machine learning to personalize its behavior to a single individual over time.

4.6 Summary
Our findings offer design opportunities to enhance augmented communicators’ (ACs’) face-to-face
conversations by using socially assistive robots as a form of motion-based AAC. In a co-design
workshop with ACs, their close conversation partners and puppeteers, we explored the metaphor
of a “sidekick”—a physical device that supports ACs in conversation through movement. We
provide evidence of the usefulness of motion to bring attention to ACs, convey precise messages,
and enable ACs to participate in conversation at the right time. We present key needs that side-
kicks could successfully address, as well as accessible co-design commitments that amplify ACs’
participation in co-design.
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Chapter 5

Aided Nonverbal Communication
through Physical Expressive Objects

Figure 5.1: A design team including an augmented communicator, his close conversation
partners and HCI researchers worked together on designing a physical expressive object
to support AAC-based communication.

5.1 Overview
In this study we engaged in participatory design [128] to co-design a bespoke technology with an
augmented communicator and his close conversation partners. We carried out research through
design, in which we engaged in designing as a research activity to obtain design knowledge in
the process [172], positioning design activities as data collection and analysis opportunities [113].
Our activities included information gathering through interviews, surveys, prototyping sessions,
and diary entries over a period of 12 months. We documented our decision-making process that
occurred over several in-person and remote sessions. We captured every conversation, meeting,
and activity with notes, daily reflections, artifacts, or video and audio recordings when permitted
among all involved co-designers. We collected all online exchanges including pictures, emails,
and discussions we had on remote collaboration tools. All audio recordings were transcribed and
artifacts were analyzed to find common themes.
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5.2 Design Team Participants
This work involved a design team including Mark, an expert augmented communicator who is
also a co-author of this work, Mark’s close conversation partners, and university HCI researchers.
We describe our participants Mark and his family memebers, T and D.

Mark has used AAC for over 19 years and has long advocated for AAC users by working at
a world leader AAC device company, serving as a student government senator, and advocating in
a variety of disability rights campaigns. Mark has cerebral palsy and is a wheelchair user. He
uses indirect selection to control his AAC device. That is, Mark’s AAC device scans through each
option on the device (e.g., word, letter, shortcut) until Mark presses his head switch to select a
target. In addition to his device, Mark uses facial expressions and eye blinks to communicate.

T and D facilitated our remote design meetings, sharing about their experiences communicat-
ing with Mark, and facilitating the exchange of materials needed to carry out this work. University
HCI researchers. HCI researchers with backgrounds in accessibility, fabrication, and robotics
coordinated the design activities.

5.3 Design Process
This section describes our design process, detailing the design decisions made and highlighting
design values we needed to consider when designing a motion-based form of AAC. We describe:
(1) our discovery of design opportunities for nonverbal expressive sidekicks, (2) the definition
stage during which we set out to discuss design priorities for a future functional sidekick, (3) the
development of different ideas and prototypes, (4) a delivery stage in which we pilot tested the
device in context and refined our prototype, and (5) the evaluation stage during which we tested
the prototype for two months, with three weeks of diary study collection.

5.3.1 Discovery: Opportunities for Expressive Objects in AAC
We invited Mark to co-design a physical expressive sidekick for his use. Mark had been a par-
ticipant in a past study and had expressed interest in exploring a solution that would allow him
to better capture his communication partner’s attention when needed and without interrupting the
ongoing conversation. Mark also noted that he would mainly want to use his sidekick during group
conversation, in a classroom setting or student government meeting. Some challenges he experi-
ences with group conversations involve turn-taking such as knowing when to interrupt a group or
being able to tell others he is working on a message before conversation partners assume he has
nothing else to contribute and move on to the next topic. The time it takes Mark to compose a
message can vary between a couple of seconds to up to minutes and therefore he often asks for
more time to compose a message to remind partners to wait.

At the time we started this work, Mark was completing his last semester of college and was
attending student government meetings for which he acted as vice-president. He invited us to
observe one of his meetings so we could get a better sense of how his current group conversations
developed. Unfortunately, the COVID-19 pandemic commenced during this time and the student
government meetings were canceled. Mark shared via email a little more about the in-person
meetings:

“The conversation is fast paced, and sometimes it’s difficult for me to contribute.
However, the other senators are tuned into how my communication system works.
As vice-president, I’m responsible for keeping time so I have the following prepro-
grammed phrases: ‘I’m sorry to interrupt, but we’re running out of time; Let’s get
back on track. We can always discuss this at a later time if necessary.’ ‘I would like
to add something to the conversation. It will take me a few minutes to write it. Would
you call on me in a few minutes?”’
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Upon further discussion with Mark and his family, we learned that he uses a variety of strate-
gies to let others know he wants to compose a message and then later, that he is ready to share
it. For instance, Mark had shared written guidelines with his professors on how to facilitate a dis-
cussion in a class where someone uses a communication device with suggestions including giving
Mark some questions ahead of time so that he can prepare an answer, or allowing Mark to give
a one-word answer that the professor can build on. Another solution Mark and his family came
up with was to build a switch-activated LED light strip mounted right next to Mark’s wheelchair’s
head rest. The LED light strip was made by D. T explained that Mark turns on his light to indicate
he is ready to participate: “He turns it on to alert the professors he has an answer, [the light] is
currently acting as his own sidekick when he is in class.” The light was a nonverbal way to call for
attention and indicate to others that Mark was ready but, it did not allow for more nuanced com-
munication. We decided to explore how we could signal other social cues with motion to support
Mark in managing turn-taking in group conversations.

5.3.2 Definition: Goals and Sidekick Properties
The design team met to discuss specific properties the sidekick should have to best support Mark’s
interactions and conversations with different partners. In this section we report on the identified
goals and possible useful scenarios in which Mark envisioned using the sidekick. To scaffold our
definition phase, the HCI researchers selected specific properties to discuss covering the function,
social factors, and aesthetics surrounding the sidekick: (1) what conversational goals should the
sidekick support? (2) How would the sidekick be controlled? (3) How should the sidekick be
introduced in the conversation? (4) What should the sidekick do while it is inactive? and (5) What
should the sidekick look like? We used these discussion points as probes to imagine different
possibilities and identify design constraints.

Defining accessible sidekick controls. We learned that the preferred mode to control a poten-
tial sidekick would need to involve Mark’s head-switch. The HCI researchers had brainstormed
a series of controllers to discuss with Mark ranging from manual inputs to automatic sensing
mechanisms, but when discussing these ideas, we learned that he had already tried and discarded
many of these input modes before. T explained that Mark has mixed muscle tone due to his
athetoid cerebral palsy, so other input modes that require motor precision and repetition of con-
trolled movements such as eye tracking, facial gestures or foot pedals are not accessible.

“We have tried a lot of access points; can I go over them? we tried the elbow; we tried
the knee. We tried some things with [Mark]’s hands. . . he can go in one direction
but can’t retreat from that direction so if he were to get his hand out here it might
stay there and then but really, he needs to [bring it back] to release it as a switch.
[Mark]’s most functional area for selecting is his head.”

We also learned that gesture-based input could be tiring. Mark and his family had also tried a
system that comprised of a wearable headband with electrodes that could sense winks and specific
facial grimaces that could be detected and help Mark with accessing his communication device.
They were trying to use it as an alternative to eye gaze but it was impossible to find a consistent
facial movement. Having to do repetitive gestures was also physically taxing. Mark currently has
two head-switches, one to control his AAC device and another one to turn his light on and off.
Mark stated this was already the maximum number of switches he desired so he would prefer to
be able to use the same switch he uses for his light, for the sidekick. So, we integrated the sidekick
to be controllable by one of his head switches.

Sidekick interactions and inactive state. It was challenging to talk about sidekick proper-
ties and interaction without having a physical model of what the sidekick could look like. Mark
expressed that the word “prototype” the HCI researchers kept using to describe a possible side-
kick was not completely clear to him so HCI researchers clarified they meant a model of what
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the sidekick could be. Clarifying that nothing was set in stone yet allowed us to freely explore
the possibilities and talk about the constraints of each. We discussed how we imagined a possible
sidekick would behave starting from what it would do when it is not in use and how partners would
discover it. Prior to our meeting, Mark had answered that similar to his head light, the sidekick
should always be present but not always active to prevent Mark from having to retrieve something
that needed to be taken off and put on. We also had imagined that the sidekick could be hidden
and it should appear suddenly when needed but this also begged the question as to how we could
execute this mechanically. Mark indicated he would prefer for the sidekick to remain it its position
when not in use. Mark shared that he would not know where to store a sidekick so he assumed it
would work best for him if left on, while remaining ambient. We pinned this in our discussion and
revisited it later asynchronously once we converged on a sidekick form factor.

Figure 5.2: Expressive robotic objects ranging from character-like to object-like. (A)
Tega, a robot emotive companion [164] image credits to Bruce Peterson, (B) Emoto, an
emotive AI sidekick made of a robotic stand that acts as a body for your phone [19], and
(C) Paper Signals, image credits to Google, animated objects that track and display data
through embodied motion [18].

Physical appearance and placement. Mark mentioned that he wanted the sidekick to have a
smile, but he was unsure about what he wanted it to look like. We conducted a literature review
on expressive robotic objects that had smiles or faces and used the images gathered plus other
expressive objects. Some of the images we used are shown in Figure 5.2. We shared these different
expressive robotic objects examples using Padlet, a digital online collaboration board maker that
Mark recommended for its accessibility. We placed each image in a way that Mark could comment
below it asynchronously and use thumbs up/thumbs down to prioritize the favorite ideas over ones
that did not resonate with what he had in mind. We also allowed a space in the collaborative
board for sketching, and for labelling where the sidekick could potentially be placed on Mark’s
wheelchair. While Mark did not sketch, he indicated preference for the flag-looking object from
the Paper Signals project [18] that showed a flag raising up from a box-like container (Figure 5.2,
right). Mark also indicated that it would be best to place the sidekick to one side, close to the
AAC device, instead of other alternate options that included using the space in the back of Mark’s
head-rest. Once we decided on the sidekick’s form the HCI researchers started prototyping, as
described in the next section.

5.3.3 Development: Ideating and Prototyping
Once we decided on a flag-like form factor, we started exploring different possible motions. The
HCI researchers created a low-fidelity prototype using a popsicle stick, paper, a servo motor, and
an Arduino to showcase a variety of motions and share them with Mark and his family in a video.
Figure 5.3 shows some example motions. The motions included: (1) rise and hold (to call for
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attention like raising a hand); (2) home position (to demonstrate the idle state); (3) rise and wave
(coming up and moving forward showing enthusiasm or agreement, like nodding yes, or calling
for attention); (4) there-there motion (moving from 90 to 180 degrees slowly like saying “calm
down,” or “It’s OK”); and (5) the metronome motion (moving from 0 to 180 degrees and then
back while Mark is composing a message to show something is in process).

The HCI researchers also modeled a 3D flag-like object to ground discussions of what could
be further developed in a high-fidelity prototype (Figure 5.4, A). We shared the video with the
motions and the 3D model prototype with Mark and his family, and met to discuss the device’s
development further. The HCI researchers focused on learning the sidekick’s size limitations and
placement constraints, according to Mark’s needs. To do this, we carried out a conversational,
spatial brainstorm in which we relied on shared visual information to ground our discussion. The
HCI researchers shared the 3D model they had created and Mark and his family pointed to dif-
ferent places on his chair, while rotating their camera (used during video conferencing) around to
facilitate our understanding of the space available and a potential mounting place.

Figure 5.3: Low-fidelity prototype example motions

Constraining the design space. Understanding technical limitations and Mark’s access pref-
erences was key in facilitating our discussion and making decisions about the sidekick. As we
brainstormed different possibilities, D and T reminded the HCI researchers about Mark’s AAC de-
vice features and limitations. For example, Mark’s AAC device has Bluetooth and infrared remote-
control capabilities that can be used to interface with a computer or another device. Nonetheless,
the infrared and Bluetooth are not always reliable. T shared that the infrared control worked better
than Bluetooth but requires a specific receiver that Mark only uses when he is working at a ded-
icated desk. It was also important to have a conversation on how Mark prefers to use his AAC
device: “Some people do use the computer side of [the AAC device]; Mark does not. He does not
like shifting over to it because having the open computer where you have the language software
on one side and the computer software on the other side, it slows down the language side. That is
just one reason.”
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This conversation reaffirmed our decision to use the head switch as the way to more practically
control the sidekick without needing to worry about wireless connectivity issues. These led us to
a discussion about how we could enable triggering specific separate motions if we only had one
head switch as our input. Our conversation turned into understanding the technical limitations
of our envisioned sidekick. Could we built it to move only while the button is pressed? Should
it stop once Mark released the button? Should it be voice activated too? Mark expressed he
did not want to complicate things too much, by saying no to different ideas about using voice to
activate different motions, and having the sidekick rotate to show different colors that could mean
something. Such features would add additional learning and work to Mark’s daily processes by
requiring him to remember numerous sidekick states and controls.

Motion, a new material to explore. D has experience tinkering around Mark’s wheelchair.
For example, he built the LED light. However, D had not considered using motors before and was
surprised to find how dramatic and descriptive even small motions could be. D explained how
Mark can use his light to say yes and no, two light flashes for yes, one for no, but with the motor
the object could move in a specific way that means something else, even when being triggered by
the same switch. “When you showed the one you showed in the video, it was quite dramatic. It was
almost like waving. So, he is like waving toward himself to get somebody’s attention like saying ”I
am ready now”.” When watching the example motion in the video we discussed how the different
motions could be seen differently from different angles. For example, the metronome motion is
more understandable from the side than from a front view. We decided to add a second degree of
freedom that could support adjusting the sidekick to be visible at different viewing angles.

We thought that the desire to have a flag-like object could mean Mark might have been inter-
ested in adding a message to it. However, during our conversational brainstorm we realized Mark
and his family considered that motions themselves were enough. D suggested extending the part
attached to the motor a couple of inches higher, and removing the rectangular flag face area as
it would probably be more practical, less vulnerable to wind, and make the sidekick smaller in
size. Mark agreed and shared how he would like to change the square-like looking attachment to
something like a popsicle stick and having the possibility of adding some extension to it in the
future. D agreed: “If the part that attached to the motor, that stick, is just extended a couple of
inches higher, that is almost enough of a visual cue, if it moves up and down. I don’t even know if
it needs a rectangular area at all.”

Making use of the space available and contrasting colors. We also learned how having
a very large sidekick could interfere with Mark’s transfers out and in of the wheelchair. It was
important to stay within Mark’s chair perimeter to avoid obstacles. Mark had an existing mount
for his wheelchair that could be used to place the sidekick right to one side of his AAC device
without blocking his face or his line of sight. T and D offered to drop off the mount so that
we could fabricate the sidekick around it. We decided that a sidekick with an approximate total
height of 6 inches would be more than enough to be seen. Mark’s family also suggested using a
contrasting color to Mark’s wheelchair and his accessories which are mostly all black. We decided
then the sidekick would need to be a color that could stand out as D suggested: “I saw the video
of the thing moving. That is going to catch people’s attention. You could have just the stick and
people would see that. A bright-colored stick would do the job.”

5.4 Prototype Implementation
We implemented the ideas and feedback from our conversations into a fully functional sidekick
prototype. We designed a mechanical structure made of 3D printed parts which is actuated by two
micro servo motors with a range of motion up to 180 degrees of freedom each (Figure 5.4, C).
The arm has holes that fit M3 screws and allow for easy mounting of other desired extensions.
The device is connected to a metal piece that enables mounting on the wheelchair. The electrical
design uses a METRO Mini 328 microcontroller from Adafruit industries and a custom PCB
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Figure 5.4: A) Early prototype 3D model; B) Front view and C) side view of fabricated
sidekick attached to wheelchair mount.

that connects the adaptive button and power lines to the servo motors and to the microcontroller.
The device has a micro-USB connection which brings power through an external battery pack or
directly from the AAC device’s USB port. A mono audio jack adaptor on the device serves as
the connector for the adaptive button. The sidekick’s gestures were authored using the Arduino
Servo library that allows setting motors to specific positions. To support others in creating their
own sidekicks, we have open-sourced the 3D designs, software, and electronic schematics here:
https://github.com/Svsquared/AAC-sidekick.

5.4.1 Initial programmed motions
Following video exchanges via email we programmed 3 motions for Mark to test including Mark’s
preferred motion: (1) rise, pause and wave to call for attention; and two additional motions to
explore and probe for ideas: (2) a return to home motion rotating the sidekick slowly inwards, and
(3) pointing outwards as if pointing to an object nearby. The sidekick also included an intro motion
sequence to signal being on and receiving power: once plugged in the sidekick would turn on and
move to center itself. Each motion was programmed to be activated according to different button
press durations: one fast button press triggered the rise up and wave motion, a press lasting about 3
seconds moved the sidekick back to home position, and with a longer press lasting about 6 seconds
the sidekick rotated to point outwards. Each of these motions began with a ”preamble” sequence
which would bring the sidekick’s arm to the front and center of the device. This preamble was
intended to capture people’s attention before the sidekick carried out the main motion.

5.5 Delivery: Testing and Iterating
We delivered our 3D printed design for a “test run” in which Mark would try the device for a
couple of weeks and provide feedback. After trying out the prototype, Mark and his family came
up with a new motion they wanted to use, called timer. Mark often says “can you hold on a minute
please” to indicate he would like to say something and needs a minute to compose his message.
The idea of the timer motion is to make the sidekick’s arm act as a timer that moves from side to
side at a pace of 6 degrees per second, that is 30 seconds moving from left to right and 30 seconds
right to left for a total of one minute side to side (Figure 5.5 and 5.6). Another suggestion was to
add the word “typing” on the sidekick’s arm to further clarify the message.

Mark also found that the “preamble” sequence before each motion was more confusing than
helpful in capturing people’s attention so we removed the preamble entirely. We also decided
to drop the pointing motion as it was rarely used. After some iterations and feedback through
virtual meetings we finalized a version of the sidekick that Mark would use for a longer period of
time. The final version had only two main motions—the timer motion lasting 1.5 minutes total
and the wave motion. The timer and the wave could be activated by a fast click and a 3 second
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press respectively. Clicking the head button again during any of the motions stopped and reset
the sidekick immediately (Figure 5.6), a key function we identified during the testing phases as
it could help stop the sidekick in case of an accidental press of the head button or to stop the
prolonged timer motion.

Figure 5.5: Hand sketch produced by D explaining the new timer motion.

Figure 5.6: A) The timer motion moves 30 positions right to left and then 30 positions
left to right, advancing 6 degrees per step; (B) The wave motion waves back and forth 6
times; and (C) the reset sequence centers the base and lowers the arm.

5.6 Evaluation: Use and Impact
Evaluating the sidekick for two months enabled us to understand if and how it supported Mark’s
communication in different real-world contexts and with different communication partners. Using
the sidekick for a long period of time also provided us with ideas for improvements and allowed
us to reflect on how the day-to-day tasks (i.e., technology set ups) and different communication
channels (virtual or in-person) impacted the sidekick’s effectiveness and use. We analyzed the
diary entries provided by Mark, we graphed Mark’s circle of communication partners, and we met
regularly to discuss how the sidekick was used and how it worked according to different interac-
tions. We were interested in understanding if other people understood the sidekick’s purpose, if
the sidekick enabled Mark to participate more in conversations, support him with turn- taking and
show others his intent to contribute.

We collected 11 diary entries over three weeks. We asked Mark for information on any activ-
ities during which he used the sidekick and we asked him to rate its usability and social factors
including: “The sidekick worked as expected”; “it was easy to use”; “It helped me achieve what
I wanted”; “it was more distracting to me than it should have been”; “partners noticed the side-
kick”; “partners understood what I was conveying when using the sidekick”; and “partners seemed
distracted by the sidekick”. To better understand Mark’s relationship with the communication part-
ners he interacted with during the evaluation period, we interviewed Mark and created a circle of
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communication partners (Figure 5.7). His partners included family and friends. His three family
members, T, D, and P, as well as his friends, acquaintances, service providers, and the new com-
munities he is building through his advocacy work. The partners reported in the diary study are
lightly bolded in Figure 5.7.

The sidekick was more useful during face-to-face conversation as compared to using it in
virtual meetings. We also found close communication partners did not need the sidekick but
understood its purpose right away. We also learned that there were some unexpected barriers to
the sidekick use like remembering to make sure it was plugged in to power and to the head switch.
We present our main evaluation findings next.

Figure 5.7: Parents (D, T) and brother (P) are included in the family circle. Friends
include past aides (PA), AAC group friends (AC), music camp friends (WL) and neigh-
bors (NH). Acquaintances include co-workers (CW), HCI collaborators (CL), and current
aides (CA). Service providers include a job coach (JC), physical therapist (PT), Supports
Coordinator (SC), and an assistant’s agency (BY). In the outer-most circle a disability
rights community (DA) has recently started to get to know Mark.

5.6.1 Sidekick Use and Performance
The sidekick was reportedly used 7 of 11 days, summarized in Table 5.1. The sidekick was used
between 2 to 5 times per conversation on 6 days and it was used between 6 to 10 times on one
day when Mark was talking to his friends from an AAC conversation group. We learned that it
was easy to forget to plug the sidekick in and this was the main reason for days of nonuse. The
sidekick was already mounted on the wheelchair everyday but it needed to have the head switch
cable connected to it to be operable, as well as making sure it was connected to the AAC device
for power. One improvement suggested by T was to make the sidekick integrated with the device,
in a way that it could be controlled with the AAC device and it could not need external cables.

Mark reported that 7 out of 7 times others noticed the sidekick during his meetings. The
sidekick was easy to use and worked as expected most of the time, although for one meeting with
his job coach, the sidekick worked sporadically – requiring Mark to press the head switch twice
or for a little longer to make sure it started the motion. Even though the HCI researchers could
not replicate the latency problem we reflected on the importance of making sure the sidekick was
sensitive enough to Mark’s press frequency and style, as it was evident from his report that the
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microcontrollers internal delays were not allowing the button to be sensitive enough to his desired
rhythm of use on some occasions.

Mark reported that the sidekick helped him manage turn-taking when talking to his AAC group
friends and when talking to a group of his current and past aides with whom he is close. The
sidekick did not really help with turn-taking that much for his other conversations. The sidekick
did not really increase Mark’s participation in meetings but it was helpful in reminding partners
to wait for Mark’s response and was used frequently to replace his preprogrammed message: “can
you hold on a minute please?” In general, having access to a motion-based AAC sidekick enabled
a short-cut in communication, allowing others to understand typing is happening and allowing
Mark to not have to verbally say “one moment please” with his AAC device.

Table 5.1: List of meetings reported with diary entries over a period of three weeks.

ID # of partners Relationship Medium

A 2 Past assistants (PA) In-person
B 5 New and past assistants (CA, PA) Online
C 5 New and past assistants (CA, PA) Online
D 15 Music group friends (WL) Online
E 5 AAC group friends (AC) Online
F 1 Job coach (JC) Online
G 15+ Disability rights advocates (DA) Online

5.6.2 Close and New Communication Partners
The familiarity with AAC and also with Mark’s communication style is what makes close commu-
nication partners skilled enough to not need the help of the sidekick, nonetheless they understood
its purpose right away. During a drive-in visit to some of Mark’s past aides who have known him
for more than 4 years and have become friends (meeting A, Table 5.1), Mark shared they asked
what the sidekick was and he demonstrated how it worked and they “got it right away.” “If they
know you well, they do not need the extra help. It is sort of like a novelty but not absolutely nec-
essary because those folks are waiting; they are patient and they are waiting. If they see Mark’s
body language that he is writing they know Mark is typing.” Nonetheless the sidekick seemed
useful when Mark talked to the same group of past aides’ friends and a group of current aides
(meeting B and C, Table 5.1) due perhaps to the fact that this meeting was online and it had more
people in it, which could make turn-taking a little more challenging.

The sidekick was also useful when Mark talked with AAC friends who are familiar with the
workflow involved in being an augmented speaker. Mark shared that some of them had told him
they wanted one for themselves. The sidekick also seemed useful in one occasion with Mark’s
mother at home. Mark was in another room and he triggered the sidekick to call his mom, she
heard the sound and caught it moving and realized Mark was calling for her attention.

We hypothesized that the sidekick would be more useful with unfamiliar partners, allowing
Mark to better regulate turn taking dynamics with people who had not met him before but we
learned that this was hard to measure in an online setting as unfamiliar partners needed to first
be introduced to AAC and Mark’s communication style online, which brings new constraints, in
addition to having to interpret the sidekick.
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5.6.3 Better in-person
The sidekick was originally designed to support face-to-face conversation but due to the COVID-
19 pandemic, the group conversations that Mark had during our evaluation period were mostly
online with a couple of exceptions for when he did some drive-in visits to friend’s houses or used
it at home. Mark shared that the sidekick helps more with turn-taking in person than it did online.
The visuals a person can get during a video call can be limited by the number of people on the
call, the positioning of one’s camera and people’s attention to the screen. This was the case when
Mark was talking to the disability rights advocates. Mark has found that the best alternative when
meeting with large groups on video is to use the chat instead of the sidekick; T elaborated on his
answer:

“Like today he was on a call and there were like 30 people on the call. So, he is
using sidekick, your picture is small and sometimes there is not a single facilitator
but the speaker is shifting around. and it’s not like there is not anyone in place who
is going to call on you. And in that situation, you may be better off using the chat. I
know he had to do it today. He said, ‘I have a question.’ And said it in the chat. The
visual for the zoom call in those situations where there is a lot of people and they are
not 100% used to AAC, they are not going to have a reaction to the sidekick or even
know what it is.”

Mark also explained that people not seeing the sidekick was also due to his camera’s position.
The family has worked on positioning the camera to make sure Mark’s face is shown without
cutting off the sidekick but it is sometimes challenging to get a good set up for every meeting. “I
think it is fantastic in real-time with real people. You know, face to face. There is no question.
They are seeing it. It’s here, you know, but in the digital meetings, it is more difficult.”

Surprisingly we did find that using the sidekick online was useful with acquaintance or “mid-
circle” partners who were familiar with Mark but who were not as skilled as those partners in the
first two closest circles. For example, when talking to the design collaborators of this project on
Zoom, Mark effectively used the sidekick to help others pace themselves and their questions. The
sidekick also supported Mark to talk with his group of friends and current aides, and when talking
to his augmented communicator friends during his AAC group by helping Mark show others he
was composing a message.

5.7 Discussion
As a case study, this project demonstrates how motion can support AAC interactions and con-
versations. We argue that motion-based AAC achieved through expressive objects is a promising
new communication modality to continue exploring. Our work revealed specific ways in which
a physical expressive sidekick supported an augmented communicator’s interactions, uncovering
additional opportunities for future work. We also learned lessons on how to scaffold co-design
activities to collaborate as a team and envision and develop a new technology.

5.7.1 Benefits of aided nonverbal communication
People familiar with AAC understood the sidekick’s purpose right away. Experienced communi-
cation partners did not need the sidekick to communicate with Mark as they know how to read
Mark’s body language and they know to patiently wait. Close partners know how to make use
of the rich multimodal communication already happening, understanding when Mark is compos-
ing a message or he is assenting or dissenting with his blinks. Nonetheless having a physical and
visually salient device can make Mark’s communication intent much clearer, especially for conver-
sation partners who do not know where to place their attentional focus. By augmenting embodied

73



interaction through an external physical device, we are making it evident to other partners that an
AC is conveying an action that has communicative intent. The sidekick’s timer motion leverages
a familiar cue that can support unfamiliar partners to understand that Mark is typing and he needs
time to compose his message. Similar to other modalities such as screen-based emojis or LED
lights [146], motion can grab immediate attention but it can also convey precise messages in an
ambient, peripheral, and spatial fashion to overcome display resolution limitations.

Our evaluation approach allowed us to test the sidekick in-the-wild but with some data limi-
tations as we could not control the types of conversations that occurred. While we have not yet
conducted a rigorous comparison of sidekick use with familiar and unfamiliar partners, we learned
that the sidekick had the potential to make it easier for Mark to communicate specific things to
unfamiliar partners, such as “I am typing,” “hold on a minute” (while the sidekick moved), and
“I am ready to participate” (once the sidekick stopped moving). But we learned that unfamiliar
partners did not incorporate the sidekick into conversations seamlessly; it was actually mid-level
conversation partners who incorporated the sidekick the most. Due to the nature of the conversa-
tions being mostly online we learned that the sidekick might be better introduced to new partners
in this context with a message to tell new partners what they should focus on. For example, Mark
could say “the red item on my device indicates that I am typing.” Thinking about how different
partners in Mark’s circle have different communication abilities poses the opportunity to explore
future communication technologies that are specific to partner types. For example, systems using
more complex nonverbal gestures can be used with close partners who could spend more time
learning a new system or a new language, or even providing content input [46].

5.7.2 Barriers to long-term use and AT development
The use of assistive technology (AT) has been reported to be low even when people have access
to AT [38, 116, 122]. The reason for this is usually connected to usability barriers and social
acceptability—social barriers that impact AT use [139, 140]. We identified some barriers to using
the sidekick device long-term related to having to remember to plug it in and making sure the
camera was set up at a right angle, both related to the daily set up routine. For instance, Mark
told T: “We are going to have to remember to plug it in,” illustrating that having to add extra steps
into the daily technology set-up is not trivial and can be a barrier to using a new system. AT
should aim to be mostly integrated to existing technology use, but this can be challenging when
current AT systems such as AAC devices are not open to developers to build on and integrate new
features in. Other developers have encountered the same limitation, the lack of a complete AAC
functionality stack into which new developments can be built [46]. During our development phase
we spent a considerable amount of time learning more about Mark’s AAC device’s capabilities and
about his workflow – how he preferred to use a separate computer for Zoom and keep his AAC
device mainly for communication. There were a lot of “unknowns” regarding how compatible
his AAC device was to other peripheral devices. We decided to go with the stand-alone, head
switch operated sidekick to make progress and make something work but this tension illustrated
the boundaries of individual co-design, making it harder to recommend how bespoke technologies
like this one can reach a wider audience.

Another factor that can impact AT use is access to proper maintenance of a device or trou-
bleshooting over time. Maintenance of bespoke technology designs must be an important factor
to consider to ensure it is used. T brought up this important point: “If this turns out to be a re-
ally helpful thing, then where do we get the technical support to keep the prototype functioning?”
To address this, we open-sourced our design for others and also connected Mark to local mak-
erspaces and volunteers working on making bespoke open-source assistive technology. The HCI
researchers will continue to provide support for this device but having a long-term plan in place
can make sure that maintenance is possible beyond the HCI researchers is also crucial. Though
this tension of impact and maintenance is unresolvable with this project, we found that empow-
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ering Mark by making the design open and by keeping clear documentation is a starting point to
ensure that end-users know what to ask for when seeking technical support. Future work may look
at how existing online communities developing Do-it-Yourself AT [69] can continue maintaining
and expanding motion-based AAC solutions.

5.7.3 Accessibility of the long-term co-design process
Carrying out our co-design collaboration over an extended period of time was beneficial, allowing
us to develop valuable relationships and reflect on the process through accessible iteration and pro-
totyping as found in prior work [40, 52]. To collaborate with Mark and his close communication
partners T and D, enabling multiple feedback channels via email, video, drawing, collaboration
boards and video chats was key in helping us carry out the co-design process. For example, we
were able to take up the specific tools such as the Padlet ideation board that Mark recommended.
Often, co-design is engaged with the assumption that designers provide resources during in-person
workshops. We realized after the fact that we engaged privileged skillsets to move co-design on-
line. While we may have been able to provide institutional access to digital tools and we provided
the physical components necessary to prototype sidekicks, we took for granted the technical skill
required to join us on these platforms. While Mark and his family were tech savvy, we did find
that our explicit conversations with Mark about which communication tools would work for him
were still important for us to have effective design sessions; co-design concerned the process, not
only the prototype. As we recognized open communication about tools and techniques seemed
to be a positive starting point, there is a need to explore co-design of bespoke technology during
remote collaboration that can leverage different tools. For example, we learned a lot by drop-
ping off preliminary prototypes with Mark and having the spatial conversational brainstorming
sessions, where over a video call we learned the feasibility of different possibilities in fitting onto
his wheelchair and into his overall space.

We also learned that less was indeed more. In co-design and ideation more generally, de-
signers diverge to generate many different possibilities. Early in our process we came up with
many drawings and ideas of where the sidekick could be placed and how it could be accessed and
controlled (voice control, facial gesture recognizer, multiple buttons, etc.). We wanted to think of
anything as possible as designers but as T and Mark shared, they have tried a lot. Harrington et al.
critique “blue sky” ideation with critical race theory, that the underserved, black communities they
worked with know what types of structural changes might enable access and ideating things that
won’t come to fruition can widen gaps between what different co-designers perceive of as ideal.
Instead, Harrington et al. and Bennett et al. recommend understanding stories and rich accounts
to recognize the knowledge and labor co-designers have already expended [10, 61]. In Mark’s
case, he and his family have already done the early exploration of figuring out ways to make com-
munication easier and finding the right access modes. They have actually spent a lot of time and
worked very hard, getting creative about many possible points of Mark’s body to use for access.
They wanted the HCI researchers to know what isn’t going to work right away, and that it is very
important to listen. We recommend that co-design actively incorporates ‘what doesn’t work’ into
design sessions. Further, in-depth listening to understand co-designers’ process of iteration and
ultimately determining the options that were not feasible was useful in helping us to not replicate
these mistakes; in other words, lists of what not to do are helpful, but engaging the iterative every-
day design that got to that point gave texture to the bad ideas that kept us from developing similar
past solutions and unusable possibilities such that we did not attempt to replicate them.

5.7.4 Limitations and Future work
One limitation of our design process was that the hardware design iteration was done mostly by
the HCI researchers as changes required 3D printing and 3D modeling and the motions were pro-
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grammed directly to the sidekick’s microcontroller. Next steps should include making the sidekick
more robust to allow customization on the go. A future sidekick platform that enables authoring
gestures via remote control could facilitate motion customizations by the user to produce changes
on the go and explore new combination of gestures and without the need of HCI researchers in the
loop. This flexible customization platform could also be furthered developed to provide ways to
visualize other sidekick forms. Second, our co-designers had access to a lot of resources and had
worked together for a long time to augment Mark’s communication. As such, they quickly inte-
grated into the design team. Future research should concern activating co-design that may support
co-designers with different resources and experiences with DIY. Finally, making the sidekick more
integrated with the AAC device in a way that it could be controlled by it is a clear opportunity for
improvement and future work.

5.8 Summary
We explored how motion could support augmentative and alternative communication by co-designing
and evaluating a physically expressive sidekick object with and for Mark. Using bespoke sidekicks
that move in physical space as a form of aided nonverbal AAC can provide augmented commu-
nicators with an additional expressive output that can support them in managing conversation
dynamics. By working closely with Mark and his family we also learned about the possible barri-
ers to integrating a new device in daily life and in sharing our lessons, we look forward to future
work in improving tools that support developers in building for AAC.
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Part III

Agency through Language
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Chapter 6

Discovering Opportunities for
Language Technologies

When conversation shifts topics quickly and a person speaks about a previous topic that happened
minutes ago it takes extra effort to understand what the comment is connected to as it may be
initially understood as “out of context”. In addition, when AAC users respond to a question with
a short utterance, it is hard to know what they are responding to if they have been asked many
questions at once or if the group is talking about multiple things at the same time. In Chapter 3)
we found that when conversations move while the AAC user is still composing a message, they
produce missed opportunities for AAC users to participate. AAC users often erase their own
comments after other conversation participants have changed the conversation topic [157]. One
way to address the relevance constraint in conversation with NLP could be to provide ways in
which an AC could address any past topic introduced in the conversation with enough contextual
information as to make it clear to other partner’s on what they are talking about.

In this chapter we answer the research question, how might we use language technologies such
as Large Language Models and natural language processing tools to support augmented commu-
nicator’s agency and support mutual understanding?

To answer this question I carried out two separate formative studies. First, along with my
collaborators, I closely examined two conversations among AAC users, a close communication
partner and an unfamiliar partner to understand when misunderstandings arise. Second, we carried
out a two-day virtual participatory design workshop to explore the design space where language-
driven technologies could help support AC conversations.

6.1 Conversation Interaction Analysis
In order to find out if AC’s might need additional context to their responses, a collaborator re-
searcher and myself analyzed two different conversations among an unfamiliar partners and an
AAC user and their caregiver. Each interview was around 30 minutes long. We tracked every
response from the user as well as the conversation that led to their response in the conversation
samples. We also looked at every instance when the AAC user nodded yes or no. We had pre-
viously labeled this data for our study on conversational agency (see chapter 3). In total we had
90 data points which consisted of the identified context the AAC user was responding to and the
AAC user’s response. We mainly focused on the cases where the AAC user was conversing with
the unfamiliar partner, or when all three people were speaking with each other. Thus, we did not
consider direct questions from the caregiver towards the AAC user as data (i.e., Caregiver: “Would
you like me to adjust the screen”; AC: Nods). However, every other response from the AC whether
spoken or gestured was considered a data point. We were specifically interested in learning how
we could extract the relevant context an AAC user may want to address in conversation, where the
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relevant context could be located in time, and in what form was this relevant context presented in
(whole phrases, nouns, verbs, other).

Each data point contained all the spoken words and gestures from the participants starting
with the question and ending with AC’s response. Within each data point we wanted to find the
most contextually relevant information from the participants in order to ground the AAC users’
responses. Finding this information is easier in some cases than in others. Consider a short direct
question from the interviewer (Exp) to an AC:

exp: How old are you
ac: Twenty-three

If the AC responds to this question without the caregiver talking, and the AAC user responds
with their age, it is clear that the contextual information is simply the question asked. Now,
consider the following more challenging example:

exp: Do you use your device for social media?
ac: No.
ccp: [Addressing Exp.] Her?. Yes and no. This.. Her previous device, she uses as the main

interface for her desktop computer at home that she does all her Facebook, email,
Instagram...[Continues explaining for over a minute and changes topic to talk about bluetooth con-
nection] . . . So we kind of keep that separate from going out on media.

exp: Yeah, that makes sense. It’s nice that this connection allows the AAC device to be
an interface to the computer and just like control it from there. Right?

ccp: right.
exp: [Changes topic] And so you say you have used a device from before, was there any?

was it similar to this one like was it cursor based? Or was it touch?
ccp: Direct access. We use a stylus on a lanyard that way..[Continues explaining for a long time

(around 2 minutes)] . . . She uses both hands on it because her whole body is involved
in her disability . . . Using the Bluetooth joystick makes her look more natural and
people can look at her while she is typing plus the fact that it is faster and more
accurate.

exp: Yeah. It looks more comfortable.
ccp: Oh very.
ac: I can. but I haven’t explored the internet.

The AAC user’s last response is responding to the original question at the beginning of the
transcript. However, depending on what they said in their second response, they may have been
responding to the more recent topic. In order to find the context, the entire transcript needs to be
read. Therefore finding the most contextual piece of information in this example is more complex
than in the previous example.

6.1.1 Analysis
Analyzing our interview data in detail allowed us to find patterns in the data to understand how
we could extract a relevant portion of the conversation an AC was speaking to. We had two
initial hypotheses: (a) that we could find what the AC was speaking about within past turns in the
conversation and (b) that we could use the time at which an AC started typing as an indicator of
where the most likely relevant context could be found. We asked the following questions: For how
many AC speaking turns is there context available in the conversation? and how far away from the
typing event is the relevant context?

All data points were analyzed by myself and a research collaborator and discussed to make
sure we reached agreement on what we believed was the relevant portion an AC was speaking to.
We used the complete conversation to determine this relevant portion.
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6.1.2 Results
We found that for 100% of AC speaking turns there was context available in the conversation
preceding the AC’s speaking turn. We also found that 79.4 % of the times the context the AC is
responding to was in the prior turn to when the AC started typing. The time at which an AC starts
typing can be a strong signal that can help find the potential relevant portion.

Types of observed typing behavior

We observed three types of general typing behavior that impacted the location of the relevant
context portion:

Hear and then reply: Often the AAC user waited for another speaker to finish their turn before
proceeding to type and speak their contribution to the conversation (79.4% of the instances in our
data).

On the go typing: In other cases (in 14% of the time) the AAC user types while other people
speak and change their answers based on how the conversation advances. AAC users either speak
to the same topic that was introduced when they started typing or erase their message and talk to
a new topic that surfaced while they were typing.

In chunks: Other times (around 6% of the time), AAC users spoke to the current relevant
topic through different speaking turns. That means that the context they are pointing to is their
prior utterance and not in their partner’s speaking turns. The relevant context is connected to their
initial typing time and is elaborated upon more turns that follow it which are sometimes interrupted
by other speakers.

While our conversation interaction analysis is limited in the sense that only two cases were
thoroughly examined, we brought these examples and observations to a workshop with AAC ex-
perts to gather a wider understanding of the challenges around establishing mutual understanding.

Opportunities to support mutual understanding

In summary we found that the start of typing time could be used as an event marker to support
an NLP application in knowing where the context in a conversation could be and how we could
retrieve it to make it useful to an AC. Nonetheless there are still unknowns such as how we can
leverage rituals between conversants (asking each other questions, helping each other achieve mu-
tual understanding) to support AC’s agency with NLP. Our preliminary data analysis was also
done on limited data that only reflected an interview setting type of conversation. Next steps in
this exploration with NLP needs more data-based examples and input from ACs on how this tech-
nology material could and should support their conversational agency in AC. In the next sections
I describe how complemented this initial data-driven analysis with additional input from subject
matter experts and ACs.

6.2 Interdisciplinary Perspectives on Language Technolo-
gies for AAC: A Participatory Design Workshop

We carried out a two-day virtual participatory design workshop to explore the design space where
language-driven technologies could help support AC conversations. Participatory design work-
shops that are carefully designed to scaffold discussions among diverse stakeholders have shown
to be productive in developing a congruent view of the problem space in areas of accessibility
that require an interdisciplinary approach [20]. Participatory design seeks to bring multiple ex-
perts, including end users to design together and elicit new research directions for AAC through
selected co-design activities [128, 129]. The participation of distinct stakeholders in the design
process is valuable in enabling interdisciplinary design thinking for problem-solving [37, 121].
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A participatory approach can help us avoid making assumptions about what technology solutions
would bring value to users which leads to many products that are not usable and quickly aban-
doned [120, 86, 67].

6.2.1 Participants
Workshop participants (Table 6.1) included two augmented communicators (ACs), two compu-
tational natural language researchers, three communication scientists, and three HCI researchers.
AC participants (AC1 and AC2) included two English-speaking men who used AAC due to cere-
bral palsy (AC1) and a spinal cord injury (AC2). AC1 used a Prentke Romich AAC device with
the Unity Language software. AC1 used his fingers to directly press buttons on the screen of his
device. AC2 used a Tobii Dynavox gaze-based speech-generating AAC device with the Communi-
cator 5 software. Both AC participants used phrase-level voice output, speaking a phrase or word
once it was completely typed. Both ACs participated virtually and had their camera on during the
study.

Computational natural language researchers (N=3, 1 woman) included two professors and
one Ph.D. student working in artificial intelligence (AI), natural language processing, language
understanding, and generation for AAC, storytelling, and human-AI interaction.

Communication science participants (N=3, all women) included a certified speech-language
pathologist (SLP) specializing in AAC for literacy and learning, a sociology Ph.D. student study-
ing the multi-modal communication of children with speech disabilities who use eye tracking AAC
systems, and a Ph.D. student (and former SLP) studying technology-mediated communication and
miscommunication in robot-assisted surgery and AAC.

Human-computer interaction (HCI) researchers (N=3, all women) had expertise in accessibil-
ity, human-robot interaction, and natural language processing. The HCI researchers included two
assistant professors and one Ph.D. student who led this work.

6.2.2 Procedure
The workshop was split into two sessions. On day one of the workshop, participants shared
interaction-based challenges and brainstormed potential solutions through three writing exercises.
On day two, workshop participants discussed all the challenges and solutions shared on Day One
and further refined specific solutions.

Day 1: Sharing interaction-based challenges and solutions

• Introductions: All participants first introduced themselves. The workshop organizers in-
troduced the goal of the workshop: to uncover opportunities for technology to support
augmented communicators in participating fully in conversation and presented examples of
existing language technologies.

• Challenges in AAC: AAC participants shared prepared statements of their communication
challenges and experiences with all attendees. The workshop organizers also presented
existing challenges in interactions between AAC users and non-AAC users reported in the
literature.

• Brainstorming Activity: Participants were split up into two teams (Team 1 and Team 2)
to carry out a structured brainstorming activity in a smaller group. Team distributions are
specified in Table 6.1. Using a virtual board where everyone could upload and comment on
each other’s ideas, participants were instructed to individually brainstorm by writing their
thoughts in connection to three specific prompts. We prompted participants to reflect and
write independently about the following:
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Table 6.1: Participants included expert augmented communicators (AC1, AC2) with
more than 10 years of experience using speech-generating AAC devices; Communication
Scientists some who were also certified speech-language pathologists (SLPs) (COM1,
COM2, COM3), and technologists specializing in natural language processing and gen-
eration (NLP1, NLP2, NLP3) and Human-Computer Interaction and accessibility (HCI1,
HCI2, HCI3).

Participant ID Expertise Background/Details Team #

AC1 AAC user Direct touch input, cerebral palsy 1
AC2 AAC user Eye tracking user, spinal cord injury 2
Com1 AAC, Literacy and learning Certified SLP, Postdoctoral fellow 1
Com2 AAC, miscommunications Certified SLP, PhD student 2
Com3 AAC, Multimodal communication Social anthropology and communication, PhD student 2
NLP1 AAC, Dialog Act classification Computer Science PhD student 1
NLP2 Accessibility and collaborative language generation Professor 1
NLP3 Story generation, human-centered AI Professor 2
HCI1 AAC, Accessibility Human-computer interaction PhD student 1
HCI2 Accessibility, Machine Learning, NLP Professor 2
HCI3 Human-robot interaction, human-AI learning Professor 2

1. A challenge they are interested in solving

2. A technology that would help an AAC user’s familiar or unfamiliar partners to be
better communication partners. What would you like the partner to get better at?

3. A technology that would help the AAC user by either proactively knowing what the
AAC user needs or by providing assistance whenever the AAC user actively requests
it

Participants were given 7 to 10 minutes for individual brainstorming per prompt, 3 minutes to read
and either comment, upvote or downvote each other’s ideas on the board, and 5 minutes to discuss
as a group.

Day 2: Refining potential solutions

• Revisiting ideas from Day 1: All participants reconvened as a large group for an overview
prepared by the workshop organizers about the challenges and solutions shared by both
teams on day one.

• Ranking challenges and solutions: We asked AC1 and AC2 to identify their top three chal-
lenge areas they would prioritize. After they stated their selection, workshop participants
discussed how different solutions connected to these challenge areas could be implemented.

• Co-designing: The workshop participants split into their original teams to discuss specific
solutions that could address a prioritized challenge. Teams discussed the specific challenge
they selected, their proposed solution to that challenge, and potential downsides to the pro-
posed solution. They recorded these ideas in a shared online document.

6.2.3 Data collection and analysis
Video and audio recordings were collected during the two-days of the workshop. After Day 1,
workshop organizers collected all the posts from the online board generated during the written
brainstorming activity and organized them by common themes. These themes were phrases as
“tools for X” were X represented the different challenges participants wrote about addressing.
During day 2 this list of tools as well as a summary of the specific solutions (see Figure 6.1) people
came up with during day 1 was presented to the whole group to continue the discussion. Each
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Figure 6.1: Challenge and opportunity areas uncovered in our participatory workshop
along with names for solutions participants came up with. We highlight the challenge ar-
eas AC participants identified as bringing the most value to them. AC1 ranked accessing
new vocabulary as his top choice and misunderstandings and repair as his second. AC2
was highly interested in tools to help him address past topics in conversation and ranked
misunderstanding and repair as a priority area followed by partner feedback and access-
ing new vocabulary.

challenge area and specific solution was labeled with a letter and number to facilitate referencing
it throughout the discussion. We used these numbers to keep track of the data.

On day 2, AC were asked to select 1 to 4 challenges or specific solutions they wanted to
focus on for the rest of the workshop. We collected these rankings by placing them on a shared
slide that displayed an axis labelled “More value to user” to “Less value to user”. We used this
visualization to scaffold discussions about technical feasibility and support teams in ideating a
solution to address the prioritized challenges. To capture information from the co-design team
activity, we provided teams with a slide where they would write down specifics of their idea: (1) a
description of the solution, (2) a description of what it solves, (3) the expected outcome (4) and a
reflection of how the technology could fail. These categories were inspired in Storyboarding [155,
60].

After we completed the two workshop days, we carried out inductive qualitative research,
moving from specific observations of topics discussed during the workshop to broader themes
identified through thematic analysis [22]. These resulted on the broad challenges areas shown on
Figure 6.1.
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6.3 Challenges and Opportunities for Aided Support
In this section, we synthesize challenges (C1-C5) faced by ACs and other workshop participants
as identified on day one of the workshop. We outline five different challenge areas (Figure 6.1)
brought up by the participants and highlight each discipline’s perspective regarding opportunities
(O1-O5) to address such challenges.

6.3.1 C1: Grammar and Pronunciation
Augmented communicators (ACs) shared challenges related to grammar use and pronunciation
which affected the presentation and reception of their spoken message.

ACs shared having challenges with using grammar when they are replying to a message in
real-time due to time pressure and limitations with the language system in their device. ACs might
omit using prepositions to save time and get their point across as soon as possible. In the case
of AC1 who uses sequences of icons that turn into words (unity language system) using articles
and prepositions requires having to navigate to his keyboard to type letters individually when the
system does not correctly predict them. Both the time pressures and the icon-based AAC systems
make using grammar harder for users which has social consequences like people perceiving AAC
users as less competent. AC1 shared that people expect AAC users’ phrasing of sentences to
be grammatically correct and that when that expectation is not met, people might struggle to
understand the message or assume he is not able to communicate effectively. When introducing
himself to the workshop participants, AC1 wanted to clarify his use of grammar and establish his
competence:

“the way my speech device is programmed, my sentences are not always grammat-
ically correct. This is not because I’m not able, but rather is the limitation of the
system I use.” - AC1

Following AC1 testimony, COM1, COM2, and COM3 discussed how there is a societal pressure to
use correct grammar that extends to AAC users even when the AAC device may make this difficult
and the expectation of perfect grammar should not be the same as with spoken or non-AAC written
text.

Another challenge that surfaced was achieving correct pronunciation. Digitized voice software
used in AAC devices often mispronounces proper nouns like last names and lacks a way to control
the speed at which speech is read and intonation. In order to make sure text-to-speech engines
get the right pronunciation of proper nouns like last names or read-out messages with the correct
cadence like a long phone number, AAC users have to manually insert extra letters or punctuation
to their messages. AC2 shared that he re-spelled his last name so that his AAC device could read
it out loud correctly and he could correctly introduce himself. Having to rearrange letters or add
extra punctuation requires significant planning and effort. AC2 explained via a written message
on the collaborative online board:

“I use phonics when I am typing. I go over all of the words I have set up in my word
prediction so that the wording sounds correct.”

AC2 also shared that if pronunciations are not fixed they can easily lead to misunderstandings or
embarrassing moments that distract others from what he is trying to say.

O1: Opportunities for Message Presentation Support

Participants identified a social opportunity to help communication partners decouple grammar
from their perceptions of ACs’ intelligence, and a technical opportunity to help ACs produce
statements with their intended grammar and pronunciation:
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De-linking intelligence from grammar use in AAC. HCI1 and HCI3 mentioned that having a
tool that could automatically suggest or adjust grammar to AC1’s utterances could help. Commu-
nication science researchers (COM1 and COM3) agreed but insisted that using correct grammar
was not only a technical challenge but a social one and that the focus should be on finding a way
to make people less demanding of other people by making them more aware of AAC technology
limitations. Using proper grammar with an AAC device is not expedient, but people (unfamiliar
with AAC) think less of speech that is not grammatical.

“...like parents asking perfect spelling from children. They already understand each
other but parents expect perfect and make them erase and correct. Often times there
is an expectation that messages be ”grammatically correct” in the way that we ex-
pect written text. Especially for children and adolescents. Would love a solution to
support partners in accepting messages.” - COM3

Making pronunciation easier. HCI3 suggested having AAC devices source correct pronunci-
ations from a voice bank containing crowd-sourced recordings of unusual words, making the
connection to existing name pronunciation recordings available on some personal websites and
university student lists. Participants discussed creating a notation system ACs could use to indi-
cate the right pronunciation of a word on the AAC device.

6.3.2 C2: Misunderstandings and Repair
Misunderstandings are common in every type of conversation [130, 133] but when they occur
among AAC users and non-AAC users, repairing or clarifying these misunderstandings can be
very challenging. Communication scientists explained that when misunderstandings arise, indi-
viduals commonly use the sequence of spoken conversation to determine where the misunder-
standing occurred [133] but because AC’s utterances are often a few seconds or minutes delayed
the relevance of their message is often lost.

Additionally, ACs tend to reply to questions in conversation with short utterances that may
appear ambiguous or irrelevant when the conversation sequence is lost due to message composition
delays. Speech is less ambiguous when it is in context of the conversation (e.g., A: ”do you like
my dog?”, B:”no, he bit me”). Imagine communicator B does not say ”no, he bit me” until
after A says something else like ”do you want to go to lunch with Sam?” it could be confusing.
People often follow the sequence of spoken conversation to determine the relevance of a speaker’s
message. Due to AC’s utterances being often a few seconds or minutes delayed, the relevance of
their message is often lost leading to confusion. Usually, individuals avoid misunderstandings by
adding additional references to their utterances (e.g., “remember when you asked me about your
dog? well...) [30] but adding additional contextual references that remind your partner about a
past topic requires additional effort to an AAC user (i.e., more words to type) which means the
message they intend will be even further delayed. As such, it is common for AC’s responses to
lack contextual references when having to respond fast in real-time making them ambiguous if the
context is hard to interpret or remember.

Ambiguity about what the AAC users’ utterance intended communicative action is (e.g., ask-
ing a question, expressing doubt) or their communicative stance towards the topic (disagreeing,
agreeing, protesting) can also lead to misunderstandings. In addition to identifying “what” is being
dicussed by the user, or the topic they want to address, COM3 suggested that knowing the user’s
communicative stance could be useful, that is the attitude they have towards a topic. There are
several different stances to be taken on a topic, you can ask a question about it, comment, react to
it, or reject it. Communication scientists (COM2) explained that oral speakers tend to vary their
intonation to stress words or use disfluencies to indicate that they are asking a question or express-
ing uncertainty. These speech resources are not available to AAC users so it is very challenging
for their partner to understand what type of stance the AAC user is taking about a past topic or
new one.
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O2: Opportunities to Support Mutual Understanding

Led by COM1, COM2, and COM3, workshop participants discussed how they could support AAC
and non-AAC users in avoiding misunderstandings and repairing them by keeping track of the con-
versation topic by making an AC’s communicative intent salient to their communication partner:

Identifying topics and communicative intent. Workshop participants mentioned having a way
to support ACs and their partners in communicating more clearly by having a way to pinpoint
a specific topic an AC is addressing. NLP researchers suggested exploring conversational topic
pickers that could enable a participant to speak to a detected topic in the conversation. AC1 agreed
to this idea stating that it would be very useful to them by typing: “100% agree”. Nonetheless,
COM3 and NLP3 pointed out that a topic-driven approach could fail to detect nuances or small
topic changes, some topics are easily distinguishable but others are not. COM3 suggested focusing
on identifying what an AAC user’s stance towards a topic is beyond focusing on words that might
fail to represent what the AC wants to convey. COM3 explained that misunderstandings arise not
because the topic is unknown but because is hard to link the topic to an intended action:

“sometimes when we know the [communicative] action we do not need to know the
topic, what matters is action and people can do action with different words. Some-
times is more important to know what the person was doing than what it was said.”-
COM3

Augmenting common ground. Participants proposed ways to make an AAC speaking inten-
tion clearer to the partner by providing in-the-moment visual contextual cues that can support
them. Shared context support strategies mentioned included having a shared visualization of the
conversation that could aid partners in making more accurate guesses when trying to solve a mis-
understanding. Other ideas involved a topic marker that would visually establish when a current
topic wanted to be revisited by an AC. Other ideas included having a one-word reminder of what
the topic of conversation was once the AC started typing. Using visual cues to support AAC users
in changing topics or facilitating going back to a different one were proposed as ways to reduce
misunderstanding by reminding others about details in the conversation an AC may be revisiting.

Ideas like having a visualization of a “mind map” that could link topics and stances could also
help communication partners realize what the AAC user was intending to do about a certain topic
and would help them have more information when trying to guess:

“Are you giving information, commenting or asking a question? – I think we often
try to do different things so the mind map could help [by showing what the AAC
user’s action is] -“oh you were commenting”, my guess sequences were going the
wrong way.”- COM2

On the AAC’s screen, COM2 also suggested adding the ability to easily edit just one word of their
message in an easier manner. This editing action could also be sensed by a system and make others
aware that the AC’s is editing their message and not changing the topic.
Visualization of on-going conversational topics. During Day 2, Team 2 proposed solving the
problem of “contextualizing the AAC user’s spoken messages and limiting the interjections of the
oral speaker during composition time.” Their idea consisted of having a graphic visualization of
ongoing conversational topics in the form of a timeline that displayed the oral speaker’s contribu-
tions and highlighted the time an AC begins composing a message. That way the oral speaker can
know what was being talked about when the AC began typing and it also provides visual feedback
to the oral speaker about how many topics or utterances have been produced over the course of the
AAC user’s turn. By using this tool the team envisioned achieving better mutual in-the-moment
understanding. Reflecting on how the technology used for the concept could go wrong, the team
identified that some people may feel it is an invasion of their privacy for the conversation to be
displayed.
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6.3.3 C3: Accessing New Vocabulary
Many AAC devices have a limited set of vocabulary loaded in the device represented via icons or
words and organized into category vocabulary pages (e.g., school, home, cooking), but the limited
set of words limits what an AAC user can say. If an AAC user wants to use a new word, ACs
need to add it to their vocabulary in advance of the conversation, or “talk around” the word in the
moment which requires time and effort. However, when a word is not on an AC’s device, they
may not recall the word or how to spell it. AC1 described searching for a word online to add it to
his vocabulary:

“I have trouble spelling out new words, but I know it in my head. When I am writing
something, if It isn’t in my device then I don’t know [how to] spell it then I go to
google then write something ”people in love or good friend.” I wanted word to be
”relationship.” then I put in my device. new words is hard for me because I can’t
spell and some times I have trouble reading too. my computer read to me and some
times if I like a word in there I put in my device.” - AC1

AC1 also gained inspiration for new words to add to his vocabulary by reading and writing down
words to add to his device later. Even using a keyboard-based AAC device that does not have
a limited word set, AC2 described that it was still difficult to use new vocabulary as his word-
prediction tool would suggest only words that he had already used in the past. Beyond AC1 and
AC2, one NLP researcher who worked with children who used AAC devices noted that limited
support for new vocabulary can also impact children learning to communicate:

“Children often pull random words from their environment and make new words but
AAC devices lack explorability.” - NLP1

Even if a vocabulary word is already in an AAC device’s vocabulary, HCI1 and AC2 mentioned
that it can be difficult to find if the AC does not use the word frequently. This challenge area was
ranked as high priority by both AC participants (see Figure 6.1).

O3: Opportunities to facilitate access to vocabulary on the go

To enable ACs to use descriptive words, participants raised opportunities to make it easier for ACs
to add new vocabulary and retrieve existing vocabulary.

Adding new vocabulary. During Day 2, Team 1 suggested and iteratively refined an idea for a
word suggestion system where when an AC typed a word, the system would suggest alternative
words that may be more expressive, sophisticated, or precise. Team 1 also noted that ACs should
be able to turn this new word suggestion mode on or off, and dynamically add words from the
word suggestions to their device’s vocabulary.

NLP1 and NLP2 suggested playful approaches to add vocabulary. NLP1 suggested a game
for exploring new vocabulary with children where the “AAC user takes a turn developing part of
a word and the conversation partner develops the other part”. NLP2 suggested relaxing word
prediction approaches to generate more playful responses (e.g., rather than limiting to what the
user said, encouraging more diverse suggestions).

Retrieving existing vocabulary. To alleviate cognitive effort when trying to remember where the
word is stored in the device, participants suggested integrating search techniques to the device like
looking up a word by using phonemes (i.e. “it sounds like this” - NLP3) or a description:

“You could have a word finder if you don’t know where the word is stored you press
a button and then you start describing what this word is for and then a bar provides
you with that word.” - COM1
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AC1 shared that he really enjoyed using Amazon’s Alexa to retrieve jokes and control smart ap-
pliances in his home. NLP1 and NLP2 build of this to suggest sourcing pop-culture phrases from
movies and books as well as important ongoing world events the AC could use in conversation.
Other ideas included having the AAC device be aware of keywords AC1 used routinely, similar to
how voice-assistants operate, to then retrieve sequences of phrases and vocabulary associated to
the AC1’s daily routines.

Participants raised that relying on internet connectivity to access a larger online vocabulary or
prediction methods to suggest new words may cause the system to not work in low-connectivity
settings. For AAC devices, storing prediction models or vocabulary on-device may not work due to
limited storage capacity. Finally, participants raised the concern that navigating through excessive
or erroneous vocabulary suggestions may slow down the AAC user, as NLP3 described:

“If AAC makes use of text completion algorithms, they may make poor suggestions.
Context matters. Not sure but this may actually slow down AAC users who must
assess the options while also managing the interface and there might be pressure to
accept suggestions that are not exactly what the AAC user really wants to say.”-NLP3

6.3.4 C4: Partner Feedback
Experienced communication partners like speech-language pathologists (SLPs) or friends and
family may be able to interpret and attend to specific cues displayed by augmented communi-
cators (e.g., facial gestures and gaze behavior) but unfamiliar partners may struggle to know that
an AC is focused typing, trying to get their attention, or listening attentively. Inexperienced part-
ners may lack an understanding of the “culture of AAC”, a term that was often discussed in the
workshop to refer to best practices on how to communicate with AAC users (i.e., being patient,
waiting for an answer, following up with clarification questions). Unfamiliar conversation part-
ners have few resources to achieve common ground [30] with augmented communicators because
they haven’t spent time with AAC users to develop this shared background. COM3 explained the
challenge: “ how do we help unfamiliar partners share the common ground [knowledge of each
other and conversational norms] plus communication resources (gestures, eye gaze signs) that an
AAC user and their familiar partners have in common.?”

When a communication partner does not notice an AC is typing they may move on, leave the
conversation, get distracted or assume the AAC user is not engaged in the conversation. On the
other side of the experience, the AC may not be able to see that their partner is confused as they
are busy typing on their device. AAC users often do not have physical access to the “grounding
movements” produced by the non-AAC partner (nodding, facial expression, etc) while their part-
ner is speaking and they are typing. AAC users might miss what their non-AAC user is saying
nonverbally. Participants highlighted how these behaviors lead to a lack of “engaged recipiency”,
being able to show mutual attentiveness that helps build common ground. Communication sci-
entists explained that a lack of “engaged recipiency” can negatively impact social interaction and
cause misunderstandings.

“Usually, when a speaker is saying something, the recipient is looking at them and
making backchannel cues, nods, etc. This is sometimes called engaged recipiency.
An AAC user may be engaged in typing, and not have resources for actively showing
they are receiving what is being said...There seems to be a communication gap be-
tween non-AAC speakers and augmented speakers because there is a technology in
the middle. How can the AAC user signal the other and viceversa?”-COM3

Using the metaphor of emojis which are both symbols but also can carry cultural weight,
COM1 shared how in AAC there are nonverbal actions that are common like looking at the AAC
device when typing but they do not carry the cultural weight that is universally understood. There
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is not such a widespread awareness of “the culture of AAC” and this makes it harder for AAC
users to interact with new conversation partners.

“we attribute meaning to what we have shared communally... with the waiting is
now a cultural expectation. I want you to wait for me because it will help advance
communication but also because this is culture, it is what we do. There is a cultural
expectation with emojis, but how do we do that for AAC?” - COM1

O4: Opportunities to support multi-modal partner feedback

We considered how language tools could serve the purpose of mutual signaling and back-channeling
more salient to all communicators. Participants brainstormed different ways to increase engaged
recipiency by using “thought bubbles” to signal typing and visual alerts or flags to signal “hold
the floor I have something to say”, or auditory feedback to alert a communication partner. These
flags could be automated to detect typing events or specific words in order to not place an extra
burden on users. COM1 shared how some AAC users already use signaling to bring attention to
their communication:

“I remember being in a school where a child only had access to a low-tech board.
And he would point to a symbol with his left hand while using a plastic toy to bang
the table with his right. I thought it was so genius, but was largely ignored by teach-
ers as disruptive, but it was so clear he only banged the toy when also pointing
at symbols. Would be interesting to think of other ”I’m composing/hold the floor”
alerts/flags/etc.” - COM1

Multimodal tools to cue conversation partners. Workshop participants shared ideas around tools
to cue conversation partners including monitoring the conversation turns and using this informa-
tion to remind partners to pause either through programmed interactive reminders or a third-party
agent, a “computer moderator” that could act as a referee or mediator between non-AAC and AAC
participants and would be in the “look-out” for cues a partner misses.

6.3.5 C5: Managing Turns and Timely Participation
ACs need more time than oral speakers to participate in conversation. They first type and then
play their message. In group conversations, there is often a social expectation for fast speaking so
an AAC user might feel pressured to give a short response fast. AAC users get to say less than
oral speakers, and the lack of social support leads them not to feel like people care or are valued:

“I need more time to type my questions and answers. Some people just don’t care
what I, or whomever, have to say.” - AC2

Staying in time is a well-known and still unresolved challenge for augmented communicators.
ACs often fall behind in a conversation as other speakers are able to participate at higher speeds
and without long enough pauses leaving augmented communicators behind and reducing their
chances to participate [157]. When conversations move on quickly and an AC fails to take the turn
at the appropriate point in time they may be misinterpreted by speaking “out-of-context” [125].
AC2 stated “ I am always a conversation behind.”

AC may also hesitate sharing their message out-loud because they might interrupt the flow
of the ongoing conversation. Often AAC users typed in the chat during the workshop to avoid
interrupting while still voicing their ideas.
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O5: Opportunities to augment turn-taking with interactive tools

Participants brainstormed ideas that could support AAC users in replying in time but also their
conversation partners in waiting patiently. Participants discussed having user interfaces that adapt
to the current situation to support fast retrieval of relevant responses and monitoring and visualiz-
ing all speaking turns to help partners remember to wait.

Visualizing different phases of a turn. Technologists and communication scientists suggested
that visualizing speaker turns and user typing activity could help partners pace themselves and
be reminded to wait. For example having a shared visual display that can track context and help
everyone know that there might be some people falling behind in conversation might slow the non-
AAC partner (ideas shared by NLP2, COM2). Pointing out where ACs start composing within a
conversation, would make conversation partners slow down if they are also aware that they might
be interrupting the composition. Technologists further suggested needing to identify discrete se-
quences of conversation, have labels for each speaker, and additional labeling for each type of
participation event that wants to be visualized. One great limitation to these approaches was a
concern as to how and where all of this information was going to be displayed.

Conversation-aware and adaptive AAC. AC1 suggested having the AAC device’s interface dy-
namically changed based on questions he gets asked. AC1 envisions that his own AAC user
interface will adapt to the current conversation and update itself to support him in easily retrieving
the most relevant responses suitable for the situation. AC1 explained:

“if you ask AAC user a question. Hey, how’s it goin’? a device change display screen
itself. Change to feels area, but what happens if a person AAC user in the workshop
or event then a device is going crazy? I think that it will work on one on one.”

Technologists agreed that a system that learns to recognize specific questions or phrases could
automatically update the interface to show candidate options. Additionally, technologists sug-
gested other ideas like having the interface follow-up to a previous conversation:

The device is able to ’remember’ the last conversation that the AAC user had with
a particular partner to help them continue the conversation from where they left off.
For example, the partner mentions that they have a job interview coming up the next
day, the next time they talk the AAC user may want to ask how the interview went. -
NLP1

Both of these ideas could support new ways of accessing and retrieving pre-stored vocabulary and
messages.

6.4 Discussion: a Research Agenda for NLP in AAC
Communication scientists and ACs highlighted that there is an opportunity to promote AC com-
munication through social support of communication partners without further technology (e.g.,
noticing typing and waiting for a response). To complement improved social support, we outline
opportunities for future research that aims to further participation in conversation for augmented
communicators:

6.4.1 Using Conversational Context to Reduce Misunderstandings
Traditional approaches for ACs word prediction rely on only the previously typed words by the
AC [64], or a physical location [78], to predict potential next words and phrases. Our workshop re-
vealed a potential opportunity to help ACs compose their messages based on the prior conversation
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to improve the specificity of short, out-of-context messages that are ambiguous to conversational
partners who do not wait. While prior work has considered using conversational context to im-
prove AC’s speed (e.g. by extracting keywords from the conversation to generate sentences from
AC’s sentence acronyms [27]), our workshop points to additional opportunities to use conversa-
tional context to reduce misunderstandings by improving: (1) the technology to enable ACs to add
specificity to their responses, and (2) the social support for ACs by helping conversational partners
recall the context of ACs speech.

Transcribing the Conversation Speech.

While transcribing speech to text could enable generating responses based on the conversational
context [27, 166], workshop participants highlighted that keeping a display of the prior conver-
sation transcript itself (e.g. on an AAC display or phone app) could help conversational partners
repair misunderstandings by referring back to the prior conversation. In addition, pausing the tran-
script where the AAC user started talking could help partners understand the context of the con-
versation in which the AAC started composing their response (e.g., the conversation has moved
to talk about dinner but the display shows that the AAC is responding to an earlier question “how
was your morning?”).

While prior work used conversational context from text [27] or conversation partner utterances
in a controlled lab setting [166] or through text input by the partner on a companion app [46],
transcribing speech in real-world environments will introduce errors (a concern for workshop par-
ticipants) as transcription accuracy depends on the speech itself (e.g., common vs. expert words),
microphone placement, and environmental noise [123]. Because transcription errors can propa-
gate to other steps, using conversation context may be most readily applicable for text-only chats
(avoid transcription) and virtual meetings (fixed microphones). Research to improve speech-to-
text transcription should include AAC voices in their datasets to enable such future applications.

Conversation Keywords and Phrases.

To automatically generate relevant responses to respond to text conversations, prior work in dialog
research has detected keywords [138] or dialog acts [115] (e.g., asking a question) in the prior con-
versation context to guide response generation. Cai et al. similarly used text keywords and AAC
user-generated sentence acronyms to guide response generation for AC keyboard users. However,
our workshop indicted alternative uses of such technology to reduce misunderstanding including:
using extracted keywords from the conversation to dynamically generate word pages with words
likely to be relevant to the conversation (similar to the static category word pages used by many
ACs today), or using extracted keywords to display to the conversation partners what keywords
appeared close to when the AC started their response (e.g., “AC1 is talking about dinner”). These
ideas could connect to work that seeks to support mutual understanding for people who are deaf
or hard of hearing using word clouds displayed to all participants during remote meetings [71].

Rewriting Ambiguous References.

ACs short phrases expressed after the conversation has changed topics (e.g., “she went there”)
can contain references (e.g., “she”, “there”) ambiguous to conversational partners. Co-reference
resolution [88] or event correspondence [114] could be used to detect the likely original subject of
ambiguous references (e.g., “Mari”, “Canada”) then display the results to partners or the AC who
may choose the word or a sentence with the reference replaced (e.g., “Mari went there”).
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6.4.2 Controlling Text Generation to Improve Expressivity
Beyond generating text to improve speed [27], our workshop revealed that ACs would like to
generate more expressive speech with accurate grammar and pronunciation. Prior work has ex-
plored adding emotion to AAC utterance through emoticon-based keyboard notation [45]. Given
the increasing availability of large language models that can learn from patterns, a model could
also learn from the spelling strategies AAC users use to bypass common text-to-speech engine
limitations.

Identifying word alternatives.

Given ACs enthusiasm about speaking more precisely, commercial AC devices can explore low-
compute approaches to improving expressivity, by embedding thesauruses to look up synonyms
for words with a “word suggesting mode” as suggested by workshop participants. Such approaches
could be refined by considering the probabilities of AACs using different words given the conver-
sation and their text so far (e.g., “fine” may be a more likely synonym for good than “upstanding”
if the AC is discussing breakfast).

Creative text generation.

Word and utterance predictions are currently used in AAC but sometimes are limited to current
vocabulary already known and commonly used to the user. Advances in large language models
enable an interesting opportunity of balancing the advantages of a fixed vocabulary with the pos-
sibilities of playful expansive vocabulary and phrasing by incorporating input from a model at
different moments of the message composition process [169]. Creative writing support via algo-
rithms has also been explored in the NLP community [53]. Text generation approaches for AAC
users’ could consider expansive rather than safe predictions to enable more expressive speech.

Controlled text generation.

Alternatively, future work may explore how to enable ACs to say their statements in more ex-
pressive or grammatically correct ways by controlling response generation. For example, future
work may generate alternatives to ACs’ current message based on emotions [171], style [80], or
preferred politeness [108] by extracting message keywords and using an additional input (e.g.,
formal) to rewrite a message to be appropriate for the context. As suggested by workshop partici-
pants, the concept of “communicative stance” from communication science suggests a promising
mechanism for control (e.g., “disagree”, “agree”). Such rewriting can also be used to improve
grammar of responses if the AC desires (e.g., similar to Grammarly).

Speech generation.

In the last decade text-to-speech pronunciation has improved by moving from complex pipelines
with many steps (e.g., words to phonemes, phonemes to pitch contours) for statistical parametric
synthesis [148] to end-to-end neural speech synthesis approaches that pronounce speech more
reliably [85, 117]. Thus, updating text-to-speech approaches will likely improve ACs experience
with pronunciation in addition to low- or no- compute approaches like crowdsourcing a dictionary
of pronunciation (e.g., similar to YouTube pronunciation guides) and prompting partners to accept
mispronunciations (e.g., hold laughter so that the AC can finish speaking).

The workshop indicated ACs desire for greater expressivity, and prior art by Graham Pullin
titled 17 ways of saying ‘Yes’ [119] indicated an opportunity for furthering expressivity with
pronunciation. AAC devices could apply prior research on how to adjust the tone of generated
speech using low-level approaches such as SSML [149], a markup language to manually specify
low-level characteristics of speech playback such as pitch and speed (which may require too much
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input). Alternatively, high-level approaches such as style-controlled speech generation that can
apply the style of an example speech recording to a new message [163], could enable ACs to store
styles they would want to use (e.g., an upbeat or formal example) then apply the styles to their
messages to adjust pronunciation. However, such generation may be limited to labeled examples
that the AC saves in advance. In the future, developments in prompt-driven audio generation
(following a pattern of developments in prompt-driven image generation and prompt-driven text
generation) could enable AC users to creatively apply new speech styles on the fly.

6.4.3 Limitations
One limitation of our workshop is that we did not spend time considering a broad perspective of
possible concerns users may have about sharing text logs of all their communication in order to
make many of the ideas suggested possible. When talking about proactive technologies in our
workshop we shared with AAC user participants that these technologies would have access to
their data. Nonetheless, we did not have a focused discussion on AAC users’ perceptions and
level of comfort with sharing their communication data. Future work should continue to carry
out conversations with stakeholders about possible social consequences of integrating language
technology solutions in AAC users’ lives. We acknowledge that many of the solutions proposed
need continuous discussion and continuous re-examination [145].

6.4.4 Conclusion and Future Research
Our workshop started with ACs sharing about themselves and their communication. Their stories
continued to shape the workshop discussions and helped ground our explorations in challenges
they identified as most pressing and solutions that would bring value to them. Communication sci-
entists, many with backgrounds in speech and language therapy brought their years of experience
supporting many AAC users achieve their communication goals. Additionally, communication
science participants enriched our discussions by sharing their technical knowledge (e.g., theory
around repair, grounding, communicative stances) that allowed us to better articulate causes and
nuances in communication breakdowns. To complement, NLP researchers provided rich accounts
about current state-of-the-art language technologies, suggesting ideas and identifying opportuni-
ties. HCI researchers proposed the structure of the workshop, and carefully designed the activities
to elicit responses from all participants. All participant types interacted with each other as a large
group and within interdisciplinary teams to discuss the problem space and what was feasible and
practical to achieve. Our participatory exploration suggests that social communication goals such
as how speaker and addressee are able to stay in time, manage turn-taking, and achieve mutual un-
derstanding are as important as developing efficient and usable AAC systems. The set of experts
that we invited was chosen given our focus on language technology and AAC. Future iterations
of this work could include other disciplines to explore different intersections of the problem space
with other fields (art, interaction design). All in all, bringing all of these disciplines together
proved beneficial as a generative design strategy. Our work demonstrates great value in using de-
sign strategies to scaffold conversations between different disciplines and experts to generate new
research directions.

6.5 Summary
Our two formative studies indicated possible directions to explore to support mutual understanding
and participation in conversation. First, the time at which an AAC user starts typing can be a strong
signal that can help find the potential relevant context portion in the conversation. Due to different
AAC typing strategies to stay on time (i.e., typing while others speak, or typing in chunks) a
tool that supports them in group conversation has to take into account the ongoing conversation
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but differentiate the instances when the AAC user is typing. Similarly, if a tool has access to
the current conversation perhaps it can leverage this information to suggest possible references
to different topics in the conversation. If the tool is able to create a share visualization of the
conversation, perhaps this can support grounding between the CP and AAC user and the non-AAC
communication partners can more easily pace themselves in conversation. Additionally, enabling
the tool must have a feature that allows the AAC user to specify their stance or intention towards
a topic or theme in the conversation, as this would make possible reference suggestions more
accurate and could help create better notifications or feedback cues that are more specific to the
partner. Having access to this suggestions may allow the AAC user to participate more often in
conversation.
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Chapter 7

How Large Language Models can
Support and Hinder Communication

7.1 Overview
This work continues the exploration of the previous chapter, looking into how Large Language
models can, if at all, support AAC users in addressing some of the challenges identified with
regards to message presentation and message composition.

A primary strategy for improving AAC device performance is to predict what the user intends
to type and offer it as a suggestion [154]. These predictions can come from many sources, in-
cluding static language models [154], photographs [48, 47], or contextual information about the
user [76, 78]. AAC users themselves may attempt to predict what they will discuss in the future
and pre-write messages that they can later retrieve via their AAC device [77].

Recently, advances in large, neural language models (LLMs) such as GPT-3 [24] and BERT [39]
have created new opportunities for improving the usability and efficiency of AAC devices. Cur-
rent LLMs are able to generate text that is indistinguishable from text written by a human [29],
potentially enabling AAC users to generate human-level speech with minimal effort. Preliminary
research with simulated user data has shown that LLMs can retrieve contextually relevant sen-
tences [138] and expand user abbreviations [27], theoretically reducing an AAC user’s keystrokes
by up to 75%.

While these potential gains are encouraging (and in fact will likely continue to improve), it is
important that AAC users be involved in the process of combining LLMs with AAC devices. This
involvement helps ensure that LLM output meets the users’ expectations, and that interactions be-
tween LLMs and AAC users support the users’ communication preferences, all while maintaining
privacy, autonomy, and control.

In this chapter, we present a study with 12 adult AAC users in which participants generated
speech suggestions from an LLM and provided feedback about those suggestions. Our participants
had a variety of disabilities that affected their speech production but not their language use or
understanding. To support participants’ experimentation with the LLM, we introduce the concept
of speech macros: LLM prompts that transform abbreviated user input into full sentences, with
a focus on achieving conversational goals such as requesting help with something or answering
a biographical question. Participants tested each of these macros over a remote video call, trying
various inputs and commenting on the outputs, and later provided feedback about their experience
via an online questionnaire. Our study was guided by the following research questions:

• RQ1. What are the benefits for AAC users, if any, of directly interacting with large language
models (LLMs)?

• RQ2. How do AAC users evaluate communication suggestions made by an existing LLM?
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• RQ3. What concerns do AAC users have about integrating LLMs into their own AAC
devices?

Overall, our participants were excited about the possibility of using AI-generated suggestions
in their AAC device, but articulated some requirements for these suggestions to be usable. Specif-
ically they requested that these suggestions are contextually appropriate, match the user’s personal
conversation style, and provide the ability to customize, edit, and remove suggestions.

This project makes several contributions toward the goal of enabling AAC users to benefit
from the capabilities of LLMs. First, we present a study in which AAC users interacted with an
LLM in real time and provided feedback about the suitability of the LLM’s output for their own
communication needs. Second, we introduce the concept of speech macros as a way to leverage
the generative capabilities of LLMs to support the specific communication needs of AAC users.
Finally, we identify opportunities and challenges to creating AI-powered AAC systems.

7.2 Integrating LLMs into AAC with Speech Macros
In considering how LLMs can provide useful suggestions to AAC users, we landed upon the
concept of speech macros as a way to explore scenarios in which LLMs generate content for AAC
users. Our approach is similar to KwickChat’s bag-of-keywords model [138], in that an AAC user
provides one or few input words that are then converted into a complete sentence. However, in
contrast to prior work, our speech macros go beyond sentence expansion to support a variety of
connections between input and output.

7.2.1 Design Process
We began this project with an exploration of how LLMs could support use cases common to AAC
users, and how we might explore those benefits in the context of a user study. We conducted several
brainstorming and sketching sessions within our research team, which contains HCI/accessibility
researchers, researchers with experience related to LLMs, and speech language pathologists.

Through this process, we identified a set of potential benefits that LLMs can provide to AAC
users, including some that have been explored in prior work:

1. ability to create full sentences from abbreviated input (as explored in [138, 27]);

2. ability to draw from conversational or user context (also explored in [138, 27]);

3. ability to generate grammatically correct sentences in response to a question (an identified
need mentioned in Chapter 6, section 6.2);

4. ability to customize the tone and content of output.

While our prototype includes elements of all of these benefits, we ultimately decided to focus
on how LLMs can be instructed to perform a variety of tasks using natural language prompts. For
example, prompts provided to a general purpose LLM can be used to quickly prototype French-
to-English translation [74]. Prior research about AAC users has often identified challenges with
specific forms of communication, such as when talking to a physician or telling a long story [78],
and that AAC users often conduct extensive work before a meeting to prepare what they wish to
communicate [77]. Thus, we chose to explore how specific conversational tasks, such as requesting
help with a particular object, or answering questions about one’s background, could be supported
by prompting an LLM. This approach is complementary to work that is focused on improving
AAC expansions in everyday conversation [138, 27].
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7.2.2 Speech Macros
We created Speech Macros to act as boundary objects and design probes to exemplify LLMs’
capabilities and to demonstrate real-time output based on different conversational situations and
user inputs.

Speech Macros were designed to be purpose-driven shortcuts that can generate complete sen-
tences from a brief input, such as a single word. Informed by prior work that uncovered chal-
lenges in AAC-based social interactions [158, 65, 77], we created multiple prompts using the
transformer-based large language model LaMDA developed for dialogue applications [151]. This
model’s output can be customized through zero and few-shot prompts. In our tests, we found
we could provide 1-3 examples and a description of the desired output to produce reasonable re-
sults (see the Appendix for the prompts we used). The model produced a variable number of
responses, which varied in length from a few words to several sentences. However, since the mul-
tiple sentences generated by the model often contained unrelated ”hallucinations”, we delimited
each response to include only the first sentence generated. We restricted our macros to showing the
first four responses generated by the model so that they fit on the screen without requiring the user
to scroll, and to provide a manageable number of suggestions to read and evaluate, comparable to
the number of suggestions provided by existing AAC systems.

After testing different prompts through word choice and example iterations, we generated three
Speech Macros that produced phrase suggestions for users based on different available contexts,
underlying task instructions, and user inputs. We selected Speech Macros that performed well
under different conversational situations, and with different types of user inputs. We then created
a web-based prototype for each macro (Figure 7.1).

Extend Reply

Phrases produced by LLMs can leverage specific conversational context, like the ongoing dia-
logue, to provide specific responses that can help reduce misunderstandings among conversation
partners while helping the AAC user be more specific about what they want to say. Motivated
by the known problem that current AAC input methods may limit how detailed an AAC user’s
response can be (as more detail means more effort), the first Speech Macro, Extend Reply, extends
a user’s short input with more details that fit an ongoing conversation. To demonstrate this LLM
functionality and to support users in sharing more detailed responses with less effort, the Extend
Reply prototype has three main features: (1) a place where we represented the model knew what
a conversation partner had just said (the current conversational context), (2) a place for user input
to respond to the current conversation, and (3) suggested phrases by the model generated based on
the instruction to extend the user input into a contextually relevant sentence that could be used in
conversation.

Reply with Background Information

In addition to supporting user input during a conversation, we explored the possibility of allowing
users to fill out information ahead of time and use that stored information to generate suggestions
in a later conversation. During the study, we asked AAC users how an LLM could reduce their
effort, and several participants mentioned that they often get asked the same questions repeatedly
throughout the day, and prior work has shown that AAC users often write out things that they
might want to say before a meeting so that it can be quickly retrieved during the conversation [77].
The Reply with Background Information Speech Macro accepts a paragraph of text in which the
user includes information that they might wish to retrieve later. When they are asked a question,
the AAC user can generate responses based on the previously supplied information. To maintain
our interaction model of combining a conversation partner’s question with user input to generate
a response, the user does not enter additional text in this example, but instead presses the button
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to automatically generate potential responses, although future versions could certainly combine
stored content with live input.

One feature of this Macro is that the system can automatically generate responses that match
the phrasing of a specific question, regardless of how they originally wrote the information. For
example, an AAC user might include a declarative statement in their bio such as “I have a cat
named Kevin.” If the conversation partner asks “Do you have any pets?” the system would reply
with “Yes, I have a cat named Kevin.”, while if the conversation partner asked “What is your cat’s
name?” the system would respond with “My cat’s name is Kevin.”

Turn Words into Requests

Another important key functionality of LLMs is that they can be prompted to complete specific
tasks such as turning a word into a help request. We wanted to communicate this functionality to
AAC users so we developed the Turn Words into Requests Speech Macro. We imagine AAC users
could create their own instructions or prompts in the future to retrieve outputs from a model that
fit their needs. The Turn Words into Requests Macro prototype consisted of only two components:
(1) a place where the user could input a word they wanted to ask help with and (2) a space to see
generated help request suggestions.

7.2.3 Prototype User Interface
Even if an LLM can be trained to provide high quality suggestions, there remains the challenge
of integrating LLM feedback into the AAC user interface. At the same time, conducting early
stage design studies requires communicating a lot of information to the user under significant time
constraints.

For this study, we chose to sidestep any detailed questions about the user interface, and instead
focus on a prototype that enabled AAC users to test the model and evaluate its output. Our pro-
totype features a minimal user interface that highlights three main components: a question from
a conversation partner, user input, and suggested phrases from the LLM (Figure 7.1). The user
is able to change either of the inputs and regenerate the suggestions; thus they can explore how
different inputs lead to different suggestions, or how a particular input would function in response
to different questions. For our study, the input fields were pre-populated with example text so that
participants could immediately test the system and see live output from the model. Additionally,
our prototypes included a variability slider that helped modify the model’s output during the study
in cases where the model produced the same text suggestions repeatedly. A higher variability
value creates more random output. We explained the variability value to users and set it to an ap-
proximate mid-point of 0.6 and only changed it when the model did not suggest sufficient phrases
or suggested repeated phrases. Our choice of 0.6 was based on multiple testing of our prompts
and variability combinations that produced varied phrase suggestions.

7.3 Evaluation Study
Knowing that LLMs can generate diverse outputs from one short set of inputs, we wanted to
understand what type of prompts would be most useful to AAC users, what types of inputs they
could provide, and what types of outputs were the most useful to support their communication.
We designed a user study that would first introduce participants to LLM capabilities, focusing on
three main abilities we thought could be the most relevant for AAC users: how a model can (1)
suggest words based on conversational context, (2) draw from general world knowledge and (3)
learn from examples and specific instructions (prompts). During the user study, participants also
experienced the three speech macro design concepts and provided feedback during the study and
in a post-study survey.
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Figure 7.1: Prototype of speech macros used in the study. Each screen includes the name
of the current macro, the conversation partner’s question context, space for the user’s in-
put, and a ‘variability’ slider to adjust the temperature of the model, and thus the diversity
of the responses generated. Output from the LLM is presented on the right side of the
screen.
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Table 7.1: Our 12 study participants (3 females, 2 non-binary (NB)) used a diverse set of
AAC devices and techniques and had different levels of speech use.

ID Age
group Gender AAC

Device

Years
using
AAC

Access
Method Non-verbal?

P1 45-54 M Tobii Dynavox 1 Eye gaze Fully

P2 45-54 M Tobii Dynavox 4 Eye gaze Often

P3 65-74 F Proloquo4Text App on iPad 9+
Mouse,
joystick

Fully

P4 65-74 M Grid 3 3 Keyboard Fully

P5 45-54 M iPad with Predictable App 16 Touch Often

P6 25-34 F
Type on phone and

Google docs
8

Head
movement,

switch
Sometimes

P7 25-34 NB Dynavox Maestro 23 Switch Fully

P8 35-44 F iPhone and Android phone 5+ Touch Sometimes

P9 25-34 M Tobii Dynavox I-15 series 32 Switch Fully

P10 55-64 M
Speech Assistant App

on Galaxy S20+
9 Switch Fully

P11 25-34 NB
Android tablet with Predictable,

Coughdrop, and Speech Assistant Apps
8+ Touch Often

P12 45-54 M iPad Pro with Proloquo4Text App 40+ Toes Often

7.3.1 Participants
We recruited 12 adult expert augmented communicators, who use a variety of AAC devices, to
test all three Speech Macro concepts. Our 12 participants (Table 7.1) included two eye gaze AAC
users, four switch users and six AAC users who used direct selection to interact with their commu-
nication devices. Our participants used AAC solutions for multiple reasons including degenerative
chronic illnesses, apraxia, cerebral palsy, autism, and also a combination of all these factors. None
of our participants had aphasia or any disabilities affecting language use, only verbal speech pro-
duction. Participants resided in the United States, the United Kingdom, or Canada.

In preparation for the study session we asked participants if they wanted to join the call with a
person that could support their participation. We also asked about preferred communication styles
and broadly about how we could make the study accessible specifically to them. Some partici-
pants joined the study session with a support person that helped them connect to the video call or
communicate. Support persons were often family members or speech and language therapists. We
did not consider support persons to be active study participants, but in some cases they did provide
comments during the study, and we include those in this chapter when appropriate.

7.3.2 Procedure
We gathered participants’ feedback through a 90 minute remote video call and a post-study survey.
We divided the remote study session in three main parts: (1) introducing language technologies,
what they are and how they appear in some products (10 minutes), (2) testing the three speech
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Figure 7.2: Storyboard exemplifying a sample interaction with the Extend Reply Speech
Macro.

macros to evaluate their usefulness and their outputs (60 minutes), and (3) reflecting on other uses
for speech macros (10 minutes). We also offered participants an optional 5 minute break (or more
time if needed) that could be taken at any point during the study.

Introduction to LLMs

To introduce participants to LLMs, we presented different examples of AI-based language tech-
nologies that use LLMs, such as word prediction and word completion keyboards, auto-complete,
and translation software. We explained that the LLM they would interact with during the study had
learned patterns about vast amounts of text-based data from the internet. We noted that this made
it a useful tool to support conversations since it could “understand” dialogue and suggest possible
responses given a specific task or instruction. We introduced participants to Speech Macros as a
way to define tasks the model could perform to assist in communication.

Trying out the Speech Macros

We then introduced participants to each Speech Macro by first illustrating a scenario using a Sto-
ryboard to illustrate specific use cases (Figure 7.2) and then shared the interactive prototypes via
screen-sharing. All participants were introduced to the three Speech Macros in the same order:
Extend Reply, Reply with Background Information, and Turn Words into Requests. We first ex-
plained each prototype and how these were just examples to test the model’s functionality, rather
than finalized communication device concepts.

For the Extend Reply Speech Macro, participants were presented with two example conver-
sation scenarios. For the first, we said to imagine a conversation partner asked: “What did you
do today?” and they, the AAC user, used a short word (i.e., “work”) to get extended replies from
the system. For the second example, we explained that the system could adapt to different situa-
tions, such as the conversation partner asking, “Do you want to get pizza?” and then providing the
same user input of “work”. After each example, we asked participants what they thought about
the suggestions, and whether they would accept any of the suggested phrases1. After reviewing

1We originally asked participants to rate each output on a scale. However, participants were frequently
unable to choose a rating for a single phrase set, so we omit these individual ratings from analysis and
instead focus on the comments they provided after each phrase set, as well as the ratings and comments
about each speech macro.
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the examples, we asked participants if they would like to try a user input to reply to either con-
versational scenario. If time allowed, participants could try more than one user input to reply to
a conversation situation or to suggest a question they often get asked. At the end of the macro,
participants were asked to rate how useful the functionality of having the system extend their reply
would be to them and to comment on their rating using a scale ranging from “Not at all useful” to
“Extremely useful”.

For the Reply with Background Information Speech Macro, participants were first presented
with a fictional sample biography: “I am from Argentina. I really like dancing, horseback-riding
and being outdoors. I do not like insects. I love to eat ceviche, arepas, and tacos. I have a cat
named Stella”. The test conversational scenario was the question: “Do you like animals?” After
discussing how the macro worked and rating the output for the example scenario, participants
were invited to add their own biographical details to the existing text so that the model could use
their own background information. Participants shared information about their favorite animals,
favorite sports teams, hobbies, or country of origin.

For Turn words into Requests, participants were directly asked to think about any items or
actions they would like to ask help with and suggest them to try as user inputs. After trying
each suggested input, participants were asked to rate the generated phrase suggestions. After
trying various inputs participants were asked to rate how useful was the Turn words into Requests
functionality by using a scale ranging from “Not at all useful” to “Extremely useful”.

Post-study survey

A post-study survey was sent to participants to capture any additional open-ended feedback they
did not get a chance to share during the study session. The post-study survey contained both
multiple choice and open questions and was organized in sections: (1) feedback about specific
Speech Macros and ideas for additional speech macro functionalities not covered, (2) feedback
about the concept of Speech Macros (where they would be useful and where they would not be,
what were some benefits, what were some concerns), (3) Priorities for future versions of speech
Macros (important and less important use cases); (4) Using personal data in AAC (concerns about
personal data use and information they would feel comfortable sharing), and (5) General feedback
(Any other things you wish an AI-based communication system could do for you? Any additional
feedback you would like to share?).

7.3.3 Data Collection and Analysis
Study sessions were video and audio recorded; audio recordings were transcribed using automatic
speech recognition and corrected manually by the research team. Transcripts of the session were
combined with a log of the session’s text chat and researcher notes into a single document. Partic-
ipant responses to the post-study survey were stored in a separate document.

Two members of the research team analyzed the data; both have several years experience in
human-computer interaction and accessibility research. Both researchers had prior experience in
conducting participatory design research with AAC users. One researcher had experience using
accessible technology in their everyday life.

We performed qualitative data analysis to organize the findings and identify common themes
[22]. First, the two researchers independently read through the 12 transcripts and post-study sur-
veys, selecting quotes and observations and copying them onto separate notes, which were orga-
nized through several rounds of affinity diagramming [103]. We identified four categories of data:
feature suggestions, potential use cases, comments about the quality of suggested phrases, and ob-
servations about using AI-enabled AAC in daily life. Feature suggestions and use cases were or-
ganized by which macro they related to, and are mostly presented in Sections 7.4.1 and 7.4.2. The
remaining data were analyzed through several iterations of discussion, note-taking, and affinity

102



diagramming, beginning with identifying the most common high-level themes in the data (char-
acteristics of good/bad sentence suggestions, AAC use as self-expression, how AAC influences
perceptions of its users, and concerns about AI) and grouping data into subcategories within them.
These themes are largely discussed in Sections 7.4.3 and 7.4.4.

7.4 Findings
We first report on participants’ experience using Speech Macros, the inputs they tried for each
macro, and the suggestions participants provided. We then report on participants’ feedback about
the model’s output, and lastly on key user concerns to consider when integrating AI-based lan-
guage technologies into communication devices.

As our participants had different speaking rates, we tried to spend an equal amount of time dis-
cussing each Speech Macro with each participant (around 20 minutes per Speech Macro). Some
participants with faster speaking rates provided more user inputs of their own, while others pro-
vided at least one user input or conversational scenario suggestion. The statistical Median of
interactions with the Extend Reply macro was three, and two for the Reply with Background Infor-
mation and Turn Words into Requests macro.

All participants completed the post-study survey and provided extended written replies and
thoughts (Median: 376.5 words, Max: 1023 words, Min: 43 words). Only three responses were
less than 100 words while all the others were above 250 words.

7.4.1 Benefits and Uses of Speech Macros
Participants found the conversational tasks that the speech macros supported to be in general very
useful to them (Figure 7.3). From all three speech macros, the “Turn words into Requests” was
rated more often to be either extremely or very useful followed by “Reply with background infor-
mation” and then “Extend Reply.”

Extend Reply

Participants liked only having to input a few words to get phrases extended by a macro since it
could help reduce typing effort and fatigue.“[the extend reply macro] would enable me socialize
and network more because I would be able to type faster and would require less time effort and
energy and also lessen frustration, sometimes I just don’t initiate conversations because I don’t
have the energy to type a lot and I can’t answer quickly enough” (P6). P11 also shared that phrase
suggestions could help them alleviate cognitive effort in trying to remember what to say that could
appropriately fit the social situation. “That sounds super helpful for knowing what words to use
that are socially acceptable rather than getting stuck and trying to remember and at the same time
trying to go through the physical actions of using AAC.”

The Extend Reply macro generated alternative responses to the same question, for example
“I’m hungry” or “I’m not hungry”, to reply to “do you want to get pizza?” (Table 7.2). P6 really
liked having options as it would allow her to choose different suggestions depending on her mood,
the circumstance, and the person she is addressing.

Given that macros were created using few-shot prompts that were straightforward expansions
of an input (see Appendix for prompts), some phrase suggestions seemed too cold-cut for social
conversation. When asked to rate how appropriate the model’s suggestions were, participants
brought up needing more information about the scenario: would they be using the extend macro
on a mobile phone or a computer? (P5) who are they addressing?(P2,P3,P6,P10) what is their
mood?(P6,P11). For scenarios in which they imagined talking to their friends, participants pre-
ferred phrase suggestions that were casual and friendly instead of more straightforward options
(Table 7.2).
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Table 7.2: Extend Reply Speech Macro inputs given by our study participants, the sug-
gestions returned by the speech macro, their preferred option (shown in bold), and their
rating of how appropriate that suggestion would be for the question asked and their per-
sonal communication style.
Question ID Input Suggestions Rating

Do you want
to get pizza?

P6 Later

1. I’m feeling pizza later, are you?
Extremely
appropriate

2. What time do you want to get pizza?
3. Sure, let’s get pizza
4. Ok, where do you want to go?

P1 Eat

1. I’m always up for pizza
Very
appropriate

2. I’m sorry, I’m not hungry right now
3. I’m not hungry
4. I’m hungry

P3 Work

1. I’m sorry, I can’t go out this afternoon
Not at all
appropriate

2. I’m already at work
3. I’m busy with work today
4. I’m working today

Reply with Background Information

One strength of LLMs is that they can draw general information about the world into their gener-
ated responses. This ability seemed to be very useful when the participants tested how the model
suggested phrases for them in the “Reply with Background” macro. The ability to guess and im-
ply information from a short biography provided by participants seemed helpful when it related
to factual knowledge about the world. For example, when telling the model that she was from Sri
Lanka originally, the model made suggestions like “I love to go to the beach” when replying to the
question ”what do you like to do for fun?”

“those activities are things that I would do back home. It knew somehow that because
I am from Sri Lanka, that is something important to me, so I love that it took that
piece of information and took it as my background. I think that is important.” - P8

In another case, P9 mentioned his favorite soccer team, the Chivas, and was pleased when the
system was able to identify the location of the team, as it suggested the phrase “my favorite team
is Chivas de Guadalajara”. While P9 was impressed by the system’s knowledge, he ultimately
chose a different response that better conveyed his lifelong enthusiasm for the team: “My favorite
soccer team is Chivas, I have supported them since I was ten”.

On the other hand, the language model often guessed and made up information to fill in the
details that seemed random and unrealistic or “wrong funny” as expressed by P11. The model
guessed that P11’s dog was “a cute little dog” based on its name “Pippin,” which P11 provided
in their background information. In reality, Pippin is a 100 pound German Shepherd. “The false
assumptions would make me want to go add bio information later but not right then.” - P11.

Participants shared examples of meaningful context they would want the system to draw from
to make more useful suggestions. Participants wanted the model to know medical information
about them so that they could have informed conversations with their medical doctors (P10, P11).
Participants also wanted the model to automatically draw information about the time of day and
their location (P7, P10, P12). Some AAC users wanted the device to know about their favorite
topic, like their favorite soccer teams (P5 and P9), and even be aware about common topics shared
with specific conversation partners (e.g., co-workers, friends):
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“I think background information could encompass a great deal beyond demograph-
ics. For example, being in IT includes a kind of sub-vocabulary relevant to speaking
with colleagues, as a chess player there exists a sub-vocabulary, and the roles of
husband, father, grandfather, church brother, and more could each have identifiable
“background information” that could influence phrase generation.” - P10

Turn Words into Requests

The “Turn Words into Requests” macro worked well when requesting help with inputs about
common tasks (i.e., tea and biscuits, bathroom, sleep), and was described positively by participants
indicating that it could be useful to them (Figure 7.3). Nonetheless, when receiving input like
“smoke”, in a case where the user wanted to try to request his caregiver to take him out for a
smoke, the model steered the user from this specific activity. During the study, we tried different
input including smoke and cigarette and for both tries the model suggested phrases such as: “no
smoking in the house”, “I do not want to smoke”, “please don’t smoke a cigarette”. We speculate
this subject was caught by a safety or policy layer intended to avoid promotion of this specific
activity.

We found the system was not able to suggest relevant requests related to access or health needs.
For example, when P3 tried the word “transfer” to see if the model could suggest requests related
to needing help transferring from her chair to the bed using her home-installed lift, the model only
suggested phrases related to transferring money (i.e.,“transfer money to my bank account”). Other
user inputs related to medical and health requests also did not work well. Both P1 and P10, who
have a tracheostomy and often need suction to clear their breathing pathway, tried using “suction”
to generate a request but the model suggested something unrelated like, “I have a suction cup that
needs to go on the wall”. Many help requests that users wanted to generate were high stakes and
needed to be specific. So when users tried inputs as “meds” or “itch”, the model suggested very
generic help requests that participants tended to evaluate as less useful and less appropriate.

Additional Conversational Tasks

Participants also shared different ideas about how they would use speech macros. Several par-
ticipants said they would program them to make specific help requests to their voice assistants
(P1, P6). Others would like to have speech macros help with routine tasks like asking for help
with self-care tasks (P7) and ordering at a restaurant (P4, P12) or at a coffee shop (P10), as the
model could draw information about what type of food the restaurant sells or what type of coffee
order the user always asks for. Some participants also shared that they would not mind using the
”Expand Reply Macro” to get suggestions on how to answer common questions like “How are
you doing?” which can be frustrating to answer again and again (P1). Speech macros that could
draw from background information could be used to plan conversations with doctors (P11) if the
medical data given to the system was guaranteed to be secured and private (P10, P11).

7.4.2 Learning Input Mappings
While the macros were able to suggest reasonable phrases that matched the questions asked, par-
ticipants expressed uncertainty on how the system used the input it was given. In other instances,
AAC users proposed use of short-hand as input in order to have more control over the generated
output.

Participants suggested using specific notation like adding symbols to their inputs to overcome
not knowing what implicit tone the model would decide to go with when suggesting responses.
P10 suggested using symbols that could hint the model towards having a more positive phrasing:
“typing ‘word +’ would lead to positive responses.”. Overall, participants expressed a preference
for reliable and short inputs. P4 explained he had a macro programmed in his device that expanded
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Figure 7.3: Most participants found speech macros to be either very or extremely useful.
Turning words into requests was considered very and extremely useful by most partici-
pants. Participants identified they could use the turn words into requests macro to help
them daily to create requests for routine, self-care and accessibility related tasks.

“1y” to yes and automatically played it out loud saving him time. P8 used “WON1” to say won-
derful when others asked how she was doing. P2 used “SYS” as a shorthand that expanded into
“see you when I see you”.

An unexpected LLM behavior resulted from having phrase suggestions insert non-factual in-
formation, a certain tone, or preference that was not specified by the user. The “Extend Reply”
macro would sometimes suggest arbitrary responses that seemed too specific like “I worked from
8am to 6pm” as a response to the question “what did you do today?”. P11 was interested in know-
ing where the suggestion came from: “it goes into assumptions of how long you worked. Is that
something it learns? That you have patterns?” Participants were also curious about how to con-
trol the variability of the options as sometime the macro repeated phrase suggestions at the testing
variability value we tried (0.6).

P10 also noted that some of the phrases suggestions carried an implicit “negative tone” that
he would not necessarily intend if he typed the input “work” as a reply to the situation “Do you
want to get pizza?” In another case, P3 tried to retrieve neutral answers to the question “how is it
going?” by using the phrase “it’s going” as input. The Extend macro did not catch that the user
wanted to express a neutral response and instead suggested phrases that complemented the users
input: “it’s going pretty good”. P3 understood that the underlying speech macro task did not catch
her meaning and added: “if things weren’t going well, I would learn to not confuse the program.
and use a different input. [I would use] “not great” for instance.”

7.4.3 Evaluating Suggested Phrases
While our speech macros performed in an expected way and suggested phrases that were mostly
relevant within the conversation scenarios tested, LLM output was insufficient in supporting AAC
users in adding their personal tone and style and representing their personality and identity. Par-
ticipants also shared concerns about how the LLM-generated output could affect their social re-
lationships by being too abrupt or just by the fact that others could know they were automated
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responses.
Many phrases were either considered as very appropriate or were phrases that were close to

something the participant would say but that needed a little more editing to get it right. Participants
suggested ways in which they would use the model’s generated output as a starting point to build
on top of it during a real-time conversation. “”the first phrases will be like i almost want to answer
this it gives me an idea of what i want to say, sometimes but it doesn’t necessarily fit exactly with
what i want to say... i might end up using a predicted phrase and then delete the last word and
write my own”(P11).

Tone and Style

When discussing the different outputs generated through the three speech macros, participants’
most common critique was that the phrases did not reflect their personal style and the image of
themselves they wanted to portray. Nonetheless, the way each participant described what qualities
of their background mattered to them and what they wished the model knew about them varied.
Some participants talked about their personality and how they aim to convey it through their words.
Other participants shared the importance of their culture, including their country of origin and their
faith and how that impacts the way they talk. Lastly, participants talked about the impressions they
wanted to leave on others and how they were concerned the generated phrases could affect their
relationships.

Communicating personality, style, and identity

While AAC users found value in being able to get phrase suggestions by typing less, they indicated
they would not necessarily use these phrases as they lacked their personal style and did not reflect
personality. In many cases, users found phrase suggestions to be “too bland” and impersonal while
their personality was “witty” (P2) or “positive” (P8). When sentences lacked a way to convey an
important part of the participant’s personality and their values, participants said they would not use
them. P8 and P10 talked about their faith and personal belief and how that influenced the way they
talked to others. “For me I would add something positive...because I think that positivity in the
world is lacking these days so I add positivity into my answers” (P8). Participants also expressed
that they did not wish to sound too scripted. P9 was concerned about sounding “robotic” and P12
raised an important future risk: “If the system is being used in the future, are all AAC users going
to talk the same way? That’s something we need to think about.”

Maintaining social standing

Participants expressed concerns related to how the generated phrases could impact their personal
relationships. Some participants commonly found generated phrases to be too abrupt (P6, P8, P9,
P10, P12) when suggesting possible replies to social questions like “do you want to get pizza?”
in the Extend Reply macro scenario, and said that the phrase suggestions were not appropriate for
this reason. Participants more commonly preferred phrases that were more socially correct like,
”I am sorry, I can’t go out this afternoon” rather than the more abrupt ones: “I’m already at work”
(Table 7.2). P12 explained why abrupt responses, even though they matched the question, were
not appropriate: “it’s not very appropriate because if someone asked me that question and I typed
in work, I want phrases like, what time do you want to go? Or I’m working, could we reschedule
or give me a minute and I will get back to you about lunch?”

Participants also had concerns about the system suggesting the wrong thing and making the
participants look bad. P4 worried the system would suggest phrases that would reveal information
about how he truly felt about someone, or if he had talked badly about someone with somebody
and the potential for the system to reveal that fact, embarrassing him. P2 and his wife also had
concerns about inputting sensitive words to the system and then having it show unwanted output.
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Table 7.3: Participants suggested different items to be turned into help requests. Items
spanned three main categories: medical, accessibility related, and daily tasks.

User input Participants

Daily living

TV P2
Outside P2
Sleep P2
Bed P2
Bathroom P2, P6, P12
Window P3
Service P4
Cigarette / Smoke / I want to smoke P5
Tea and Biscuits P5
Drink P6
Book / Book pages P8
Starbucks P10
Water P12

Accessibility
Access P7
Transfer P3

Medical

Suction P1, P10
Itch P1
Meds P11
Pain P3

108



P2 wanted to use “bed” to have the model make requests related to helping him prepare for bed.
P2’s caregiver was concerned about what the system would say and so did not want him to use
that word so they decided to try the word “sleep” as input instead: “He usually says I’d like to get
ready for bed and I didn’t want to use bed because I didn’t want to see what would come up...”

P2 and his caregiver also shared that for more personal requests like going to the bathroom,
they might not want to use the word “bathroom” as a user input but instead a euphemism. “He
would probably use other words at home, and say other words in public to keep it private.” P2
shared he would say: “I have to powder my nose.”

7.4.4 Concerns About Using AI Suggestions
Privacy and data concerns

“ I would love a local version of this [reply with background information macro]
which i don’t worry about privacy that i could put medical history information into
and it could help me make sure i actually give doctors details when i am in a high
stress situation and everything is going so fast i can’t keep up” - P11

Sharing background information with a system was considered extremely useful by most par-
ticipants. Participants said they wanted to use this feature but would be concerned about other
people using their data without their consent, identity theft and data breaches, having other hu-
mans reading their personal or medical background information, and on-cloud data processing.
Participants asked whether there was a way for them to confirm their data was encrypted and how
they could turn off the system from hearing the conversations all the time, as it would need to do
this to catch the current dialogue. Participants understood their data and conversation data would
improve the model and that the speech macros would indeed be very useful but if there were no
privacy in place or clear transparency about how it would work, they would absolutely not use it.

AI suggestions could undermine autonomy

Selecting a generated phrase from the system could have social consequences beyond what the
content of that phrase is and how it is interpreted. Participants reflected on how selecting an
automated phrase, even a pre-stored phrase they had created beforehand, made others believe
the system did all the work for them. P8 shared a story where using her AAC device for a job
interview allowed her to get the job because people understood that she had prepared answers
to the interview questions beforehand using her device and attributed her with being responsible
and well prepared. Unfortunately in another occasion, people thought the opposite: “I pressed
a button for a customized answer and someone said ‘oh, the device did that for you’. That was
insulting to get that answer. They thought I was an idiot because I had these customized phrases
pre-installed. I was saddened. I had to stand up for myself, so I said I had made the preparation
for the meeting.”

P10 shared that he only allows very few intimate people to watch him type as he communicated
and he feels that if they see him select an automatically generated phrase instead of typing his own
that could have a negative consequence or change the meaning of that intimate communication.

“... AI generated responses may become the answer for the types of communication
that are centered around content and timing. But there are more intimate forms of
communication where AI might get in the way of personal expression. I have found
with my wife, daughter, and a few close friends that sitting beside me and watching
me type the reply to their comment (clearing my response without speaking it) is a
secure form of communication for them with me. I would go so far as to say, if the
exact expression desired popped up on the list, choosing it would mean something
different to an observing intimate friend than if I were to type it.” - P10
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Similarly, P8 shared she would not use speech macros with people close to her: “[I would
not use this] with my family and friends who know me personally. I think sometimes the human
feelings cannot be translated by devices.”

7.5 Discussion
In this work, we presented AAC users with an interactive prototype in which they could evaluate
text suggestions produced by a large language model. Based on this work, we reflect on how
language models may be integrated into AAC devices and about our experiences integrating AAC
users into the research process.

7.5.1 Can Speech Macros Improve AAC Use?
Overall, our participants were excited about the possibility of using AI to improve their AAC
systems. Participants were clear about the amount of effort they expended when communicating,
and the value in reducing some of that effort. At the same time, participants already had ideas
about how to improve output from the system, to more clearly reflect their own preferences and
communication styles. They also presented some concerns about sharing data, and about the
potential loss of control.

One question that we considered throughout the work is whether it is useful to focus on spe-
cific use cases, as we have done here, as opposed to a more general system that predicts phrases
across all conversation contexts, as in some related projects [27, 138]. As a research tool, we
found that this approach was successful in introducing participants to the relevant concepts, and
providing specific contexts in which to test and evaluate LLM output. Participants also gravitated
toward specific macros (especially “Turn Words into Requests”), which may help to prioritize fu-
ture work. However, whether speech macros should be introduced into AAC devices remains an
open question. Existing AAC devices often have multiple modes, such as a mode to replay stored
phrases, and it is possible that specific speech macros could similarly be incorporated into current
AAC user interfaces. Alternatively, it may make sense to provide AAC users with the ability to
create and customize their own prompts to the LLM, enabling them to customize output through
prompt programming.

7.5.2 Design Challenges and Trade-offs
While our prototype provided an intentionally simplified interface, creating and testing the pro-
totype revealed tensions between the potential benefits of integrating AI and potential negative
effects which we summarize here.

Reducing effort vs. maintaining control

As noted by the majority of our participants, communicating using their current AAC devices can
sometimes be both frustrating and ineffective. AI generated suggestions offer the possibility to
reduce the amount of effort. However, participants were often unsatisfied with the output from
the system, finding it had the wrong tone or was simply incorrect. Participants noted that in some
cases they could edit the response to get the result they wanted, but in others they would need to
rewrite the entire response. In either case, editing or rewriting an input is counterproductive to
the goal of reducing keystrokes. Nonetheless, while our participants wanted to type less to save
physical and cognitive effort when responding to routine questions, participants were concerned
about how automatic phrase generation could impact their relationships. Participants shared how
putting effort into their communication by preparing long messages demonstrated to others that
they cared, about a job interview (P8) or about a close family member (P10). These findings align
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with prior work highlighting how effort invested in computer-mediated communication can be a
symbol for caring [79]. While keystroke savings can reduce time and effort, future explorations
with AI should consider how views on authorship and effort may impact relationships among AAC
and non-AAC users.

When encountering low quality suggestions, participants sometimes tried to enter longer queries,
or invented new input conventions, such as entering a plus after their input to retrieve positive re-
sponses. Providing more robust input options could provide users with more control. Similarly,
showing users potential predictions as they type could help users make decisions about when to
try predictions vs. typing out messages themselves.

Composing in real time vs. using stored content

AAC users optimize and plan for their communication and social interactions. A lot of preparation
happens, they create and store phrases that anticipate potential questions or any high pressure sit-
uations they may encounter. While this study does not engage with situations in which AAC users
could use the technology to plan content for future encounters, participants gave clear feedback
of how the output could be better and even how they wanted to combine phrases created by them
with the ones generated by the system.

It is important not to ignore all the work and setup AAC users have already established that
work for them, like the shortcuts they already have in place (i.e, 1y for yes, WON1 for wonderful,
etc). If AI will be used within an AAC device, it should be flexible so that it does not impose a
scheme but learns from and is customized by the user who has already developed a system for
their communication.

Achieving functional communication goals vs. expressing oneself

Prior work has reported that the way people communicate changes once they start using AAC
systems [77, 102]. Individuals who acquire speech disabilities later in life often lose the ability to
express sarcasm, humor, and nuance. The social timing pressures that exist for AAC device users
make it hard to add nuance and talk about other things beyond requests or short utterances [78].
This is why sometimes there are large efforts into enabling basic communication with AAC de-
vices, and even though there has started to be a shift into how AAC devices could also play a role
to maintain social relationships [35], we did not know what qualities of generative output could
be important to know about for future systems. Our study revealed that AAC users want more
from LLMs in addition to keystroke savings and achieving that model-generated golden reply that
is reasonable within context. Users want to be able to customize output to their needs (and this is
different for each person); this is the key to unlocking the potential of LLMs. Moving away from
scriptedness and transactional conversation support towards customized use of these systems.

While prior work established that computer-mediated communication (CMC) grants greater
control over the impressions people convey to others as people can edit and plan their messages
before sending them [162, 59], AAC communication is a unique type of CMC where responses
are expected sooner, and the time window to achieve self-representation is shorter. Perhaps by
enabling post-processing of LLM suggestions or co-authoring of a response we might support
AAC users in personalizing their responses on the go.

Additionally, our study revealed the importance of customized user information to better tai-
lor LLM-generated output to. Prior work created simulated personas mostly comprised a one to
two sentence description of a person’s hobbies or personal preferences to generate conversational
phrases [138]. Through our study we gathered other important information about what AAC users
would like a model to know about them: medical details, details about their relationship with
conversation partners (co-worker, family), details about their work and context information about
their location or time of day.
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7.5.3 Conducting Human-Centered AI Research with AAC Users
Conducting participatory and open-ended research with AAC users can be challenging as new
methods are always needed to elicit real-time feedback in a way that aims to maximize partici-
pation and reduce user burden [8, 17]. These challenges are amplified by the need to conduct
studies remotely during the COVID-19 pandemic. Despite these challenges, participation from
AAC users is necessary to ensure that technology accurately meets their needs. A primary goal
of this research was to enable AAC users to interact with, and provide feedback about, a real AI
model. All AAC users were able to successfully suggest inputs and provide feedback about gener-
ated outputs. Additionally, the use of a post-study survey was successful in allowing participants
to share more extended thoughts, anecdotes, and feedback.

We conducted each of our 12 interviews remotely, and encountered some anticipated and unan-
ticipated challenges while doing so. First, we knew that the pace of interaction during the study
might be slow, and that the technologies we wished to discuss might be unfamiliar to our users.
Second, we expected that some participants would be limited in their ability to give feedback dur-
ing the session. Third, because most participants would be using their devices for communication,
we could not install software on their devices.

Generally, we were able to adapt our study protocol to these circumstances. First, we designed
our three speech macros to be simple and easy to understand. We designed our prototype to quickly
show the language model by allowing the user to change the contextual information or the prompt
and quickly see the results. Through building in a variability slider we were able to run the model
at other randomness values if needed. By using screen sharing, we were able to accept spoken or
typed user input through chat and input it to the prototype. Finally, as in previous studies [77],
we combined our in person interview with a follow-up questionnaire so that participants could
compose longer responses. Our study allowed us to explore potential uses of AI for AAC by
enabling users to directly interact with a language model via digital prototypes. While our speech
macro concepts served us to communicate LLM’s capabilities and usage scenarios, co-designing
future speech macros or prompts with AAC users may enable us to understand how AAC users
create mental models and expectations for LLMs.

Overall, the design of our prototype and study protocol enabled our participants to see the
LLM in action, test it with several queries, and provide feedback during and after the study ses-
sion. While this configuration worked well for this study, conducting longer deployments of this
technology would require an alternative setup.

7.5.4 Limitations and Future Work
While we designed our prototype and study to maximize the amount of interaction participants
would have with the language model, they were still limited to completing 5-10 inputs in the study
session. As a result, participants gave feedback based on this limited experience only. Future
studies could feature a longer deployment, so that participants could input more prompts and gain
a better sense of the strengths and weaknesses of this approach.

The language model used in the study was designed for generic dialog-based applications;
each speech macro was a prompt written for that specified activity. We did not customize speech
macros with any data about specific users. While the speech macros proved effective for collecting
user feedback, this study does not provide a clear picture of how well current language models
could perform for AAC suggestions, and it is likely that tuning the speech macro prompts or adding
user-specific data to the prompts would improve suggestion quality. Furthermore, participants
provided suggestions for new macros; providing end users with the ability to edit and customize
their own macros could further improve results.

We designed our speech macros prototype with the goal of quickly introducing users to the
concept and enabling them to try out several macros during the study session. By design, the pro-
totype does not include details of user interaction, such as whether suggestions should be added

112



to an on-screen keyboard or placed in a menu, or what actions are needed to generate suggestions.
During our study, participants emphasized the importance of having control over predictions and
the usefulness of composing messages ahead of time. Participants were also aware that the sys-
tem might not produce the output they intended, and that they might need to fall back to typing
a message themselves. Future work could explore the design of appropriate user interfaces that
combine contextual information, saved settings, and live input, and allow users to correct or over-
ride the system if it fails to produce usable output in a particular situation. There may also be ways
to provide users with more control without requiring more typing, such as by allowing users to
specifically request a positive or negative response, or to request short or long responses.

For this study, we recruited participants who used AAC due to motor difficulties; our partic-
ipants had typical language skills and did not have conditions such as aphasia that would impair
their understanding of spoken or written messages. We were thus able to assume that participants
were able to understand the purpose of the macro and its expected input, correctly format their
input messages, and choose from the suggested phrases without difficulty. We expect that this
approach could be made useful to those with aphasia and other language disorders by designing
appropriate interfaces to detect and highlight potential issues related to comprehension, or by per-
sonalizing user models that accept input and generate output in a format more appropriate for that
individual user.

7.6 Summary
We conducted an evaluation of large language models as a tool to support AAC users in generating
phrases, introducing speech macros as a method for AAC users to benefit from the generative
capabilities of these models. Our study found that AAC users were enthusiastic about the potential
of language models to support their communication, provided that they maintain control of their
personal expression. The potential of LLMs for different types of AAC use should be explored
through future design work and experiments.
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Chapter 8

Augmenting Context Grounding with
the COMPA system

8.1 Overview
Grounding in conversation is the process of establishing mutual understanding. One way interlocu-
tors achieve grounding is by ensuring they know what each person is talking about or referring to.
To facilitate grounding in conversation, interlocutors tend to add information to their own utter-
ances by first establishing the identity of what they are referring to, then further elaborating (ex.
“The dog, he just bit me”) [30]. Nonetheless, using references (i.e., “talking about X, I think...”)
is a costly and difficult grounding strategy to achieve in AAC because the mediums of communi-
cation are asymmetrical: one person is speaking at fast rates while an augmented communicator
is typing their message at considerable lower speeds [136, 30, 158].

Albert Robillard, a researcher who studied action and talk in situated behavior and used AAC
methods to communicate explained not being able to repair his utterances in the intensive care
unit [125]. He explained that he was often cut-off mid-sentence when someone left the room
before he had finished his message, as he could only communicate a few words per minute, and
when he wanted to resume speaking he experienced what he called the ”Out of Context” problem:
“Usually the interaction has moved along so far that when I address an old topic my conversants
have a hard time seeing the relevance of what I am saying. It takes so much effort to spell out what
I am saying I could not easily recycle the topic by saying ”You know what we were speaking about
a little while ago, the X topic.” I could only, because of time and energy, speak directly to a former
topic. The speaking out of context would generate many complaints and confusion.”

Therefore, it becomes even more important to find intuitive solutions to address the out-of-
context problem for communication between AAC users and non-AAC users.

Grounding is dependent on the medium of communication [30] and little is known about how
specific AAC interface that designs may impact establishing a common ground. In this chapter,
we propose different ways to support establishing mutual understanding and common ground de-
spite time differences in the response time among AAC and non-AAC users. In this chapter, we
explore how different conversation grounding strategies might loosen the relevance constraint for
AAC users and their communication partners. We introduce COMPA, a system that incorporates
different types of contextual grounding strategies such as highlighting and alerting a communica-
tion partner about the current conversation portion an AAC user might be composing a message
about. COMPA also integrates a large language models that provides starter phrases as sugges-
tions that can help re-introduce a past topic into conversation. This Chapter describes the design
process of COMPA, its features and an multiple condition study in which we sought to understand
how different COMPA components contribute to supporting AAC users in having a better mutual
understanding.
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Figure 8.1: COMPA is a browser extension that enables Context Marking and Phrase Assistance
to augment contextual grounding and awareness about what an AAC user may want to refer to in
conversation. Using COMPA, AAC users and communication partners can view a live transcript
(A,D) of their conversation and notifications (C) about the context of a conversation an AAC user
may want to reply to. COMPA also explores how enabling AAC users to choose an intention when
composing a message (i.e., share an opinion or ask a question) can provide better starter phrase
suggestions and more accurate communication partner notifications (B).

8.2 Design Goals
When AAC users are typing co-occurring talk by other conversation participants may change the
topic of the conversation faster than what AAC can respond to [44, 66, 158]. Sometimes this
means that their messages might be taken out-of-context, or need additional clarification from an
experienced partner to be re-contextualized. In response to the out-of-context challenge and in or-
der to loosen the relevance and timing constraints, our studies in chapter 6 and chapter 3 indicated
possible design directions to support three goals (G1-G3):

G1: Share Conversational Context. In the conversations we analyzed in chapter 6 and 3, com-
munication partners (CPs) often clarified messages for the AAC user when these messages were
delayed and ambiguous responses. Often CPs guessed what the AAC user meant to say but other
times they needed to confirm with the AAC user that their clarification was correct. As such,
supporting having a shared conversational context such is an important design goal to help AAC
and non-AAC users have a clear understanding of the part of the conversation a person may be
referring to. Additionally, during the ideation workshop (chapter 6), an AAC user shared how
AAC devices are not currently responsive to what is happening in a real-time conversation and
how having the device adapt to the ongoing conversation could better support him in communicat-
ing in a timely manner. We then consider the design goal of using the conversation as a source of
information that can provide relevant phrase suggestions tied to the ongoing conversation.

G2: Provide Awareness of AAC User Intent. As explored in the workshop, knowing the inten-
tion or stance a person has towards a topic can help others better understand their contributions in
conversation. Having a way for the AAC user to specify their stance or intention towards a topic
is an important design goal that could help their CPs provide better support and explanations on
their behalf when needed, or even improve the word and phrase suggestions the device provides.
Making an AAC users intention salient could also create more specific cues for their conversation
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partners.

G3: Support AAC User & Partner Initiated Alignment. Communication partners who know
the AAC user well often act as mediators between unfamiliar partners and AAC users. Evidence
of this is thoroughly describe throughout this dissertation. Similarly, as also mentioned in the
interdisciplinary ideation workshop (Chapter 6) AAC users’ participation in conversation would
greatly improve if others just learned to wait and slow down. Tools designed to support mutual
understanding between AAC and non-AAC users should be shared, similar to groupware explored
in prior work [46], out third design goal is to create AAC and partner interfaces that can support
their mutual adjustment and learning process to communicate with each other.

8.3 COMPA
We introduce COMPA, a system to support creating a shared understanding of conversational con-
text, and awareness of AAC user intent (Figure 8.1). To support shared conversational context, we
explore displaying a real-time transcript of the conversation. We enable AAC users to pause
the transcript while typing their response to help partners understand the context of their response
(Figure 8.1, chat panel). We notify both the AAC user and the partner when the transcript has been
paused. We leverage the transcript to create phrase suggestions based on the current conversa-
tional context to let the AAC user easily *add context to their comment*. To support awareness of
AAC user intent, we enable AAC users to also select an intent (reply, opinion, question, yes/no).
When the AAC user selects an intent, we add the intent to the pause notification to help the part-
ner understand the desired action that the AAC user wants to take in the conversation. We also
enable the AAC user to leverage the intent to generate phrase suggestions based not only on the
conversational content, but also on the specified intent.

We implemented COMPA as a browser extensionn built using React.js to support AAC users
and their communication partners participating in remote meetings. We selected remote meetings
as a first use case for COMPA due to the availability of high quality real-time audio recordings
from computer microphones to enable transcription, and built in access to a shared screen to
support mixed AAC user and partner focused conversational support.

8.3.1 Interfaces
COMPA has an AAC interface and a CP interface. Both the AAC interface and the CP display
the transcript of the current conversation on the transcript panel. The AAC interface additionally
includes a text composition panel that enables the AAC user to compose a message and use text to
speech to read the message out loud.

Transcript Panel

The transcript panel displays the conversation speakers and live transcriptions of the ongoing di-
alogue. The AAC user can pause the transcript panel by starting to type or by pressing a pause
button. This pause action allows AAC users to pause the transcript at the point at which they want
to speak. After they finish speaking, the tool will insert their utterance at the point in the conver-
sation where they paused, and any conversation that has happened since then will populate below
their utterance. The transcript on the CP’s tool will pause and continue the same way.

On both the AAC user and CP’s interface, a set of previous utterances in the conversation will
be highlighted to mark a context the AAC user may be speaking to and to notify the CP that the
AAC user is typing (Figure 8.1). This serves to further ground what the AAC user is responding
to and establish the relevance of their future message. The AAC user and CP see the same context
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Table 8.1: Our eight study participants included four AAC user study participants (2 females)
and four corresponding communication partners. AAC users have 10 or more years of experience
using AAC and use a diverse set of AAC devices and access methods.

AAC
User Age AAC Device and Access Method Experience

(years)
Communication

Partner

AC1 38 Tobii I 15 with single switch 32 CP1, Sister

AC2 53
Various text-based AAC;
direct access by typing with fingers

20 CP2, Daughter

AC3 58
Speech Assistant app via an EMG switch;
NextUp Talker via a SCATIR switch and a
Words+ EZ Keys dongle interface.

10 CP3, Spouse

AC4 45 iPad with Predictable and Speechify apps 40 CP4, Sister

mark in their own interface views. The tool currently highlights the last or current turn closest to
the time that the AAC user presses the pause button or starts typing.

Text Composition Panel

The text composition panel consists of a pause button to control the transcript panel view, a text in-
put message window where the AAC user can type using their AAC device or preferred keyboard,
and a submit button that will read the AAC users message out-loud and print it on the transcript
panel after it is activated.

COMPA provides starter phrase suggestions. Starter phrases are defined as a sentence frag-
ment that starts off a valid response based on the previous context of the conversation. These
phrases are generated by prompting openAI’s ChatGPT (model gpt-3.5-turbo) [110] with manu-
ally created examples of starter phrases to various conversations, then providing the context of
the current conversation for ChatGPT to start responding to. Three phrases are generated at each
time the AAC user starts typing below the text input window (Figure 8.2 and Figure 8.1). We
provide three phrase suggestions as to not overwhelm the AAC user with many options while still
providing a variety of possible responses.

COMPA also includes intention buttons an AAC user can select to indicate how they want
to respond in the conversation. This intention buttons are informed by common communicative
intentions or dialogue acts commonly used in conversation [115]. We condensed the intention
into four groups: reply, opinion, question, and yes/no. This is done to not overwhelm the AAC
user with more than four choices. These groups are chosen as most responses can fall into one
of these categories: reply (ex. statement-non-opinion), opinion (ex. statement-opinion), yes/no
(ex. yes answers, agree/accept, response acknowledgement), and questions (ex. yes-no-question,
open-question) [75]. The AAC user can select an intention prior to their response that will affect
how starter phrases are generated. Once an intention is selected, instead of the generic message
of “(the AAC user) is typing about”, the CP will see a message such as “(the AAC user) has an
opinion about”. An exhaustive list of these messages can be found in Figure 8.2 and Table 8.2.

8.4 User Study
We designed three versions of COMPA (figure 8.2) to study how different features and changes
to each interface’s panels and different grounding strategies may impact communication for AAC
and non-AAC users. Each version of COMPA provides different context grounding strategies,
phrase assistance types to the AAC user and different types of feedback notifications to the CP,
(Table 8.2):
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Figure 8.2: We created three versions of COMPA. Each version added a new layer of context
information and phrase assistance type. Testing these three different versions would allow us to
evaluate the contribution of each grounding strategy to the conversation experience.
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• Version 1 (Pause Signaling): contains only the context grounding functionalities, pauses
the transcript and displays general typing notifications to the CP.

• Version 2 (Context Marking): contains starter phrases for the AAC user that are conversation-
specific in addition to the context grounding functionalities.

• Version 3 (Intent grounding, full version): contains context grounding functionalities (pauses
and CP notifications) and intents that the AAC user can select and intent-specific CP notifi-
cations in addition to the starter phrase that are conversation and intent specific.

By having these three versions of COMPA, I wanted to understand how each feature impacted
AAC users’ and CPs’ participation and communication. I had two initial hypotheses:

• H1. Adding more context and intent information will help AAC users communicate more
clearly and more often.

• H2. Adding more context and and intent information will help Communication Partners
have greater awareness of the AAC user’s participation.

8.4.1 Participants
A total of eight participants, four AAC users (2 Women) along with a communication partner (CP)
of their choice were recruited for this study (Table 7.1). Each AAC user and their CP were given
a pre-study survey, which asked about each participant’s communication strategies to their partner
as well as each participant’s perceived participation time during group conversations.

We conducted a two-hour remote study session for which we connected via Google Meet. We
asked each participant, AAC user and CP to connect from their own computer and from a separate
room if they were in the same household to minimize any text-to-speech error. A researcher and
author of this work acted as the study moderator. Using a within-subjects experimental design,
each pair of participants used all three versions of COMPA. We counterbalanced the order of the
conditions to prevent acclimation bias.

8.4.2 Procedure
The remote user study consisted of four main parts for each interface condition: (1) an overview
of COMPA’s interface version, (2) a short tutorial, (3) a conversational task: planning a summer
vacation, and lastly (4) an online questionnaire post-condition.

Tutorial

After a general explanation of the features, the moderator performed a storytelling tutorial task for
the pair of participants so that they are familiar with the version’s interface. The storytelling task
consisted of the moderator asking the AAC user to use the features of the corresponding COMPA
version to respond with the word “green” and a selected phrase starter (when applicable) upon
hearing the same “green” keyword in the story narration. The CP is also invited to monitor their
COMPA view and describe the changes they perceive on their screen.

Conversational tasks

After the tutorial, the moderator, AAC user, and CP participated in a structured conversational
task of planning a summer vacation together. This task was split into three sub-tasks: (1) decide
on the location for the vacation, (2) decide on the trip activities, and lastly (3) discuss who else
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Table 8.2: Participants tried three COMPA versions that had different levels of context infor-
mation for each of COMPA’s features. Participants tried all versions in a randomized counter-
balanced order.
COMPA
Version

Transcript
Behavior

Starter Phrase
Assistance CP Notification

1. Pause
Grounding

Pause None ”user is typing”

2. Context
Grounding

Pause +
marks context

Conversation-specific
“user is typing about:”

[context]

3. Intent
Grounding

Pauses + marks context +
user selects intention

Conversation &
Intent- specific

”user has [intention] about:”
[context]

to invite to the trip. The group completed each sub-task with a different version of COMPA. The
order of these sub-tasks remained constant during each run of the study. The summer vacation task
was chosen to simulate a natural conversation among a group where different sub-topics could be
discussed under these big theme of vacation planning and these clear tasks of choosing a location,
activities, and people to invite.

Each sub-task lasted about 10 minutes and the moderator guided the conversation in a specific
structure to maximize uniformity across participants. First, the moderator instructed participants
on the items to be discussed (location, activities, or people to invite) and then proceeded with a
direct question to the AAC user to hear their input first. Then, the moderator had to ask a direct
question to the CP and make at least one general question to the group. The moderator also had
to create one big topic change by inserting an unrelated anecdote to the conversation or asking a
question about a new topic. The moderator also had to make at least one common error unfamiliar
partners make with AAC users such as speak while the AAC user is typing or ask two questions in
a row. These moderator behaviors were selected to try and reproduce possible errors an unfamiliar
partner might make.

Post-condition surveys

Proceeding the use of each version of the tool, the AAC user and CP received different post-
condition surveys. The AAC user was asked how their experience was using the tool, as well as
how effective they thought the tool was in helping them communicate or participate more. The CP
was asked questions targeting their awareness of the functionalities on the tool and their ability to
support their partner. Each were also asked about the specific functionalities in the version of the
tool they are using.

To conclude the study, the AAC user and CP received the same set of questions that ask them
to rank the three versions of the tool in order of usefulness for them and for their partner. As a
take-home survey, they are asked how likely they would use this tool in meetings and in what other
scenarios they could use the tool.

8.4.3 Analysis and Data Collection
We recorded the remote study sessions (video and audio), the interaction logs of COMPA’s inter-
faces, and survey responses from both AAC and CP participants. We reviewed the data to extract
both subjective and objective metrics. The subjective metrics included perceived sense of agency,
that is if participants felt they participated in the conversations as much desired; perceived ease of
input or effort required, and perceived awareness of screen changes of the CP. Objective measures
included the number of turns taken by each participant and length of AAC user contributions per
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turn (words used per turn). To understand how the different COMPA features impacted the AAC
users’ participation we also labelled the type of communicative functions used during each AAC
user’s turn (e.g., giving an explanation, confirming information, requesting help). We compared
these metrics across the three COMPA versions. These metrics are all factors that can impact the
effectiveness of communication and mutual understanding.

8.4.4 Study Limitations
While the study lasted two hours and included tutorials for each version of COMPA, participants
in this study all experienced COMPA for the first time during the study. Thus, it is possible that
with long-term use of COMPA our results may vary. Similarly, our conversational task used in this
study to elicit a natural conversation, sharing, and collaborative decision-making was limited to
one big theme of planning a summer vacation. Future work is needed to understand how different
COMPA features may or may not support different types of conversations (i.e., personal, work-
related, etc.).

8.5 Findings
We first report on participant’s experience using COMPA, the amount of times they participated
and the type of phrase suggestions they used. We then report on participant’s feedback about
each of COMPA’s features and lastly we report on the observed participation behavior and subjec-
tive participation metrics that describe participants technical agency, or ways they participated in
conversation and their perceived sense of agency across versions.

COMPA was successfully installed by all study participants. Nonetheless, AC1 had trouble
accessing COMPA directly with their AAC device as it restricted Google Chrome browser access.
AC1 and CP1 still completed all study tasks and completed a take-home survey to share their
opinions on the COMPA’s feature. We only include AC1’s and CP1’s feedback and ratings but not
their participation metrics information.

8.5.1 Using COMPA’s Features in Conversation
Participants rated COMPA’s features to be in general very useful to them (Figure 8.3). From all
of the versions they tried, AAC users selected COMPA’s second version more often as the version
they would most likely use while CPs selected the full version of COMPA as their preferred ver-
sion (Figure 8.4). Participants shared they really liked that COMPA worked as an add-on that can
be accessed with their AAC device and that included text-to-speech. ACs shared it is often hard to
switch back and forth between remote meeting software and their own AAC device, but because
COMPA integrated text-to-speech and is connected to the meeting it really helped overcome this
obstacle.

Transcript Pausing. AC3 shared that the transcript pausing feature, “seemed more of a level
playing field.” AC2 appreciated the transcript feature as well: “As a person who speaks English
as a second language, I appreciate the transcription feature embedded in the AAC app.”

Having access to the transcript of the conversation also highlighted opportunities to include
additional functionalities like translation. Two of our AAC participants were bilingual and both
suggested embedding translation features into the transcription as the transcript would often mis-
pell proper names that were not of English origin.

CPs found it was easy to understand their Augmented partners better with the transcript but
shared the conversation was easier to follow when the transcript “marked the context” of what the
AAC user wanted to respond to (Figure 8.3, Marking Context Feature).
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Figure 8.3: All study participants (N=8), four AAC users and four communication partners (CPs),
rated all of COMPAs features after experiencing all versions of the tool. CPs rated pausing the
transcript, marking the context, and general typing alerts as the most useful features to help them
better communicate with their augmented partners. All AAC users rated the general typing alerts
and the intent-specific typing alerts as highly useful to them.

Partner Notifications. Communication partners found the intent-specific notifications to help the
flow of the conversation. CP3 shared “‘the boxes like reply and opinion helped the conversation”.
CP2 also liked having more information about the AAC user’s intention:

“I liked that we could anticipate what type of response she was going to make ”
–CP2

CP4 shared that because she is used to communicating with their sister the intent-specific
notifications did not really change their ability to communicate with each other: “’we interacted
about the same as usual...I feel the options on how to respond would benefit people who are not
used to communicating with someone with AAC” – CP4

In general all AAC users found partner notifications to be one of the most useful features to
them and CP preferred found general typing notifications to intent-specific ones (Figure 8.3).

Phrase Suggestions. AAC users used phrase suggestions to reply in conversation. AAC users
asserted their agency by always editing starter phrase suggestions with small modifications. Par-
ticipants preferred using intent-specific phrase suggestions to conversation-specific ones. In to-
tal, conversation-specific phrase suggestions were only used twice. AC4 used the conversation-
specific phrase suggestions twice. AC4 used the phrases to reply to two specific questions and
modified the phrases using the message input box:

moderator: I was wondering if you all do any research about like, Before you decide to go
somewhere. If it’s accessible or if it has some accessible spots before you decide to
go?

ac4: [pauses transcript by starting to type: “y”, then stops and sees phrase they want and
selects it. Phrase selected is “I actually like looking for accessible spots.” Then goes
back and finishes editing her message.]

ac4: yesI actually like looking for accessible spots.
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Figure 8.4: AAC users rated each in version in terms of how likely they would use it again if it
were available to them. Most AAC users rated COMPA’s second version as the version they would
most likely use while CPs selected the full version of COMPA as their preferred version.

Similar to the example above, AC4 used a suggested phrase ”that sounds great to me!” to
quickly reply in the conversation and modified it by adding “ye” to the beginning: yeThat sounds
great to me!

AC2 and AC3 did not use any of the conversation-specific phrase suggestions. AC3 shared: “I
didn’t feel a good fit with the suggestions.” AC2 shared she did not use them because she “mostly
typed without looking at them.” AC2 and AC3 preferred the Intent-specific suggestions. Intent-
specific phrase starters were highly rated as being appropriate and useful. In total, AAC users
(N=3) used five intent-specific phrases (COMPA version 3). Two users shared they preferred the
intent-specific phrases, including AC2 who used the intent-specific phrases in 33% of her turns
when having a conversation using COMPA 3. AC3 also preferred the intent-specific phrases, “I
actually think communication was more relaxed because of the structure provided.”

AC2 who used the most intent-specific phrases, selected a phrase and edited it in 3 out of 4
occasions. In one example when the moderator was talking about seafood, AC2 selected the reply
intent-specific phrase: I’m not a big seafood fan, but.. and edited it to “I m a big seafood fan”.
Other edits included selecting “I love trying new things...” and changing it to ‘‘I love trying new
food. ” and lastly selecting “What kind of food do you. . . ” to “what specillized foold does your
country have?” (this spelling error is as it was written).

Intention Buttons. AAC users selected the intention buttons 7 times in total to change their
partner notification message (see Figure 8.2, for a list of the intent-specific CP notifications).
Even though AC4 did not use any intent-specific phrase suggestion, they used the intent buttons to
indicate their intention to their partner. The “reply” intention was more often selected than other
intentions (5 times in total). The opinion intention and the question intention were only chosen
one time each, over all.

8.5.2 Effects of COMPA’s Features on Participation
Amount of participation. In average AAC users took more turns when using COMPA’s full ver-
sion (COMPA 3) but used more words per turn when using COMPA 2. In general, CPs took more
turns in conversation than AAC users. The distribution of turns taken by AAC users and CPs was
comparable when participants used the full version of COMPA (Table 8.3).

Quality of Participation. In Chapter 3 we quantified AAC users and CPs conversational turns
and labelled the communicative functions they used when participating in conversation to measure
occurrences of AAC users technical agency. Technical agency is observed as individual contribu-
tions to a conversation. To measure how AAC users were able to express their technical agency
in this study we counted the number of turns taken by each participant, the words said per turn
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Table 8.3: Average turns taken and words per minute spoken by turn. The average number of
turns taken by AAC users and CPs was comparable when participants used the full version of
COMPA.

AAC users Communication Partners

Version AC
turns Stdev Words

per turn Stdev CP
turns Stdev Words

per turn Stdev

1 9.67 2.31 5.00 1.43 7.67 1.528 9.45 1.25
2 11.00 3.00 5.87 0.60 13.33 5.033 10.13 1.78
3 12.00 2.00 5.04 1.50 13.33 2.082 11.15 2.89

and the type of contribution each participant was able to make while using each COMPA version.
Contribution types were informed by the metrics developed in Chapter 3.

I developed a coding scheme to label each turn taken by the AAC user and their CP after ex-
amining all the video recordings and the session transcripts. I labelled each turn with a “move”
and a “function”. Moves are defined as a unit of talk within a turn that has a function [31]. I
observed two main types of moves (1) Replies, which included any response to a question or an-
other person’s comment and (2) Initiations, which are contributions that open the conversation or
introduce a topic and usually require a response from others. I further labelled the replies with
additional labels: (1) giving a detailed reply and (2) giving brief ambiguous reply. Additionally
I labelled the number of ideas or preferences expressed by each participant (Figure 8.6 as a way
to understand how often they were able to share their own wishes during the summer vacation
conversational tasks.

Observed Technical Agency. AAC users produced more initations when using the full version of
COMPA than when using version 1 or 2 of the tool (Figure 8.6). AAC users also intiated conver-
sation more often than CPs when using the full version of COMPA. All AAC users were able to
contribute at least one idea or preference for the summer trip planning activities.

Observed Context use. Version 2 and Version 3 enabled participants to use phrase suggestions
that could add more details to their replies. The findings show that AAC users produced more
detailed replies when using Version 2 and 3 compared to Version 1. Even though AAC users
contributed more ambiguous and brief replies than detailed replies, there was only one instance,
across all participants and all study sessions, were a CP had to clarify a message on behalf of
the AAC user. In this case, CP4 asked AC4 clarifying questions to fully understand what they
intended to say. For all other participant pairs, communication partners and the moderator were
able to easily understand what AAC users meant even when some of their responses where brief
and lacked references to a specific topic.

Perceived Sense of Agency. AAC users rated their perceived sense of agency in terms of how of-
ten they felt they were able to say what they wanted to say during each conversation with COMPA
and how much they felt they participated compared to their usual participation in group conversa-
tions. AAC users felt they partipated as desired more often when using COMPA Version 2 and felt
they participated much more when using the full version of COMPA (Figure 8.5). AAC users per-
ceived amount of participation did match with the observed number of turns quantified (Table 8.3).
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Figure 8.5: AAC users stated they were able to always (5, rating value) or often (4, rating
value) participate as desired when using the second version of COMPA. AAC users stated they
were either often (4, rating value) or sometimes (3, rating value) able to participate as desired with
COMPA 1 and COMPA’s full version. AAC users felt they participated much more when using
the full version of COMPA (COMPA 3) compared to the other two versions.

Figure 8.6: AAC users initiated conversation more often when using the full version of COMPA
(18 total initiations by AAC users). COMPA’s full version enabled AAC users to retrieve intent-
specific phrase suggestions and share intent-specific typing notifications with their partners.
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8.6 Discussion and Future Work
This study aimed to understand how different contextual grounding strategies could support AAC
users and their conversation partners in conversation. We created COMPA with specific features
that could support three design goals: (1) Supporting sharing a conversational context, (2) Provide
awareness of AAC user’s intent and (3) Support AAC users and partners in achieving mutual
understanding and alignment. COMPA’s design goals are agency-driven goals, informed by the
prior chapters and derived from our Agency Framework.

Partners increase agency for AAC users when they know more about the conversational con-
text, so COMPA aimed to provide both AAC users and Partners with more information about
the current conversation in form a transcript that pauses when the AAC user types and partner
notifications that mark a context an AAC user wants to speak to.

Additionally, we had learned in prior chapters of this dissertation that communication partners
can benefit from more signaling to be reminded of when and how AAC users want to participate
in conversation. COMPA aimed to provide awareness of when the user wants to participate and
how they wish to participate by adding the intent selection feature. COMPA also provides starter
phrase suggestions via a language model that consider the ongoing dialog between the meeting
participants and the intention selected by the AAC users. Chapter 7, revealed that complete AI
phrases may not adequately reflect what an aac user wants to say. COMPA suggests “starter”
phrases instead that can be edited on the go to quickly to re-use context embedded in them but also
add the users’ personal touch.

Lastly, we know that agency is socially distributed, AAC users and partners cooperate with
each other in conversation to achieve mutual understanding. So we wanted to design COMPA
to support both AAC users and partners. Communication partners were asked to monitor their
screens to track notifications and the conversation’s context represented by the transcript.

All of these agency factors resulted in COMPA’s three grounding strategy ideas, conveyed
through COMPA’s different versions (Figure 8.2): (1) pausing a shared live transcript of an on-
going when the AAC user starts typing; (2) have conversation and intent-specific starter phrases
generated by a LLM that can be used to recontextualize any comment an AAC user wants to
make in conversation; and (3) communication partner notifications that can be either general or
intent-specific.

Different COMPA versions were evaluated with three conversational tasks about planning a
summer vacation between an AAC user, a close conversation partner, and a moderator (myself).
The moderator’s role was to guide the conversation but also introduce topic changes and possible
noise by talking while the AAC user typed, participants were able to communicate effectively
and did not have any major misunderstandings across all tasks and conditions of the study. All
communication partners found it useful to know when AAC user where typing and 75% of them
found it was useful to see what specific part of the conversation the AAC user was typing about
(context marking feature).

Although AAC users took less turns than communication partners (CPs) when using all COMPA
versions, the number of turns AAC users took was in average very close to the number of turns
taken by CPs which is a possible indication of a balanced interactions where all conversation par-
ticipants participated almost equally. When examining the communicative functions and moves
used by AAC users across the study conditions, we see that AAC users initiated conversation much
more when they had access to the full version of COMPA. Starter phrases enabled users to re-use
context mentioned in the conversation and re-phrased by the AI model. Some users found starter
phrases to be useful but always edited them to personalize their answer.

126



8.7 Summary
This final study contributes the design and evaluation of COMPA, a system that explored different
contextual grounding strategies to support AAC users and conversation partners in loosening the
timing and relevance constraints. A user study including both AAC users and a communication
partner of their choice (N=8) indicated that marking the context of a conversation an AAC user
wants to speak to and notifying a partner about this context and the intention of the AAC user is
useful and helps AAC actively participate in conversation. COMPA’s features “leveled the playing
field” for AAC users by leveraging opportunities found through our agency framework.
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Part IV

Contributions, Future Work and
Conclusion
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Chapter 9

Contributions, Future Work, and
Conclusion

9.1 Contributions
This dissertation demonstrates how social constraints embedded in the traditional ways we com-
municate can impact an augmented communicator’s agency and participation in conversation. By
designing technologies that address these social constraints through participatory approaches, we
can create new interactions that support user agency. This body of work proposes new approaches
in AAC through studies that exemplify how we can design with these constraints in mind to cre-
ate agency-increasing communication tools. It is my hope that this work can enhance our ability
to design interactive AAC systems that are responsive to the shifting nature of conversations and
unpredictable partner’s behaviors.

9.1.1 Theoretical Contributions
How do ACs exercise conversational agency in the face of constraints such as the AAC device
they use, their relationship with the people they are talking with, the task at hand and general
social conversational constraints?

This dissertation demonstrates that AAC users are not only impacted by the technology’s la-
tency but by social constraints that play a role on how much they can say, how they can say it, and
when they can say it. Through looking at participation metrics we can create a deeper understand-
ing of conversational agency that can inform the design of future technologies. Through behav-
ioral coding, a method that turns observed behaviors into metrics, I have quantified turns taken in a
conversation, labelled communicative actions taken by different actors, and described how shared
decision making happens to analyze how user experience is impacted by social behaviors and
technology constraints specific to AAC. Using these metrics, I have contributed Conversational
Agency as a new frame to study AAC that describes design parameters for new communication
tools. These design parameters or areas of opportunity include finding ways to increase AAC
users’ control over conversation dynamics and the content of a conversation.
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9.1.2 Empirical Contributions
What participation metrics and conversational tasks can help us evaluate agency in aided con-
versation?

This dissertation also contributes concrete metrics and conversational tasks for measuring
agency in AAC. Agency is understood within the context of specific conversational tasks and
scenarios with different types of conversation partners. In chapter 3, I explored the differences be-
tween technical agency (participating in conversation) and colloquial agency (when participating
becomes achieving a specific goal).

Metrics. Using agency as a desired outcome in AAC technology design and presenting met-
rics that enable researchers to understand how agency is impacted in context, can provide design-
ers with new ways of evaluating and refining empowering interaction techniques and interfaces, in
which users experience an instinctive sense of control and ownership over their actions. Metrics
contributed in this dissertation include two coding schemes, one detailed in Chapter 3 that details
specific AC communicative functions such as: requesting help or time, giving an open-ended ex-
planation, granting/denying permission, and confirming/denying information the CP has said, to
measure technical agency.

A second coding scheme is contributed in Chapter 8. This coding scheme includes types of
replies and types of conversation initiations that can help researchers better understand how often
AAC users use contextual references and details in their responses and how often they open up the
conversation to new conversational topics.

Conversational tasks. This dissertation used an interview task to study how communication
partners(CPs) supported and AAC user in answering questions for which both the AAC user and
converational partner had knowedlege about. A second task that is uniquit to this dissertation is
that of collaborative collage making to understand how AAC users are able to turn their partic-
ipation or technical agency (expression of their creative ideas) into actual ideas translated to the
collage by the CP. To evaluate the last system presented in this dissertation COMPA, we also con-
tribute a conversational task used to simulate a natural conversation where the moderator also takes
on the role of asking questions but also committing intentional mistakes such as introducing big
topic changes through anecdotes to study how AAC users and CPs maintain a common ground.

9.1.3 Technical and Design Contributions
What systems and design features increase conversational agency for AAC users? What specific
technology materials (modalities and platforms) can support conversational agency in AAC?

This dissertation also contributes design knowledge on how different technology materials
such as expressive robots and Large Language Models can impact an augmented communicator’s
agency and their partners behaviors and perceptions. This dissertation demonstrates that using
agency as a lens for AAC research can uncover new design opportunities.

The first study that describes Conversational Agency in AAC (Chapter 3) demonstrated how
ACs often use a range of nonverbal behaviors (e.g., facial gestures, body orientation) but these
are hard to interpret by others. In the field of Human-Robot Interaction (HRI), social robots have
used motion to support people in a variety of related communication contexts through nonverbal
behavior. Social robot gaze has shown to facilitate turn-taking and robot body gestures have been
explored to mediate interpersonal conflict. In Part II of this dissertation, I designed a co-design
workshop to identify how social robots could support ACs’ nonverbal communication. By using
the metaphor of “sidekick”, I explore robot designs that support ACs, rather than function as
independent agents.

Similarly, a thorough understanding of conversational agency, presented in Chapter 3, demon-
strated that in CPs help ACs contextualize their comments by providing explanations on ACs’
behalf and interpreted ACs’ gestures and vocalizations so they did not have to always rely on their
device to respond in time. Nonetheless, when CCPs gave long explanations on behalf of an AC
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they often introduced new topics that moved the conversation forward too quickly. By analyzing
the rituals among CCPs and ACs we found that future technologies that can retrieve content from
a conversation and clarify misunderstandings could support ACs in replying to questions when
needed or reusing conversational context without extra effort and without the need of CCP inter-
vention that may in some cases distract from the ACs intention. We explored these opportunities
with language technologies in Part III of this thesis which resulted in two new approaches to sup-
port AAC users: Speech Macros (chapter 7) and Augmented Contextual Grounding Strategies via
the COMPA system (Chapter 8).

9.1.4 Methodological Contributions
What are accessible and inclusive research methods to envision and build new communication
technologies with augmented communicators?

This thesis also contributes accessible design methods to envision and investigate potential
new technologies with AAC users and their conversation partners. Participatory methods can
help us envision new technologies with people whose lived experience is different to our own
and calls for the inclusion of relevant stakeholders from different disciplines. In my work, this
has involved inviting puppeteers to help us design robot motions (Chapter 4), and data scientists
and AI engineers to collaborate with AAC users and imagine the future of language models for
communication support (Chapter 6). Conducting participatory research with AAC users can be
challenging as they may face accessibility barriers with design materials, difficulty in communi-
cating quickly, and difficulty in collecting data over time [8]. Through co-designing prototypes of
future AAC systems I have learned how to design participatory workshops that maximize AAC
users participation without causing fatigue.

Conducting participatory research with AAC users can be challenging for many reasons as
they may face accessibility barriers with design materials, difficulty in communicating quickly,
and difficulty in collecting data over time [8]. The increased obstacles to in-person research cre-
ated by the COVID-19 pandemic may further impact the ability of AAC users to participate in
research. Nonetheless remote participation in research opened doors for AAC users who do not
traditionally get a chance to participate. Due to the pandemic all the studies included in Part III
of this dissertation were conducted remotely. Here I describe some of the strategies used to sup-
port participation from AAC users in remote video sessions developed by myself and my research
collaborators:

Combining synchronous and asynchronous communication. In many cases, AAC users
may communicate more slowly than the average person, and thus may have difficulty sharing their
thoughts during a single research session. In both in-person studies and remote studies, we have
found it useful to provide questions to participants before and after the research session, so that
they can prepare materials, and a provide feedback using retrospective questionnaires where they
can share any thoughts they were unable to share during the session.

Supporting multimodal conversation. During study sessions, we have found it important to
allow participants to communicate using multiple modes, including voice chat (using the individ-
ual’s voice and/or AAC), text chat, or typing in a shared document. This can be especially helpful
if there are issues with capturing the user’s AAC output in audio, if the AAC is mispronouncing
certain words, or if the session includes multiple AAC users or an AAC user and caregivers.

Designing prototypes for screen sharing or web-use. Creating prototypes that are optimized
for screen sharing or developing browser extensions like COMPA can help AAC users access
prototypes from their device or computers. For screen-shared prototypes, the remote participant
can suggest inputs via audio or text chat, which are then entered into the prototype by the tester.
The prototypes also support screen resizing to ensure they are readable and can easily adapt to
each user’s visual acuity and screen setup. While this method is unsuitable for some prototypes,
we have found this method to be useful for testing simple applications with minimal setup.
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9.1.5 Agency Questions that Remain
Agency in AAC, the ability for AAC users to have control over their communication, as defined
by the work in this thesis is impacted by technical and social constraints. In conversation, agency
is not only about what the AAC user can do with their device but how much they express, when
they express it, and how they express it. As such, conversational agency in AAC is strongly tied
with the way AAC users interact with others and their devices during conversations and how these
interactions limit or support their personal expression of agency. To measure agency we have used
participation metrics such as number of turns taken by an AAC user and their conversation partner,
how many turn, words, and types of communicative actions individuals use to achieve different
conversational goals (i.e., share an opinion, express a preference, guide a collage making task).
As such we have a better understanding of how AAC users can have agency over conversational
dynamics and over conversational context.

Agency over Privacy and Self-expression. Nonetheless, it is important to also understand
and study agency beyond conversational participation into matters of privacy and self-expression.
The study on Speech Macros in Chapter 7 touched on this topic, and uncovered how Large Lan-
guage Models (LLMs) and future communication systems that need to access sensitive user data
may pose a challenge to AAC users’ privacy. The rapid advances of AI-based technologies present
multiple opportunities to make AAC devices smarter but will potentially require access to more
data to achieve personalized suggestions. Future work is needed to investigate how to responsibly
explore these algorithms. Additionally, agency as it is tied to self-expression and self-presentation
differs from achieving transactional goals. How can we can enable self-expression and customiza-
tion when implementing emerging technologies to AAC devices? The studies with LLMs and
Sidekicks completed in this dissertation also suggest further work is needed to ensure users can
have more agency over the tone of a message at the language level (word choice) and multimedia
level (by adding motion or sound) to fit a user’s desired emotional or nuanced framing in a way
that allows them to include their personal touch.

Agency and Culture. In order to achieve full participation of people with disabilities in
society we have to consider diverse socioeconomic, cultural, and geographical contexts that can
help us inform both local and global approaches to technology development. A greater conversa-
tion of agency and how it is tied to culture needs to happen. Some AAC user participants whose
perspectives are included in this dissertation belong to multi-cultural families. Current AAC sys-
tems do not support them in switching between English and their native languages and cultural
expressions. This is a major limitation of agency.

Agency through Making As demonstrated in this body of work, we can learn so much about
AAC users’ values and needs in a way that reveals tacit knowledge through making. AAC user
and people with disabilities in general need a more active seat at the table at early stages of tech-
nology design. In order to ensure this, we need to continue developing co-design methodologies
that can guarantee the participation of people with disabilities in ideation, prototyping and test-
ing. I personally plan to develop inclusive design workshop guidelines and new design research
methodologies and validate them with diverse design teams. My goal is for these new methods to
support inclusive technology development and help researchers have better strategies to work with
under-researched and under-served disabled populations.
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9.2 Conclusions
Research has focused on making AAC devices faster to use but this dissertation demonstrates
that AAC users are not only impacted by the technology’s latency but by social constraints that
play a role on how much they can say, how they can say it, and when they can say it. This dis-
sertation draws attention to the importance of considering AAC users agency as a central design
parameter for which to optimize for. This dissertation defined and explored what conversational
agency looks like in AAC-based interactions outlining how different conversational constraints
and constraints specific to AAC affect augmented communicator’s agency [157]. The conversa-
tional agency framework described specific opportunities to support AAC users in managing social
constraints related to attention and context in conversation.

I have studied how motion expressed through robotic objects can help AAC users hold the
floor and manage the participation-shift constraints [156]. I continued this work by building a
fully functional robotic sidekick with and for one AAC user [159]. We found that using physical
sidekicks that augment nonverbal communication, can help AAC users maintain the conversa-
tional floor by moving while the user types. Sidekicks can also request other partners to wait just
by moving. Sidekicks also supported AAC users by drawing attention to the user and signaling
through movement when the AAC user wanted to take a turn.

While the robotic sidekicks helped us address social constraints related to managing conversa-
tional dynamics, we then focused on exploring how language technologies such as Large Language
Models could support AAC users in addressing the relevance and ritual constraints in conversa-
tion related to the content of conversations. In order to center AC’s voices in how language tech-
nologies may support them in having conversations in real time I carried out an interdisciplinary
participatory workshop, tested AI-based Large language models with ACs and created COMPA a
system to augment common ground.

In summary, this dissertation has implications to improve participation of people with disabil-
ities in social conversation and in the design process by (1) expanding on social science theory
to produce agency-centered frameworks, (2) innovating on accessible co-design practices, and (3)
generating design knowledge on how specific technology materials can create more accessible
communication experiences.
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