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Abstract
Increasingly, decisions and actions affecting people’s lives are determined by

automated systems processing personal data. Excitement about these systems
has been accompanied by serious concerns about their opacity and the threats
that they pose to privacy, fairness, and other values. Recognizing these con-
cerns, it is important to make real-world automated decision-making systems
accountable for privacy and fairness by enabling them to detect and explain
violations of these values. System maintainers may leverage such accounts to
repair systems to avoid future violations with minimal impact on the utility
goals.

In this dissertation, we provide a basis for explaining how machine learning
systems use information. These explanations increase trust in the functioning
of the system, allowing us to verify that they make not only right decisions
but also for justifiable reasons. Further, explanations can be used to support
detection of privacy and fairness violations, as well as explain how they came
about. We can then leverage this understanding to repair systems to avoid
future violations.

We identify two major challenges to explaining information use in machine
learning systems: (i) converged use, that machine learning systems typically
combine a large number of input features, and (ii) indirect use, that these
systems can typically infer and use information that is not directly provided to
the system. Our approach to explaining how complex machine learning models
use information involves answering two questions: (influence) Which factors
were influential in determining outcomes?, and (interpretation) What do these
factors mean? We first present key results measuring the causal influence of
factors in machine learning models. We then examine the following settings: (i)
systems with potential indirect use of information, and (ii) convolutional neural
networks. For each setting we demonstrate how influence and interpretation
combine to account for information use.
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Chapter 1

Introduction

Machine learning systems are increasingly being deployed in application domains that sig-
nificantly affect people’s lives. Examples of such domains include credit, insurance, health-
care, personalized recommendations, and criminal justice [98, 141, 143]. Yet complex
machine learning models that are being pushed into production remain opaque—it is diffi-
cult to explain to human users why a model made certain predictions. Indeed automated
loan denials [141], radiology image classification [143] and prison sentence recommenda-
tions [98] are usually not accompanied by any explanation of how such decisions are made.
This situation is problematic because models may not be making predictions for justifiable
reasons. Their predictions over the long run may thus be untrustworthy (i.e., exhibit poor
accuracy), and pose a threat to societal values like privacy and fairness. This problem has
been widely recognized over the past few years leading to calls to enhance accountability
of machine learning systems [8, 13, 32, 47].

Machine learning models are optimized to make accurate predictions that best fit avail-
able data, without constraining the reasons behind the predictions they make. For exam-
ple, in [111], Ribeiro et al., highlight an instance of the problem where a neural network
identifies an image of a husky correctly, but only because of the snow that surrounds it.
This neural network, however, will not be able to identify huskies outside of their snowy
environment. A credit classifier might find zip-code to be predictive of credit-worthiness
because of past biases encoded in datasets. However, the use of zip-code admits the poten-
tial for the indirect use of race as the two are often correlated, and lead to discriminatory
outcomes. Similarly, an advertising system might discover that searching for certain health
conditions is useful for displaying ads for therapies. A personalized advertising system that
uses health information to target ads is concerning and considered to be an illegal privacy
violation in certain jurisdictions [104]. Privacy and discrimination harms in particular have
led to a requirement for explanations being mandated by a number of laws and regulations
such as the Equal Credit Opportunity Act [4], the Fair Information Practice Principles
(FIPPs) [131] in the USA, and the the General Data Protection Regulation in the EU [46].

All of the concerns above can be viewed as instances of improper information use: the
information used to make decisions was either unreliable, or disallowed by privacy and
fairness norms. In this dissertation, we provide a basis for developing explanations for in-
formation use in machine learning systems. Human experts can observe these explanations

1
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Figure 1.1: A schematic representation of a typical machine learning model illustrating
the converged use problem that models typically have a large number of inputs with some
influence, and the indirect use problem that models can combine information to infer
attributes not directly provided as input.

in order to increase trust in the functioning of the system, allowing one to verify that they
make not only right decisions but also for justifiable reasons. Further, explanations can
be used to surface the use of protected information types such as race or health status
in support of the detection of privacy and fairness violations. We can then leverage this
understanding to repair systems to avoid future violations.

Explanations of information use are a means to enhancing trust in the pre-
dictions of machine learning models, and surfacing violations of privacy and
fairness.

A simple approach to explaining how models use information is to examine which inputs
are used by a model. For example, if we were to examine if a credit decisioning system uses
an input corresponding to age, we would vary that input while keeping all other inputs
fixed and see if the outcome changes. Such a notion of information use, will be familiar to
some readers as interference or causal influence.

However, machine learning models are typically a complex combination of a large num-
ber of inputs. Figure 1.1 illustrates that the simple approach of identifying which inputs
are used by the model faces two key challenges. The first challenge is converged use, where
each input (out of a large number) has some influence on the outcomes, and therefore a
qualitative notion of influence suggests an overwhelmingly large number of factors. In the
credit example above, which may combine information from credit reports with other ac-
count information, each factor is likely to have some, influence on the outcome. The second
challenge is indirect use, where multiple inputs may be combined to infer information that
wasn’t directly provided to the model as input. For example, attributes protected against
discrimination such as race could be inferred from a person’s zip code, and used. Race
wasn’t provided as input, but was inferred and used indirectly.

We address the converged use problem by proposing a quantitative measure of influence

2



that computes the relative importance of different input factors in a model. Using a
quantitative notion of influence allows examining the most important factors used by the
model. In the example, in Figure 1.1, for a particular individual’s decision income and
employment might be the most important factors, while other factors might be of minor
importance.

We address the indirect use problem by examining internal computations within a
model and interpreting them to identify what information has been inferred by an internal
computation. Further, as there may be many internal computations, we use quantitative
influence measures developed to address the converged use problem to examine the most
important influential factors, and then identifying the information inferred by them.

We examine this problem of indirect use in two settings. The first setting is motivated by
privacy and non-discrimination requirements that prohibit the use of protected information
types. Given some protected information type, we identify internal computations that
are strongly associated with that information type. The second setting, is motivated by
increasing trust, where we wish to discover the concepts being inferred by a model to make
decisions. In this setting, we focus on convolutional neural networks, which are heavily used
in computer vision tasks. For such models, input factors correspond to pixels in images
and not to high level concepts, and therefore require us to examine concepts inferred by
internal computations.

We term this general approach of explaining how information is used by a system by
examining influential internal or external factors influence-directed explanation. The key
thesis behind the approach can be stated as follows.

Interpreting influential causal factors provides a principled basis for tools that
explain how information is used in machine learning systems.

The theoretical and definitional results of this thesis are supported by algorithms im-
plementing these results. In particular, the algorithms addressing the converged use prob-
lem scale to state-of-the-art models such as deep convolutional neural networks and large
random forests. Scalability is still a concern for the algorithms addressing proxy use, a
challenge that we plan to address in future work.

We now describe the main results in support of this thesis.

1.1 Quantifying Direct Use
While explaining a certain behavior of a system, identifying factors with causal influence
on the behavior allows us to focus on the part of the system that is relevant. A qualitative
notion of causal influence is identical to the notion of interference: changing an input while
keeping all other inputs fixed, changes the output. Verifying the absence of interference
has been the subject of much research, starting from the work of Denning [38]. However,
for complex machine learning models that combine a large number of inputs, a qualitative
notion of influence is too coarse grained as almost all inputs have some degree of influence,
a problem that we term converged use. Therefore, we focus on quantifying the relative
degree of influence of different input factors.

3
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Figure 1.2: Using QII to explain negative classification for an individual.

In Chapter 2, we develop Quantitative Input Influence (QII), a family of measures to
quantify the influence of inputs of systems on their outcomes. Distinctively, our causal QII
measures carefully account for correlated inputs while measuring influence. For example,
in 1.1, age and income may be correlated. As a result, even if a model makes decisions
only based on income is bound to be correlated. QII measures are defined via causal
interventions that break the correlations between inputs in order to expose the causal
relationships between inputs and outputs.

Further, they support a general class of queries by being parametric in a quantity of
interest about the system. By an appropriate parametrization of the quantity of interest,
one can explain decisions about individuals (e.g., a loan decision) and groups (e.g., disparate
impact based on gender).

Finally, single inputs may not always have high influence. For example, just changing
an individual’s income may not flip the decision. To address this problem, QII measures
also quantify the joint influence of a set of inputs (e.g., age and income) on outcomes
(e.g. loan decisions) and the marginal influence of individual inputs within such a set
(e.g., income). Since a single input may be part of multiple influential sets, the average
marginal influence of the input is computed using principled aggregation measures, such
as the Shapley value, previously applied to measure influence in voting.

Figure 1.2 illustrates the use of QII to explain an individual’s negative classification
by a model, and exposes the key positive and negative factors behind it. In this example,
while this individual’s capital gains income was a strong positive factor, education, and
marital status featured among the key negative factors that led to a negative classifica-
tion. A particular use case we envision for this mode of explanation is to support adverse
action notification requirements for regulations such as the Equal Credit Opportunity Act
(ECOA) which requires institutions to provide the principal reasons behind any decision
that adversely affects an individual.
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Under most circumstances, QII measures can be approximated efficiently: for a fixed
degree of accuracy, QII can be computed in linear time in the number of features for
bounded quantities of interest. We also demonstrate that even for complex random forest
models, influence is concentrated in a small number of features for any individual, thus
satisfying requirements of conciseness in many settings such as adverse action notices in
credit [4].

Supervising Causal Influence. In order to measure the causal influence of inputs, we
violate distributional faithfulness, that is, we observe the outcome of the classifier on coun-
terfactual points: points which change one input while keeping all other inputs fixed. Such
causal experimentation is the staple of much of the natural sciences. However, in a problem
peculiar to machine learning models, since counterfactual inputs may lie outside of distri-
bution the model was trained on, the model is not required to behave meaningfully on such
inputs. As a result, traditional machine learning methods do not constrain the causal influ-
ences of features. In Chapter 3, we formalize the conditions under which causal influences
are unconstrained, and develop an active learning algorithm that constrains causal influ-
ences by training on counterfactual points, We term this approach counterfactual active
learning.

Influence for Differentiable Models. For differentiable models, it is possible to mea-
sure the effect of infinitesimal interventions; computing partial derivatives involve changing
an input with an infinitesimal amount while keeping all other features fixed. This infinites-
imal intervention gives us distributional faithfulness for free if the points we are measuring
the partial derivatives on lies within the distribution. In Chapter 4, we present distri-
butional input influence, an axiomatically justified influence measure that leverages this
observation to measure causal influences while retaining distributional faithfulness. This
input influence measure is generalized in Chapter 5 to internal factors in models, and forms
the basis for our explanations of the predictions of convolutional neural networks.

1.2 Quantifying Indirect Use

While the first part of this dissertation focuses on the converged use problem, a second
challenge is that machine learning models can combine inputs to infer information not
directly provided as input. In such settings only examining input factors is insufficient in
explaining how these models use information. We explore the indirect use problem in two
settings.
Low-level input features. In settings such as image classification, individual features

(pixels) do not represent meaningful concepts. For models like deep networks, the
system processes the low-level inputs into higher level intermediate features. In order
to build trust in the predictions of the model, we surface influential intermediate
features in the model, allowing a domain expert to judge whether the reasons behind
a prediction are justifiable.

5
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Figure 1.3: A summary of influence-directed explanations in different settings. For a
setting where a discrete model such as a classifier has interpretable inputs, QII (Chapter 2)
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for detecting proxy use (Chapter 6) identifies internal computations that are strongly
associated with some protected attribute and have causal influence on the outcome. For
neural networks (Chapter 5), influence directed explanations identify influential neurons
that can be interpreted with appropriate visualization techniques.

Proxies. Information may be used indirectly through proxies even if it isn’t directly pro-
vided to the system, and violate privacy and non-discrimination norms that prevent
the use of protected information types. Identifying information use through proxies,
and eliminating them entails accounting for associations that may be present between
features and sensitive attributes.

In both of these scenarios, we propose explanation tools that identify intermediate
factors with causal influence on outcomes. Since a model might have a large number of
intermediate factors, we use quantitative influence measures to focus on the most impor-
tant ones. Further, these intermediate factors are themselves complex computations and
it may not readily apparent what information they correspond to. In Figure 1.1, the inter-
mediate computation is not apriori labeled with the information type ‘race’. As a result,
we provide a mechanism for associating the influential intermediate factors with human-
understandable concepts. Figure 1.3 summarizes the main approaches to influence-directed
explanations.

1.2.1 Explanations for CNNs

In settings such as image classification with deep neural networks, individual input factors
(such as pixels) do not represent meaningful concepts. Deep neural networks, therefore,
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(a) (b)

Figure 1.4: Images of cars labeled “sports car” by VGG16 ImageNet model (a) and receptive
fields of the most influential feature map on a comparative quantity that characterizes the
model’s tendency to predict “sports car” over “convertible” (b). In most cases, the features
within the field contain the top of the car, which is the key distinctive concept between
these classes.

process low-level input features into representations organized in layers that get progres-
sively richer with the depth of layers, and then use these representations to make predic-
tions. However, due to the complexity of these models, which typically have millions of
parameters, it is difficult to build trust that these models make decisions for justifiable
reasons, and debug reasons when they make mistakes.

In Chapter 5, we study the problem of explaining a rich class of behavioral properties
of deep neural networks. In line with the general template in this thesis, our influence-
directed explanations approach this problem by peering inside the network to identify
neurons with high influence and then providing an interpretation for the concepts these
neurons represent.

As an example, Figure 1.4 demonstrates on a CNN model [121] trained on the ImageNet
dataset [114] the capability of influence-directed explanations to extract meaningful insight
about the network’s inner workings. We measure the influence of neurons at an internal
layer on the network’s tendency to predict “sports car” over “convertible”. The images in
Figure 1.4(b) are computed by visualizing the most influential neuron for the corresponding
image in 1.4(a). The results coincide with an intuitive understanding of the distinction
between these classes: the depicted interpretation highlights the portion of the image
depicting the car’s top.

We introduce a novel distributional influence measure that allows us to identify which
neurons are most influential in determining the model’s behavior on a given distribution
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Figure 1.5: A visual representation of the proxy use definition that requires identifying an
internal factor that is strongly associated with a protected attribute, and has influence on
the outcome.

of instances. From this we are able to identify the learned concepts that cause the network
to behave characteristically, for example, on the distribution of instances that share a
particular label. This distributional influence measures shares key attributes with QII. In
particular, the measure accounts for causal influences and is parametric in a quantity of
interest. However, since neural networks are usually continuous and differentiable models,
it is possible to examine the effects of infinitesimally changing a factor. In effect, these
infinitesimal interventions allows us to measure causal effects without evaluating the model
on points outside the distribution containing input instances.

These influence-directed explanations can be approximated with a constant number of
gradient calls, where the constant depends on the number of parameters, and the accu-
racy required. Gradient calls are relatively inexpensive even for large networks through
optimized parallel implementations on GPUs, allowing us to scale to state-of-the-art con-
volutional neural networks.

1.2.2 Proxy Use

Information can be used indirectly through proxies, which allow a data processor to effec-
tively infer protected information types and use them even when they are not explicitly
provided. In Figure 1.1, we discussed an example where income and zip code could be com-
bined to infer race. Such indirect uses run afoul of privacy and non-discrimination norms
that govern the use of protected information types. For example, the Canadian Personal
Information Protection and Electronic Documents Act (PIPEDA) [139], prohibits the use
of health information for advertising and marketing. Similarly, for non-discrimination, the
Equal Credit Opportunity Act (ECOA) [4] prohibits the use of information types such as
race, or gender in lending decisions.
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In Chapter 6, we propose a theory of proxy use, and use it as a building block to
construct theories of use privacy and proxy non-discrimination. The definition of proxy
use, illustrated in Figure 1.5, identifies intermediate factors in a program that has (i) causal
influence on outcomes (influence), and (ii) is strongly associated with a protected attribute
(interpretation). We arrive at this program-based definition after a careful examination of
the space of possible definitions. In particular, we prove that it is impossible for a purely
semantic notion of intermediate computations to support a meaningful notion of proxy use
as characterized by a set of natural properties or axioms.

Along with the definition, we provide algorithms for the detection and repair of proxy
use for a number of standard machine learning models such as logistic regression, decision
trees, and tree ensembles. We evaluate the performance of the detection algorithm and
show that, in particular cases, the runtime of our system scales linearly in the number of
intermediate computations in a model. For models with a large number of intermediate
computations such as linear models, the algorithms do not scale beyond small models.
Improving the scalability of our proxy use detection and repair algorithms is an important
direction of future work. In a recent unpublished manuscript [76], we report a novel model
checking approach to the problem that increases the size of models that can be verified by
up to 5x and reduces verification time by up to 13x over a baseline algorithm for this task.

The focus on use is a significant departure from a large body of prior work that focuses
on limiting disclosures for privacy (see [124] for a survey), and disparate impact for fair-
ness [50, 70, 105, 135, 149], which can both be viewed forms of probabilistic association.
We now describe how the definition of proxy use forms a building block for new, meaningful
definitions of privacy and non-discrimination.

Use Privacy Use privacy constraints restrict the use of protected information types and
some of their proxies.

A use privacy constraint may require that health information or its proxies not be used
for advertising. Indeed, there are calls for this form of privacy constraint [37, 87, 100, 139].
In this work, we consider the setting where a system is audited to ensure that it complies
with such use privacy constraints. The auditing could be done by a co-operative data
processor who is operating the system or by a regulatory oversight organization who has
access to the data processors’ machine learning models and knowledge of the distribution
of the dataset. In other words, we assume that the data processor does not act to evade
the detection algorithm, and provides accurate information.

In this setting, it is impossible to guarantee that data processors with strong background
knowledge are not able to infer certain facts about individuals [43]. Even in practice,
data processors often have access to detailed profiles of individuals and can infer sensitive
information about them [41, 138]. Use privacy instead places a more pragmatic requirement
on systems: that they simulate ignorance of protected information types by not using them
or their proxies in their decision-making. This requirement is met if the systems (e.g.,
machine learning models) do not infer protected information types or their proxies (even
if they could) or if such inferences do not affect decisions.

Recognizing that not all instances of proxy use of a protected information type are
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inappropriate, our theory of use privacy makes use of a normative judgment oracle that
makes this inappropriateness determination for a given instance. For example, while using
health information or its proxies for credit decisions may be deemed inappropriate, an
exception could be made for proxies that are directly relevant to the credit-worthiness of
the individual (e.g., her income and expenses).

Proxy Non-discrimination Analogous to use privacy, proxy non-discrimination con-
straints restrict the use of protected information types such as gender, race and nationality
for purposes such as credit, insurance and healthcare.

Two popular approaches to addressing the problem of discrimination are the prevention
of disparate impact and disparate treatment. Disparate impact identifies cases where group
parity is violated i.e., where the fraction of individuals who get positive outcomes are very
different across protected and unprotected groups in the population. The 80% rule in hiring
and promotions is an embodiment of this approach that can be traced back to the Griggs
v. Duke Power ruling [20]. However, it has been pointed out that the group parity often
does not ensure outcomes which are fair [45]. On the other hand disparate treatment, rules
out explicit uses of protected information, which does not rule out inferences of protected
information being used. Instead, as with privacy, we take a pragmatic approach of detecting
evidence of proxy use of protected information.

1.3 Related Work
Existing tools that explain information use employ either causal techniques (interference,
information use, causal testing, differential privacy) or associative techniques (quantitative
information flow, information leakage, disparate impact testing). Instead of choosing a
purely causal or associative view, this dissertation proposes an novel approach that com-
bines the two. We use causal techniques to identify influential factors, and associative ones
to interpret them. We categorize some closely related work here by area: information flow
security, privacy and fairness.

Information Flow Security. There has been significant research activity in restricting
information flows in programs over the last three decades, and language-based methods
to support these restrictions ([38, 95, 107]). These methods enforce non-interference or
variants of it from sensitive inputs of the program to outputs.

Work on quantifying information flow has largely focused on quantifying the leakage of
information about sensitive attributes to an adversary. Quantitative Information Flow is
concerned with information leaks and therefore needs to account for correlations between
inputs that may lead to leakage, making measures of associations between inputs and
outcomes appropriate (see [123] for an overview). On the other hand, we take the position
that information use is a causal notion, and therefore measuring it requires destroying
correlations through interventions.

Finally, a line of work on information use and information flow experiments [32, 33, 136],
formalizes the relation between causality, probabilistic non-interference, and information
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use, and develops a framework for black-box experimentation on web services. Black-
box experimentation is an important approach to achieving accountability in data driven
systems.

Privacy in Statistical Systems. Privacy in the presence of data analytics has largely
focused on minimizing the disclosure of personal information. Differential privacy [44] and
its variants belong to this class of properties in a setting with a trusted data processor and
an untrusted adversary trying to infer sensitive information about individuals. Differential
privacy provides the guarantee that any adversary will gain approximately the same infor-
mation with or without an individual’s participation in a dataset. Other formal properties
related to privacy focus on limiting the flow of information using notions such as statistical
disclosure limitation [48], characterizing possible inferences from data releases [30, 40, 115],
or that your participation in a study should not become known [62].

Our notion of use privacy is quite complementary to this body of prior work. Instead
of trying to limit disclosures through system outputs, we focus instead on ensuring that
protected information types and their proxies are not used internally by the data analytics
system, and could be used in conjunction with methods that limit disclosures of sensitive
information.

Fairness in Statistical Systems. Recently, the algorithmic foundations of fairness in
personal information processing systems have received significant attention [22, 32, 45,
70, 149]. While many of the algorithmic approaches [22, 70, 149] have focused on group
parity as a metric for achieving fairness in classification, Dwork et al. [45] argue that group
parity is insufficient as a basis for fairness, and propose a similarity-based approach which
prescribes that similar individuals should receive similar classification outcomes, along with
algorithms for achieving this by design. However, this approach requires a similarity metric
for individuals which is often subjective and difficult to construct.

Instead of trying to achieve fairness by design, in our theory of proxy non-discrimination,
we attempt to detect and remove instances of discrimination arising out of identifiable
explicit or proxy use of protected attributes.

In this thesis, we will focus on privacy and fairness harms that arise out of improper
information use. Limitations on information use are already well recognized norms in the
domains described above. For example, the use limitation norms in law and guidelines such
as the FTC’s FIPPs in United States [131], the PIPEDA in Canada [104], and the GDPR
in the European Union [46], require information use to only be limited to the purposes
for which it was collected, and additionally restrict the use of sensitive information types
such as health status, and sexual orientation. Anti-discrimination laws in employment [3],
housing, credit [4] prevent the use of protected attributes such as gender, race, nationality,
and sexual orientation for making decisions.
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Chapter 2

Quantifying Input Influence

Machine learning models are typically a complex combination of a large number of inputs.
In order to understand what information is being used by a model, the first challenge,
which we term converged use, is that each input (out of a large number) has some influence
on the outcomes. As a result, a qualitative notion of influence suggests an overwhelmingly
large number of factors.

We introduce a family of Quantitative Input Influence (QII) measures that capture the
degree of relative influence of inputs on outputs of the system. Three desiderata drive the
definitions of these measures.

First, we seek to answer general class of related to input influence, ranging from specific
questions about individuals to general questions about groups.

Second, we seek input influence measures that appropriately account for correlated in-
puts—a common case for our target applications. For example, consider a system that
assists in hiring decisions for a moving company. Gender and the ability to lift heavy
weights are inputs to the system. They are positively correlated with one another and
with the hiring decisions. Yet whether the system uses the weight lifting ability or the
gender in making its decisions (and to what degree) has substantive implications for de-
termining if it is engaging in discrimination (the business necessity defense could apply in
the former case [1]). This observation makes us look beyond correlation coefficients and
other associative measures.

Third, we seek measures that appropriately quantify input influence in settings where
any input by itself does not have significant influence on outcomes but a set of inputs does.
In such cases, we seek measures of the joint influence of a set of inputs (e.g., age and
income) on a system’s decision (e.g., to serve a high-paying job ad). We also seek measures
of the marginal influence of an input within such a set (e.g., age) on the decision. This
notion allows us to measure the relative importance of individual inputs within the set
(e.g., age vs. income) in the system’s decision.

We achieve the first desideratum by formalizing a notion of a quantity of interest. The
influence of an input is parameterized by a quantity of interest, which represents a property
of the system for a given input distribution. Our formalization supports a wide range of
statistical properties including probabilities of various outcomes in the output distribution
and probabilities of output distribution outcomes conditioned on input distribution events.
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Examples of quantities of interest include the conditional probability of an outcome for a
particular individual or group, and the ratio of conditional probabilities for an outcome for
two different groups (a metric used as evidence of disparate impact under discrimination
law in the US [1]).

We achieve the second desideratum by formalizing causal QII measures. These mea-
sures (called Unary QII ) model the difference in the quantity of interest when the system
operates over two related input distributions—the real distribution and a hypothetical (or
counterfactual) distribution that is constructed from the real distribution in a specific way
to account for correlations among inputs. Specifically, if we are interested in measuring
the influence of an input on a quantity of interest of the system behavior, we construct the
hypothetical distribution by retaining the marginal distribution over all other inputs and
sampling the input of interest from its prior distribution. This choice breaks the correla-
tions between this input and all other inputs and thus lets us measure the influence of this
input on the quantity of interest, independently of other correlated inputs. Revisiting our
moving company hiring example, if the system makes decisions only using the weightlift-
ing ability of applicants, the influence of gender will be zero on the ratio of conditional
probabilities of being hired for males and females.

We achieve the third desideratum in two steps. First, we define a notion of joint
influence of a set of inputs (called Set QII ) via a natural generalization of the definition
of the hypothetical distribution in the Unary QII definition. Second, we define a family
of Marginal QII measures that model the difference on the quantity of interest as we
consider sets with and without the specific input whose marginal influence we want to
measure. Depending on the application, we may pick these sets in different ways, thus
motivating several different measures. For example, we could fix a set of inputs and ask
about the marginal influence of any given input in that set on the quantity of interest.
Alternatively, we may be interested in the average marginal influence of an input when
it belongs to one of several different sets that significantly affect the quantity of interest.
We consider several marginal influence aggregation measures from cooperative game theory
originally developed in the context of influence measurement in voting scenarios and discuss
their applicability in our setting. We also build on that literature to present an efficient
approximate algorithm for computing these measures.

Recognizing that different forms of influence may be appropriate for different settings,
we generalize our QII measures to be parametric in its key elements: the intervention used
to construct the hypothetical input distribution; the quantity of interest; and the difference
measure used to quantify the distance in the quantity of interest when the system operates
over the real and hypothetical input distributions. This generalized definition provides a
structure for exploring the design space of influence measures.

Since transparency reports released to an individual, regulatory agency, or the public
might compromise individual privacy, we explore the possibility of answering transparency
queries while protecting differential privacy. We prove bounds on the sensitivity of a
number of transparency queries and leverage prior results on privacy amplification via
sampling [71] to accurately answer these queries.

We illustrate the utility of the QII framework by developing three machine learning
applications on real datasets: an income classification application based on the benchmark
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adult dataset [84], a predictive policing application based on the National Longitudinal
Survey of Youth [2], and a credit application based on the Lending Club dataset from Kag-
gle [81]. Using these applications, we argue, in Section 2.6, the need for causal measurement
by empirically demonstrating that in the presence of correlated inputs, observational mea-
sures are not informative in identifying input influence. In particular, we illustrate for these
applications how QII can provide insights into individual and group classification outcomes.
We also demonstrate that under most circumstances, QII measures can be made differen-
tially private with minimal addition of noise, and can be approximated efficiently: for a
fixed degree of accuracy, QII can be computed in linear time in the number of features for
bounded quantities of interest. Finally, we demonstrate that for even for complex random
forest models, influence is concentrated in a small number of features for any individual,
thus satisfying requirements of conciseness in many settings such as adverse action notices
in credit [4].

2.1 Unary QII

Consider the situation discussed in the introduction, where an automated system assists
in hiring decisions for a moving company. The input features used by this classification
system are : Age, Gender, Weight Lifting Ability, Marital Status and Education. Suppose
that, as before, weight lifting ability is strongly correlated with gender (with men having
better overall lifting ability than women). One particular question that an analyst may
want to ask is: “What is the influence of the input Gender on positive classification for
women?”. The analyst observes that 20% of women are approved according to his classifier.
Then, she replaces every woman’s field for gender with a random value, and notices that the
number of women approved does not change. In other words, an intervention on the Gender
variable does not cause a significant change in the classification outcome. Repeating this
process with Weight Lifting Ability results in a 20% increase in women’s hiring. Therefore,
she concludes that for this classifier, Weight Lifting Ability has more influence on positive
classification for women than Gender.

By breaking correlations between gender and weight lifting ability, we are able to estab-
lish a causal relationship between the outcome of the classifier and the inputs. We are able
to identify that despite the strong correlation between a negative classification outcome
for women, the feature Gender was not a cause of this outcome.

A mechanism for breaking correlations to identify causal effects is called an intervention
in the literature on causality. In this chapter, we introduce a particular randomized inter-
vention, and we describe in Section 2.2 how other interventions may be useful depending
on the causal question asked of the system.

In the example above, instead of the entire population of women, the analyst may be
interested in a particular individual, say Alice, and ask “What is the influence of the input
Gender on Alice’s rejection?”. The analyst answers this question by applying the same
intervention, but only on Alice’s data, and observes that keeping every other input feature
fixed and replacing Gender with a random value has no effect on the outcome.

In general, QII supports reasoning at such different scales by being parametric in a
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quantity of interest. A quantity of interest is a statistic of the system, which represents
the subject of the causal question being asked. For example, a suitable quantity of interest
corresponding to the question “What is the influence of the input Gender on positive clas-
sification for women?” is average rate of positive outcomes for women. Similarly, a suitable
quantity of interest for “What is the influence of the input Gender on Alice’s rejection?”
is just Alice’s classification outcome. QII also supports reasoning about more complex
statistics such ones which measure group disparity. For example, the analyst observes that
the rate of positive classification is 20% higher in men than in women, and wishes to ask
“What is the influence of Income on men getting more positive classification than women?”.
In this case, a natural quantity of interest is the difference in the classification rates of men
and women.

We now present the formal definition of QII.
We are given an algorithm A. A operates on inputs (also referred to as features for

ML systems), N = {1, . . . , n}. Every i ∈ N , can take on various states, given by Xi. We
let X =

∏
i∈N Xi be the set of possible feature state vectors, let Z be the set of possible

outputs of A. For a vector x ∈ X and set of inputs S ⊆ N , x|S denotes the vector of inputs
in S. Inputs are assumed to be drawn from some probability distribution that represents
the population. The random variable X represents a feature state vector drawn from this
probability distribution.

For a random variable X representing the feature vector, a randomized intervention on
feature i is denoted by the random variable X−iUi, where Ui is new random variable that
is independently drawn from the prior distribution of feature i. For example, to randomly
intervene on age, we replace the age for every individual with a random age from the
population.

A quantity of interest QA(X) of some algorithm A is a statistic of the algorithm over
the population X is drawn from. As discussed above, examples of quantities of interest
are the average rate of positive classification for a group, or the classification outcome of
an individual.

The Quantitative Input Influence of an input on a quantity of interest is just the
difference in the quantity of interest with or without the intervention.
Definition 1 (QII). For a quantity of interest QA(·), and an input i, the Quantitative
Input Influence of i on QA(·) is defined to be

ιQA(i) = QA(X)−QA(X−iUi).

We now instantiate this definition with different quantities of interest to illustrate the
above definition in three different scenarios.

QII for Individual Outcomes One intended use of QII is to provide personalized
transparency reports to users of data analytics systems. For example, if a person is denied
a job application due to feedback from a machine learning algorithm, an explanation of
which factors were most influential for that person’s classification can provide valuable
insight into the classification outcome.

For QII to quantify the use of an input for individual outcomes, we define the quantity
of interest to be the classification outcome for a particular individual. Given a particular
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individual x, we define Qx
ind(·) to be E(c(·) = 1 | X = x). The influence measure is

therefore:

ιxind(i) = E(c(X) = 1 | X = x)− E(c(X−iUi) = 1 | X = x) (2.1)

When the quantity of interest is not the probability of positive classification but the
classification that x actually received, a slight modification of the above QII measure is
more appropriate:

ιxind-act(i) = E(c(X) = c(x) | X = x)− E(c(X−iUi) = c(x) | X = x)

= 1− E(c(X−iUi) = c(x) | X = x) = E(c(X−iUi) 6= c(x) | X = x)
(2.2)

The above probability can be interpreted as the probability that feature i is pivotal to
the classification of c(x). Computing the average of this quantity over X yields:

∑
x∈X Pr(X = x)E(i is pivotal for c(X) | X = x) = E(i is pivotal for c(X)). (2.3)

We denote this average QII for individual outcomes as defined above, by ιind-avg(i), and
use it as a measure for importance of an input towards classification outcomes.

QII for Group Outcomes For more general findings, the quantity of interest may be
the classification outcome for a set of individuals. Given a group of individuals Y ⊆ X ,
we define QYgrp(·) to be E(c(·) = 1 | X ∈ Y). The influence measure is therefore:

ιYgrp(i) = E(c(X) = 1 | X ∈ Y)− E(c(X−iUi) = 1 | X ∈ Y) (2.4)

QII for Group Disparity Instead of simply classification outcomes, an analyst may
be interested in more nuanced properties of data analytics systems such as the presence
of disparate impact. Disparate impact compares the rates of positive classification within
protected groups defined by gender or race. In employment, its absence is often codified
as the ‘80% rule’ which states that the rate of selection within a protected demographic
should be at least 80% of the rate of selection within the unprotected demographic. The
quantity of interest in such a scenario is the ratio in positive classification outcomes for a
protected group Y from the rest of the population X \ Y .

E(c(X) = 1 | X ∈ Y)

E(c(X) = 1 | X 6∈ Y)

However, the ratio of classification rates is unstable at low values of positive classifica-
tion. Therefore, for the computations in this chapter we use the difference in classification
rates as our measure of group disparity.
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Quantity of Interest Intervention Difference

Individual Outcome Constant Subtraction
Average Outcome Prior Absolute Difference
Distribution Earthmover Distance
Group Disparity Mutual Information

Table 2.1: Examples of influence schema elements

QYdisp(·) = |E(c(·) = 1 | X ∈ Y)− E(c(·) = 1 | X 6∈ Y)| (2.5)

The QII measure of an input group disparity, as a result is:

ιYdisp(i) = QYdisp(X)−QYdisp(X−iUi). (2.6)

More generally, group disparity can be viewed as an association between classification
outcomes and membership in a group. QII on a measure of such association (e.g., group
disparity) identifies the variable that causes the association in the classifier. Proxy variables
are variables that are associated with protected attributes. For addressing concerns of
discrimination such as digital redlining, it is important to identify which proxy variables
actually introduce group disparity. It is straightforward to observe that features with high
QII for group disparity are proxy variables that cause group disparity. Therefore, QII on
group disparity is a useful diagnostic tool for determining discrimination. The use of QII
in identifying proxy variables is explored experimentally in Section 2.6.2.

2.2 Influence Schema

The forms of explanations discussed so far are specific instances of a general schema for
input influence that we describe now. Recall that the influence of an input is the difference
in a quantity of interest before and after an intervention. This definition features the
following three elements of our influence schema.
• A quantity of interest, which captures the aspect of the system we wish to explain.
• An intervention distribution, which defines how the alternate distribution is con-
structed from the true distribution.

• A difference measure, which quantifies the difference between two quantities of inter-
est.

The particular instantiation of elements in this schema is determined by the question
the analyst wishes to answer about the system. Table 2.1 contains some examples of these
instantiations and we describe the elements in detail below.
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The first element, the quantity of interest, is determined by the the subject of the
question. In the previous section, the systems considered were deterministic, and the
quantities of interest considered were represented by a number such as an expectation
or a probability. However, for more complex systems, the analyst may be interested in
richer quantities about the system. For instance, if the system is randomized, a particular
quantity of interest is the distribution over outcomes for a given individual.

The second element is the causal intervention used to compute influence. The particular
randomized intervention considered in this chapter, X−iUi, where Ui is drawn from the prior
distribution of feature i, is suitable when no alternatives are suggested in the analyst’s
question. For example, the question “What is the influence of age on Bob’s classification?”
does not suggest any particular alternative age. On the other hand, when a particular
alternative is suggested, a constant intervention is more suited. For example, for the
question “Was age influential in Bob’s rejection and Carl’s acceptance?” Carl’s age is the
natural alternate to consider, and Ui is drawn from the constant distribution corresponding
to Carl’s age.

Finally, we use a difference measure to compare the quantity of interest before and after
the intervention. Apart from subtraction, considered above, examples of other suitable
difference measures are absolute difference, and distance measures over distributions. The
absolute difference measure can be employed when the direction of change of outcomes
before and after an intervention is unimportant. When the quantity of interest is the
distribution over outcomes, subtraction does not make sense, and a suitable measure of
difference should be employed, such as the earthmover distance or the mutual information
between the original and the intervened distributions.

2.3 Set and Marginal QII
In many situations, intervention on a single input variable has no influence on the outcome
of a system. Consider, for example, a two-feature setting where features are age (A) and
income (I), and the classifier is c(A, I) = (A = old)∧ (I = high). In other words, the only
datapoints that are labeled 1 are those of elderly persons with high income. Now, given a
datapoint where A = young , I = low , an intervention on either age or income would result
in the same classification. However, it would be misleading to say that neither age nor
income have an influence over the outcome; changing both the states of income and age
would result in a change in outcome.

Equating influence with the individual ability to affect the outcome is uninformative in
real datasets as well: Figure 2.1 is a histogram of feature influence on individual outcomes
for a classifier learned from the adult dataset [84]1. For most individuals, all features have
zero influence: changing the state of one feature alone is not likely to change the outcome
of a classifier. Of the 19537 datapoints we evaluate, more than half have ιx(i) = 0 for
all i ∈ N ; indeed, changes to outcome are more likely to occur if we intervene on sets of
features. In order to better understand the influence of a feature i ∈ N , we should measure

1The adult dataset contains approximately 31k datapoints of users’ personal attributes, and whether
their income is more than $50k per annum; see Section 2.6 for more details.
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its effect when coupled with interventions on other features. We define the influence of a
set of inputs as a straightforward extension of individual input influence. Essentially, we
wish the influence of a set of inputs S ⊆ N to be the same as when the set of inputs is
considered to be a single input; when intervening on S, we draw the states of i ∈ S based
on the joint distribution of the states of features in S.
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Figure 2.1: A histogram of the highest spe-
cific causal influence for some feature across
individuals in the adult dataset. Alone, most
inputs have very low influence.

We define the random variable X−SUS
representing an intervention on a set of fea-
tures instead of a single feature. X−SUS has
the states of features in N \S fixed to their
original values in x, but features in S take
on new values according the joint marginal
distribution over the features in S. This
is identical to the intervention considered
in unary QII, when the features in S are
viewed as a single composite feature. Us-
ing this generalization of an intervention to
sets of features, we can define set QII that
measures the influence of a set of features.
Definition 2 (Set QII). For a quantity of
interest Q, and an input i, the Quantita-
tive Input Influence of set S ⊆ N on Q is
defined to be

ιQ(S) = Q(X)−Q(X−SUS).

Considering the influence of a set of inputs raises a number of interesting questions
due to the interaction between inputs. First among these is how does one measure the
individual effect of a feature, given the measured effects of interventions on sets of features.
One natural way of doing so is by measuring the marginal effect of a feature on a set.
Definition 3 (Marginal QII). For a quantity of interest Q, and an input i, the Quantitative
Input Influence of input i over a set S ⊆ N on Q is defined to be

ιQ(i, S) = Q(X−SUS)−Q(X−S∪{i}US∪{i}).

Notice that marginal QII can also be viewed as a difference in set QIIs: ιQ(S ∪ {i})−
ιQ(S). Informally, the difference between ιQ(S∪{i}) and ιQ(S) measures the “added value”
obtained by intervening on S ∪ {i}, versus intervening on S alone.

The marginal contribution of i may vary significantly based on S. Thus, we are in-
terested in the aggregate marginal contribution of i to S, where S is sampled from some
natural distribution over subsets of N \ {i}. In what follows, we describe a few measures
for aggregating the marginal contribution of a feature i to sets, based on different methods
for sampling sets. The primary method of aggregating the marginal contribution is the
Shapley value [120]. The less theoretically inclined reader can choose to proceed to Section
2.6 without a loss in continuity.
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2.3.1 Cooperative Games and Causality

In this section, we discuss how measures from the theory of finite cooperative games define
measures for aggregating marginal influence. In particular, we observe that the Shapley
value [120] is uniquely characterized by axioms that are natural in our setting. Definition 2
measures the influence that an intervention on a set of features S ⊆ N has on the outcome.
One can naturally think of Set QII as a function v : 2N → R, where v(S) is the influence of
S on the outcome. With this intuition in mind, one can naturally study influence measures
using cooperative game theory, and in particular, using the Shapley value. The Shapely
value can be thought of as an influence aggregation method, which, given an influence
measure v : 2N → R, outputs a vector φ ∈ Rn, whose i-th coordinate corresponds in some
natural way to the aggregate influence, or aggregate causal effect, of feature i.

The original motivation for game-theoretic measures is revenue division [91, Chapter
18]: the function v describes the amount of money that each subset of players S ⊆ N can
generate; assuming that the set N generates a total revenue of v(N), how should v(N) be
divided amongst the players? A special case of revenue division that has received significant
attention is the measurement of voting power [119]. In voting systems with multiple agents
(think of political parties in a parliament), whose weights differ, voting power often does
not directly correspond to agent weights. For example, the US presidential election can
roughly be modeled as a finite cooperative game where each state is an agent. The weight
of a state is the number of electors in that state (i.e., the number of votes it brings to
the presidential candidate who wins that state). Although states like California and Texas
have higher weight, swing states like Pennsylvania and Ohio tend to have higher power in
determining the outcome of elections.

A voting system can be modeled as a finite cooperative game: players are voters, and the
value of a coalition S ⊆ N is 1 if S can make a decision (e.g. pass a bill, form a government,
or perform a task), and is 0 otherwise. Note the similarity to classification, with players
being replaced by features (in classification, functions of the form v : 2N → {0, 1} are
referred to as boolean functions [99]). The game-theoretic measures of revenue division are
a measure of voting power: how much influence does player i have in the decision making
process? Thus the notions of voting power and revenue division fit naturally with our
goals when defining aggregate QII influence measures: in both settings, one is interested
in measuring the aggregate effect that a single element has, given the actions of subsets.

Several canonical influence measures rely on the fundamental notion of marginal con-
tribution. Given a player i and a set S ⊆ N \ {i}, the marginal contribution of i to S is
denoted mi(S, v) = v(S ∪ {i}) − v(S) (we simply write mi(S) when v is clear from the
context). Marginal QII, as defined above, can be viewed as an instance of a measure of
marginal contribution. Given a permutation π ∈ Π(N) of the elements in N , we define
Pi(σ) = {j ∈ N | σ(j) < σ(i)}; this is the set of i’s predecessors in σ. We can now similarly
define the marginal contribution of i to a permutation σ ∈ Π(N) as mi(σ) = mi(Pi(σ)).
Intuitively, one can think of the players sequentially entering a room, according to some
ordering σ; the value mi(σ) is the marginal contribution that i has to whoever is in the
room when she enters it.

Generally speaking, game theoretic influence measures specify some reasonable way of

23



aggregating the marginal contributions of i to sets S ⊆ N . In our setting, we argue for
the use of the Shapley value. Introduced by the late Lloyd Shapley, the Shapley value is
one of the most canonical methods of dividing revenue in finite cooperative games. It is
defined as follows:

ϕi(N, v) = E
σ

[mi(σ)] =
1

n!

∑
σ∈Π(N)

mi(σ)

Intuitively, the Shapley value describes the following process: players are sequentially
selected according to some randomly chosen order σ; each player receives a payment of
mi(σ). The Shapley value is the expected payment to the players under this regime.

2.3.2 Axiomatic Treatment of the Shapley Value

In this work, the Shapley value is our function of choice for aggregating marginal feature
influence. To justify our choice, we provide a brief exposition of axiomatic game-theoretic
value theory. We present a set of axioms that uniquely define the Shapley value, and
discuss why they are desirable in the QII setting.

The Shapley value satisfies the following properties:
Definition 4 (Symmetry). We say that i, j ∈ N are symmetric if v(S ∪{i}) = v(S ∪{j})
for all S ⊆ N \ {i, j}. A value φ satisfies symmetry if φi = φj whenever i and j are
symmetric.
Definition 5 (Dummy). We say that a player i ∈ N is a dummy if v(S ∪ {i}) = v(S) for
all S ⊆ N . A value φ satisfies the dummy property if φi = 0 whenever i is a dummy.
Definition 6 (Monotonicity). Given two games 〈N, v1〉, 〈N, v2〉, a value φ satisfies strong
monotonicity if mi(S, v1) ≥ mi(S, v2) for all S implies that φi(N, v1) ≥ φi(N, v2), where a
strict inequality for some set S ⊆ N implies a strict inequality for the values as well.

All of these axioms take on a natural interpretation in the QII setting. Indeed, if two
features have the same probabilistic effect, no matter what other interventions are already
in place, they should have the same influence. In our context, the dummy axiom says that
a feature that never offers information with respect to an outcome should have no influence.
Monotonicity makes intuitive sense in the QII setting: if a feature has consistently higher
influence on the outcome in one setting than another, its measure of influence should
increase. For example, if a user receives two transparency reports (say, for two separate
loan applications), and in one report gender had a consistently higher effect on the outcome
than in the other, then the transparency report should reflect this.

[147] offers an characterization of the Shapley value, based on these monotonicity as-
sumption.
Theorem 1 ([147]). The Shapley value is the only function that satisfies symmetry, dummy
and monotonicity.

To conclude, the Shapley value is a unique way of measuring aggregate influence in the
QII setting, while satisfying a set of very natural axioms.
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2.4 Estimation
While the model we propose offers several appealing properties, it faces several technical
implementation issues. Several elements of our work require significant computational
effort; in particular, both the probability that a change in feature state would cause a
change in outcome, and the game-theoretic influence measures are difficult to compute
exactly. In the following sections we discuss these issues and our proposed solutions.

2.4.1 Computing Power Indices

Computing the Shapley or Banzhaf values exactly is generally computationally intractable
(see [24, Chapter 4] for a general overview); however, their probabilistic nature means
that they can be well-approximated via random sampling. More formally, given a random
variable X, suppose that we are interested in estimating some determined quantity q(X)
(say, q(X) is the mean of X); we say that a random variable q∗ is an ε-δ approximation of
q(X) if

Pr[|q∗ − q(X)| ≥ ε] < δ;

in other words, it is extremely likely that the difference between q(X) and q∗ is no more
than ε. An ε-δ approximation scheme for q(X) is an algorithm that for any ε, δ ∈ (0, 1)
is able to output a random variable q∗ that is an ε-δ approximation of q(X), and runs in
time polynomial in 1

ε
, log 1δ.

[11] show that when 〈N, v〉 is a simple game (i.e. a game where v(S) ∈ {0, 1} for
all S ⊆ N), there exists an ε-δ approximation scheme for both the Banzhaf and Shapley
values; that is, for φ ∈ {ϕ, β}, we can guarantee that for any ε, δ > 0, with probability
≥ 1− δ, we output a value φ∗i such that |φ∗i − φi| < ε.

More generally, [90] observe that the number of i.i.d. samples needed in order to ap-
proximate the Shapley value and Banzhaf index is parametrized in ∆(v) = maxS⊆N v(S)−
minS⊆N v(S). Thus, if ∆(v) is a bounded value, then an ε-δ approximation exists. In our
setting, coalitional values are always within the interval [0, 1], which immediately implies
the following thm.
Theorem 2. There exists an ε-δ approximation scheme for the Banzhaf and Shapley values
in the QII setting.

2.4.2 Estimating Q

Since we do not have access to the prior generating the data, we simply estimate it by
observing the dataset itself. Recall that X is the set of all possible user profiles; in this
case, a dataset is simply a multiset (i.e. possibly containing multiple copies of user profiles)
contained in X . Let D be a finite multiset of X , the input space. We estimate probabilities
by computing sums over D. For example, for a classifier c, the probability of c(X) = 1.

ÊD(c(X) = 1) =

∑
x∈D 1(c(x) = 1)

|D| . (2.7)
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Given a set of features S ⊆ N , let D|S denote the elements of D truncated to only the
features in S. Then, the intervened probability can be estimated as follows:

ÊD(c(X−S) = 1) =

∑
uS∈D|S

∑
x∈D 1(c(x|N\SuS) = 1)

|D|2 . (2.8)

Similarly, the intervened probability on individual outcomes can be estimated as follows:

ÊD(c(X−S) = 1|X = x) =

∑
uS∈DS 1(c(x|N\SuS) = 1)

|D| . (2.9)

Finally, let us observe group disparity:∣∣∣ÊD(c(X−S) = 1 | X ∈ Y)− ÊD(c(X−S) = 1 | X /∈ Y)
∣∣∣

The term ÊD(c(X−S) = 1 | X ∈ Y) equals

1

|Y|
∑
x∈Y

∑
uS∈DS

1(c(x|N\SuS) = 1),

Thus group disparity can be written as:∣∣ 1

|Y|
∑
x∈Y

∑
uS∈DS

1(c(x|N\SuS) = 1)

− 1

|D \ Y|
∑

x∈D\Y

∑
uS∈DS

1(c(x|N\SuS) = 1)
∣∣. (2.10)

We write Q̂Ydisp(S) to denote (2.10).
If D is large, these sums cannot be computed efficiently. Therefore, we approximate

the sums by sampling from the dataset D. It is possible to show using the According to
the Hoeffding bound [64], partial sums of n random variables Xi, within a bound ∆, can
be well-approximated with the following probabilistic bound:

Pr

(∣∣∣∣∣ 1n
n∑
i=1

(Xi − EXi)

∣∣∣∣∣ ≥ ε

)
≤ 2 exp

(−2nε2

∆

)
Since all the samples of measures discussed in this chapter are bounded within the

interval [0, 1], we admit an ε-δ approximation scheme where the number of samples n can
be chosen to be greater than log(2/δ)/2ε2. Note that these bounds are independent of the
size of the dataset. Therefore, given an efficient sampler, these quantities of interest can be
approximated efficiently even for large datasets. For a fixed degree of accuracy, generating
transparency reports is linear in the number of features.
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2.5 Private Transparency Reports

One important concern is that releasing influence measures estimated from a dataset might
leak information about individual users; our goal is providing accurate transparency re-
ports, without compromising individual users’ private data. To mitigate this concern, we
add noise to make the measures differentially private. We show that the sensitivities of the
QII measures considered in this chapter are low and therefore very little noise needs to be
added to achieve differential privacy.

The sensitivity of a function is a key parameter in ensuring that it is differentially
private; it is simply the worst-case change in its value, assuming that we change a single
data point in our dataset. Given some function f over datasets, we define the sensitivity
of a function f with respect to a dataset D, denoted by ∆f(D) as

max
D′
|f(D)− f(D′)|

where D and D′ differ by at most one instance. We use the shorthand ∆f when D is
clear from the context.

In order to not leak information about the users used to compute the influence of an
input, we use the standard Laplace Mechanism [44] and make the influence measure differ-
entially private. The amount of noise required depends on the sensitivity of the influence
measure. We show that the influence measure has low sensitivity for the individuals used
to sample inputs. Further, due to a result from [71] (and stated in [83]), sampling amplifies
the privacy of the computed statistic, allowing us to achieve high privacy with minimal
noise addition.

The standard technique for making any function differentially private is to add Laplace
noise calibrated to the sensitivity of the function:
Theorem 3 ([44]). For any function f from datasets to R, the mechanism Kf that adds
independently generated noise with distribution Lap(∆f(D)/ε) to the k output enjoys ε-
differential privacy.

Since each of the quantities of interest aggregate over a large number of instances, the
sensitivity of each function is very low.
Theorem 4. Given a dataset D,

1. ∆ÊD(c(X) = 1) = 1
|D|

2. ∆ÊD(c(X−S) = 1) ≤ 2
|D|

3. ∆ÊD(c(X−S) = 1|X = x) = 1
|D|

4. Q̂Ydisp(S) ≤ max
{

1
|D∩Y| ,

1
|D\Y|

}
Proof. We examine some cases here. In Equation 2.7, if two datasets differ by one instance,
then at most one term of the summation will differ. Since each term can only be either 0
or 1, the sensitivity of the function is

∆ÊD(c(X) = 1) =

∣∣∣∣ 0

|D| −
1

|D|

∣∣∣∣ =
1

|D| .
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Similarly, in Equation 2.8, an instance appears 2|D| − 1 times, once each for the inner
summation and the outer summation, and therefore, the sensitivity of the function is

∆ÊD(c(X−S) = 1) =
2|D| − 1

|D|2 ≤ 2

|D| .

For individual outcomes (Equation (2.9)), similarly, only one term of the summation
can differ. Therefore, the sensitivity of (2.9) is 1/|D|.

Finally, we observe that a change in a single element x′ of D will cause a change of at
most 1

|D∩Y| if x
′ ∈ D ∩ Y , or of at most 1

|D\Y| if x
′ ∈ D \ Y . Thus, the maximal change to

(2.10) is at most max
{

1
|Y| ,

1
|D\Y|

}
.

While the sensitivity of most quantities of interest is low (at most a 2
|D|), Q̂

Y
disp(S) can

be quite high when |Y| is either very small or very large. This makes intuitive sense: if Y
is a very small minority, then any changes to its members are easily detected; similarly, if
Y is a vast majority, then changes to protected minorities may be easily detected.

We observe that the quantities of interest which exhibit low sensitivity will have low in-
fluence sensitivity as well: for example, the local influence of S is 1(c(x) = 1)−ÊD(c(X−S) =
1] | X = x); changing any x′ ∈ D (where x′ 6= x will result in a change of at most 1

|D| to
the local influence.

Finally, since the Shapley and Banzhaf indices are normalized sums of the differences
of the set influence functions, we can show that if an influence function ι has sensitivity
∆ι, then the sensitivity of the indices are at most 2∆ι.

To conclude, all of the QII measures discussed above (except for group parity) have a
sensitivity of α

|D| , with α being a small constant. To ensure differential privacy, we need only
need add noise with a Laplacian distribution Lap(k/|D|) to achieve 1-differential privacy.

Further, it is known that sampling amplifies differential privacy.
Theorem 5 ([71], [83]). If A is 1-differentially private, then for any ε ∈ (0, 1), A′(ε) is
2ε-differentially private, where A′(ε) is obtained by sampling an ε fraction of inputs and
then running A on the sample.

Therefore, our approach of sampling instances from D to speed up computation has
the additional benefit of ensuring that our computation is private.

Table 2.2 contains a summary of all QII measures defined in this chapter, and their
sensitivity.

2.6 Experimental Evaluation

We illustrate the utility of the QII framework by developing three simple machine learning
applications on real datasets. In Section 2.6.2, we illustrate the distinction between dif-
ferent quantities of interest on which Unary QII can be computed. We also illustrate the
effect of discrimination on the QII measure. In Section 2.6.3, we analyze explanations for
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Name Notation Quantity of Interest Sensitivity

QII on Individual Outcomes (2.1) ιind(S) Positive Classifica-
tion of an Individ-
ual

1/|D|

QII on Actual Individual Outcomes (2.2) ιind-act(S) Actual Classi-
fication of an
Individual

1/|D|

Average QII (2.3) ιind-avg(S) Average Actual
Classification

2/|D|

QII on Group Outcomes (2.4) ιYgrp(S) Positive Classifica-
tion for a Group

2/|D ∩ Y|

QII on Group Disparity (2.6) ιYdisp(S) Difference in clas-
sification rates
among groups

2max(1/|D \ Y|, 1/|D ∩ Y|)

Table 2.2: A summary of the QII measures defined in this chapter

three individuals to demonstrate how Marginal QII can provide insights into individuals’
classification outcomes.

We use the following datasets in our experiments:
• adult [84]: This standard machine learning benchmark dataset is a subset of US
census data classifying individual income; it contains factors such as age, race, gender,
marital status and other socio-economic parameters. We use this dataset to train a
classifier that predicts the income of individuals from other parameters. Such a
classifier could potentially be used to assist in credit decisions.

• arrests [2]: The National Longitudinal Surveys are a set of surveys conducted by
the Bureau of Labor Statistics of the United States. In particular, we use the 1997
youth survey, covering young persons born in the years 1980–84.
The survey covers various aspects of an individual’s life such as medical history, crim-
inal records and economic parameters. From this dataset, we extract the following
features: age, gender, race, region, history of drug use, history of smoking, and his-
tory of arrests. We use this data to train a classifier that predicts arrests history to
simulate predictive policing, where socio-economic factors are used to decide whether
individuals should receive a visit from the police. A similar application is described
in [68].

• lending club: A data set of loans originated by Lending Club [81] is used to predict
charge-offs from 75 other financial variables about 890,000 individuals from which
we filter 51. Charge-off prediction can be used to as a statistical basis for generating
credit scores.

The three applications described above are hypothetical examples of decision making
aided by algorithms that use potentially sensitive socio-economic data, and not real systems
that are currently in use. We use these classifiers to illustrate the subtle causal questions
that our QII measures can answer.
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We use the following standard machine learning classifiers in our dataset: Logistic
Regression, SVM with a radial basis function kernel, Decision Tree, and Gradient Boosted
Decision Trees(see [17] for an excellent primer to these classifiers); with the exception of
Logistic Regression, a linear classifier, the other three are nonlinear and can potentially
learn very complex models.

2.6.1 Comparison with Observational Measures

In the presence of correlated inputs, observational measures often cannot identify which
inputs were causally influential. To illustrate this phenomena on real datasets, we train
two classifiers: (A) where gender is provided as an actual input, and (B) where gender is
not provided as an input. For classifier (B), clearly the input Gender has no effect and any
correlation between the outcome and gender is caused via inference from other inputs. In
Table 2.3, for both the adult and the arrests dataset, we compute the following observa-
tional measures: Mutual Information (MI), Jaccard Index (Jaccard), Pearson Correlation
(corr), and the Disparate Impact Ratio (disp) to measure the similarity between Gender
and the classifiers outcome. We also measure the QII of Gender on outcome. We observe
that in many scenarios the observational quantities do not change, or sometimes increase,
from classifier A to classifier B, when gender is removed as an actual input to the classifier.
On the other hand, if the outcome of the classifier does not depend on the input Gender,
then the QII is guaranteed to be zero.

2.6.2 Unary QII Measures

In Figure 2.2, we illustrate the use of different Unary QII measures. Figures 2.2a and 2.2b
show the Average QII measure (Equation 2.3) computed for features of a decision forest
classifier. For the income classifier trained on the adult dataset, the feature with highest
influence is Marital Status, followed by Occupation, Relationship and Capital Gain. Sensi-
tive features such as Gender and Race have relatively lower influence. For the predictive
policing classifier trained on the arrests dataset, the most influential input is Drug His-
tory, followed by Gender, and Smoking History. We observe that influence on outcomes
may be different from influence on group disparity.

QII on group disparity Figures 2.2c, 2.2d show influences of features on group dis-
parity (Equation 2.6) for two different settings. Figure 2.2c shows feature influence on
group disparity by Gender in the adult dataset; Figure 2.2d shows the influence on group
disparity by Race in the arrests dataset. For the income classifier trained on the adult

dataset, we observe that most inputs have negative influence on group disparity; randomly
intervening on most inputs would lead to a reduction in group disparity. In other words,
a classifier that did not use these inputs would be fairer. Interestingly, in this classifier,
marital status — rather than gender — has the highest influence on group disparity by
gender.
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logistic kernel svm decision tree random forest

adult arrests adult arrests adult arrests adult arrests

MI A 0.045 0.049 0.046 0.047 0.043 0.054 0.044 0.053
MI B 0.043 0.050 0.044 0.053 0.042 0.051 0.043 0.052

Jaccard A 0.501 0.619 0.500 0.612 0.501 0.614 0.501 0.620
Jaccard B 0.500 0.611 0.501 0.615 0.500 0.614 0.501 0.617

corr A 0.218 0.265 0.220 0.247 0.213 0.262 0.218 0.262
corr B 0.215 0.253 0.218 0.260 0.215 0.257 0.215 0.259

disp A 0.286 0.298 0.377 0.033 0.302 0.335 0.315 0.223
disp B 0.295 0.301 0.312 0.096 0.377 0.228 0.302 0.129

QII A 0.036 0.135 0.044 0.149 0.023 0.116 0.012 0.109
QII B 0 0 0 0 0 0 0 0

Table 2.3: Comparison of QII with associative measures. For 4 different classifiers, we
compute metrics such as Mutual Information (MI), Jaccard Index (JI), Pearson Correlation
(corr), Group Disparity (disp) and Average QII between Gender and the outcome of the
learned classifier. Each metric is computed in two situations: (A) when Gender is provided
as an input to the classifier, and (B) when Gender is not provided as an input to the
classifier.

For the arrests dataset, most inputs have the effect of increasing group disparity if
randomly intervened on. In particular, Drug history has the highest positive influence
on disparity in arrests. Although Drug history is correlated with race, using it reduces
disparate impact by race, i.e. makes fairer decisions.

In both examples, features correlated with the sensitive attribute are the most influ-
ential for group disparity according to the sensitive attribute rather than the sensitive
attribute itself. It is in this sense that QII measures can identify proxy variables that
cause associations between outcomes and sensitive attributes.

QII with artificial discrimination We simulate discrimination using an artificial ex-
periment. We first randomly assign “ZIP codes” to individuals in our dataset (these are
simply arbitrary numerical identifiers). Then, to simulate systematic bias, we make an
f fraction of the ZIP codes discriminatory in the following sense: all individuals in the
protected set are automatically assigned a negative classification outcome. We then study
the change in the influence of features as we increase f . Figure 2.3a, shows that the influ-
ence of Gender increases almost linearly with f . Recall that Marital Status was the most
influential feature for this classifier without any added discrimination. As f increases, the
importance of Marital Status decreases as expected, since the number of individuals for
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Figure 2.2: QII measures for the adult and arrests datasets
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Figure 2.3: The effect of discrimination on QII.
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Age 23
Workclass Private
Education 11th
Education-Num 7
Marital Status Never-married
Occupation Craft-repair
Relationship Own-child
Race Asian-Pac-Islander
Gender Male
Capital Gain 14344
Capital Loss 0
Hours per week 40
Country Vietnam
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Figure 2.4: Mr. X’s profile and explanation for negative classification.

whom Marital Status is pivotal decreases.

2.6.3 Personalized Explanations

To illustrate the utility of personalized explanations, we study the classification of indi-
viduals who received potentially unexpected outcomes. For the personalized explanations,
we use classification outcomes obtained from decision forests, though one obtains a similar
outcome using other classifiers.

The influence measure that we employ is the Shapley value. In more detail, the coali-
tional function we use is v(S) = ιQA(S), with QA being E[c(·) = 1 | X = x]; that is,
the marginal contribution of i ∈ N to S is given by mi(S) = E[c(X−S) = 1 | X =
x]− E[c(X−S∪{i}) = 1 | X = x].

We emphasize that some features may have a negative Shapley value; this should be
interpreted as follows: a feature with a high positive Shapley value often increases the
certainty that the classification outcome is 1, whereas a feature whose Shapley value is
negative is one that increases the certainty that the classification outcome would be zero.
Mr. X: The first example is of an individual from the adult dataset, to whom we refer

as Mr. X (Figure 2.4). The learnt classifier classifies his income as low. This result
may be surprising to him: he reports high capital gains ($14k), and only 2.1% of
people with capital gains higher than $10k are reported as low income. In fact,
he might be led to believe that his classification may be a result of his ethnicity or
country of origin. Examining his explanation in Figure 2.4, however, we find that the
most influential features that led to his negative classification were Marital Status,
Relationship and Education.
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Age 27
Workclass Private
Education Preschool
Education-Num 1
Marital Status Married-civ-spouse
Occupation Farming-fishing
Relationship Other-relative
Race White
Gender Male
Capital Gain 41310
Capital Loss 0
Hours per week 24
Country Mexico
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Figure 2.5: Mr. Y’s profile and explanation for negative classification.

Mr. Y: The second example, to whom we refer as Mr. Y (Figure 2.5), has even higher
capital gains than Mr. X. Mr. Y is a 27 year old, with only Preschool education, and
is engaged in fishing. Examination of the transparency report reveals that the most
influential factor for negative classification for Mr. Y is his Occupation. Interestingly,
his low level of education is not considered very important by this classifier.

Mr. Z: The third example, who we refer to as Mr. Z (Figure 2.6) is from the arrests

dataset. History of drug use and smoking are both strong indicators of arrests.
However, Mr. X received positive classification by this classifier even without any
history of drug use or smoking. Upon examining his classifier, it appears that race,
age and gender were most influential in determining his outcome. In other words,
the classifier that we train for this dataset (a decision forest) has picked up on the
correlations between race (Black), and age (born in 1984) to infer that this individual
is likely to engage in criminal activity. Indeed, our interventional approach indicates
that this is not a mere correlation effect: race is actively being used by this classifier
to determine outcomes. Of course, in this instance, we have explicitly offered the race
parameter to our classifier as a viable feature. However, our influence measure is able
to pick up on this fact, and alert us of the problematic behavior of the underlying
classifier. More generally, this example illustrates a concern with the black box use
of machine learning which can lead to unfavorable outcomes for individuals.

2.6.4 Differential Privacy

Most QII measures considered in this chapter have low sensitivity, and therefore can be
made differentially private with negligible loss in utility. However, recall that the sensitivity
of influence measure on group disparity ιYdisp depends on the size of the protected group in
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Birth Year 1984
Drug History None
Smoking History None
Census Region West
Race Black
Gender Male
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Figure 2.6: Mr. Z’s profile and explanation for positive classification.

the dataset D as follows:

ιYdisp = 2 max

(
1

|D \ Y| ,
1

|D ∩ Y|

)

For sufficiently small minority groups, a large amount of noise might be required to
ensure differential privacy, leading to a loss in utility of the QII measure. To estimate the
loss in utility, we set a noise of 0.005 as the threshold of noise at which the measure is
no longer useful, and then compute fraction of times noise crosses that threshold when
Laplacian noise is added at ε = 1. The results of this experiment are as follows:

Y Count Loss in Utility

Race: White 27816 2.97× 10−14

Race: Black 3124 5.41× 10−14

Race: Asian-Pac-Islander 1039 6.14× 10−05

Race: Amer-Indian-Eskimo 311 0.08

Race: Other 271 0.13

Gender: Male 21790 3.3× 10−47

Gender: Female 10771 3.3× 10−47

We note that for most reasonably sized groups, the loss in utility is negligible. However,
the Asian-Pac-Islander, and the Amer-Indian-Eskimo racial groups are underrepresented
in this dataset. For these groups, the QII on Group Disparity estimate needs to be very
noisy to protect privacy.
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logistic kernel-svm decision-tree decision-forest

QII on Group Disparity 0.56 234.93 0.57 0.73
Average QII 0.85 322.82 0.77 1.12

QII on Individual Outcomes (Shapley) 6.85 2522.3 7.78 9.30
QII on Individual Outcomes (Banzhaf) 6.77 2413.3 7.64 10.34

Table 2.4: Runtimes in seconds for explanation computation

2.6.5 Performance

We report runtimes of our prototype for generating explanations on the adult dataset.
Recall from Section 2.5 that we approximate QII measures by computing sums over samples
of the dataset. According to the Hoeffding bound to derive an (ε, δ) estimate of a QII
measure, at ε = 0.01, and n = 37000 samples, δ = 2 exp(−nε2) < 0.05 is an upper bound
on the probability of the output being off by ε. Table 2.4 shows the runtimes of four
different QII computations, for 37000 samples each. The runtimes of all algorithms except
for kernel SVM are fast enough to allow real-time feedback for machine learning application
developers. Evaluating QII metrics for Kernel SVMs is much slower than the other metrics
because each call to the SVM classifier is very computationally intensive due to a large
number of distance computations that it entails. We expect that these runtimes can be
optimized significantly. We present them as proof of tractability.

Runtimes on the lending club dataset scale roughly linearly to that of the adult
dataset with QII on Individual Outcomes (Shapley) requiring 29.6 seconds on average
with 51 input features, and 37000 samples (same as adult) out of 890000 instances. As
the accuracy does not depend on the size of the dataset sampled from, this achieves similar
theoretical accuracy to the adult dataset.

2.6.6 Conciseness

Regulations surrounding credit such as the Equal Credit Opportunity Act [4] require con-
cise explanations for the principal reasons behind denials. We evaluate QII explanations in
terms of the number of important reasons revealed for individual outcomes. For a 500 tree
random forest trained on the lending club dataset with 51 input features, we computed
the number of negative influencers, that is, the number of features that have negative in-
fluence with magnitude greater than 0.001. The average number of negative influencers
were 4.6 indicating that a large fraction of the influence is concentrated in a small number
of features for any individual.
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2.7 QII for Fairness

Due to the widespread and black box use of machine learning in aiding decision making,
there is a legitimate concern of algorithms introducing and perpetuating social harms such
as racial discrimination [13, 106]. As a result, the algorithmic foundations of fairness in
personal information processing systems have received significant attention recently [22,
32, 45, 70, 149]. While many of the algorithmic approaches [22, 50, 70, 149] have focused
on group parity as a metric for achieving fairness in classification, Dwork et al. [45] argue
that group parity is insufficient as a basis for fairness, and propose an approach which
prescribes that similar individuals should receive similar classification outcomes. However,
this approach requires a similarity metric for individuals which is often subjective and
difficult to construct.

QII does not suggest any normative definition of fairness. Instead, we view QII as a
diagnostic tool to aid fine-grained fairness determinations. In fact, QII can be used in
the spirit of the similarity based definition of [45] by comparing the personalized privacy
reports of individuals who are perceived to be similar but received different classification
outcomes, and identifying the inputs which were used by the classifier to provide different
outcomes.

When group parity is used as a criteria for fairness, QII can identify the features that
lead to group disparity, thereby identifying features being used by a classifier as a proxy
for sensitive attributes. The determination of whether using certain proxies for sensitive
attributes is discriminatory is often a task-specific normative judgment. For example, using
standardized test scores (e.g., SAT scores) for college admissions decisions is by and large
accepted. However, SAT scores may act as a proxy for several protected attributes, leading
to concerns of unfairness [132, 140]. Our goal is not to provide such normative judgments.
Rather we seek to provide fine-grained transparency into input usage (e.g., what’s the
extent to which SAT scores influence decisions), which is useful to make determinations of
discrimination from a specific normative position.

2.8 Related Work

QII enables algorithmic transparency via a family of game-theoretic causal influence mea-
sures. In this section we compare with related work along a number of different dimensions.
First, we compare with related approaches to measuring causal influence, associations, and
briefly discuss an emerging direction that measures proxy influence via a combination of
associative and causal techniques. Next, we discuss orthogonal approaches to algorithmic
transparency: interpretable machine learning and experimentation on web services. Fi-
nally, we discuss other fields in which similar game-theoretic measures have been applied.

Quantitative Causal Measures Causal models and probabilistic interventions have
been used in a few other settings. While the form of the interventions in some of these set-
tings may be very similar, our generalization to account for different quantities of interests
enables us to reason about a large class of transparency queries for data analytics systems
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ranging from classification outcomes of individuals to disparity among groups. Further, the
notion of marginal contribution which we use to compute responsibility does not appear
in this line of prior work.

Janzing et al. [67] use interventions to assess the causal importance of relations between
variables in causal graphs; in order to assess the causal effect of a relation between two
variables, X → Y (assuming that both take on specific values X = x and Y = y), a new
causal model is constructed, where the value of X is replaced with a prior over the possible
values of X. The influence of the causal relation is defined as the distance between the
joint distributions of all the variables in the two causal models with and without the value
of X replaced. The approach of intervening with a random value from the prior is similar
to our approach of constructing X−SUS.

Independently, there has been considerable work in the machine learning community
to define importance metrics for variables, mainly for the purpose of feature selection (see
[59] for a comprehensive overview). One important metric is called Permutation Impor-
tance [19], which measures the importance of a feature towards classification by randomly
permuting the values of the feature and then computing the difference of classification ac-
curacies before and after the permutation. Replacing a feature with a random permutation
can be viewed as sampling the feature independently from the prior.

Measures of Association One can think of our results as a causal alternative to quan-
titative information flow. Quantitative information flow is a broad class of metrics that
quantify the information leaked by a process by comparing the information contained be-
fore and after observing the outcome of the process. Quantitative Information Flow traces
its information-theoretic roots to the work of Shannon [118] and Rényi [110]. Recent
works have proposed measures for quantifying the security of information by measuring
the amount of information leaked from inputs to outputs by certain variables; we point
the reader to [123] for an overview, and to [29] for an exposition on information theory.
Quantitative Information Flow is concerned with information leaks and therefore needs to
account for correlations between inputs that may lead to leakage. The dual problem of
transparency, on the other hand, requires us to destroy correlations while analyzing the
outcomes of a system to identify the causal paths for information leakage. Measures of
association have also been widely used for detecting discrimination (see Section 6.9).

Proxy Influence An emerging direction in this space is the identification of proxy or
indirect use of sensitive features as opposed to direct causal use, as captured by QII. Adler
et al. [7] quantify the indirect influence of an attribute by obscuring the attribute (along
with associations) from a dataset and comparing the prediction accuracy of a model before
and after obscuring. In a different approach, Datta et al. [? ] identify intermediate
computations in a program that are associated with an attribute and use QII to measure
the causal influence of the intermediate computations on the outcome.

Interpretable Machine Learning An orthogonal approach to adding interpretability
to machine learning is to constrain the choice of models to those that are interpretable by
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design. This can either proceed through regularization techniques such as Lasso [133] that
attempt to pick a small subset of the most important features, or by using models that
structurally match human reasoning such as Bayesian Rule Lists [82], Supersparse Linear
Integer Models [144], or Probabilistic Scaling [113]. Since the choice of models in this
approach is restricted, a loss in predictive accuracy is a concern, and therefore, the central
focus in this line of work is the minimization of the loss in accuracy while maintaining
interpretability. On the other hand, our approach to interpretability is forensic. We add
interpretability to machine learning models after they have been learnt. As a result, our
approach does not constrain the choice of models that can be used.

Experimentation on Web Services Another emerging body of work focuses on sys-
tematic experimentation to enhance transparency into Web services such as targeted ad-
vertising [12, 32, 57, 79, 80]. The setting in this line of work is different since they have
restricted access to the analytics systems through publicly available interfaces. As a re-
sult they only have partial control of inputs, partial observability of outputs, and little or
no knowledge of input distributions. The intended use of these experiments is to enable
external oversight into Web services without any cooperation. Our framework is more ap-
propriate for a transparency mechanism where an entity proactively publishes transparency
reports for individuals and groups. Our framework is also appropriate for use as an internal
or external oversight tool with access to mechanisms with control and knowledge of input
distributions, thereby forming a basis for testing.

Game-Theoretic Influence Measures Recent years have seen game-theoretic influ-
ence measures used in various settings. Datta et al. [31] also define a measure for quanti-
fying feature influence in classification tasks. Their measure does not account for the prior
on the data, nor does it use interventions that break correlations between sets of features.
In the terminology of this chapter, the quantity of interest used by [31] is the ability of
changing the outcome by changing the state of a feature. Strumbelj and Kononenko [128]
also use the Shapley value to compute influences for individual classification. This work
greatly extends and generalizes the concepts presented in [31] and [128], by both account-
ing for interventions on sets, and by generalizing the notion of influence to include a wide
range of system behaviors, such as group disparity, group outcomes and individual out-
comes. Essentially, the instantiations of our transparency schema define a wide range of
transparency reports.

Game theoretic measures have been used by various research disciplines to measure
influence. Indeed, such measures are relevant whenever one is interested in measuring
the marginal contribution of variables, and when sets of variables are able to cause some
measurable effect. Prominent domains where game theoretic measures have recently been
used are terrorist networks [86, 92], protein interactions [18], and neurophysical models [72].
The novelty in our use of the game theoretic power indices lies in the conception of a
cooperative game via a valuation function ι(S), defined by an randomized intervention on
inputs S. Such an intervention breaks correlations and allows us to compute marginal
causal influences on a wide range of system behaviors.
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2.9 Conclusion
In this chapter, we present QII, a general family of metrics for quantifying the influence of
inputs in systems that process personal information. In particular, QII lends insights into
the behavior of opaque machine learning algorithms by allowing us to answer a wide class
of queries ranging from influence on individual causal outcomes to influence on disparate
impact. To achieve this, QII breaks correlations between inputs to allow causal reasoning,
and computes the marginal influence of inputs in situations where inputs cannot affect
outcomes alone. Also, we demonstrate that QII can be efficiently approximated, and can
be made differentially private with negligible noise addition in many cases.

A problem which we don’t address in this chapter is that the kind of interventions pre-
sented here my query the model on instances outside the natural distribution of instances.
We explore two solutions to this problem: (i) we train the model on these intervened in-
stances via an active learning approach in Chapter 3, and (ii) for differentiable models,
we explore infinitesimal interventions in Chapter 4. Also, we do not consider the problem
of indirect use: identifying the influence of inputs that are not explicitly provided but
inferred by the model. We address this problem in Chapter 6. Finally, we do not consider
situations where inputs do not have well understood semantics. Such situations arise often
in settings such as image or speech recognition, and automated video surveillance. With
the proliferation of immense processing power, complex machine learning models such as
deep neural networks have become ubiquitous in these domains. We consider this problem
in Chapter 5.
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Chapter 3

Supervising Input Influence

In Chapter 2, we present an approach to addressing the converged use problem by proposing
a causal influence measure that quantifies the relative importance of inputs used by a model.
However, causal analyses, including QII, involve evaluating the classifier using datapoints
that may be atypical of its training distribution. In this chapter, we show that standard
methods for training classifiers that minimize empirical risk do not constrain the behavior
of the classifier on such datapoints. As a result, training to minimize empirical risk does not
distinguish among classifiers that agree on predictions in the training distribution but have
wildly different causal influences. We term this problem covariate shift in causal testing
and formally characterize conditions under which it arises. As a solution to this problem,
we propose a novel active learning algorithm that constrains the influence measures of
the trained model. We prove that any two predictors whose errors are close on both the
original training distribution and the distribution of atypical points are guaranteed to have
causal influences that are also close. Further, we empirically demonstrate with synthetic
labelers that our algorithm trains models that (i) have similar causal influences as the
labeler’s model, and (ii) generalize better to out-of-distribution points while (iii) retaining
their accuracy on in-distribution points.

Data processors employing machine learning algorithms are increasingly being required
to provide and account for reasons behind their predictions due to regulations such as the
EU GDPR [46]. This call for reasoning tools has intensified with the increasing use of
machine learning systems in domains like criminal justice [8], credit [21], and hiring [66].
Traditionally, influence measures were used to inform feature selection [19]. Recently,
influence measures have received renewed interest as part of a toolbox to explain operations
and reveal biases of inscrutable machine learning systems [7, 34, 36, 74, 111].

Causal influence measures are a particularly important constituent of this toolbox [34,
74]. In Chapter 2, we demonstrated how causal influence measures enable identification
of principal reasons for decisions (e.g., credit denials) by evaluating counterfactual queries
that ask whether changing input attributes would produce a change in the decision. This
determination is used to explain and guard against unjust biases. For example, the use of
a correlate of age like income to make credit decisions may be justified even if it causes
applicants of one age group to be approved at a higher rate than another whereas the direct
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Figure 3.1: The three predictors trying to separate white points from black have similar
predictions on the distribution, but very different causal influences. Predictor h1 uses only
income, h2 uses only age, and h3 uses a linear combination of the two. Figure (b) shows how
counterfactual querying, by keeping age fixed and varying income allows the identification
of causal influence and distinguishes between the three classifiers.

use of age or a correlate like zipcode may not be justified1.
Causal analyses of natural systems often involve observing outcomes of specially created

units, e.g. mice with genes altered. Such units may be atypical in natural populations.
However, while performing causal analysis over machine learnt systems, a similar approach
encounters an important challenge: machine learning systems are not expected to be evalu-
ated on atypical or out-of-distribution units (datapoints), since they have not been exposed
to such units during training. Standard methods for training classifiers that minimize em-
pirical risk do not constrain the behavior of the classifier on such datapoints. As a result,
training to minimize empirical risk does not distinguish among classifiers that agree on
predictions in the training distribution but have unintended causal influences. We term
this problem covariate shift in causal testing. In other words, typical machine learning
algorithms are designed to make the right predictions but not necessarily for justifiable
reasons.

Returning to the example of credit decisions using age and income, consider a situa-
tion where the two are strongly correlated: young individuals have low income and older
individuals have a higher income. This situation is illustrated in Figure 3.1a where all
three predictors h1, h2, h3 have low predictive error, but they make similar predictions for
very different reasons. Since the three predictors have nearly identical predictions on the
distribution, points from the distribution are not useful in distinguishing the causal influ-

1This is an example of a “business necessity defense” under US law on disparate impact [20].
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ence of the two features. As a result, causal testing requires the creation of atypical units
that break the correlations between features. For example, evaluating the predictor on
the points on the red bar (Figure 3.1b) where age is fixed and income is varied informs
whether income is used by a given predictor or not. However, since from an empirical risk
minimization perspective the atypical points are irrelevant, an algorithm optimizing just
for predictive accuracy is free to choose any of the three predictors.

We formally characterize conditions that give rise to covariate shift in causal testing
(Theorem 6). Intuitively, this result states that if the units used for measuring causal influ-
ence are sufficiently outside the data distribution, constraining the behavior of a predictor
on the data distribution does not constrain the causal influences of the predictor.

In order to address this issue, we introduce an active learning algorithm in Section 3.3.
This algorithm provides an accountability mechanism for data processors to examine im-
portant features, and if their influences are suspicious, to collect additional information
that constrains the feature influences. This additional information could steer the in-
fluences toward more acceptable values (e.g., by reducing the influence of age in h2 in
Figure 3.1a). Alternatively, it could provide additional evidence that the influence values
convey appropriate predictive power and the suspicions are unfounded (e.g., by preserving
influences in h1 in Figure 3.1a).

The active learning process is assisted by two oracles. The first is a feature selection
oracle that examines the causal influences of different features, and chooses the feature for
which counterfactuals queries should be answered. We envision this oracle to be an auditor
who can identify problematic causal influences based on background knowledge of causal
factors or ethical norms governing classification. The second is similar to a standard active
learning oracle, and labels atypical points to answer counterfactual queries. For example,
for predictor h2 in our running example, the feature selection oracle might notice that
age has an unduly high influence, and can instruct the algorithm to focus on instances
that vary age while keeping income fixed. While the direct use of age may be obviously
problematic, in common applications the system designer may not have apriori knowledge
of which attribute uses are problematic. The feature selection oracle may be able to spot
suspiciously high or low influences and guide the counterfactual queries that get sent to
the labeler to better inform the learning.

We evaluate the counterfactual active learning algorithm for linear, decision tree, and
random forest models on a number of datasets, using a synthetic labeler. In particular,
we demonstrate that after counterfactual active learning, the trained classifier has similar
causal influence measures to the labeler. We also show that the classifier can generalize
better to out-of-distribution points. This is an important consequence of having causal
behavior similar to the labeler. Finally, we demonstrate that the accuracy on the data
distribution does not degrade as a result of this additional training.

Related Work. Prior work on causal learning learns the structure of causal models [65,
126], or given the structure of models, the functional relationship between variables. In this
context, active learning has been used to aid both the discovery of causal structures [63, 134]
and their functional relationships [112]. In this work we don’t attempt to learn true causal
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models. Instead, our work focuses on constraining the causal behavior of learnt models. In
doing so, we provide an accountability mechanism for data processors to collect additional
data that guides the causal influences of their models to more acceptable values or justifies
the causal influences of the learnt model.

Contributions. In summary, the contributions of this chapter are as follows.
• A formal articulation of the covariate shift in causal testing problem.
• A novel active learning algorithm that addresses the problem.
• An empirical evaluation of the algorithm for standard machine learning predictors
on a number of real-world datasets.

3.1 Background
A predictor h is a function X → Y that operates on an input space X ⊆ Rn to a space
of predictions Y . The input space X has a probability distribution P associated with it,
where P (X = x) is the frequency of drawing a particular instance x.

3.1.1 Risk Minimization

Given random variables X ∈ X , and Y ∈ Y , and a loss function l, the risk associated with
predictor h is given by

R(h) = E [l(h(X), Y )] .

The goal of supervised learning algorithms under a risk minimization paradigm is to mini-
mize R(h). In general, the distributions over X and Y are unknown. As a result, learning
algorithms minimize empirical risk over a sample {(xi, yi)}1..N

R̂(h) =
1

N

N∑
i=1

l(h(xi), yi).

Note that the risk minimization paradigm only constrains the behavior of a predictor
on points from the distribution and treats any two predictors that have identical behavior
on points from the distribution interchangeably.

For ease of presentation, we focus on binary classification tasks where Y is binary, and
use the 0− 1 loss function l0-1(ŷ, y) = I(ŷ 6= y) = |ŷ − y|.

3.1.2 Counterfactual Influence

The influence of a feature f for a predictor h is measured by comparing the outcomes of
h on the data distribution to the outcomes of a counterfactual distribution that changes
the value of f . We denote the data distribution over features as X and the counterfactual
distribution with respect to feature f as Xf

cf.
A number of influence measures proposed in prior work can be viewed as instances

of this general idea. For example, Permutation Importance [19], measures the difference
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in accuracy between X and Xf
cf, where X

f
cf is chosen as X randomly permuted. In [7],

Xf
cf is chosen as the minimal perturbation of X such that feature f cannot be predicted.

In this chapter, we use Average Unary QII (auQII), an instance of Quantitative Input
Influence [34], as our causal influence measure. The counterfactual distribution Xf

cf for
auQII is represented as X−fUf , where the random variable X−f represents features except
f where Uf is sampled from the marginal distribution of f independently of the rest of the
features X−f .

P (X−fUf = x) = P (X−f = x−f )P (Uf = xf )

Definition 7. Given a loss function l, and a model h, the Average Unary QII (auQII) of
an input f , written ιf (h), is defined as

ιf (h) = E
X,Uf

[l0-1(h(X), h(X−fUf ))]

3.2 Covariate shift in Causal Testing

In this section, we discuss some of the theoretical implications of the covariate shift in causal
testing. First, we show in Theorem 6 that risk minimization does not constrain influences
when the data distribution diverges significantly from the counterfactual distribution. In
other words, predictors trained under an ERM regime are free to choose influential fac-
tors. Further, in Theorem 7, we demonstrate predictors that agree on predictions on both
the data distribution and the counterfactual distribution have similar influences. This
theorem forms the motivation for our counterfactual active learning algorithm presented
in Section 3.3 that attempts to minimize errors on both the data and the counterfactual
distribution by adding points from the counterfactual distribution to the training set.

3.2.1 Counterfactual divergence

We first define what it means for an influence measure to be unconstrained by its behavior
on the data distribution. An influence measure ιf is unconstrained for a predictor h, and
data distribution X, if it is possible to find a predictor h′ which has similar predictions
on the data distribution but very different influences. More specifically, if the influence is
high, then it can be reduced to a lower value, and vice versa.
Definition 8. An influence measure ιf is said to be (ε, δ)-unconstrained, for 0 ≤ δ ≤ 1/2,
for a predictor h, if there exists predictors h1, h2 such that for i ∈ {1, 2}, P (h(X) 6=
hi(X)) ≤ ε, and ιf (h1) ≥ δ and ιf (h2) ≤ 1− δ.

The following theorem shows that if there exist regions ϕ in the input space with low
probability weight in the data distribution and high weight in the counterfactual distribu-
tion, i.e. the data distribution and counterfactual distribution diverge significantly, then
any model will have unconstrained causal influences. As a result, predictors trained under
an ERM regime are free to choose influential causal factors.
Theorem 6. If there exists a predicate ϕ, such that P (ϕ(X)) ≤ ε and P (ϕ(X−fUf ) ∧
¬ϕ(X)) = γ, then for any h, ιf (h) is (ε, γ/2)-unconstrained.
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Proof. The proof proceeds via an averaging argument. Let Π be the set of all functions
from X to {0, 1}. For i ∈ {1, 2} consider hi sampled uniformly from the set of deterministic
functions that map values x satisfying ϕ to h(x) and according to some π ∈ Π otherwise:
{x 7→ h(x) when ¬ϕ(x) and π(x) o.w. }π∈Π. Notice that P (hi(X)|¬ϕ(X)) is therefore
uniform in {0, 1}.

As hi(x) = h(x) when ¬ϕ(x), any such classifier satisfies P (h(X) 6= hi(X)) ≤ P (ϕ(x)) ≤
ε. Computing the expected influence over all h1, we have

E
h1

[ιf (h1))]

= E
h1

[
E

X,Uf
[I(h1(X) 6= h1(X−fUf ))]

]
Let θ = ϕ(X−fUf ) ∧ ¬ϕ(X). Then, P (θ) = γ

=γ E
X,Uf

[
E
h1

[I(h1(X) 6= h1(X−fUf ))] | θ
]

+ (1− γ) E
X,Uf

[
E
h1

[I(h1(X) 6= h1(X−fUf ))] | ¬θ
]

(
if θ, then E

h1
[I(h1(X) 6= h1(X−fUf ))] =

1

2

)
≥γ 1

2
+ (1− γ)0

=γ/2.

By an averaging argument, there exists an h∗1 such that ιf (h∗1) ≥ γ/2. Similarly, computing
the expected influence over all h2, we have

E
h2

[ιf (h2))]

= E
h2

[
E

X,Uf
[I(h2(X) 6= h2(X−fUf ))]

]
Let θ = ϕ(X−fUf ) ∧ ¬ϕ(X). Then, P (θ) = γ

=γ E
X,Uf

[
E
h2

[I(h2(X) 6= h2(X−fUf ))] | θ
]

+ (1− γ) E
X,Uf

[
E
h2

[I(h2(X) 6= h2(X−fUf ))] | ¬θ
]

≤γ 1

2
+ (1− γ)1

=1− γ/2
Again, by an averaging argument, there exists an h∗2 such that ιf (h∗2) ≤ 1− γ/2

3.2.2 Relating counterfactual and true accuracies

We now show that if the two models agree on both the true and the counterfactual distri-
butions, then they have similar influences.
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Definition 9. Given a loss function l and predictors h and h′, the expected loss of the h
with respect to h′, written err(h, h′, X), is

err(h, h′, X) = E
X

[l0-1(h(X), h′(X))] .

Theorem 7. If err(h, h′, X) ≤ ε1, and err(h, h′, X−fUf ) ≤ ε2, then |ιf (h)− ιf (h′)| ≤
ε1 + ε2

Proof.

|ι(h, f)− ι(h′, f)|

=

∣∣∣∣ E
X,Uf

[h(X) 6= h(X−fUf )]

− E
X,Uf

[h′(X) 6= h′(X−fUf )]

∣∣∣∣
=

∣∣∣∣ E
X,Uf

[|h(X)− h(X−fUf )|]

− E
X,Uf

[|h′(X)− h′(X−fUf )|]
∣∣∣∣

by triangle inequality
≤ E

X,Uf
[|h(X)− h(X−fUf )− h′(X) + h′(X−fUf )|]

= E
X,Uf

[|h(X)− h′(X) + h′(X−fUf )− h(X−fUf )|]

by triangle inequality
≤ E

X,Uf
[|h(X)− h′(X)|]

+ EX,Uf [|h′(X−fUf )− h(X−fUf )|]
=err(h, h′, X) + err(h, h′, X−fUf )

≤ε1 + ε2

3.3 Counterfactual Active Learning
In this section, we describe an active learning algorithm for training a model that pushes
the model towards the desired causal influences. The learning is assisted by two oracles.
The first is a feature selection oracle that examines the causal influences of input features,
and chooses the feature for which counterfactuals should be labeled. We envision this oracle
to be a domain expert that can identify problematic causal influences based on background
knowledge of causal factors or ethical norms governing the classification task. The second
oracle, similar to a standard active learning oracle, labels counterfactual points with their
intended label.
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Algorithm 1 Counterfactual active learning.
Require: Labeling oracle O, Feature selection oracle F
procedure CounterfactualActiveLearning(D, k)

D: training dataset
k: labeling batch size
c← train(D)
repeat

ι← feature influences QII(c,D)
f ← feature F(ι)

Ĉ
$←−
k
D−fUf

ŷ ← oracle labels O(Ĉ)
D ← D ∪ 〈Ĉ, ŷ〉
c← train(D)

until stopping condition reached
return c

end procedure

The active learning process (Algorithm 1), on every iteration, computes the influences
of features of a classifier trained on the dataset. The feature selection oracle F picks a
feature. Then k points Ĉ are picked from the counterfactual distribution, where k is a
pre-specified batch size parameter. The parameter k can also be thought of as a learning
rate for the algorithm. The k points in Ĉ are then labeled by the oracle O and added
to the training set. A new classifier is trained on the augmented dataset and this process
is repeated until the stopping condition is reached. The stopping condition can either be
a pre-specified number of iterations or a convergence condition when the classifier learnt
does not show a significant change in influences.

The choice of the feature selection oracle affect the speed of convergence of the al-
gorithm. In our experiments, we consider two feature selection oracles (i) a baseline
random oracle, that picks features at random for generating counterfactual queries, (ii)
a guided oracle, that picks the feature that has the highest difference in influence from
the true influence. In Section 3.4.2, we demonstrate that an oracle that deterministically
picks the feature with the highest difference in influence converges faster than an oracle
that picks a feature at random.

The rationale for training the classifier on points from the counterfactual distribution
is two-fold. First, by adding points from the counterfactual distribution, the algorithm re-
duces the divergence between the training distribution and the counterfactual distribution,
as a result, constraining the feature influences of the learnt classifier according to Theo-
rem 6. Additionally, by increasing accuracy of the classifier with respect to the labeler on
the counterfactual distribution, the influences of the trained classifier are pushed closer to
the influence of the labeler (Theorem 7).
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3.4 Evaluation
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Figure 3.2: Rates of convergence of counterfactual active learning with guided, random,
and non− counterfactual settings.

In this section, we evaluate the counterfactual active learning algorithm for linear,
decision tree, and random forest models using a synthetic labeler as ground truth. In
particular, we demonstrate that after counterfactual active learning, the trained classifier
has similar causal influence measures to the labeler. We also show that the classifier can
generalize better to out-of-distribution points. This is an important consequence of having
causal behavior similar to the labeler. And finally, we demonstrate that the accuracy on
the data distribution does not degrade as a result of this additional training.
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Figure 3.3: Rates of convergence of counterfactual active learning with guided, random,
and non− counterfactual settings.

3.4.1 Methodology

We evaluate our algorithm by training two predictors. The first predictor provides the
ground truth to be used by the oracles. The second predictor is trained on a biased version
of the dataset used to train the first predictor. This approach induces a difference in influ-
ence in the two predictors. In more detail, the following steps comprise our experimental
methodology.
• Given: D a dataset which is a sample from the original distribution,
• Train ground truth model ht on D. This model is used by the labeling oracle to
respond to counterfactual queries.

• Select a random predicate θ.
• Construct Db by excluding points from D that satisfy θ.
• Train predictor hb on a random subset of Db, leaving the rest for testing and for use
by the non− counterfactual baseline described below.

• Perform counterfactual active learning on predictor hb.
The random predicate θ is chosen by training a short decision tree on the dataset with

random labels. Db is intended to simulate a biased data collection mechanism in order to
induce artificial correlations in the dataset. The induced artificial correlations create a gap
between the counterfactual distribution and the data distribution, thus making the feature
influences unconstrained.

We run the active learning algorithm under the following settings:
• guided: At each iteration, the feature selection oracle selects the feature with the
highest difference in auQII with respect to the base model.

• random: This is a baseline where the feature selection oracle selects a feature at
random.

• non− counterfactual: This is another baseline where the labeling oracle labels
fresh points from Db as opposed to from the counterfactual distribution.

The experiments presented here are run on the following datasets:
• adult: The benchmark adult dataset [85], a subset of census data, is used to predict
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income from 13 demographic factors including age and marital status.
• arrests: This data set is used to predict a history of arrests using 6 features extracted
from the National Longitudinal Survey of Youth [2] such as drug and alcohol use.

• lending club: A data set of loans originated by Lending Club [81] is used to predict
charge-offs from 19 other financial variables about individuals.

These datasets represent prediction tasks that could be potentially used in settings
such as predictive policing or credit, and where data processors are accountable for reasons
behind prediction.

All experiments presented here are run with a batch size t of 200 for 20 epochs, and
averaged over 50 runs of the algorithm.

3.4.2 Results

Figure 3.2 shows the evolution of the active learning algorithm for the three datasets
dataset with a logistic regression model. In particular, Figure 3.2a shows the the change
of the mean square error of auQII between hb and ht. This figure shows that the feature
influences converge to values close to that of ht with the guided oracle. The random oracle
also converges but at a slower rate. This result is useful as it indicates that the process does
not require the feature selection oracle to pick optimally. The non− counterfactual al-
gorithm does not affect the influence measures significantly. This is to be expected since
it retrains using labeled points from within the biased distribution.

In Figures 3.2b and 3.2c, we show the accuracy of the classifier on holdout sets from
Db and D respectively. Figure 3.2b shows that the error on the data distribution does
not increase due to this additional training. Further, Figure 3.2c shows that the error on
the unbiased dataset D also decreases, even though parts of D are not in the training
set. This can be viewed as a side-effect of the model becoming causally closer to the
ground truth model. For all three datasets the guided oracle leads to faster convergence
across the three metrics. The arrests dataset shows similar behavior for the random and
guided oracles which can be attributed to the dataset only containing a small number of
features.

Figures 3.3a and 3.3b show the effect of counterfactual active learning on decision
trees and random forests. They both show a similar trend to linear models of the causal
influences of hb converging toward those of ht with counterfactual active learning.

3.5 Conclusion

We articulate the problem of covariate shift in causal testing and formally characterize
conditions under which it arises. We present an algorithm for counterfactual active learning
that addresses this problem. We empirically demonstrate with synthetic labelers that our
algorithm trains models that (i) have similar causal influences as the labeler’s model, and
(ii) generalize better to out-of-distribution points while (iii) retaining their accuracy on
in-distribution points.
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In this chapter, we assume that the labeling oracle can label all points with equal cer-
tainty and cost. However, for points further from the distribution, the labeler might need
to perform real experiments in order to label the points. This suggests two interesting di-
rections for future work. The first studies mechanisms for answering counterfactual queries
for points far away from the distribution. The second involves designing an algorithm that
takes into account the cost of a labeler in the learning process.
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Chapter 4

Distributional Influence in Continuous
Models

In Chapter 2, we proposed a general approach for quantifying the causal influence of inputs
in machine learning models, with a particular focus on machine learning classifiers. For
machine learning classifiers, we observe that in order to measure causal influences we need
to query the model on points outside the distribution it operates on. This requirement
results in a covariate shift problem that we address in Chapter 3: approaches to causal
testing of classifiers query the model on points where it isn’t expected to predict reliably.

However, for continuous and differentiable models including those used for regression,
we can observe the causal effects of infinitesimal changes to inputs. For very small values
of ∆, we can measure f(x1 + ∆, x2)− f(x1, y2) and observe the causal effect of intervening
on x by a tiny amount. As ∆ tends to 0, if (x1, x2) belongs to the input distribution, then
for this infinitesimal intervention, we measure causal influence with zero covariate shift. If
this reminds the reader of a partial derivative, then she is not mistaken; this infinitesimal
causal measure, when divided by ∆, is exactly the partial derivative of f with respect to
x1.

In this chapter, we present input distributional influence, an influence measure based
on the partial derivative for continuous and differentiable models that captures causality in
the model while still retaining distributional faithfulness, i.e. has no covariate shift due to
causal testing. This input influence measure is generalized in Chapter 5 to internal factors
in models, and evaluated on convolutional neural networks.

Desiderata. We begin by describing some intuitive desiderata of measures of influence.
• Causality: We intend our influence measures to identify parts of the network, that
when changed, have the most effect on outcomes. This suggests a causal view of
influence. We focus on the partial derivative on outcomes as a measure of causal
influence locally as it measures the change in outcomes corresponding to an infinites-
imal change in inputs, while keeping all other inputs fixed.

• Flexibility: We wish that with appropriate parameterization, our measures should be
useful for answering a general class of causal queries.

• Distributional Faithfulness: Models operating on high dimensional spaces such as
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neural networks are not expected to behave reliably on instances outside the input
distribution. As a result, we wish that our measures only evaluate the behavior
of the network on points within the distribution, a property we call distributional
faithfulness. This property is key to our axiomatic treatment of influence and is
reflected in Axioms 2, and 3 in Section 5.4.

Note that both QII and distributional influence share the three desiderata. The third
desideratum of distributional faithfulness, however, is discharged differently for the two.
For distributional influence, the use of the partial derivative does not evaluate the model
on points outside the distribution if the partial derivatives are only measured on points
in the distribution. Partial derivatives are not appropriate for QII as they also apply
to discontinuous models with discrete inputs, and we need to evaluate models on points
outside the distribution. To achieve distributional faithfulness, we train the model on
points outside the distribution via counterfactual active learning.

4.1 Distributional Input Influence

Distributional input influence is parameterized by a quantity of interest, and a distribution
of interest. The measure is the average partial derivative of the quantity of interest over
the distribution of interest.

The distribution and quantity of interest together capture aspects of network behavior
that we are interested in explaining. Examples of distributions of interest are: (i) a single
instance (influence measure just reduces to the partial derivative at the point) (ii) the
distribution of ‘cat’ images, or (iii) the overall distribution of images. While the first
distribution of interest focuses on why a single instance was classified a particular way,
the second explains the essence of a class, and the third identifies generally influential
inputs over the entire population. A fourth instance is the uniform distribution on the line
segment of scaled instances between an instance and a baseline, which yields a measure
called Integrated Gradients [129]. Examples of quantities of interest are: outcome towards
the ‘cat’ class (i.e., the network score for the cat class) or comparative outcome towards
‘cat’ versus ‘dog’ (i.e., the difference in the network scores for cat and dog classes). The
first quantity of interest answers the question of why a particular input was classified as
a cat, whereas the second can be helpful in understanding how the network distinguishes
‘cat’ instances from ‘dog’ instances.

We represent quantities of interest of networks as continuous and differentiable functions
f from X → R, where X ⊆ Rn, and n is the number of inputs to f . A distributional
influence measure, denoted by ιi(f, P ), measures the influence of an input i for a quantity
of interest f , and a distribution of interest P , where P is a distribution over X .
Definition 10. The distributional input influence ιi(f, P ) of input i for a quantity of
interest f , and distribution of interest P is given by

ιi(f, P ) =

∫
X

∂f

∂xi

∣∣∣∣
x

P (x)dx.
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4.2 Axiomatic Characterization
We narrow the space of influence measures using three axioms that characterize desirable
properties of influence measures for machine learning models with respect to a quantity
and distribution of interest, and then prove that these axioms uniquely define the above
measure.

We characterize a measure ιi(f, P ) that measures the influence of input i for a quantity
of interest f , and distribution of interest P . The first axiom, linear agreement states that
for linear systems, the coefficient of an input is its influence. Measuring influence in linear
models is straightforward since a unit change in an input corresponds to a change in the
output given by the coefficient.
Axiom 1 (Linear Agreement). For linear models of the form f(x) =

∑
i αixi, ιi(f, P ) = αi.

The second axiom, distributional marginality states that partial derivatives at points
outside the support of the distribution of interest should not affect the influence of an
input. This axiom ensures that the influence measure only depends on the behavior of the
model on points within the manifold containing the input distribution.
Axiom 2 (Distributional marginality (DM)). If, P ( ∂f1

∂xi

∣∣∣
X

= ∂f2
∂xi

∣∣∣
X

) = 1, where X is the
random variable over instances from X , then ιi(f1, P ) = ιi(f2, P ).

The third axiom, distribution linearity states that the influence measure is linear in the
distribution of interest. This ensures that influence measures are properly weighted over
the input space, i.e., influence on infrequent regions of the input space receive lesser weight
in the influence measure as compared to more frequent regions.
Axiom 3 (Distribution linearity (DL)). For a family of distributions indexed by some
a ∈ A, P (x) =

∫
A g(a)Pa(x)da, then ιi(f, P ) =

∫
A g(a)ιi(f, Pa)da.

We can show that the only influence measure that satisfies these three axioms is the
weighted partial derivative of the input probability distribution.
Theorem 8. The only measure that satisfies linear agreement, distributional marginality
and distribution linearity is given by

ιi(f, P ) =

∫
X

∂f

∂xi

∣∣∣∣
x

P (x)dx.

Proof. Choose any function f and Pa(x) = δ(x − a), where δ is the Dirac delta function
on X . Now, choose f ′(x) = ∂f

∂xi
|axi. By linearity agreement, it must be the case that,

ι(f ′, Pa(x)) = ∂f
∂xi
|a. By distributional marginality, we therefore have that ιi(f, Pa) =

ιi(f
′, Pa) = ∂f

∂xi
|a. Any distribution P can be written as P (x) =

∫
X P (a)Pa(x)da. There-

fore, by the distribution linearity axiom, we have that ι(f, P ) =
∫
X
P (a)ι(f, Pa)da =∫

X P (a) ∂f
∂xi
|ada.

4.3 Related Work
As mentioned in Chapter 2, influence measures are studied in cooperative game theory as
solutions to the problem of attribution of outcomes to participants and has applications to
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a wide range of settings including revenue division and voting. In Chapter 2, we viewed
features as participating in finite cooperative games where valuation functions v(S) capture
the outcomes generated when agents in set S participate; a feature belongs in S if it is
not intervened on. In this chapter focusing on continuous models, we draw ideas from the
theory of infinite cooperative games, where valuation functions are of the form v(x), and
xi represents the numerical contribution of agent i.

We highlight ideas drawn from this body of work and differences in terms of two key
properties of influence measures: the marginality principle, and efficiency.

The marginality principle [146] states that an agent’s attribution only depends on its
own contribution to the output. Formally, this is stated as: if the partial derivatives with
respect to an agent of two functions are identical throughout, then they have identical
attributions for agent i. Our axiom of distributional marginality (DM) is a weaker form
of this requirement that only requires equality of attribution when partial derivatives are
same in the distribution.

A second property, called efficiency, which is especially important for revenue divi-
sion, is that attributions add up to the total value generated. This ensures that no value
is left unattributed. The marginality principle, along with efficiency uniquely define the
Aumann-Shapley Value[9]. In [129], the Aumann-Shapley Value is used for attributions
with efficiency as a justification. While it is unclear that efficiency is an essential require-
ment in our setting, the Aumann-Shapley value can be recovered in our framework by
choosing the distribution of interest as the uniform distribution on the line segment join-
ing an instance x and a baseline image b. Certain choices of baselines can be problematic
from the point of view of distributional faithfulness, since the line segment of linear com-
binations between them might lie significantly out of distribution. The particular baseline
chosen in [129] is the zero vector, where the line segment represents scaled images, and
could be reasonably called within distribution.

Partial derivatives (gradients) have also been used as a measure of influence in prior
work for interpreting machine learning models. In particular, for convolutional neural
networks, a common approach to interpreting their functioning is to visualize gradients [10,
122, 129], or some combination of gradients with internal values [10, 127, 148]. A more
comprehensive comparison with this body of work is deferred to Chapter 5.

56



Part II

Indirect Use
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Chapter 5

Explanations for CNNs

We study the problem of explaining a class of behavioral properties of deep neural networks,
with a focus on convolutional neural networks operating on images. This problem has
received significant attention in recent years with the rise of deep networks and associated
concerns about their opacity [75]. Explanations that provide insight into the reasons behind
incorrect network behavior play an important role in mitigating this opacity.

A growing body of work on explaining deep convolutional network behavior is based
on mapping models’ prediction outputs back to relevant regions in an input image. This is
accomplished in various ways, such as by visualizing gradients [10, 122, 129] or backpropa-
gation [10, 127, 148]. Recently [111] proposed fitting simpler interpretable models around
a test point to predict relevant input regions. An appealing feature of these approaches
is that they capture input influence. However, because these approaches relate instance-
specific features to instance-specific predictions, the explanations that they produce do not
generalize beyond a single test point (see Section 5.2, Figure 5.2).

An orthogonal approach is to visualize the features learned by networks by identify-
ing input instances that maximally activate an internal neuron, by either optimizing the
activation in the input space [89, 96, 122], or searching for instances in a dataset [55].
Importantly, this type of explanation gives insight into the higher-level concepts learnt
by the network, and naturally generalizes across instances and classes. However, this ap-
proach does not relate these higher-level concepts to predictions that they cause. Indeed
examining activations alone is not sufficient to do so (see Section 5.2, Table 5.1).

Continuing with our template of combining influence and interpretation, we develop
influence-directed explanations for deep networks to combine the positive attributes of
these two lines of work. Our approach peers inside the network to identify neurons with
high influence on the model’s behavior, and then uses existing techniques (e.g., visual-
ization) to provide an interpretation for the concepts they represent. We generalize the
distributional input influence measure presented in Chapter 4 to internal neurons, and
present a distributional influence measure that allows us to identify which neurons are
most influential in determining the model’s behavior on a given distribution of instances.
From this we are able to identify the learned concepts that cause the network to behave
characteristically, for example, on the distribution of instances that share a particular label.
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(a) (b)

Figure 5.1: Images of cars labeled “sports car” by VGG16 ImageNet model (a) and receptive
fields of the most influential feature map on a comparative quantity that characterizes the
model’s tendency to predict “sports car” over “convertible” (b). In most cases, the features
within the field contain the top of the car, which is the key distinctive concept between
these classes.

Figure 5.1 demonstrates on a VGG16 [121] model trained on the ImageNet dataset [114]
the capability of influence-directed explanations to extract meaningful insight about the
network’s inner workings. We measure the influence of feature maps at the conv4_1 layer
on the network’s tendency to predict “sports car” over “convertible”. The images in Fig-
ure 5.1(b) are computed by rendering the receptive field of the most influential map in the
original feature space for the corresponding image in 5.1(a). The results coincide with an
intuitive understanding of the distinction between these classes: the depicted interpretation
highlights the portion of the image depicting the car’s top.

Our empirical evaluation demonstrates that influence-directed explanations (i) extract
influential concepts that generalize across instances whereas input-influence-based expla-
nations fail to do so (Section 5.2.1); (ii) reveal the essence of how the network views a
class (Section 5.2.2); (iii) isolate features that the network uses to make predictions and
distinguish related instances (Section 5.3.1, 5.3.2) and (iv) assist in understanding misclas-
sifications (Section 5.3.3). In each case, our influence-directed explanations leverage the
ability to measure internal influence to produce useful explanations that would not have
been possible otherwise.

These influence-directed explanations can be approximated with a constant number of
gradient calls, where the constant depends on the number of parameters, and the accu-
racy required. Gradient calls are relatively inexpensive for even large networks through
optimized parallel implementations on GPUs.

60



5.1 Influence

In this section, we generalize the distributional input influence measure presented in Chap-
ter 4, and we propose distributional influence. In addition to a quantity of interest, and a
distribution of interest, Distributional influence is parameterized by a slice of the network
(e.g. a particular layer). The measure is the average partial derivative of the quantity
of interest over the distribution of interest at the slice. We describe the measure and its
parameters below. In Section 5.4, we justify this family of measures by proving that these
are the only measures that satisfy some natural properties.

The slice parameter exposes the internals of a network, and allows one to compute
influence with respect to intermediate neurons, a significant departure from prior work.
Importantly, as opposed to input pixels, as internal neurons can represent higher-level
concepts, influential internal neurons allow explanations to be more general rather than
being specific to single instances. In Section 5.5, we compare this measure to others used
in prior work.

Recall that the distribution and quantity of interest together capture aspects of network
behavior that we are interested in explaining. Examples of distributions of interest are:
(i) a single instance (influence measure just reduces to the gradient at the point) (ii) the
distribution of ‘cat’ images, or (iii) the overall distribution of images. While the first
distribution of interest focuses on why a single instance was classified a particular way,
the second explains the essence of a class, and the third identifies generally influential
neurons over the entire population. A fourth instance is the uniform distribution on the
line segment of scaled instances between an instance and a baseline, which yields a measure
called Integrated Gradients [129]. Examples of quantities of interest are: outcome towards
the ‘cat’ class (i.e., the network score for the cat class) or comparative outcome towards
‘cat’ versus ‘dog’ (i.e., the difference in the network scores for cat and dog classes). The
first quantity of interest answers the question of why a particular input was classified as
a cat, whereas the second can be helpful in understanding how the network distinguishes
‘cat’ instances from ‘dog’ instances.

Similar to Chapter 4, we represent quantities of interest of networks as continuous and
differentiable functions f from X → R, where X ⊆ Rn, and n is the number of inputs to f .
A distributional influence measure, denoted by ιi(f, P ), measures the influence of an input
i for a quantity of interest f , and a distribution of interest P , where P is a distribution
over X . Next, we define a slice of a network. A particular layer in the network can be
viewed as a slice. More generally, a slice is any partitioning of the network into two parts
that exposes its internals. Formally, a slice s of a network f is a tuple of functions 〈g, h〉,
such that h : X → Z, and g : Z → R, and f = g ◦ h. The internal representation for
an instance x is given by z = h(x). In our setting, elements of z can be viewed as the
activations of neurons at a particular layer.
Definition 11. The influence of an element j in the internal representation defined by
s = 〈g, h〉 is given by

ιsj(f, P ) =

∫
X

∂g

∂zj

∣∣∣∣
h(x)

P (x)dx (5.1)
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Figure 5.2: Plot of the decrease in the function value (before the softmax), f(x), as features
are removed in order of influence. The model is based on LeNet [78] trained on the MNIST
dataset. In each case, the most influential feature or hidden unit is incrementally removed,
and the resulting value of f(x) is depicted on the vertical axis. The vertical axis was
normalized so that the average value of f(x) on class “3” is 1, and 0 is the value of f(0). The
dashed curves depict the quantity when influence is measured for each instance individually
(averaged across all instances of class “3”), and the solid curves when influence is with the
empirical distribution of the entire class as the distribution of interest. Plots are shown
for both integrated gradients (IG), as well as for internal influence (Int) for a slice at the
first fully-connected layer of the network.

5.2 Identifying Influential Concepts

The influence measure defined in Section 5.1 is parameterized by a distribution of interest
P (Equation 5.1) over which the measure is taken. By selecting P to be a point mass,
the resulting measurements characterize the importance of features or components for the
model’s behavior on a single instance. Any meaningful interpretation of these measure-
ments can refer only to that instance, and thus reflect specific features and concepts that
may not generalize across a class. Defining the distribution of interest with support over a
larger set of instances will yield explanations that capture the factors common to network
behaviors across the corresponding population of instances. These explanations capture
the “essence” of what the network learned about that population, and can be used to
identify the concepts that are most relevant to the network’s behavior on it.

5.2.1 Effectiveness of Internal Influence

Figure 5.2 quantifies the degree to which internal units identified using influence correspond
to relevant general concepts, compared against the influence measurements obtained using
integrated gradients [129]. The curves are computed by “turning off” either input features
(IG) or units in the network in the order determined by their influence. We adapted this
approach from [116] for hidden units by intervening to set their activation to 0. The vertical
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axis depicts the percentage dropoff of the network’s output prior to softmax, against the
percentage of features that have been removed by order of their influence.

We evaluated this measure on instances of the number 3 from MNIST on a LeNet
model [78]. We selected integrated gradients as our point of comparison because we found
that it outperformed comparable instances discussed in the related work. We calculated
influence in two ways to characterize the difference between instance-specific and general
measurements. In the cases labeled “Individual”, we measure influence for each instance
individually and rank features and units accordingly. For those labeled “Mean” we measure
influence using a distribution of interest corresponding to the class in question, and rank
features and units for each instance according to the resulting ordering.

Comparing the individual and mean results tells us how well the explanations general-
ize across the class. If the individual explanations significantly outperform their respective
mean explanations, then we may conclude that the distributional influences failed to iden-
tify concepts that are relevant to many instances in the class.

The results in Figure 5.2 show a very small gap between the performance of the instance-
specific and mean cases. This suggests that units deemed relevant to the class on-average
also tend to matter consistently across instances in that class. Compared with integrated
gradients [129], which operates on the input features, the class-wide average influences
computed from internal nodes outperform significantly. This is not particularly surprising,
but the size of the gap illustrates the additional explanatory power of influential internal
units.

Figure 5.2 also shows that using integrated gradients results in a more rapid initial
dropoff. Regardless, the area under the curve for the respective internal influence is ap-
proximately 8% lower than that of integrated gradients, and the function value drops to
its baseline value more quickly by a factor of 4. We observed that influence is distributed
fairly evenly across fewer units in the layer in question for these experiments, whereas in
the bottom input layer there are a relatively small number of features that account for
most of the influence, and a longer tail of features that have a small amount of influence.
Finally, the sharp dropoff of IG may be additionally explained by the observation that on
many MNIST instances it may be possible to change classification by changing relatively
few pixels [103], whereas this phenomenon may not be as pronounced on other datasets.

5.2.2 Validating the “Essence” of a Class

As is apparent in Figure 5.6, it is often the case that relatively few units are highly in-
fluential towards a particular class. In such cases, we refer to this as the “essence” of the
class, as the network’s behavior on these classes can be understood by focusing on these
units. To validate this claim, we demonstrate that these units can be isolated from the rest
of the model to extract a classifier that is more proficient at distinguishing class instances
from the rest of the data distribution than the original model. To this end, we introduce
a technique for compressing models using influence measurements to yield class-specific
“expert” models that demonstrate the essence of that class learned by the model.

Given a model, f , with softmax output, and slice, 〈g, h〉, where g : Z → Y , let Mh ∈ Z
be a 0-1 vector. Intuitively,Mh masks the set of units at layer h that we wish to retain, and
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5 10 20 40 80 120 160 240
0 0.00 0.39 0.78 0.82 0.39 0.08 0.06 0.00
10 0.00 0.33 0.77 0.83 0.46 0.18 0.11 0.04
20 0.00 0.33 0.73 0.84 0.53 0.20 0.18 0.04
40 0.00 0.23 0.69 0.86 0.63 0.40 0.23 0.04
80 0.00 0.21 0.60 0.83 0.76 0.58 0.45 0.18
120 0.00 0.15 0.52 0.80 0.83 0.68 0.53 0.33
160 0.00 0.08 0.43 0.77 0.87 0.81 0.66 0.50
240 0.00 0.02 0.28 0.67 0.85 0.89 0.86 0.74
320 0.00 0.00 0.23 0.53 0.81 0.88 0.92 0.84
640 0.00 0.00 0.00 0.32 0.58 0.73 0.83 0.88

(a)

Figure 5.3: F1 score for experts on a randomly-selected class from ImageNet using the
VGG16 network. The rows and columns correspond to α and β respectively. The results
indicate that while selecting larger sets of units for compression does lead to increased
performance, the returns diminish rapidly and good experts can be identified using a small
set of units.

so is 1 at all locations corresponding to such units and 0 everywhere else. Then the slice
compression fMh

(X) = g(h(X)∗Mh) corresponds to the original model after discarding all
units at h not selected by Mh. Given a model f , we obtain a binary classifier f i for class
Li (corresponding to softmax output i) by projecting the softmax output at i, in addition
to the sum of all other outputs: f i = (f |i,

∑
j 6=i f |j), where f |i is the projection of the

model’s softmax output to its ith coordinate.

Class-specific Experts For the sake of this discussion, we define a class-wise expert for
Li to be a slice compression fMh

whose corresponding binary classifier f iMh
achieves better

recall on Li than the binary classifier f i obtained by f , while also achieving approximately
the same recall. We demonstrate that the influence measurements taken at slice 〈g, h〉
over a distribution of interest, Pi, conditioned on class Li yields an efficient heuristic for
extracting experts from large networks.

In particular, we compute Mh by measuring the slice influence (Equation 5.1) over Pi
using the quantity of interest g|i. Given parameters α and β, we select α units at layer h
with the largest positive influence, and β units with the greatest negative influence (i.e.,
greatest magnitude among those with negative influence). Mh is then defined to be zero
at all positions except those corresponding to these α + β units. In our experiments, we
obtain concrete values for α and β by a parameter sweep, ultimately selecting those values
that yield the best experts by the criteria defined above. Figure 5.3 shows the F1 score
obtained on a randomly-selected class as a function of α and β. Notably, both measures
plateau with relatively few units in the compressed model, indicating that good parameters
can be identified quickly in practice by selecting a small portion of the units at the chosen
layer.
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Class Orig. Act. Infl.

Chainsaw (491) .14 0. .71

Bonnet (452) .62 0. .92

Park Bench (703) .52 0. .71

Sloth Bear (297) .36 0. .75

Pelican (144) .65 0. .95

Table 5.1: Model compression recall for five randomly-selected ImageNet classes. Columns
marked Orig. correspond to the original model, Act. to experts computed using activation
levels, and Infl. to experts computed using influence measures. Precision in all cases was
1.0.

Table 5.1 shows the recall of experts found in this way for five randomly selected
ImageNet classes, as well as the recall of the original model on each class and on experts
computed using activations, rather than influence. Precision is not shown because in all
cases it was 1.0. This shows that the top and bottom influential neurons are sufficient to
capture the concepts embodied in a particular layer that discriminate a given class from the
others. Removing non-influential neurons yields significantly higher recall than the baseline
model, and moreover activation levels are not a meaningful and consistent indication of the
relevance of a neuron. In other words, measuring internal influence is an effective way to
identify the concepts that the network learned in order to discriminate classes from each
other.

5.2.3 Disappearing Experts

The results discussed so far demonstrate that internal distributional influence measure-
ments can be used to identify relevant concepts that generalize across instances, and dis-
tinguish between classes. In this section we show that the concepts identified in this way
often represent input-space features that are interpretable by domain experts as important
for correctly classifying instances, and can be identified as such even when it is not possible
to interpret those concepts reliably in pixel space.

Building on the work of [58, 109], we trained an Inception network [130] to diagnose the
severity of diabetic retinopathy in color retinal fundus images [69]. Diabetic Retinopathy
(DR) is a medical condition characterized by damage to the retina occurring due to dia-
betes. DR is classified on a scale from 1 to 5 [6], with class 1 corresponding to the absence
of symptoms and class 5 being the most severe presentation. In the Kaggle dataset used to
train our model, class-1 is the most common (39,539 instances) and the remaining classes
(14,042 instances) distributed relatively evenly. Class-2, the least severe positive diagnosis,
is characterized by the presence of visible microaneurysms only, with no other symptoms
present on the fundus image [6] that distinguish it from class-1. Due to their small size in
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the pixel space, validating that they have been identified by an influence measurement is
challenging because it is not possible to visualize them well.

To address this challenge, we created a dataset to control for the presence of microa-
neurysm features that characterize class-2 instances. Specifically, we preprocessed all im-
ages with a minor Gaussian blur (radius 2) to remove the corresponding visual features,
and trained a second model on the dataset generated by this intervention.

The model trained on the original dataset behaved as expected, and achieved a non-
trivial recall of class-2 instances (approximately 15%). We were also able to extract an
expert for each class from this model that improved on the recall of the original model,
demonstrating that internal influence measures identified distinctive concepts in this case.

The model trained on the intervened dataset displayed classification behavior consistent
with our expectation that applying small-radius Gaussian blur removes microaneurysm
features. Namely, the intervened model classified none of the instances in the validation
set as class-2, and instead classified 95% of the true class-2 instances as class-1. Moreover,
when we applied the same strategy for extracting an expert for class-2, we were unable to
find a set of influential neurons that achieved better (i.e., non-zero) recall. This was the
case even if we relax the criteria for selecting experts to allow for reduced precision.

To summarize, by controlling for the presence of an important concept in the source
data, it is often possible to characterize the concept represented by internal units by testing
for “disappearing experts” in retrained models.

5.3 Explaining Instances

In this section we demonstrate that the learned concepts identified by measuring influence
on internal units are useful when explaining model behavior on individual instances.

5.3.1 Focused Explanations from Slices

As discussed in Section 5.2, computing the influence on a slice of the network (Equation 5.1)
lets us determine how relevant neurons in intermediate layers are to a particular network
behavior. In particular, given an image and the network’s prediction on that image, the
influence measurements for a slice can reveal which features or concepts present in that
image were relevant to the prediction.

Figure 5.4(a) shows the results of interpreting the influences taken on a slice of the
VGG16 [121] corresponding to an intermediate convolutional layer (conv4_1). In this
example we take the three most influential units for the quantity of interest corresponding
to the correct classification of this image. More precisely, the quantity of interest used in
this example corresponds to f |L, i.e., the projection of the model’s softmax output to the
coordinate corresponding to the correct label L of this instance. The visualization for each
of these units was then obtained by measuring the influence of the input pixels on these
units along each color channel, and scaling the pixels in the original image accordingly.

Because convolutional units have a limited receptive field, the resulting interpretation
shows distinct regions in the original image, in this case corresponding to the left eye and
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(a) (b)

Figure 5.4: (a) Interpretation of the three most influential units from a slice corresponding
to a convolutional layer (conv4_1), for the VGG16 [121] network. (b) Explanation based
on integrated gradients [129], taken on the same network and image. The interpretation in
both cases was computed by scaling pixels in the original image using the results of either
method.

(a) (b)

Figure 5.5: (a) Comparative explanation of classes “sports car” and “convertible” taken
from the top-three most influential units at the conv4_1 layer (VGG16 [121]). (b) Expla-
nation computed using the quantity of interest corresponding to “sports car” on the same
instance used in (a).

mouth, that were most relevant to the model’s predicted classification. When compared
to the explanation provided by integrated gradients [129] on input features shown in Fig-
ure 5.4(b), it is evident that the explanation based on network’s internal units is better at
localizing the features used by the network in its prediction.

5.3.2 Comparative Explanations

Influence-directed explanations are parameterized by a quantity of interest, corresponding
to the function f in Equation 5.1. Changing the quantity of interest gives additional
flexibility in the characteristic explained by the influence measurements and interpretation.
One class of quantities that is particularly useful in answering counterfactual questions such
as, “Why was this instance classified as L1 rather than L2?”, is given by the comparative
quantity.

More precisely, if f is a softmax classification model that predicts classes L1, . . . , Ln,
then the comparative quantity of interest between classes Li and Lj is f |i−f |j. When used
in Equation 5.1, this quantity captures the tendency of the model to classify instances as Li
over Lj. In Section 5.2 we used this quantity to show that internal influences computed over
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(a) (b)

Figure 5.6: Distributional influence measurements taken on DR model (Section 5.2.3) at
bottom-most fully connected layer. To compute the grid, the distribution of influence was
conditioned on class 5 (a) and class 1 (b). Figure (a) depicts an instance from class 5
that was correctly classified as such, and (b) an instance from class 5 that was incorrectly
classified as class 1. In (a) the influences depicted in the grid align closely with the class-
wide ordering of influences, whereas in (b) they are visibly more random. White space in
the middle of the grid corresponds to units with no influence on the quantity.

a distribution capture high-level concepts learned by the network, and here we demonstrate
that they are also useful when explaining individual predictions.

Continuing the example discussed in Section 5.2, Figure 5.5(a) shows an example
of a comparative explanation taken for a VGG16 [121] model trained on the ImageNet
dataset [114]. The original instance shown on the left is labeled in the “sports car” leaf
node of the ImageNet hierarchy. We measured influence using a comparative quantity
against the leaf class “convertible”, using a slice at the conv4_1 convolutional layer. The
interpretation was computed on the top-three most influential units at this layer in the
same way as discussed in Section 5.3.1.

As in the examples from Figure 5.1, the receptive field of the most influential unit
corresponds to the region containing the hard top of the vehicle, which is understood to be
its most distinctive feature according to this comparative quantity. Figure 5.5(b) shows an
interpretation for the same instance computed using influence measurements taken from
the quantity of interest f |L (i.e., the same quantity used in Section 5.3 and implicitly used
by integrated gradients [129]). While both explanations capture features common to cars,
only the comparative explanation isolates the distinctive elements of the feature space.

5.3.3 Understanding Misclassification

Influential distributional concepts can also lead to insights about misclassification behavior
on particular instances. Figure 5.6 depicts an example of such an explanation. These visu-
alizations were generated by measuring influence on a slice corresponding to the bottom-
most fully-connected layer of a Diabetic Retinopathy (DR) model (see Section 5.2.3 for
details on this model).
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The quantity of interest f |i corresponds to a particular class outcome, and the distri-
bution was conditioned on the corresponding class label. The units in that layer were then
sorted according to their influence on the conditioned distribution, with the top-left corner
corresponding to the largest positive influence, and the bottom-right to the largest negative
influence. For a specific instance (shown on the left of Figures 5.6(a) and (b)), influences
at that layer were then measured, and the magnitude and sign of the corresponding unit in
the class-wide ordering is depicted by the size and shape of the box at that position: large
boxes denote larger magnitude, whereas green boxes denote positive sign and red negative.

Figure 5.6(a) depicts this for an instance of class 5 that was correctly classified, whereas
5.6(b) for an instance of the same class that was incorrectly classified. The differences
are readily apparent: influences for the correctly-classified instance align closely with the
distributional order, whereas they do not in the incorrectly-classified case. This suggests a
notion of an instance being classified for a “correct reason,” as in 5.6(a), or an “incorrect”
or “anomalous” reason, as in 5.6(b), which can be determined by identifying influential
high-level concepts.

5.4 Axiomatic Justification of Measures

In this section we justify the family of measures presented in 5.1, by defining a set of natural
properties that an influence measure should satisfy, and proving a tight characterization
of these measures. We generalize the distributional input influence measure presented in
Chapter 4 to general slices, and address the case where influence is measured with respect
to internal neurons. We again take an axiomatic approach, with two natural invariance
properties on the structure of the network.

The first axiom states that the influence measure is agnostic to how a network is sliced,
as long as the neuron with respect to which influence is measured is unchanged. Below,
the notation x−i refers to the vector x with element i removed.

Two slices s1 = 〈g1, h1〉 and s2 = 〈g2, h2〉 are j-equivalent if for all x ∈ X , and zj ∈ Zj,
h1(x)j = h2(x)j, and g1(h1(x)−jzj) = g2(h2(x)−jzj). Informally, two slices are j-equivalent
as long as they have the same function for representing zj, and the causal dependence of
the outcome on z is identical.
Axiom 4 (Slice Invariance). For all j-equivalent slices s1 and s2, ιs1j (f, P ) = ιs2j (f, P ).

The second axiom equates the distributional input influence of an input with the inter-
nal influence of a perfect predictor of that input. Essentially, this encodes a consistency
requirement between inputs and internal neurons that if an internal neuron has exactly
the same behavior as an input, then the internal neuron should have the same influence as
the input.
Axiom 5 (Preprocessing). Consider hi such that P (Xi = hi(X−i)) = 1. Let s = 〈f, h〉, be
such that h(x−i) = x−ihi(x−i), which is a slice of f ′(x−i) = f(x−ihi(x−i)), then ιi(f, P ) =
ιsi (f

′, P ).
We can now show that the only measure that satisfies these two properties is the one

presented above.
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Theorem 9. The only measure that satisfies slice invariance and preprocessing is

ιsj(f, P ) =

∫
X

∂g

∂zj

∣∣∣∣
h(x)

P (x)dx

5.5 Related Work

Prior work on interpreting CNNs has focused on answering two questions: (i) given an
input image, what part of the instance is relevant to a particular neuron? and (ii) what
maximizes the activation of a particular neuron?

Identifying influential regions One approach to interpreting predictions for convolu-
tional networks is to map activations of neurons back to regions in the input image that
are the most relevant to the outcomes of the neurons. Possible approaches for localizing
relevance are to (i) visualize gradients [10, 122, 129] (ii) propagate activations back us-
ing gradients [10, 127, 148], (iii) learning interpretable models predicting the effect of the
presence of regions in an image [111]. Because these approaches relate instance-specific
features to instance-specific predictions, their results do not generalize beyond a single test
point.

Visualization by maximizing activation An orthogonal approach is to visualize fea-
tures learnt by networks by identifying input instances that maximally activate a neuron,
achieved by either optimizing the activation in the input space [89, 96, 122], or searching
for instances in a dataset [55]. Examining causal influence of neurons rather than their
activations better identifies neurons used by a network for classification. Experiments in
Section 5.2.2 demonstrate why examining activations fails to identify important neurons.

Table 5.2 presents a detailed comparison of the influence-directed explanation frame-
work presented here to related prior work measuring influence for CNNs. The leftmost
three columns describe framework properties for which some measures allow flexibility.
First, our explanations are parametric in a distribution of interest, allowing us to explain
the network behavior at different levels of granularity (e.g., an instance or a particular
class). Second, our explanations are parametric in a quantity of interest that allow us to
provide explanations for different behaviors of a system, as opposed to instance outcomes.
Cells marked X∗ in these columns denote that these measures offer a limited form of flex-
ibility along this dimension with the choice of an appropriate baseline. Third, examining
the influence of internal neurons plays an important role here because they capture more
general concepts, and we demonstrate it is possible to identify “expert” neurons for certain
distributions (Section 5.2.2). In contrast, the frameworks proposed for Integrated Gradi-
ents [129], Sensitivity Analysis [122], and the Simple Taylor Decomposition [10] are based
on attributing relevance solely to the input features. For deconvolution [148] and guided
backpropogation [127], these cells are marked a X† as internal influences are used only as
an intermediary to computing input influence.
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Explanation framework properties Influence properties
Quantity Distribution Internal Faithfulness Sensitivity

influence-
directed

X X X X∗ X

integrated
gradients

X∗ X∗ X

simple Tay-
lor

X∗ X∗ X

sensitivity
analysis

X

deconvolution X† X

guided back-
propagation

X† X

relevance
propagation

X† X X∗

Table 5.2: Comparison of the influence-directed explanations proposed here to prior related
work including Integrated Gradients [129], Sensitivity Analysis [122], Deconvolution [148],
Layer-wise Relevance Propagation [10], and Simple Taylor Decomposition [10]. The first
three columns refer to capabilities of the corresponding explanation framework: the flex-
ibility in the choice of Quantity of interest and Distribution of interest over instance,
and the ability to examine the role of Internal neurons. The latter two columns describe
properties of the influence measure used to build explanations: Faithfulness refers to
distributional faithfulness; Sensitivity requires that if two instances differ in one feature
and yield different predictions, then that feature is assigned non-zero influence. ∗ denotes
that the framework may have the feature under certain parameterizations, and † denotes
that the framework measures internal influence only as an intermediary step to computing
feature influence.
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The rightmost two columns in Table 5.2 reflect that our choice of influence measures are
guided by axiomatic choices different from those in prior work [129]. A notable difference
stems from our distributional faithfulness criteria, which imposes a weaker distribution
marginality principle than the marginality principle imposed by Integrated Gradients. A
practical consequence of this criteria for Integrated Gradients is that only certain choices
of baselines satisfy faithfulness (denoted by X∗). Notably, several of the frameworks make
use of influence measures that do not satisfy sensitivity under any circumstances; this
matter is described in further detail in [129]. Measures that do not satisfy sensitivity can
be problematic in practice because they may fail to identify features or components that
are causally-relevant to the quantity of interest, leading to “blind spots” or a focus on
irrelevant features.
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Chapter 6

Proxy Use

While the first part of this work focuses on the use of input factors which are explicitly
provided, information can be used indirectly through proxies. Proxies allow a data proces-
sor to effectively infer protected information types and use them even when they are not
explicitly provided.

We use an example, inspired by the Target case [41], to motivate the challenges in
defining proxy use in automated decision-making systems. Consider a pharmacy within
a retail store, such as Target. We consider various ways in which the retail store and its
pharmacy may use information about the pregnancy status, purchases, and credit card
type of its customers in making decisions.

The pharmacy knows the pregnancy status of its customers (e.g., via a permitted
information flow from a doctor’s office to the pharmacy with prescription information).
However, it is restricted in how it may use this information to protect patient privacy. For
example, it may legitimately use pregnancy status directly to dispense medicine, but is
prohibited from using pregnancy status to target ads. Indeed, this form of use restriction
to protect privacy is embodied in privacy laws like the HIPAA Privacy Rule [101] and in
many corporate policies (e.g., [56, 93]). They reflect the understanding that knowledge
restrictions are inadequate to protect privacy in settings where the knowledge of certain
information types may be used to achieve certain desired purposes (e.g., treatment) but
not for others (e.g., marketing). Prior work provides methods for enforcing these explicit
use restrictions in human and automated decision-making systems (e.g., [117, 136, 137]).

Use restrictions get more nuanced when proxy use comes into play. For example, instead
of using the pregnancy status information available to the pharmacy, the retail store could
use information in the purchase history that are strong predictors (or proxies) for pregnancy
status (e.g., pre-natal vitamins) to target ads. Our goal is to capture this form of proxy
use.

In [35], we propose a definition of proxy use that is an instance of our general template
of interpretation of causally influential internal factors. Informally, a program exhibits
proxy use of a protected attribute if there exists an internal computation such that the
internal computation is 1) a proxy, that is, it is strongly associated with the protected
information type, and is 2) used, that it is are causally influential on the outcome.

We then use this definition of proxy use as a building block to construct a theory of
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use privacy and proxy non-discrimination. In this chapter, we first describe a definition
for proxy use in Section 6.3. The development of this definition is guided by axioms that
characterize reasonable conditions for proxy use. We then describe theories of use privacy
(Section 6.1) and proxy non-discrimination (Section 6.2) using the definition of proxy use
as a building block. We evaluate the performance of the detection algorithm and show
that, in particular cases, the runtime of our system scales linearly in the size of the model.

6.1 Use Privacy

We return to the Target example described earlier in the chapter to motivate our notion
of use privacy. Historically, data collected in a context of interaction between a retailer
and a consumer is not expected to result in flows of health information. However, such
flow constraints considered in significant theories of privacy (e.g., see Nissenbaum [97])
cannot be enforced because of possible statistical inferences. In particular, prohibited
information types (e.g., pregnancy status) could be inferred from legitimate flows (e.g.,
shopping history). Thus, the theory of use privacy instead ensures that the data processing
systems “simulate ignorance” of protected information types (e.g., pregnancy status) and
their proxies (e.g., purchase history) by not using them in their decision-making. Because
not all instances of proxy use of a protected information type are inappropriate, our theory
of use privacy makes use of a normative judgment oracle that makes this inappropriateness
determination for a given instance.

We model the personal data processing system as a program p. The use privacy con-
straint governs a protected information type Z. Our definition of use privacy makes use
of two building blocks: (1) a function that given p, Z, and a population distribution P
returns a witness w of proxy use of Z in a program p (if it exists); and (2) a normative
judgment oracle O(w) that given a specific witness returns a judgment on whether the
specific proxy use is appropriate (true) or not (false).

Definition 12 (Use Privacy). Given a program p, protected information type Z, normative
judgment oracle O, and population distribution P, use privacy in a program p is violated
if there exists a witness w in p of proxy use of Z in P such that O(w) returns false.

In this work, we formalize the computational component of the above definition of use
privacy, by using our definition of proxy use which formalizes what it means to use an
information type directly or through proxies and design an algorithm to detect proxy uses
in programs. We assume that the normative judgment oracle is given to us and use it to
identify inappropriate proxy uses and then repair them.

This definition cleanly separates computational considerations that are automatically
enforceable and ethical judgments that require input from human experts. This form of
separation exists also in some prior work on privacy [53] and fairness [45].
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6.2 Proxy Non-discrimination

The definition of privacy presented above can also be viewed as characterizing non-discrimination
when the protected information type is the membership in a certain class. We briefly dis-
cuss how this notion of non-discrimination relates existing notions in the law.

The theory of proxy non-discrimination prohibits the proxy use of membership in a
protected class for certain decisions. Currently, such restrictions for protected classes based
on gender or race are required by the law for education, credit, and employment. Indeed,
our treatment of proxy use combines elements of causation and association found in two
different parts of anti-discrimination law in the US adapted to the setting of automated
decision making systems.

Title VII of U.S. Civil Rights Act prohibits use of race, sex, and other protected at-
tributes for employment decisions [3]. Similar laws govern credit [49] and housing deci-
sions [73]. The case law on enforcing these laws has developed various definitions of when
such a protected attribute is used for a decision.

Direct disparate treatment, on the one hand, corresponds to the obvious case: purpose-
fully and directly using the value of a person’s race or sex as an input to a decision-making
process, a causal property of the process given that data is unlikely to be provided acci-
dentally to such a process. Disparate impact, on the other hand, occurs when the same
rule is applied to the protected class without regard for class membership but results in
significantly worse outcomes for that class. The courts and regulators have used a vari-
ety of heuristics and statistical methods to define “significantly”. The most well known is
80% rule, which requires that the rate of hiring of a protected class should be within 80%
of the rest [142]. These significance tests each measure the degree of association, but not
necessarily causation, between membership in a protected class and employment outcomes.

The courts also recognize more subtle indirect usage, such as pretextually using neigh-
borhood (redlining) or education level as a proxy for race [108]. nalogous to use privacy,
our definition of proxy use allows for the formalization of such indirect uses. A further
complication is that employers can defend themselves against disparate impact by showing
that the difference arose due to a business necessity. For example, a moving company
may require employees be able to lift 200lbs, a requirement yielding a disparate impact
on women, but possibly justifiable as a business necessity. Thus, for automated testing of
disparate impact to scale, it will require some method of screening out suspected cases that
are justified by a business necessity. Similarly, the theory of disparate treatment contains
exceptions for bona fide occupational qualifications for gender.

Consider a case of external auditors discovering associations between race and outcomes
in a system that predicts the risk of recidivism used in sentencing systems (as in Angwin
et al. [8]). Using a theory of proxy discrimination will allow an analyst to identify proxies
that explain the presence of these associations, and then make fine-grained judgements of
whether the use of these proxies is justified for predicting recidivism.
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6.3 Proxy Use

We now present an axiomatically justified, formal definition of proxy use in data-driven
programs. Our definition for proxy use of a protected information type involves decompos-
ing a program to find an intermediate computation whose result exhibits two properties:
• Proxy : strong association with the protected type
• Use: causal influence on the output of the program
In § 6.3.1, we present a sequence of examples to illustrate the challenge in identifying

proxy use in systems that operate on data associated with a protected information type. In
doing so, we will also contrast our work with closely-related work in privacy and fairness.
In §6.3.2, we formalize the notions of proxy and use, preliminaries to the definition. The
definition itself is presented in §6.3.3 and §6.3.4. Finally, in §6.3.5, we provide an axiomatic
characterization of the notion of proxy use that guides our definitional choices.

6.3.1 Examples of Proxy Use

Prior work on detecting use of protected information types [32, 50, 80, 135] and leveraging
knowledge of detection to eliminate inappropriate uses [50] have treated the system as
a black-box. Detection relied either on experimental access to the black-box [32, 80] or
observational data about its behavior [50, 135]. Using a series of examples motivated by
the Target case, we motivate the need to peer inside the black-box to detect proxy use.
Example 1. (Explicit use, Fig. 6.1a) A retailer explicitly uses pregnancy status from
prescription data available at its pharmacy to market baby products.

This form of explicit use of a protected information type can be discovered by exist-
ing black-box experimentation methods that establish causal effects between inputs and
outputs (e.g., see [32, 80]).
Example 2. (Inferred use, Fig. 6.1b) Consider a situation where purchase history can
be used to accurately predict pregnancy status. A retailer markets specific products to
individuals who have recently purchased products indicative of pregnancy (e.g., a1, a2 ∈
purchases).

This example, while very similar in effect, does not use health information directly.
Instead, it infers pregnancy status via associations and then uses it. Existing methods (see
[50, 135]) can detect such associations between protected information types and outcomes
in observational data.
Example 3. (No use, Fig. 6.1c) Retailer uses some uncorrelated selection of products
(a1, n1 ∈ purchases) to suggest ads.

In this example, even though the retailer could have inferred pregnancy status from the
purchase history, no such inference was used in marketing products. As associations are
commonplace, a definition of use disallowing such benign use of associated data would be
too restrictive for practical enforcement.
Example 4. (Masked proxy use, Fig. 6.1d) Consider a more insidious version of Exam-
ple 2. To mask the association between the outcome and pregnancy status, the company
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Figure 6.1: Examples of models (decision trees) used by a retailer for offering medicines and
for selecting advertisements to show to customers. The retailer uses pregnancy status, past
purchases, and customer’s level of retail engagement. Products a1 and a2 are associated
with pregnancy (e.g., prenatal vitamins, scent-free lotions) whereas products n1 and n2

are associated with a lack of pregnancy (e.g., alcohol, camping gear); all four products are
equally likely. Retail engagement, (high or low), indicating whether the customer views
ads or not, is independent of pregnancy.

also markets baby products to people who are not pregnant, but have low retail engagement,
so these advertisements would not be viewed in any case.

While there is no association between pregnancy and outcome in both Example 3 and
Example 4, there is a key difference between them. In Example 4, there is an intermediate
computation based on aspects of purchase history that is a predictor for pregnancy status,
and this predictor is used to make the decision, and therefore is a case of proxy use.
In contrast, in Example 3, the intermediate computation based on purchase history is
uncorrelated with pregnancy status. Distinguishing between these examples by measuring
associations using black box techniques is non-trivial. Instead, we leverage white-box
access to the code of the classifier to identify the intermediate computation that serves as
a proxy for pregnancy status. Precisely identifying the particular proxy used also aids the
normative decision of whether the proxy use is appropriate in this setting.

6.3.2 Notation and Preliminaries

We assume individuals are drawn from a population distribution P , in which our definitions
are parametric. Random variables W,X, Y, Z, . . . are functions over P , and the notation
W ∈ W represents that the type of random variable is W : P → W . An important
random variable used throughout this chapter is X, which represents the vector of features
of an individual that is provided to a predictive model. A predictive model is denoted by
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f A function
〈X,A〉P A model, which is a function A used for prediction, operating on

random variables X, in population P
X A random variable
p A program

〈X, p〉P A syntactic model, which is a program p, operating on random vari-
ables X

[p1/X]p2 A substitution of p1 in place of X in p2

X A sequence of random variables

Table 6.1: Summary of notation used in the chapter

〈X,A〉P , where A is a function that operates on X. For simplicity, we assume that P is
discrete, and that models are deterministic. Table 6.1 summarizes all the notation used
in this chapter, in addition to the notation for programs that is introduced later in the
chapter.

Proxies

A proxy for a random variable Z is a random variable X that is perfectly correlated with
Z. Informally, it is possible to use X and Z interchangeably in any function drawing inputs
from the same distribution.
Definition 13 (Perfect Proxy). A random variable X ∈ X is a perfect proxy for Z ∈ Z if
there exist functions f : X → Z, g : Z → X , such that Pr(Z = f(X)) = Pr(g(Z) = X) =
1. �

While this notion of a proxy is too strong in practice, it is useful as a starting point
to explain the key ideas in our definition of proxy use. This definition captures two key
properties of proxies, two-sidedness and invariance under renaming.

Two-sidedness Definition 13 captures the property that proxies admit predictors in
both directions: it is possible to construct a predictor of X from Z, and vice versa. This
strict two-sided association criterion distinguishes benign use of associated information
from proxy use as illustrated in the following example.
Example 5. Recall that in Figure 6.1, a1, a2 is a proxy for pregnancy status. In contrast,
consider Example 3, where purchase history is an influential input to the program that
serves ads to. Suppose that the criteria is to serve ads to those with a1 , n1 in their purchase
history. According to Definition 13, neither purchase history or a1, n1 are proxies, because
pregnancy status does not predict purchase history or a1, n1. However, if Definition 13
were to allow one-sided associations, then purchase history would be a proxy because it can
predict pregnancy status. This would have the unfortunate effect of implying that the benign
application in Example 3 has proxy use of pregnancy status. �
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Invariance under renaming This definition of a proxy is invariant under renaming of
the values of a proxy. Suppose that a random variable evaluates to 1 when the protected
information type is 0 and vice versa, then this definition still identifies the random variable
as a proxy.

Influence

Our definition of influence aims to capture the presence of a causal dependence between
a variable and the output of a function. Intuitively, a variable x is influential on f if it
is possible to change the value of f by changing x while keeping the other input variables
fixed.
Definition 14. For a function f(x, y), x is influential if and only if there exists values x1,
x2, y, such that f(x1, y) 6= f(x2, y). �

In Figure 6.1a, pregnancy status is an influential input of the system, as just changing
pregnancy status while keeping all other inputs fixed changes the prediction. Influence, as
defined here, is identical to the notion of interference used in the information flow literature.

6.3.3 Definition

We use an abstract framework of program syntax to reason about programs without spec-
ifying a particular language to ensure that our definition remains general. Our definition
relies on syntax to reason about decompositions of programs into intermediate computa-
tions, which can then be identified as instances of proxy use using the concepts described
above.

Program decomposition We assume that models are represented by programs. For a
set of random variables X, 〈X, p〉P denotes the assumption that p will run on the variables
in X. Programs are given meaning by a denotation function J·KX that maps programs to
functions. If 〈X, p〉P , then JpK is a function on variables in X, and JpK(X) represents the
random variable of the outcome of p, when evaluated on the input random variables X.
Programs support substitution of free variables with other programs, denoted by [p1/X]p2,
such that if p1 and p2 programs that run on the variables X and X, X, respectively, then
[p1/X]p2 is a program that operates on X.

A decomposition of program p is a way of rewriting p as two programs p1 and p2 that
can be combined via substitution to yield the original program.
Definition 15 (Decomposition). Given a program p, a decomposition (p1, X, p2) consists
of two programs p1, p2, and a fresh variable X, such that p = [p1/X]p2. �

For the purposes of our proxy use definition we view the first component p1 as the
intermediate computation suspected of proxy use, and p2 as the rest of the computation
that takes in p1 as an input.
Definition 16 (Influential Decomposition). Given a program p, a decomposition (p1, X, p2)
is influential iff X is influential in p2. �
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Main definition
Definition 17 (Proxy Use). A program 〈X, p〉P has proxy use for a random variable Z if
there exists an influential decomposition (p1, X, p2) of 〈X, p〉P , and Jp1K(X) is a proxy for
Z. �
Example 6. In Figure 6.1d, this definition would identify proxy use using the decompo-
sition (p1, U, p2), where p2 is the entire tree, but with the condition (a1, a2 ∈ purchases)
replaced by the variable U . In this example, U is influential in p2, since changing the
value of U changes the outcome. Also, we assumed that the condition (a1, a2 ∈ purchases)
is a perfect predictor for pregnancy, and is therefore a proxy for pregnancy. Therefore,
according to our definition of proxy use, the model in 6.1d has proxy use of pregnancy
status.

6.3.4 A Quantitative Relaxation

Definition 17 is too strong in one sense and too weak in another. It requires that intermedi-
ate computations be perfectly correlated with a protected attribute, and that there exists
some input, however improbable, in which the result of the intermediate computation is
relevant to the model. For practical purposes, we would like to capture imperfect proxies
that are strongly associated with an attribute, but only those whose influence on the final
model is appreciable. To relax the requirement of perfect proxies and non-zero influence,
we quantify these two notions to provide a parameterized definition.

ε-proxies We wish to measure how strongly a random variable X is a proxy for a random
variable Z. Recall the two key requirements from the earlier definition of a proxy: (i) the
association needs to be two-sided, and (ii) the association needs to be invariant under
renaming of the random variables. The variation of information metric dvar(X,Z) =
H(X|Z) + H(Z|X) [29] is one measure that satisfies these two requirements. The first
component in the metric, the conditional entropy of X given Z, H(X|Z), measures how
well X can be predicted from Z, and H(Z|X) measures how well Z can be predicted
from X, thus satisfying the requirement for the metric being two-sided. Additionally,
one can show that conditional entropies are invariant under renaming, thus satisfying our
second criteria. To obtain a normalized measure in [0, 1], we choose 1 − dvar(X,Z)

H(X,Z)
as our

measure of association, where the measure being 1 implies perfect proxies, and 0 implies
statistical independence. Interestingly, this measure is identical to normalized mutual
information [29], a standard measure that has also been used in prior work in identifying
associations in outcomes of machine learning models [135].
Definition 18 (Proxy Association). Given two random variables X and Z, the strength
of a proxy is given by normalized mutual information,

d(X,Z) = 1− H(X|Z) +H(Z|X)

H(X,Z)

where X is defined to be an ε-proxy for Z if d(X,Z) ≥ ε.
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δ-influential decomposition Recall that for a decomposition (p1, X, p2), in the qual-
itative sense, influence is given by interference which implies that there exists x, x1, x2,
such that Jp2K(x1, x) 6= Jp2K(x2, x). Here x1, x2 are values for the output of p1, that for a
given x, change the outcome of p2. However, this definition is too strong as it requires only
a single pair of values x1, x2 to show that the outcome can be changed by p1 alone. To
measure influence, we quantify interference by using Quantitative Input Influence (QII), a
causal measure of input influence introduced in [34]. In our context, for a decomposition
(p1, X, p2), the influence of p1 on p2 is given by:

ι(p1, p2) = EX,X′
$←P(JpK(X) 6= Jp2K(X, Jp1K(X′))).

Intuitively, this quantity measures the likelihood of finding randomly chosen values of the
output of p1 that would change the outcome of p2.
Definition 19 (Decomposition Influence). Given a decomposition (p1, X, p2), the influence
of the decomposition is given by the QII of X on p2. A decomposition (p1, X, p2) is defined
to be δ-influential if ι(p1, p2) > δ.

(ε, δ)-proxy use Now that we have quantitative versions of the primitives used in Defini-
tion 17, we are in a position to define quantitative proxy use (Definition 20). The structure
of this definition is the same as before, with quantitative measures substituted in for the
qualitative assertions used in Definition 17.
Definition 20 ((ε, δ)-proxy use). A program 〈X, p〉P has (ε, δ)-proxy use of random vari-
able Z iff there exists a δ-influential decomposition (p1, X, p2), such that JpK(X) is an
ε-proxy for Z.

This definition is a strict relaxation of Definition 17, which reduces to (1, 0)-proxy use.

6.3.5 Axiomatic Basis for Definition

We now motivate our definitional choices by reasoning about a natural set of properties that
a notion of proxy use should satisfy. We first prove an important impossibility result that
shows that no definition of proxy use can satisfy four natural semantic properties of proxy
use. The central reason behind the impossibility result is that under a purely semantic
notion of function composition, the causal effect of a proxy can be made to disappear.
Therefore, we choose a syntactic notion of function composition for the definition of proxy
use presented above. The syntactic definition of proxy use is characterized by syntactic
properties which map very closely to the semantic properties.
Property 1. (Explicit Use) If Z is an influential input of the model 〈{X, Z},A〉P , then
〈{X, Z},A〉P has proxy use of Z.

This property identifies the simplest case of proxy use: if an input to the model is
influential, then the model exhibits proxy use of that input.
Property 2. (Preprocessing) If a model 〈{X, X},A〉P has proxy use of random variable
Z, then for any function f such that Pr (f(X) = X) = 1, let A′(x) = A(x, f(x)). Then,
〈X,A′〉P has proxy use of Z.
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This property covers the essence of proxy use where instead of being provided a pro-
tected information type explicitly, the program uses a strong predictor for it instead. This
property states that models that use inputs explicitly and via proxies should not be differ-
entiated under a reasonable theory of proxy use.
Property 3. (Dummy) Given 〈X,A〉P , define A′ such that for all x, x′, A′(x, x′) = A(x),
then 〈X,A〉P has proxy use for some Z iff 〈{X, X},A′〉P has proxy use of Z.

This property states that the addition of an input to a model that is not influential,
i.e., has no effect on the outcomes of the model, has no bearing on whether a program has
proxy use or not. This property is an important sanity check that ensures that models
aren’t implicated by the inclusion of inputs that they do not use.
Property 4. (Independence) If X is independent of Z in P, then 〈X,A〉P does not have
proxy use of Z.

Independence between the protected information type and the inputs ensures that the
model cannot infer the protected information type for the population P . This property
captures the intuition that if the model cannot infer the protected information type then
it cannot possibly use it.

While all of these properties seem intuitively desirable, it turns out that these properties
can not be achieved simultaneously.
Theorem 10. No definition of proxy use can satisfy Properties 1-4 simultaneously.

Proof. Proof by contradiction. Assume that there exists a definition of proxy usage that
satisfies all four properties. Let X = {0, 1}, and X is a uniform Bernoulli variable over
X . The model A(x) = x is the identity function. Let Z be an independent uniform
Bernoulli variable. According to (independence), A has no proxy usage of Z. Choose
A′(x, z) = A(x) which operates over X × Z. By (dummy), A′ has no implicit use of
Z. We choose the following bijective transformation: f(x, z) = (u, z) = (x ⊕ z, z), and
f−1(u, z) = (u ⊕ z, z) In this transformed space, we choose A′′ = A′ ◦ f−1. Therefore,
A′′(u, z) = u ⊕ z, since A′′(u, z) = A′(f−1(u, z)) = A′(u ⊕ z, z) = u ⊕ z. According
to (representation independence), A′′ has no implicit use of Z. However, since z is an
influential input of the model, according to (explicit use of proxy), A′′ has implicit use of
Z. Therefore, we have a contradiction.

The key intuition behind this result is that Property 2 requires proxy use to be pre-
served when an input is replaced with a function that predicts that input via composition.
However, with a purely semantic notion of function composition, after replacement, the
proxy may get canceled out. To overcome this impossibility result, we choose a more syn-
tactic notion of function composition, which is tied to how the function is represented as
a program, and looks for evidence of proxy use within the representation.

We now proceed to the axiomatic justification of our definition of proxy use. As in
our attempt to formalize a semantic definition, we base our definition on a set of natural
properties given below. These are syntactic versions of their semantic counterparts defined
earlier.
Property 5. (Syntactic Explicit Use) If X is a proxy of Z, and X is an influential input
of 〈{X, X}, p〉P , then 〈{X, X}, p〉P has proxy use.
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Algorithm 2 Detection for expression programs.
Require: association (d), influence(ι) measures
procedure ProxyDetect(p,X, Z, ε, δ)

P ← ∅
for each subprogram p1 appearing in p do

for each program p2 such that [p2/u]p1 = p do
if ι(p1, p2) ≥ δ ∧ d(Jp1K(X), Z) ≥ ε then

P ← P ∪ {(p1, p2)}
end if

end for
end for
return P

end procedure

Property 6. (Syntactic Preprocessing) If 〈{X, X}, p1〉P has proxy use of Z, then for any
p2 such that Pr (Jp2K(X) = X) = 1, 〈X, [p2/X]p1〉P has proxy use of Z.
Property 7. (Syntactic Dummy) Given a program 〈X, p〉P , 〈X, p〉P has proxy use for
some Z iff 〈{X, X}, p〉P has proxy use of Z.
Property 8. (Syntactic Independence) If X is independent of Z, then 〈X, p〉P does not
have proxy use of Z.

Properties 5 and 6 together characterize a complete inductive definition, where the
induction is over the structure of the program. Suppose we can decompose programs
p into (p1, X, p2) such that p = [p1/X]p2. Now if X, which is the output of p1, is a
proxy for Z and is influential in p2, then by Property 5, p2 has proxy use. Further, since
p = [p1/X]p2, by Property 6, p has proxy use. This inductive definition where we use
Property 5 as the base case and Property 6 for the induction step, precisely characterizes
Definition 17. Additionally, it is can be shown that Definition 17 also satisfies Properties 7
and 8. Essentially, by relaxing our notion of function composition to a syntactic one, we
obtain a practical definition of proxy use characterized by the natural axioms above.

6.4 Detecting Proxy Use

In this section, we present an algorithm for identifying proxy use of specified variables
in a given machine-learning model (Algorithm 2, Appendix A.1 contains a more formal
presentation of the algorithm for the interested reader). The algorithm is program-directed
and is directly inspired by the definition of proxy use in the previous section. We prove
that the algorithm is complete in a strong sense — it identifies every instance of proxy
use in the program (Theorem 12). We also describe three optimizations that speed up the
detection algorithm: sampling, reachability analysis, and contingency tables.
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6.4.1 Environment Model

The environment in which our detection algorithm operates is comprised of a data proces-
sor, a dataset that has been partitioned into analysis and validation subsets, and a machine
learning model trained over the analysis subset. We assume that the data processor does
not act to evade the detection algorithm, and the datasets correspond to a representative
sample from the population we wish to test proxy use with respect to. Additionally, we
assume that information types we wish to detect proxies of are also part of the validation
data. We discuss these points further in Section 6.9.

For the rest of this chapter we focus on an instance of the proxy use definition, where
we assume that programs are written in the simple expression language shown in Fig-
ure 6.2. However, our techniques are not tied to this particular language, and the key
ideas behind them apply generally. This language is rich enough to support commonly-
used models such as decision trees, linear and logistic regression, Naive Bayes, and Bayesian
rule lists. Programs are functions that evaluate arithmetic terms, which are constructed
from real numbers, variables, common arithmetic operations, and if-then-else (ite(·, ·, ·))
terms. Boolean terms, which are used as conditions in ite terms, are constructed from
the usual connectives and relational operations. Finally, we use λ-notation for functions,
i.e., λx.e denotes a function over x which evaluates e after replacing all instances of x
with its argument. Details on how machine learning models such as linear models, de-
cision trees, and random forests are translated to this expression language are discussed
in Appendix A.1.2 and consequences of the choice of language and decomposition in that
language are further discussed in more detail in Section 6.9.

Distributed proxies Our use of program decomposition provides for partial handling
of distributed representations, the idea that concepts can be distributed among multiple
entities. In our case, influence and association of a protected information type can be
distributed among multiple program points. First, substitution (denoted by [p1/X]p2) is
defined to replace all instances of variable X in p2 with the program p1. If there are
multiple instances of X in p2, they are still describing a single decomposition and thus
the multiple instances of p2 in p1 are viewed as a single proxy. Further, implementations
of substitution can be (and is in our implementation) associativity-aware: programs like
x1 +x2 +x3 can be equivalent regardless of the order of the expressions in that they can be
decomposed in exactly the same set of ways. If a proxy is distributed among x1 and x3, it
will still be considered by our methods because x1 +(x2 +x3) is equivalent to (x1 +x3)+x2,
and the sub-expression x1 +x3 is part of a valid decomposition. Allowing such equivalences
within the implementation of substitution partially addresses the problem that our theory
does not respect semantic equivalence, which is a necessary consequence of Theorem 10.

6.4.2 Analyzing Proxy Use

Algorithm 2 describes a general technique for detecting (ε, δ)-proxy use in expression pro-
grams. In addition to the parameters and expression, it takes as input a description of the
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〈aexp〉 ::= R | var | op(〈aexp〉, . . . , 〈aexp〉)
| ite(〈bexp〉, 〈aexp〉, 〈aexp〉)
〈bexp〉 ::= T | F | ¬ 〈bexp〉
| op(〈bexp〉, . . . , 〈bexp〉)
| relop(〈aexp〉, 〈aexp〉)
〈prog〉 ::= λvar1, . . . , varn . 〈aexp〉

Figure 6.2: Syntax for the language used in our analysis.

distribution governing the feature variables X and Z. In practice this will nearly always
consist of an empirical sample, but for the sake of presentation we simplify here by assum-
ing the distribution is explicitly given. In Section 6.7.2, we describe how the algorithm can
produce estimates from empirical samples.

The algorithm proceeds by enumerating sub-expressions of the given program. For each
sub-expression e appearing in p, ProxyDetect computes the set of positions at which
e appears. If e occurs multiple times, we consider all possible subsets of occurrences as
potential decompositions1 . It then iterates over all combinations of these positions, and
creates a decomposition for each one to test for (ε, δ)-proxy use. Whenever the provided
thresholds are exceeded, the decomposition is added to the return set. This proceeds until
there are no more subterms to consider. While not efficient in the worst-case, this approach
is both sound and complete with respect to Definition 20.
Theorem 11 (Detection soundness). Any decomposition (p1, p2) returned by ProxyDetect(p,X, ε, δ)
is a decomposition of the input program p and had to pass the ε, δ thresholds, hence is a
(ε, δ)-proxy use.
Theorem 12 (Detection completeness). Every decomposition which could be a (ε, δ)-proxy
use is enumerated by the algorithm. Thus, if (p1, p2) is a decomposition of p with ι(p1, p2) ≥
d and d(Jp1K(X), Z) ≥ ε, it will be returned by ProxyDetect(p,X, ε, δ).

Our detection algorithm considers single terms in its decomposition. Sometimes a large
number of syntactically different proxies with weak influence might collectively have high
influence. A stronger notion of program decomposition that allows a collection of multiple
terms to be considered a proxy would identify such a case of proxy use but will have to
search over a larger space of expressions. Exploring this tradeoff between scalability and
richer proxies is an important topic for future work.

The detection algorithm runs in time O (|p| c (|D|+ k |D|)) where |D| is the size of a
dataset employed in the analysis, c is the number of decompositions of a program, k is the
maximum number of elements in the ranges of all sub-programs (|D| in the worst case),
and |p| is the number of sub-expressions of a program. The number of decompositions
varies from O (|p|) to O

(
2|p|
)
depending on the type of program analyzed. Details can be

found in Section 6.7 along with more refined bounds for several special cases.

1This occurs often in decision forests (see Figure A.2).
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6.5 Removing Proxy Use Violations

In this section we present a repair algorithm for removing violations of (ε, δ)-Proxy Use
in a model. Our approach has two parts: first (Algorithm 3) is the iterative discovery of
proxy uses via the ProxyDetect procedure described in the previous section and second
(Algorithm 4) is the repair of the ones found by the oracle to be violations. We describe
these algorithms informally here, and Appendix A.2 contains formal descriptions of these
algorithms. The iterative discovery procedure guarantees that the returned program is free
of violations (Algorithm 6). Our repair procedures operate on the expression language, so
they can be applied to any model that can be written in the language. Further, our violation
repair algorithm does not require knowledge of the training algorithm that produced the
model. The witnesses of proxy use localize where in the program violations occur. To
repair a violation we search through expressions local to the violation, replacing the one
which has the least impact on the accuracy of the model that at the same time reduces
the association or influence of the violation to below the (ε, δ) threshold.

At the core of our violation repair algorithm is the simplification of sub-expressions
in a model that are found to be violations. Simplification here means the replacement of
an expression that is not a constant with one that is. Simplification has an impact on
the model’s performance hence we take into account the goal of preserving utility of the
machine learning program we repair. We parameterize the procedure with a measure of
utility v that informs the selection of expressions and constants for simplification. We
briefly discuss options and implementations for this parameter later in this section.

The repair procedure (Algorithm 4) works as follows. Given a program p and a de-
composition (p1, p2), it first finds the best simplification to apply to p that would make
(p1, p2) no longer a violation. This is done by enumerating expressions that are local to
p1 in p2 (Line 3). Local expressions are sub-expressions of p1 as well as p1 itself and if
p1 is a guard in an if-then-else expression, then local expressions of p1 also include that
if-then-else’s true and false branches as well as their sub-expressions. Each of the local
expressions corresponds to a decomposition of p into the local expression p′1 and the con-
text around it p′2. For each of these local decompositions we discover the best constant, in
terms of utility, to replace p′1 with (Line 4). We then make the same simplification to the
original decomposition (p1, p2), resulting in (p′′1, p

′′
2) (Line 5) Using this third decomposition

we check whether making the simplification would repair the original violation (Line 6),
collecting those simplified programs that do. Finally, we take the best simplification of
those found to remove the violation (Line 10). Details on how the optimal constant is
selected is described in Appendix A.2.1.

Two important things to note about the repair procedure. First, there is always at least
one subprogram on Line 3 that will fix the violation, namely the decomposition (p1, p2)
itself. Replacing p1 with a constant in this case would disassociate it from the sensitive
information type. Secondly, the procedure produces a model that is smaller than the one
given to it as it replaces a non-constant expression with a constant. These two let us state
the following:
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Algorithm 3 Witness-driven repair.
Require: association (d), influence (ι), utility (v) measures, oracle (O)
procedure Repair(p,X, Z, ε, δ)

P ← {d ∈ ProxyDetect(p,X, Z, ε, δ) : not O(d)}
if P 6= ∅ then

(p1, p2)← element of P
p′ ← ProxyRepair(p, (p1, p2),X, Z, ε, δ)
return Repair(p′,X, Z, ε, δ)

else
return p

end if
end procedure

Algorithm 4 Local Repair.
Require: association (d), influence (ι), utility (v) measures
1: procedure ProxyRepair(p, (p1, p2),X, Z, ε, δ)
2: R← {}
3: for each subprogram p′1 of p1 do
4: r∗ ← Optimal constant for replacing p′1
5: (p′′1, p

′′
2)← (p1, p2) with r∗ subst. for p′1

6: if ι(p′′1, p′′2) ≤ δ ∨ d(Jp′′1K(X), Z) ≤ ε then
7: R← R ∪ [u/r∗]p′2
8: end if
9: end for
10: return arg maxp∗∈R v (p∗)
11: end procedure

Theorem 13. Algorithm 3 terminates and returns a program that does not have any (ε, δ)-
Proxy Use violations (instances of (ε, δ)-Proxy Use for which oracle returns false).

6.6 Evaluation

In this section we empirically evaluate our definition and algorithms on several real datasets.
In particular, we simulate a financial services application and demonstrate a typical work-
flow for a practitioner using our tools to detect and repair proxy use in decision trees and
linear models (§6.6.1). We highlight that this workflow identifies more proxy uses over a
baseline procedure that simply removes features associated with a protected information
type. For three other simulated settings on real data sets—contraception advertising, stu-
dent assistance, and credit advertising—we describe our findings of interesting proxy uses
and demonstrate how the outputs of our detection tool would allow a normative judgment
oracle to determine the appropriateness of proxy uses (§6.6.2). In §6.6.3, we evaluate the
performance of our detection and repair algorithms and show that in particular cases, the
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runtime of our system scales linearly in the size of the model. Also, by injecting violations
into real data sets so that we have ground truth, we evaluate the completeness of our
algorithm, and show a graceful degradation in accuracy as the influence of the violating
proxy increases.

Models and Implementation Our implementation currently supports linear models,
decision trees, random forests, and rule lists. Note that these model types correspond to
a range of commonly-used learning algorithms such as logistic regression, support vector
machines [27], CART [19], and Bayesian rule lists [82]. Also, these models represent a
significant fraction of models used in practice in predictive systems that operate on personal
information, ranging from advertising [26], psychopathy [60], criminal justice [15, 16], and
actuarial sciences [52, 54]. Our prototype implementation was written in Python, and we
use scikit-learn package to train the models used in the evaluation. The benchmarks we
describe later in this section were recorded on a Ubuntu Desktop with 4.2 GHz Intel Core
i7 and 32GB RAM.

6.6.1 Example Workflow

A financial services company would like to expand its client base by identifying potential
customers with high income. To do so, the company hires an analyst to build a predictive
model that uses age, occupation, education level, and other socio-economic features to
predict whether an individual currently has a “high” or “low” income. This practice is in
line with the use of analytics in the financial industry that exploit the fact that high-income
individuals are more likely to purchase financial products [145].

Because demographic data is known to correlate with marital status [94], the data
processor would like to ensure that the trained model used to make income predictions
does not effectively infer individuals’ marital status from the other demographic variables
that are explicitly used. In this context, basing the decision of which clients to pursue on
marital status could be perceived as a privacy violation, as other socio-economic variables
are more directly related to one’s interest and eligibility in various financial services.

To evaluate this scenario, we trained an income prediction model from the UCI Adult
dataset which consists of roughly 48,000 rows containing economic and demographic infor-
mation for adults derived from publicly-available U.S. Census data. One of the features
available in this data is marital status, so we omitted it during training, and later used it
when evaluating our algorithms. In this scenario, we act as the oracle in order to illustrate
the kind of normative judgments an analyst would need to make as an oracle.

After training a classifier on the preprocessed dataset, we found a strong proxy for mar-
ital status in terms of an expression involving relationship status. Figure 6.3 visualizes all
of the expressions making up the model (marked as •), along with their association and in-
fluence measures. In decision trees, sub-expressions like these coincide with decompositions
in our proxy use definition; each sub-expression can be associated with a decomposition
that cuts out that sub-expression from the tree, and leaves a variable in its place. The
connecting lines in the figure denote the sub-expression relationship. Together with the
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Figure 6.3: The association and influence of the expressions composing a decision tree
trained on the UCI Adult dataset. Narrow lines designate the sub-expression relationship.
Shaded area designates the feasible values for association and influence between none, and
maximal. Marker size denotes the relative size of the sub-expressions pictured.

placement of points on the influence and association scales, this produces an overview of
the decision tree and the relationship of its constituent parts to the sensitive attribute.

On further examination the relationship status was essentially a finer-grained ver-
sion of marital status. While not interesting in itself, this occurrence demonstrates an
issue with black-box use of machine learning without closely examining the structure
of the data. In particular, one can choose to remove this feature, and the model ob-
tained after retraining will make predictions that have low association with marital sta-
tus. However, one submodel demonstrated relatively strong proxy use (ε = 0.1, δ = 0.1):
age ≤ 31 and sex = 0 and capital_loss ≤ 1882.50 (labeled A in Figure 6.4). This
demonstrates that simply removing a feature does not ensure that proxies are removed.
When the model is retrained, the learning algorithm might select new computations over
other features to embed in the model, as it did in this example. Also, note that the new
proxy combines three additional features. Eliminating all of these features from the data
could impact model performance. Instead we can use our repair algorithm to remove the
proxy: we designate the unacceptable ε, δ thresholds (the darkest area in Figure 6.4) and
repair any proxies in that range. The result is the decision tree marked with + in the
figure. Note that this repaired version has no sub-expressions in the prohibited range and
that most of the tree remains unchanged (the • and + markers largely coincide).
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Figure 6.4: Decision tree trained on the UCI Adult dataset but with the relationship
attribute removed (•), and the repaired version (+) of the same tree. Dark area in the
upper-left designates the thresholds used in repair.

6.6.2 Other Case Studies

We now discuss interesting examples for proxy use from other case studies, demonstrating
how our framework aids normative use privacy judgments.

Targeted contraception advertising We consider a scenario in which a data processor
wishes to show targeted advertisements for contraceptives to females. To support this goal,
the processor collects a dataset from a randomly-sampled female population containing
age, level of education, number of children, current employment status, income, level of
media exposure, information about the partner’s education and occupation, and the type
of contraception used by the individual (if any). This dataset is used to train a model that
predicts whether an individual uses no contraception, short-term contraception, or long-
term contraception. This model is then used to determine who to display advertisements
to, under the assumption that individuals who already use short-term contraception are
more likely to be receptive to the advertisements.

Because certain religions ban the use of contraception, users belonging to such a religion
are on the whole less likely to purchase contraceptives after seeing such an advertisement.
The ad-targeting model does not explicitly use a feature corresponding to religion, as this
information is not available to the system when ads are displayed. Furthermore, some users
may view the use of this information for advertising purposes as a violation of their privacy,
so the data processor would like to ensure that the targeting model has not inferred a proxy
for this information that is influential in determining whether to show an advertisement.

We evaluated this scenario using data collected for the 1987 National Indonesia Con-
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traceptive Survey [5], which contains the features mentioned above, as well as a feature
indicating whether the individual’s religious beliefs were Islam. To simulate the data pro-
cessor, we trained a decision tree classifier to predict contraceptive use over all available
features except the one corresponding to religion. We then used our detection algorithm
to look for a proxy use of religion, using the available data as ground truth to evaluate the
effectiveness of our approach.

Although this data is representative of a single country, it illustrates an interesting
case of potential use privacy. Our detection algorithm identified the following intermediate
computation, which was one of the most influential in the entire model, and the one most
closely associated with the religion variable: ite(educ < 4∧nchild ≤ 3∧age < 31, no, yes).
This term predicts that women younger than 31, with below-average education background
and fewer than four children will not use contraception. Given that the dataset is comprised
entirely of females, closer examination in fact reveals that just the “guard” term educ < 4
alone is even more closely associated with religion, and its influence on the model’s output
is nearly as high. This reveals that the model is using the variable for education background
as a proxy for religion, which may be concerning given that this application is focused on
advertising.

Student assistance A current trend in education is the use of predictive analytics to
identify students who are likely to benefit from certain types of interventions to ensure
on-time graduation and other benchmark goals [51, 61]. We look at a scenario where a
data processor builds a model to predict whether a secondary school student’s grades are
likely to suffer in the near future, based on a range of demographic features (such as age,
gender, and family characteristics), social information (such as involvement in extracur-
ricular activities, amount of reported free time after school), and academic information
(e.g., number of reported absences, use of paid tutoring services, intention to continue on
to higher education). Based on the outcome of this prediction, the student’s academic
advisor can decide whether to pursue additional interventions.

Because of the wide-ranging nature of the model’s input features, and sensitivity to-
wards the privacy rights of minors, the data processor would like to ensure that the model
does not base its decision on inferred facts about certain types of activities that the student
might be involved with. For example, alcohol consumption may be correlated with several
of the features used by the model, and it may not be seen as appropriate to impose an
intervention on a student because their profile suggests that they may have engaged in this
activity. Depending on the context in which such an inference were made, the processor
would view this as a privacy violation, and attempt to remove it from the model.

To evaluate this scenario, we trained a model on the UCI Student Alcohol Consumption
dataset [28]. This data contains approximately 700 records collected from Portuguese
public school students, and includes features corresponding to the variables mentioned
above. Our algorithm found the following proxy for alcohol use: ite(studytime < 2 ∧
dad_educ < 4, fail, ...), which predicts that a student who spends at most five hours per
week studying, and whose father’s level of education is below average, is likely to fail a class
in at least one term. Further investigation reveals that studytime < 2 was more influential
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on the model’s output, and nearly as associated with alcohol consumption, as the larger
term. This finding suggests that this instance of proxy use can be deemed an appropriate
use, and not a privacy violation, as the amount of time a student spends studying is clearly
relevant to their academic performance. If instead dad_educ < 4 alone had turned out
to be a proxy use of alcohol consumption, then it may have been a concerning inference
about the student’s behavior from information about their family history. Our algorithm
correctly identified that this is not the case.

Credit advertisements We consider a situation where a credit card company wishes to
send targeted advertisements for credit cards based on demographic information. In this
context, the use of health status for targeted advertising is a legitimate privacy concern [39].

To evaluate this scenario, we trained a model to predict interest in credit cards using
the PSID dataset, which contains detailed demographic information for roughly 10,000
families and includes features such as age, employment status income, education, and the
number of children. From this, we trained two models: one that identifies individuals with
student loans and another that identifies individuals with existing credit cards as the two
groups to be targeted.

The first model had a number of instances of proxy use. One particular subcomputation
that was concerning was a subtree of the original decision tree that branched on the number
of children in the family. This instance provided negative outcomes to individuals with
more children, and may be deemed inappropriate for use in this context. In the second
model, one proxy was a condition involving income income ≤ 33315. The use of income in
this context is justifiable, and therefore this may not be regarded as a use privacy violation.

6.6.3 Detection and Repair

For the remainder of the section we focus on evaluating the performance and efficacy of
the detection and repair algorithms. We begin by exploring the impact of the dataset and
model size on the detection algorithm’s runtime.

Figure 6.5 demonstrates the runtime of our detection algorithm on three models trained
on the UCI Adult dataset vs. the size of the dataset used for the association and influence
computations. The algorithm here was forced to compute the association and influence
metrics for each decomposition (normally influence can be skipped if association is below
threshold) and thus represents a worst-case runtime. The runtime for the random forest
and decision tree scales linearly in dataset size due to several optimizations. The logistic
regression does not benefit from these and scales quadratically. Further, runtime for each
model scales linearly in the number of decompositions.

Figure 6.6 demonstrates the runtime of the detection algorithm as a function of the
number of decompositions of the analyzed model (a proxy for its size). We show two
trends in that figure. The black line demonstrates the worst case detection that requires
both association and influence computation for each decomposition while the gray line
demonstrates the best case where only the association computation is performed. The
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Figure 6.5: Worst-case detection algorithm run-time (average of 5 runs) as a function
of input dataset size. Influence and association computed on each decomposition (hence
worst-case). The models are decision tree(◦), random forest(+), and logistic regression(×)
trained on the UCI Adult dataset.

runtime in practice would thus fall somewhere between these two cases, both linear in
the number of decompositions. The scalability of our algorithm relative to the number
of decompositions has large consequences the its applicability to linear models. We have
found that such models, if trained without restricting the number of coefficients, are too
big for our sound sub-expression enumeration to handle. In order to deal with this problem
we used the Lasso method in order to reduce the number of coefficients in the models we
analyzed.

To determine the completeness of our detection algorithm we inserted a proxy in a
trained model to determine whether we can detect it. To do this, we used the UCI Student
Alcohol Consumption dataset to train two decision trees: one to predict students’ grades,
and one to predict alcohol consumption. We then inserted the second tree into random
positions of the first tree thereby introducing a proxy for alcohol consumption. We observed
that in each case, we were able to detect the introduced proxy. While not interesting in
itself due to our completeness theorem, we used this experiment to explore how much
utility is actually lost due to repair. We evaluate our repair algorithm on a set of similar
models with inserted violations of various influence magnitude. The results can be seen
in Figure 6.7. We can see that the accuracy (i.e., ratio of instances that have agreement
between repaired and unrepaired models) falls linearly with the influence of the inserted
proxy. This implies that repair of less influential proxies will incur a smaller accuracy
penalty than repair of more influential proxies. In other words, our repair methods do not
unduly sacrifice accuracy when repairing only minor violations.
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Figure 6.6: Detection algorithm run-time as a function of the number of decompositions in
a decision tree trained on the UCI Adult dataset. Detecting violations with ε = 0.0 (black
dots and line) requires influence computations whereas detecting with ε = 1.0 (gray dots
and line) does not. A 1000 instance sample of the dataset was used with varying training
depths.

A point not well visible in this figure is that occasionally repair incurs no loss of utility.
This is due to our use of the scikit-learn library for training decision trees as it does not
currently support pruning unnecessary nodes. Occasionally such nodes introduce associa-
tions without improving the model’s accuracy. These nodes can be replaced by constants
without loss. We have also observed this in some of our case studies.

6.7 Complexity

The complexity of the presented algorithms depend on several factors, including the type of
model being analyzed, the number of elements in the ranges of sub-programs, and reacha-
bility of sub-programs by dataset instances . In this section we describe the the complexity
characteristics of the detection and repair algorithms under various assumptions. Com-
plexity is largely a property of the association and influence computations and the number
of decompositions of the analyzed program. We begin by noting our handling of probability
distributions as specified by datasets, several quantities of interest, discuss the complexity
of components of our algorithms, and conclude with overall complexity bounds.
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Figure 6.7: Repaired accuracy vs. influence of proxy during repair of a synthetic proxy
inserted into random positions of a decision tree trained on the UCI Student Alcohol
Consumption dataset. Accuracy is agreement to non-repaired model. The synthetic model
is a (1.0)-proxy for alcohol use, inserted into a decision tree predicting student grade.
Repair is configured for (0.01, 0.01)-proxy use removal. Note that other proxies (if they
exist) are not repaired in this experiment.

6.7.1 Distributions, datasets, and probability

It is rarely the case that one has access to the precise distribution from which data is
drawn. Instead, a finite sample must be used as a surrogate when reasoning about random
variables. In our formalism we wrote X $← P to designate sampling of a value from a
population. Given a dataset surrogate D, this operation is implemented as an enumeration
x ∈ D, with each element having probability 1/ |D|. We will overload the notation and use
D also as the random variable distributed in the manner just described. We assume here
that the sensitive attribute Z is a part of the random variable X.

The following sections use the following quantities to express complexity bounds, mostly
overloading prior notations:
• D - The number of instances in the population dataset.
• p - The number of expressions in a program p being analyzed.
• Z - The number of elements in the support of Z.
• k - The maximum number of unique elements in support of every sub-expression,
that is maxp′∈p ||.

• c - The number of decompositions in a given program. We will elaborate on this
quantity under several circumstances later in this section.

• b - The minimum branching factor of sub-expressions in a given program.
We will assume that the number of syntactic copies of any sub-expression in a pro-
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gram is no more than some constant. This means we will ignore the asymptotic effect of
decompositions with multiple copies of the same sub-program p1.

The elementary operation in our algorithms is a lookup of a probability of a value
according to some random variable. We pre-compute several probabilities related to reach-
ability and contingency tables to aid in this operation. When we write “p1 is reached”,
we mean that the evaluation of p, containing p1, on a given instance X, will reach the
sub-expression p1 (or that p1 needs to be evaluated to evaluate p on X).

Probability pre-computation
For every decomposition Jp2K (X, Jp1KX) = JpK (X), we compute:

1. the r.v. (Jp1KX,XZ) for X $← D,
2. the r.v. X| (p1 is reached by X) for X $← D, and
3. the value PrX $←D (p1 is reached by X).

In point (1) above we write XZ to designate the sensitive attribute component of X′,
hence this point computes the r.v. representing the output of p1 along with the sensitive
attribute Z. This will be used for the association computation.

The complexity of these probability computations varies depending on circumstances.
In the worst case, the complexity is O (cDp). However, under some assumptions related to
programs p and datasets D, these bounds can be improved. We define two types of special
cases which we call splitting and balanced:
Definition 21. p is splitting for D iff it has at most a constant number of reachable op
operands (arguments of op expressions).

The Decision trees are local for any dataset as they do not contain any op operands
(they do contain relop operands). Further, if number of trees in random forests or number
of coefficients in linear regression are held constant, then these models too are splitting for
any dataset. The reasoning behind this definition is to prohibit arbitrarily large programs
that do not split inputs using if-then-else expressions. It is possible to create such programs
using arithmetic and boolean operations, but not using purely relational operations.
Definition 22. p is b-balanced for D iff all but a constant number of sub-expressions
e′ have parent e with b > 1 sub-expressions which split the instances that reach them
approximately equally among their children.

Balanced implies splitting as op operands do not satisfy the balanced split property
hence there has to be only a constant number of them. Also, the definition is more general
than necessary for the language presented in this paper where the branching factor is always
2 because the if-then-else expressions are the only ones that can satisfy the balanced split
condition. Decision trees trained using sensible algorithms are usually balanced due to the
branch split criteria employed preferring approximately equal splits of training instances.
For the same reason, if the number of trees are held constant, then random forests are also
likely to be balanced.

When p is splitting for D, the probability computation step reduces to O (Dp2). This
stems from the fact that the number of decompositions is asymptotically equal to the
number of sub-expressions (limits to operands prevent more decompositions). Further, if
p is b-balanced for D, the probability pre-computation reduces to O (D logbD). In the
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language presented b = 2. These bounds derive similarly to the typical divide and conquer
program analysis; there are logbD layers of computation, each processing D instances.

6.7.2 Influence and Association

Our proxy definition further relies on two primary quantities used in Algorithm 2, influence
and association. We describe the methods we use to compute them here.

Quantitative decomposition influence Given a decomposition (p1, u, p2) of p, the
influence of p1 on p2’s output is defined as:

ι(p1, p2)
def
= E

X,X′
$←D

[Pr (Jp2K (X, Jp1KX) 6= Jp2K (X, Jp1KX′))]

This quantity requires D2 samples to compute in general. Each sample takes at most
O (p) time, for a total of O (pD2). However, we can take advantage of the pre-computations
described in the prior section along with balanced reachability criteria and limited ranges
of values in expression outputs to do better. We break down the definition of influence
into two components based on reachability of p1:

ι(p1, p2)
def
= E

X,X′
$←D

[Pr (Jp2K (X, Jp1KX) 6= Jp2K (X, Jp1KX′))]

= E
X

$←D

[
E

X′
$←D

[Pr (Jp2K (X, Jp1KX) 6= Jp2K (X, Jp1KX′))]
]

= Pr (p1 not reached) · E
X

$←D|p1 not reached
[· · ·]

+ Pr (p1 reached) · E
X

$←D|p1 reached
[· · ·]

= 0 + Pr (p1 reached) ·
E

X
$←D|p1 reached

[
E

X
$←D

[Pr (JpK(X) 6= Jp2K (X, Jp1KX′))]
]

= Pr (p1 reached) ·

E
X

$←D|p1 reached

[
E

Y
$←Jp1KD

[Pr (JpK(X) 6= Jp2K (X,Y))]

]
Note that all both random variables and one probability value in the final form of influence
above have been pre-computed. Further, if the number of elements in the support of Jp1KX
is bounded by k, we compute influence using kD samples (at most D for X and at most k
for Y), for total time of O (kpD).

Influence can also be estimated, ι̂ by taking a sample from D × D. By Hoeffding’s
inequality [64], we select the subsample size n to be at least log(2/β)/2α2 to ensure that
the probability of the error ι̂(p1, p2)− ι(p1, p2) being greater than β is bounded by α.

Association As discussed in Section 6.3, we use mutual information to measure the
association between the output of a subprogram and Z. In our pre-computation steps
we have already constructed the r.v. (Jp1KX,XZ) for X

$← D. This joint r.v. contains
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both the subprogram outputs and the sensitive attribute hence it is sufficient to compute
association metrics. In case of normalized mutual information, this can be done in time
O (kZ), linear in the size of the support of this random variable.

6.7.3 Decompositions

The number of decompositions of a model determines the number of proxies that need
to be checked in detection and repair algorithms. We consider two cases, splitting and
non-splitting programs. For splitting models, the number of decompositions is bounded
by the size of the program analyzed, whereas in case of non-splitting models, the num-
ber of decompositions can be exponential in the size of the model. These quantities are
summarized in Table 6.2.

splitting non-splitting

worst-case general O (p) O (2p)

linear model with (con-
stant or f ) number of
coefficients

O (1) O
(
2f
)

decision tree of height h O
(
2h
)

O
(
2h
)

random forest of (con-
stant or t) number of
trees of height h

O
(
2h
)

O
(
2t2h

)

Table 6.2: The number of decompositions in various types of models. When we write
“(constant or f)” we denote two cases: one in which a particular quantity is considered
constant in a model making it satisfy the splitting condition, and one in which that same
quantity is not held constant, falsifying the splitting condition.

6.7.4 Detection

The detection algorithm can be written O (A+B · C), a combination of three components.
A is probability pre-computation as described earlier in this section, B is the complexity
of association and influence computations, and C is the number of decompositions.

The complexity in terms of the number of decompositions under various conditions is
summarized in Table 6.3. Instantiating the parameters, the overall complexity ranges from
O (D logbD + p2D) in case of models like balanced decision trees with a constant number
of classes, to O (p2pD2) in models with many values and associative expressions like linear
regression. If the model size is held constant, these run-times become O (D logbD) and
O (D2), respectively.
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non-splitting O (pc (D + kD))

splitting O (p (Dp+ ckD))

b−balanced O (D logbD + ckpD)

Table 6.3: The complexity of the detection algorithm under various conditions, as a
function of the number of decompositions.

6.8 Related Work

6.8.1 Definition

Minimizing disclosures In the computer science literature, privacy has been thought
of as the ability to protect against undesired flows of information to an adversary. Much
of the machinery developed in cryptography, such as encryption, anonymous communi-
cation, private computation, and database privacy have been motivated by such a goal.
Differential privacy [44] is one of the main pillars of privacy research in the case of compu-
tations over data aggregated from a number of individuals, where any information gained
by an adversary observing the computation is not caused by an individual’s participation.
However, none of these technologies cover the important setting of individual-level data
analytics, where one may want to share some information while hiding others from ad-
versaries with arbitrary background knowledge. This absence is with good reason, as in
the general case it is impossible to prevent flows of knowledge from individual-level data,
while preserving the utility of such data, in the presence of arbitrary inferences that may
leverage the background knowledge of an adversary [43]. In this work, we do not attempt
to solve this problem either.

Nevertheless, the setting of individual level data analytics is pervasive, especially in
the case of predictive systems that use machine learning. Since these systems are largely
opaque, even developers do not have a handle on information they may be inadvertently
using via inferences. Therefore, in this work, we make the case for proxy use restrictions
in data driven systems and develop techniques to detect and repair violations of proxy
use. Restrictions on information use, however do not supplant the need for other privacy
enhancing technologies geared for restricting information collection and disclosure, which
may be useful in conjunction with the enforcement of use restrictions. For example, when
machine learning models are trained using personal data, it is desirable to minimize dis-
closures pertaining to individuals in the training set, and to reduce the use of protected
information types for the individuals the models are applied to.

Identifying explicit use The privacy literature on use restrictions has typically focused
on explicit use of protected information types, not on proxy use (see Tschantz et al. [136]
for a survey and Lipton and Regan [87]). Recent work on discovering personal data use
by black-box web services focuses mostly on explicit use of protected information types by

99



examining causal effects [32, 80]; some of this work also examines associational effects [79,
80]. Associational effects capture some forms of proxy use but not others as we argued in
Section 6.3.

6.8.2 Detection and Repair Models

Our detection algorithm operates with white-box access to the prediction model. Prior
work requires weaker access assumptions.

Access to observational data Detection techniques working under an associative use
definition [50, 135] usually only require access to observational data about the behavior of
the system.

Access to black-box experimental data Detection techniques working under an ex-
plicit use definition of information use [32, 80] typically require experimental access to the
system. This access allows the analyst to control some inputs to the system and observe
relevant outcomes.

The stronger white-box access level allows us to decompose the model and trace an
intermediate computation that is a proxy. Such traceability is not afforded by the weaker
access assumptions in prior work. Thus, we explore a different point in the space by giving
up on the weaker access requirement to gain the ability to trace and repair proxy use.

Tramèr et al. [135] solve an important orthogonal problem of efficiently identifying
populations where associations may appear. Since our definition is parametric in the
choice of the population, their technique could allow identifying relevant populations for
further analysis using our methods.

Repair Removal of violations of privacy can occur at different points of the typical ma-
chine learning pipeline. Adjusting the training dataset is the most popular approach,
including variations that relabel only the class attribute [88], modify entire instances while
maintaining the original schema [50], and transform the dataset into another space of
features [45, 149]. Modifications to the training algorithm are specific to the trainer em-
ployed (or to a class of trainers). Adjustments to Naive Bayes [22] and trainers amiable
to regularization [70] are examples. Several techniques for producing differentially-private
machine learning models modify trained models by perturbing coefficients [14, 25]. Other
differentially-private data analysis techniques [44] instead perturb the output by adding
symmetric noise to the true results of statistical queries. All these repair techniques aim
to minimize associations or inference from the outcomes rather than constrain use.

6.9 Discussion
Beyond strict decomposition Theorem 10 shows that a definition satisfying natural
semantic properties is impossible. This result motivates our syntactic definition, param-
eterized by a programming language and a choice of program decomposition. In our im-
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plementation, the choice of program decomposition is strict. It only considers single terms
in its decomposition. However, proxies may be distributed across different terms in the
program. As discussed in Section 6.4.1, single term decompositions can also deal with a re-
stricted class of such distributed proxies. Our implementation does not identify situations
where each of a large number of syntactically different proxies have weak influence but
together combine to result in high influence. A stronger notion of program decomposition
that allows a collection of multiple terms to be considered a proxy would identify such a
case of proxy use.

The choice of program decomposition also has consequences for the tractability of the
detection and repair algorithms. The detection and repair algorithms presented in this
chapter currently enumerate through all possible subprograms in the worst case. Depending
on the flexibility of the language chosen and the model2 being expressed there could be an
exponentially large number of subprograms, and our enumeration would be intractable.

Important directions of future work are therefore organized along two thrusts. The first
thrust is to develop more flexible notions of program decompositions that identify a wide
class of proxy uses for other kinds of machine learning models, including deep learning
models that will likely require new kinds of abstraction techniques due to their large size.
The second thrust is to identify scalable algorithms for detecting and repairing proxy use
for these flexible notions of program decompositions.

Data and access requirements Our definitions and algorithms require (i) a specifica-
tion of which attributes are protected, (ii) entail reasoning using data about these protected
information types for individuals, and (iii) white box access to models and a representa-
tive dataset of inputs. Obtaining a complete specification of protected information types
can be challenging when legal requirements and privacy expectations are vague regarding
protected information types. However, in many cases, protected types are specified in laws
and regulations governing the system under study (e.g., HIPAA, GDPR), and also stated
in the data processor’s privacy policies.

Further, data about protected information types is often not explicitly collected. Preg-
nancy status, for example, would rarely find itself as an explicit feature in a purchases
database (though it was the case in the Target case). Therefore, to discover unwanted
proxy uses of protected information types, an auditor might need to first infer the pro-
tected attribute from the collected data to the best extent available to them. Though
it may seem ethically ambiguous to perform a protected inference in order to (discover
and) prevent protected inferences, it is consistent with the view that privacy is a func-
tion of both information and the purpose for which that information is being used [136]3.
In our case, the inference and use of protected information by an auditor has a different
(and ethically justified) purpose than potential inferences in model being audited. Fur-
ther, protected information has already been used by public and private entities in pursuit
of social good: affirmative action requires the inference or explicit recording of minority

2Though deep learning models can be expressed in the example language presented in this chapter,
doing so would result in prohibitively large programs.

3This principle is exemplified by law in various jurisdictions including the PIPEDA Act in Canada
[104], and the HIPAA Privacy Rule in the USA [101].
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membership, search engines need to infer suicide tendency in order to show suicide preven-
tion information in their search results[125], health conditions can potentially be detected
early from search logs of affected individuals [102]. Supported by law and perception of
public good, we think it justified to expect system owners be cooperative in providing the
necessary information or aiding in the necessary inference for auditing.

Finally, in order to mitigate concerns over intellectual property due to access require-
ments for data and models, the analyst will need to be an internal auditor or trusted third
party; existing privacy-compliance audits (Sen et al. [117]) that operate under similar
requirements could be augmented with our methods.

Normative judgments Appropriateness decisions by the analyst will be made in ac-
cordance with legal requirements and ethical norms. Operationally, this task might fall on
privacy compliance teams. In large companies, such teams include law, ethics, and technol-
ogy experts. Our work exposes the specific points where these complex decisions need to
be made. In our evaluation, we observed largely human-interpretable witnesses for proxies.
For more complex models, additional methods from interpretable machine learning might
be necessary to make witnesses understandable.

Another normative judgment is the choice of acceptable ε, δ parameters. Similar to
differential privacy, the choice of parameters requires identifying an appropriate balance
between utility and privacy. Our quantitative theory could provide guidance to the oracle
on how to prioritize efforts, e.g., by focusing on potentially blatant violations (high ε, δ
values).

6.10 Conclusion
We develop a theory of use privacy and proxy non-discrimination in data-driven systems.
Distinctively, our approach constrains not only the direct use of protected information
types but also their proxies (i.e. strong predictors), unless allowed by exceptions justified
by ethical considerations.

We formalize proxy use and present a program analysis technique for detecting it in a
model. In contrast to prior work, our analysis is white-box. The additional level of access
enables our detection algorithm to provide a witness that localizes the use to a part of the
algorithm. Recognizing that not all instances of proxy use of a protected information type
are inappropriate, our theory of use privacy makes use of a normative judgment oracle
that makes this appropriateness determination for a given witness. If the proxy use is
deemed inappropriate, our repair algorithm uses the witness to transform the model into
one that does not exhibit proxy use. Using a corpus of social datasets, our evaluation shows
that these algorithms are able to detect proxy use instances that would be difficult to find
using existing techniques, and subsequently remove them while maintaining acceptable
classification performance.
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Chapter 7

Conclusion and Future Work

In this dissertation, we described a basis for developing explanations for information use in
data driven systems. These explanations are a means to enhancing trust in the predictions
of machine learning models, and surfacing violations of privacy and fairness. Our approach
combines two key elements: causal influence and associative interpretation. While these
elements have been explored individually in prior work, combining the two opens up a
rich space of techniques that we begin to explore in this dissertation. In Figure 7.1, we
describe this space in terms of the factors under study, and the systems these influences are
computed in. In this thesis, we focus on the part of the space that examines the influence
of input factors and internal factors in trained models.

Further, each result described in this paper explains why a certain behavior occurs.
In cases where the behavior is undesirable, we can attempt to leverage the explanation
in order to repair the behavior. In the restricted cases of Chapter 3 and 6, we already
explore this idea of leveraging explanations to aid the repair of models. Pursuing a general
approach to repairing systems is another important line of future work.

7.1 Factors

For both proxy use (Chapter 6) and influence-directed explanations (Chapter 5), we con-
sider the influence of single internal factors in isolation. However, viewing the influence of
computations together might reveal interactions between these factors that we currently
miss. An interesting future line of work would be to analyze the influence of a set of factors.
For example, in a convolutional neural network the concept of the roof of a sports car might
be represented by a certain combination of neuron values across different layers. Similarly,
for a random forest different parts of different trees might combine to define a strong proxy
for race than any single component. The key challenge in analyzing the influence of a set
of factors is that an exponential number of sets could be potentially explored, and we need
richer notions of program decomposition to address this challenge.
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Figure 7.1: A summary of future work in influence-directed explanations described in terms
of the systems we measure the influence in, and the factors we compute the influence of. In
this dissertation we focus on the part of the space the looks at the influence of input and
internal factors in trained models. These trained models are generated by complex training
algorithms and operate in a rich environment. Explaining the behavior of these models
in this expanded context is an important direction of future work. Further, generalizing
to combinations of internal factors will allow us to capture concepts with a distributed
internal representation.

7.2 Systems

In this dissertation, we focus on understanding how trained machine learning models use
information. As the behavior of these models is directly governed by the training data,
understanding the influence of parts of the training data on the behavior will enable repairs
during the training process. Recent work by Chakarov et al. [23] and Koh et al. [77] study
the use of influence functions in understanding how training data points affect the predic-
tions of machine learning classifiers. An important direction of future work will extend
these ideas from influence on predictions to influence on behaviors such as discrimination
and privacy violations.

Further, analyzing causality in programs is relatively simple, but the true implications
of the use of programs is borne out by the composition of the programs with the environ-
ment they operate in. For example, in predictive policing, policing certain neighborhoods
might reduce criminal activity as criminals move to other neighborhoods, thus changing the
underlying distribution the models were trained on. Similarly, providing loans to a certain
community over a few years might improve the economic characteristics of that community
and thus alter their creditworthiness. Understanding such effects of how algorithms lead
to downstream effects on society will require combining an understanding of causal effects
in algorithms with causal effects in society. While causal experimentation in programs
is relatively simple, causal experimentation in society is expensive and time-consuming.
Economists and social scientists have decades of research approximating causal experime-
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nation from observational data. Combining the power of rapid causal experimentation in
programs with techniques for causal inference in society will be essential in explaining the
societal outcomes of the use of machine learning models.

7.3 Repair
Both counterfactual active learning (Chapter 3) and repair techniques for proxy use (Chap-
ter 6) are techniques that leverage insights from explanations to repair the model. A more
general approach to repair is another interesting line of future work. For example, once
we identify that for CNNs a misclassification occurs because some set of incorrect neu-
rons were fired, it should be possible to train those incorrect neurons on instances that
correct the behavior of those neurons. This kind of retraining can be viewed as a form of
counterfactual active learning but on the internal layers of a neural network.
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Appendix A

Details for Proxy Use

A.1 Algorithm for Detection
In this section we provide technical details about the detection algorithm skipped from the
main body of the dissertation. In particular, we formally define the decomposition used
in the implementation, how machine learning models are translated to the term language,
and how associational tests mitigate spurious results due to sampling.

A.1.1 Decomposition

Before we present the formal algorithm for detection, we need to develop notation for
precisely denoting decompositions. Decomposition follows naturally from the subterm
relation on expressions. However, as identical subterms can occur multiple times in an
expression, care must be taken during substitution to distinguish between occurrences.
For this reason we define substitution positionally, where the subterm of expression e =
op(e1, . . . , en) at position q, written e|q, is defined inductively:

op(e1, . . . , en)|q =


op(e1, . . . , en) if q = ε

ei|q′ if q = iq′ ∧ 1 ≤ i ≤ n

op(ei1 , . . . , eik) if q = {i1, . . . , ik}
⊥ otherwise

We denote q as ‘positional indicator’. Specifically, q has the syntax of the following.
〈q〉 ::= ε | i〈q〉 | {i1, . . . , ik}
We then define the term obtained by substituting s in e at position q, written e[s]q, to be
the term where e[s]q|q = s, and e[s]q|q′ = eq′ for all q′ that are not prefixed by q. For a
sequence of positions q1, . . . , qn and terms s1, . . . , sn, we write e[s1, . . . , sn]q1,...,qn to denote
the sequential replacement obtained in order from 1 to n. Given a program p = λx.e, we
will often write p|q or p[s]q for brevity to refer to e|q and e[s]q, respectively. The set of
decompositions of a program p is then defined by the set of positions q such that p|q 6=⊥.
Given position q, the corresponding decomposition is simply (λx.p|q, u, λx, u.p[u]q).
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Algorithm 5 Detection for expression programs.
Require: association (d), influence(ι) measures
procedure ProxyDetect(p,X, Z, ε, δ)

P ← ∅
for each term e appearing in p do

p1 ← λx1, . . . , xn.e
Q← {q | p|q = e}
for each k ∈ [1, . . . , |Q|], (q1, . . . , qk) ∈ Q do

p2 ← λx1, . . . , xn, u.p[u]q1,...,qk
if ι(p1, p2) ≥ δ ∧ d(Jp1K(X), Z) ≥ ε then

P ← P ∪ {(p1, p2)}
end if

end for
end for
return P

end procedure

Example 7. Consider a simple model,

p = λx, y.ite(x+ y ≤ 0, 1, 0)

= λx, y.ite(≤ (+(x, y), 0), 1, 0)

There are eight positions in the body expression, namely {ε, 1, 2, 3, 11, 12, 111, 112}. The
subexpression at position 112 is y, and p[u]11 = ite(u ≤ 0, 1, 0). This corresponds to the
decomposition:

(λx, y.x+ y, u, λx, y, u.ite(u ≤ 0, 1, 0))

With this notation in place, we can formally describe the detection algorithm in Algo-
rithm 5.

A.1.2 Translation

This section describes the translation of machine learning models used in our implementa-
tion to the term language.

Decision trees and Rule lists

Decision trees can be written in this language as nested ite terms, as shown in Figure A.1.
The Boolean expression in each term corresponds to a guard, and the arithmetic expressions
to either a proper subtree or a leaf. Bayesian rule lists are a special kinds of decision trees,
where the left subtree is always a leaf.
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Figure A.1: Decision tree and corresponding expression program.

Linear models

Linear regression models are expressed by direct translation into an arithmetic term, and
linear classification models (e.g., logistic regression, linear support vector machines, Naive
Bayes) are expressed as a single ite term, i.e.,

sgn(w · x + b) becomes λx.ite(w · x + b ≥ 0, 1, 0)

Importantly, the language supports n-ary operations when they are associative, and
allows for rearranging operands according to associative and distributive equivalences. In
other words, the language computes on terms modulo an equational theory. Without
allowing such rearrangement, when a linear model is expressed using binary operators,
such as ((((w1 × x1) + (w2 × x2)) + (w3 × x3)), then the algorithm cannot select the
decomposition:

p1 = λx.(w1 × x1) + (w3 × x3)

p2 = λx, u.u+ (w2 × x2)

Decision Forests

Decision forests are linear models where each linear term is a decision tree. We combine the
two translations described above to obtain the term language representation for decision
forests.

A.1.3 Validity Testing

We use mutual information to determine the strength of the statistical association between
Jp1K(X) and Z. Each test of this metric against the threshold ε amounts to a hypothesis test
against a null hypothesis which assumes that d(Jp1K(X), Z) < ε. Because we potentially
take this measure for each valid decomposition of p, it amounts to many simultaneous
hypothesis tests from the same data source. To manage the likelihood of encountering
false positives, we employ commonly-used statistical techniques. The first approach that
we use is cross-validation. We partition the primary dataset n times into training and
validation sets, run Algorithm 5 on each training set, and confirm the reported proxy uses
on the corresponding validation set. We only accept reported uses that appear at least t
times as valid.
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Algorithm 6 Witness-driven repair.
Require: association (d), influence (ι), utility (v) measures, oracle (O)
procedure Repair(p,X, Z, ε, δ)

P ← {d ∈ ProxyDetect(p,X, Z, ε, δ) : not O(d)}
if P 6= ∅ then

(p1, p2)← element of P
p′ ← ProxyRepair(p, (p1, p2),X, Z, ε, δ)
return Repair(p′,X, Z, ε, δ)

else
return p

end if
end procedure

The second approach uses bootstrap testing to compute a p-value for each estimate
d̂(p1(X), Z), and applying Bonferroni correction [42] to account for the number of simul-
taneous hypothesis tests. Specifically, the bootstrap test that we apply takes n samples of
(X, Z), [(X̂i, Ẑi)]1≤i≤n, and permutes each X̂i, Ẑi to account for the null hypothesis that X
and Z are independent. We then estimate the p-value by computing:

p =
1

n

∑
1≤i≤n

1(d(X̂i, Ẑi) < d(Jp1K(X), Z))

After correction, we can bound the false positive discovery rate by only accepting instances
that yield p ≤ α, for sufficiently small α. We note, however, that this approach is only
correct when the association strength ε = 1, as the null hypothesis in this test assumes
that Jp1K is independent of Z. To use this approach in general, we would need to sample
[(X̂i, Ẑi)]1≤i≤n under the assumption that d(X̂i, Ẑi) ≥ ε. We leave this detail to future
work.

A.2 Algorithms for Repair
We now provide a formal description of the repair algorithms informally described in the
paper. Algorithm 6, and 7 correspond to 3, and 4 respectively.

A.2.1 Optimal constant selection

As constant terms cannot be examples of (ε, δ)-Proxy Use, there is freedom in their selec-
tions as replacements for implicated sub-programs. In Algorithm 7 we pick the replacement
that optimizes some measure of utility of the patched program. If the given program was
constructed as a classifier, we define utility as the patched program’s prediction accuracy
on the data set using 0-1 loss. Similarly, if the program were a regression model, v would
correspond to mean-squared error.
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Algorithm 7 Local Repair.
Require: association (d), influence (ι), utility (v) measures
1: procedure ProxyRepair(p, (p1, p2),X, Z, ε, δ)
2: R← {}
3: for each decomp. (p′1, p

′
2) w/ p′1 local to p1 in p2 do

4: r∗ ← arg maxr v ([u/r]p′2)
5: (p′′1, p

′′
2)← (p1, p2) with r∗ substituted for p′1

6: if ι(p′′1, p′′2) ≤ δ ∨ d(Jp′′1K(X), Z) ≤ ε then
7: p∗ ← [u/r∗]p′2
8: R← R ∪ {p∗}
9: end if
10: end for
11: return arg maxp∗∈R v (p∗)
12: end procedure

If the program computes a continuous convex function, as in the case of most commonly-
used regression models, then off-the-shelf convex optimization procedures can be used in
this step. However, because we do not place restrictions on the functions computed by
programs submitted for repair, the objective function might not satisfy the conditions
necessary for efficient optimization. In these cases, it might be necessary to develop a
specialized procedure for the model class. Below we describe such a procedure for the case
of decision trees.

Decision trees Decision trees are typically used for classification of instances into a
small number of classes C. For these models, the only replacement constants that will
provide reasonable accuracy are those that belong to C, so in the worst case, the selection
procedure must only consider a small finite set of candidates. However, it is possible to
calculate the optimal constant with a single pass through the dataset.

Given a decomposition (p1, p2) of p, let φ be the weakest formula over p’s variables such
that ∀x.p1(x) = p(x). φ corresponds to the conjoined conditions on the path in p prefixing
p1. We can then define the objective function:

v(r) =
∑
x∈X

1(φ(x)→ xc = r)

This objective is minimized when r matches the greatest number of class labels for samples
that pass through p1. This minimizes classification error over X, and is easily computed
by taking the class-label mode of training samples that satisfy φ.
Example 8. Consider the tree in Figure A.1, and assume that x1 and x2 are distributed
according to N (1

2
, 1), and x3 = x1 +x2. For simplicity, assume that the class label for each

instance is given exactly by the tree. Then given the decomposition:

p1 = λx.ite(x3 ≤ 0, 0, 1)

p2 = λx, u.ite(x1 ≤ 1/2, 0, ite(x2 ≤ 1, u, 0))
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Figure A.2: The association with marital_status and influence of the sub-expressions of
three similarly-sized models trained on the UCI Adult dataset (normalized): random forest
(×), decision tree (+), and logistic regression (?). The arrows denote the sub-expression
relationship among the expressions. Pointed out are several significant expressions that use
the relationship feature. Note that in the random forest, the same associated expression
appears in all three of the trees in that model.

we need to find an optimal constant to replace the subtree rooted at x3. In this case,
φ

def
= x1 >

1
2
∧ x2 ≤ 1, so we select Xφ = {x ∈ X|x1 >

1
2
∧ x2 ≤ 1} and take the mode of

the empirical sample [p(x)]x∈Xφ
.
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