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Abstract

During recent years, question answering (QA) has grown fsonple passage retrieval
and information extraction to very complex approaches ith@irporate deep question and
document analysis, reasoning, planning, and sophisticases of knowledge resources.
Most existing QA systems combine rule-based, knowledgedband statistical components,
and are highly optimized for a particular style of questians& given language. Typical
guestion answering approaches depend on specific onts]ag®ources, processing tools,
document sources, and very often rely on expert knowledgerale-based components.
Furthermore, such systems are very difficult to re-train @piiimize for different domains
and languages, requiring considerable time and humart.effor

We present a fully statistical, data-drivenstance-basedapproach to question answer-
ing (IBQA) that learns how to answer new questions from @ntilaining questions and their
known correct answers. We represent training question®igsspin a multi-dimensional
space and cluster them according to different granulasitgtter, and similarity metrics.
From each individual cluster we automatically learn an aswg strategy for finding an-
swers to questions. When answering a new question that @edby several clusters, mul-
tiple answering strategies are simultaneously employdtk résulting answer confidence
combines elements such as each strategy’s estimated pitybaflsuccess, cluster similar-
ity to the new question, cluster size, and cluster granylafihe IBQA approach obtains
good performance on factoid and definitional questions,paable to the performance of
top systems participating in official question answeringleations.

Each answering strategy is cluster-specific and consisés @xpected answer model,
a query content model, and an answer extraction model. Tpectxd answer model is
derived from all training questions in its cluster and tattesform of a distribution over all
possible answer types. The query content model for docureamgval is constructed using
content from queries that are successful on training questin that cluster. Finally, we
train cluster-specific answer extractors on training dathuse them to find answers to new
guestions.



The IBQA approach is resource non-intensive, but can easilgxtended to incorpo-
rate knowledge resources or rule-based components. $idoes not rely on hand-written
rules, expert knowledge, and manually tuned parameteiss]ass dependent on a particu-
lar language or domain, allowing for fast re-training wititinfmum human effort. Under
limited data, our implementation of an IBQA system achieyesd performance, improves
with additional training instances, and is easily traieasdohd adaptable to new types of data.
The IBQA approach provides a principled, robust, and eagyppéement base system which
constitutes a robust and well performing platform for fertdomain-specific adaptation.
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CHAPTER 1

Introduction

In a time many refer to as theformation agepeople are indeed surrounded by overwhelm-
ing quantities of information. One of the main problems a&dded in current research is the
need for efficient and effective methods of accessing in&tion. Very often professional
data analysts and private users have specific questionsetindte specific answers. These
answers are typically hidden in vast amounts of data cadlest and users need focused,
confident information from trusted sources. In recent yehesfield of question answering
has started to address this problem. Before question amgyveesearchers had considered
information need of a different granularity (e.g. docunsenstead of answers) or had de-
vised extraction techniques tailored to specific domains.

The field of Information RetrievalIR) has focused on retrieving relevant documents
and passages from very large text corpora using statistietthods. While this focus is a
perfect match for a variety of tasks, very often a user'srimi@tion need is more specific
and browsing complete documents for answers to questiosiswsand far from optimal.
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Moreover, IR is generally not concerned with understandimgmeaning of queries when
posed in natural language — e.g. in the form of a question.

Information Extraction(IE) overcomes the specificity problem by attempting to asttr
very specific nuggets of information (e.g. names of comgrileeir role in transactions,
their partners etc) from text. It also has the advantage iigbeasily applied to large text
corpora. However, the information nuggets are extractedrding to pre-defined templates
(e.g actor-action-role) and/or pre-specified topics (dagsiness mergers, terrorist activity
etc). Because they are highly specialized, informationaexion templates are domain de-
pendent and are not easily portable.

Question Answerin§QA) is one of the more recent tools researchers are devejopi
order to obtain efficient and effective access to data fociipenformation requests. Very
often the information required by a user or analyst is comt@iin a paragraph, sentence,
or phrase. The field of question answering addresses thidgmnoby attempting to find
focused, exact answers to natural language questions &gma tollections of text.

The Text REtrieval Conferenc@ RECE') is a series of workshops initiated in 1992 that
facilitate exchange of research ideas on text retrievahou for various tasks (document
retrieval, question answering, genomics domain documamnieval, novelty track etc) as
well as an annual evaluation of multiple systems for eaclhviddal track. The question
answering track (TREC QA track) [1R2, 123, 124, 125] is on¢heftask evaluations that
has been established in 1999 (TREC-8). Each year systenpsaieled with a large local
collection of documents and approximately 500 unseen guessto be answered over the
period of a week without human intervention.

Most questions in the TREC evaluation are open-domain apdatxshort, factual an-
swers. These types of questions are often cdletbid questions One of the advances
prompted by TREC is a more standardized evaluation for gpreahswering. Although still
problematic, evaluating answer correctness can be dong asiswer patterns — i.e. regu-
lar expressions constructed from known correct answersby gooling answers from all

ITREC is co-sponsored by the National Institute of StandardsTechnology (NIST), Information Tech-

nology Laboratory’s (ITL) Retrieval Group of the Informati Access Division (IAD), and by the Advanced
Research and Development Activity (ARDA) of the U.S. Depamt of Defense.
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participating systems and then using human assessorslt@me/answer correctness.

@ QA Pipeline
Question Information Answer Answer
Analysis Retrieval Extraction Generation

*Pos tagging *Query expansion *NE tagging *Answer clustering
*Parsing *Document retrieval *Answer selection *Answer composition
+Classification or passage retrieval  *Answer scoring *Answer justification

Figure 1.1: Stages of a question answering pipeline sydWsat systems follow to some ex-
tent the same question answering pipeline structure: gueshalysis, information retrieval,
answer extraction/selection, and answer generation.el@tiestion Analysis stage includes
answer modelingfinding the structure and form of the expected answer - mibsha@one
through answer type classification.

Researchers have followed many directions in question emsgvincluding: question
parsing [51,86] and classification 116,151, 86] 56,1136]ngsavailable resources such
as WordNet|[511, 97, 99], extracting answers from Web docusd6, 62], statistical ap-
proaches to answer extraction and selection [32], semanélysis([50, 131, 86], reasoning
and inferencing186], knowledge intensive question answe4€], flexible QA system ar-
chitectures[[94], answering complex questians [110, 4f@rimation extraction centric QA
[112,[2,111}105], and cross lingual QA systems [75, 76].

Most question answering research has at its core a stapiaetine QA system [[87,
98,[49,[21] that combines several components in a sequéasiailon[T.JL.. Such question
answering systems include components corresponding foltbeing stages in the question
answering process:

1. question analysis- the stage in which questions are processed (e.g. part etlspe
tagging, named entity extraction, parsing), analyzed, daskified according to var-
ious ontologies. Answer type classificationis a specifichoétof answer modeling,
through which the QA system attempts to identify the strectand type expected
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answer.

2. information retrieval- the stage in which queries are formulated according toyquer
types, question keywords, and additional content. Basethese queries, relevant
documents or passages likely to contain correct answere@ieved.

3. answer extraction- the stage in which candidate answers are extracted fravam
documents and assigned a confidence score — i.e. the ektcactiidence that the
candidate answer is correct.

4. answer generatior- the stage in which candidate answers are combined based on
notions of similarity and overlap, and then scored accgrdm overall correctness
confidence. The final ordered answer set is presented to éne us

There are systems that allow feedback loaps$ [42] among coemgse when more infor-
mation content such as documents, answers etc is needathirgjd94] is also used as a
tool to control the information flow between components angitide the question answering
process to better results. For example if the extractiogesitathe question answering pro-
cess cannot extract high confidence answers, a questiorangwwlanner might implement
a recovery strategy that would require the retrieval stagsbtain additional documents, or
the analysis stage to provide additional information (kger probability expected answer
types) about the question or the expected answer.

There are several main dimensions to questions and ansiMaestions can be classified
into simple (factoid) and more complex, they can be openalomr close domain, and their
answers can come from the Web or from other corpora (e.gl terpora). Depending on
the specific languages they are tailored to, systems alser eowide spectrum in terms of
the resources and processing tools they are built upon, lhasvineir structure. For some
languages, parsing and named entity extraction might de@yhdgpendable, while for other
languages they might be insufficiently accurate to be usédiding blocks within question
answering systems.

Questions whose answers are simple, concisely stateddigctsalledfactoid questions
(e.g.Who killed Kennedy,?Vhere is London? How hot is the center of the 9ud@n-factoid
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questions, which are sometimes ambiguously labeled “cexngliestions”, usually accept
answers that are longer and more involved: definitional tijpres (e.g. What is an atom?
Who is Colin Powell®, explanation requests and proofs (e\yhy is the Earth round?
process questions (e.gdlow does blood coagulate? How do rainbows fofmPAQ type
questions are usually a mix of simple and complex questiaok as the ones described
above, and are usually answered by longer paragraphs.

1.1 Issuesin Question Answering

Ever since Question Answering (QA) emerged as an activaresdield, the community
has slowly diversified question types, increased questomptexity, and refined evaluation
metrics - as reflected by the TREC QA traCk [125]. Startingrfrsuccessful pipeline archi-
tectures!8l7,_49, 21], QA systems have responded to changls nature of the QA task
by incorporating knowledge resourcésl[46, 52], handlindjtaahal types of questions, em-
ploying complex reasoning mechanisrns! [85, 93], tapping éxternal data sources such as
the Web, encyclopedias, databases$/|31] 132], and mergitigpla@gents and strategies into
meta-systems |18, 17].

Many successful systems have been built through many ekpears dedicated to im-
prove question parsing, question ontologies, questioa tigpendent query structure and
content, rules for answer extraction/selection, as wednssver clustering, composition, and
scoring. Moreover, with the effort dedicated to improvingmolingual system performance,
system parameters are very well tuned. These aspects nakagrof components in many
guestion answering systems very time-consuming and hardito

The QA community has acquired training questions and cpomding correct answers
from past official question answering evaluations. One efgdfoblems researchers in ques-
tion answering face is the fact that the known correct ansets are not complete: i.e. for
many questions there exist other correct answers not paneainswer set. Moreover, an-
swers can be reformulated in countless ways. Another isdie iextent of the answer. Con-
sider the questionWhat is the longest river in the USThe extent of the answeMissouri
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River is considered appropriate for the TREC evaluation, whetha extent of the answer
“In the United States, the longest river is the Missouri Rivalithough perfectly reasonable
for human consumption, is not considered appropriate bg egaluation guidelines.

Furthermore, answer correctness is often considered toblogaay decision. In reality,
each answer may have a different degree of relevance to #stign, may be partially cor-
rect, may provide relevant and useful information to the esen if it does not contain all
the sought-after elements, or may have a different graityl@.g. anematoddas aworm,
but it is also annvertebrateand aranimal). Answers also have a time component which can
render them correct if the corresponding question is askedepoint in time and incorrect
if the question is asked at another point in time. For exantpkequestionWho is the pres-
ident of the United State$Might have a different answer every four years. In addition
time dependency, since question answering systems aretafted to work with data from
specific corpora (e.g. the Web or a particular local corphg)tuned techniques work better
on these specific corpora than on other document sourcestrahslates into a bias towards
finding more answers from some sources (i.e. text collesjicather than others.

Due to specialized applications and standardized evaluatnany question answering
systems are trained to perform well on questions from a@adati language (i.e. English)
and for particular domains. The questions provided by pR&QT evaluations are considered
to beopen-domaimuestions. However most of them are acquired from web logseftect
a main-stream pop culture interest, and are not more uniyodmtributed across domains.
Hence, in order to port them to other languages and domainsjdaerable effort is required.
Furthermore, resources such as WordNelt [82] and gazetteeesdifferent coverage in dif-
ferent languages and may have a strong bias towards UnieisStentric knowledge. Pro-
cessing tools such as parsers, part of speech taggers, med eatity taggers have different
error rates for different languages. Because of these @modlit is very difficult to use the
same perfected methods, tools, and expertise, and buiktign@nswering systems that are
successful in new environments.
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1.2 Statistical Elements in Question Answering

In recent years, learning components have started to pezr@egstion Answering [19, 106,
34]. Although the field is still dominated by knowledge-insé&/e approaches, components
such as question classification, answer extraction, angeangrification are beginning to be
addressed through statistical methods. At the same tirseareh efforts in data acquisition
promise to deliver increasingly larger question-answéaiskts|[38, 33]. Moreover, question
answering systems have been built for different languag&546] and domains — other than
news stories [137]. These trends suggest the need for pieadgistatistically based, easily
re-trainable, language independent question answerisigrsg that take full advantage of
large amounts of training data.

Statistical components in question answering require rraneing data than rule-based
and knowledge-based components, which rely more on geredsld expert knowledge.
Training data for question answering consists of questamtscorrect answer pairs in the
simplest form and also of known relevant documents, knowevaat passages, high preci-
sion pattern sets for specific answer types. Because of theasing need of training data,
and the cost and effort involved in manually obtaining itireat efforts in automatic data
acquisition for question answering are becoming more ancgroommon. For example, a
supervised algorithm acquired part-whole relations [88]¢ used in answer extraction. The
relations were based on 20,000 manually inspected semstamceon 53,944 manually an-
notated relations. The same research proposes a supealgeedhm [33] that uses part of
speech patterns and a large corpus to extract semantionslér\Who-istype questions and
builds an offline question-answer database. The datab#isenisised for answer extraction
within a more complex question answering system.

Training questions and answers provide the basis for stati€components in QA sys-
tems. The more similar the distribution of training quessias to the distribution of test
guestions, the better the systems perform. Currentlytiqueand answer datasets are small
and provide limited training data points for statisticaimqmnents. In recent resear¢h][70]
we have shown the viability of QA data acquisition from locaipora in an semi-supervised
fashion. Such efforts promise to provide large and densesdtd required by instance based
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approaches.

Several statistical approaches have proven to be suct@ssfnswer extraction. The
statistical agent presented in[18] uses maximum entrogyrardels answer correctness by
introducing a hidden variable representing the expectsdantype. Large corpora such as
the Web can be mined for simple patterins |106] corresponimgdividual question types.
These patterns are then applied to test questions in or@sttrtact answers. Other methods
rely solely on answer redundanc¢y [31]: high performanceenet| engines and large corpora
contribute to the fact that the most redundant entity is wdign the correct answer.

1.3 Question Answering in Specific Domains and Languages

Until recently, restricted domains were used in informatxtraction in order to construct
templates for specific actions and entities fulfilling sfiecioles. However, with recent
advances in question answering for the news domain, rdsarbave largely ignored issues
pertaining to building QA systems for restricted domaindeT2"¢ Annual Meeting of
the Association for Computational Linguistics (ACL) hassteml a workshop on question
answering in restricted domains, which took some prelimyirsteps in establishing basic
research problems specific to domains other than news ocityre.

When applied to technical domains [88, 107], question ansgéaces various problems
that are less prominent when building open-domain questiswering systems. For exam-
ple, in technical domains ambiguity in question formulatioight be greater if users are less
familiar with terminology and it is harder to generate foetigjueries. However, if queries
are built successfully according to the user’s need, thetkd potential for less ambiguity
due to the specificity of terms in technical domains, whichehalower average of meanings
at the word level — i.e. less interpretability.

Medical text collections are becoming increasingly laryg the number medical knowl-
edge resources is growing. Information retrieval and goestnswering([137] are starting
to address information access problems particular to #lig. fSemantic classes of expected
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answer types are very different for medical domain questibian for open-domain ques-
tions with answers found in news corpora:. For example disgaedication, patient symp-
toms, and treatment outcome are more frequent in the mettboahin. Recent research has
shown that current technologies for factoid question anisgere not adequate for clinical
questions[[92, 91]. Preliminary research in clinical gisestinswering has approached the
problem by exploiting domain specific semantic classes haddlationships among them.
Semantic classes are further used to find potential answdrsupport vector machine clas-
sifiers are employed to label the outcome: positive versgatne.

Since much of the evaluation of open-domain questions has tene using local cor-
pora consisting of news stories, an interesting study [Bé]yees different features between
scientific text and journalistic text. They argue that irdars such as structure, past tense
usage, voice and stylistic conventions affect the questiswering process differently in
these two domains.

Another domain to which people have started to adapt quesii@wering systems is
the genomics domain. Scientific documents in the genomigsadocontain different termi-
nology that may appear with its secondary meaning in openaitoresources. Differences
in meaning, which are often quantified in terms of differenceWordNet synset ids, may
result in different query content during document retricead different rules and models
for answer extraction. ExtrAns[1D7] is a QA system desigioeterminology-rich domains
which performs deep linguistic analysis and transformsidzents into logical forms offline.
Beyond the greater ambiguities in question formulatioddjteonal problems consist of par-
ticularities of text collections: document type, manuahatomatic annotations (if any), and
stylistic and notational differences in technical terms.

Monolingual question answering is an active field of redeaat only in English, but in
other languages as well. The Cross-Language Evaluatiam@ZLEF) is a forum in which
cross language retrieval systems and question answerstgnsy are tested for various Eu-
ropean languages. The CLEF QA monolingual task started @3 2@th three languages
and successfully progressed in 2004 to six languages: Dbtehch, German, Italian, Por-
tuguese, and Spanish. The evaluation was performed usireptitn language 200 factoid
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guestions which required exact answer strings and appedgign 10% were definitional
guestions. Also in recent years the NII-NACSIS Test Coitecfor IR Systems project
(NTCIR) has pioneered a series of cross-lingual and mogoahtasks[|35] for the Chinese,
Japanese, Korean, and English languages. These evatiat®hecoming increasingly im-
portant since they are encouraging portable question aimgywystems — both monolingual
and cross-lingual. Furthermore, the training data pravioiethese evaluations can be used
to improve the performance of data-driven question ansigesystems with statistical com-
ponents.
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CHAPTER 2

IBQA Contributions

Thesis Hypothesis: Question answering be done fully automatically, withoutuann in
the loop during testing and training. Such an approach cdy emly on statistical methods
and use only (question, answer) pairs as the raw data. It ssiiade for such an approach al-
low to rigorous component-level evaluation and moreowathsan approach would achieve
good performance, comparable to top systems in officialexans.

In this research we investigate the feasibility of an inséahased question answering
approach in which answering strategies are derived dyréatin raw data — questions and
correct answers. Can the performance of an instance-basexy€pem improve with more
data? Are confidence scores produced through such an appcoaelated with answer
correctness? What is the necessary quantity and densitgioing data required in order to
obtain meaningful answers to questions? What are the tis@emong human expertise, re-
sources, training time, and performance for such an appf&an a resource non-intensive
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statistical approach constitute a good basis for a QA systesily retrainable for different
languages and domains?

These are some of the questions we attempt to answer in gganeh. In the process
of presenting an instance-based statistical QA approachxamine some of the question
answering issues raised above (sedfioh 1.1) and proposefltarible solutions: maintain-
ing the probabilistic nature of answer types, learning guentent from similar successful
guestions, constructing answer extractors from clustiesslar questions.

We present a principled, data-drivenstance-basedIBQA ) approach to question an-
swering that learns multiple answering strategies diyefctim clusters of similar training
guestions. The IBQA approach obtains good performanceanithand definitional ques-
tions, comparable to the performance of top systems paaticig in official question an-
swering evaluations. More specifically, the contributiohthe instance-based QA approach
consist of:

e question clustering— under IBQA, question analysis and classification are baged
clusters of questions rather than based on answer/quégbieontologies. Answering
strategies are directly learned directly from these chgste

e multiple strategies— individual strategies are learned from individual clustef dif-
ferent granularity, scatter, and size. The relevance ofwachaster varies depending
on the question we are trying to answer. Since a hew quesdiorelong to several
clusters, multiple cluster-specific strategies are siamdbusly employed, each con-
tributing to the final set of answers.

e resource non-intensive- the core instance-based approach does not rely on resource
such as: WordNet, parsers, taggers, ontology, hand-copéthirations, and hand-
coded patterns. However, the approach is resource-fiigatlbwing external re-
sources to be incorporated into an instance-based QA system

o fully statistical — each stage in the question answering process is dataxdrive a
measure of the probability of success is directly incorfeatan the overall answer
score, rather than making hard local decisions.
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data driven — training question datasets dictate what question ckisterformed and
how accurate the answering strategies are when they aretefnrom these clusters.
The document corpora also directly influence what model$emmmed and what type
of questions can be successfully answered or not.

learn query strategies— from each cluster of training questions we automaticatty d
rive additional query content in order to focus and enhanegigs, and consequently
improve the likelihood of success of retrieval in the QA Ess.

question type independent— since training questions guide the answering strategy
learning process, the instance-based approach can bedpplimore than factoid
questions. Towards this end, we show experiments with diefiral questions.

domain independent— state of the art question answering systems employ domain
specific elements: rules, query enhancements, and hesttistt are highly dependent
on assumptions based on the content and format of questioihdada available. The
core instance-based approach does not rely on domain spEmiiponents and allows
the training questions and the raw data to shape the angysirategies.

language independent- the core instance-based question answering approadtt is la
guage independent and can easily be re-trained for individnguages. Although the
approach does not depend on language-specific resourcesnolahrparameter opti-
mization it allows the integration of language-dependealst: part of speech tagging,
parsing, and named entity tagging.

fast re-training — the IBQA approach fully trainable and is not based on hanttem
rules and hand-tuned parameters. This allows for fastiatg, which requires min-
imum human effort.

scalability — depending on the clustering algorithms, the size andilligton of the
training dataset, an instance-based QA system that fupjoess all available strate-
gies can be very slow. By selecting a small number of stragegccording to confi-
dence scores, we observe a limited overall performanceadagon.
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CHAPTER 3

An Instance-Based Approach to Question Answering

Traditionally, researchers have developed question amsgveystems by observing large
sets of similar questions and constructing sequences offgpearefully implemented steps
designed to lead to correct answers. The initial approachesisted of observing the most
frequent types of questions and focusing on devising a ipipelf models to analyze the
questions, retrieve good documents, extract answersinguttkem, and presenting them to
the user. This process is typically tedious and involvegige in crafting and implement-
ing these models (e.g. rule-based), utilizing NLP resajraad optimizing every stadger
every question typthat occurs frequenﬂy Several systems have started to employ statis-
tical models for each stage in this pipeline and have alstest@o improve the feedback,
interface, and control among these modules. However, ibes@ll a high degree of com-
plexity required in tuning these systems, tailoring thermoTREC/CLEF domains, English
language, and making sure that multiple strategies (isangly more common) are selected
and ordered as close to optimal as possible.

Imost systems are still optimized for TREC and CLEF quesiipes
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32 CHAPTER 3. AN INSTANCE-BASED APPROACH TO QUESTION ANSWERGN

To fill this void and to provide a more robust, adaptive baselive require a data-driven
approach, capable of taking advantage of this mechanisnch Swata-driven approach
should attempt to automate the question answering prosess/hole, by allowing different
datasets of training questions to guide the learning psoceterms of retrieval, extraction,
and answer generation — i.e. the critical stages in a QA ipipel

Clustering
Training Questions Relevant Clusters

Sy | 2
w&af‘) C;

@ training question
test question

Figure 3.1: Training questions are clustered accordingotoescriterion and shown in a
bi-dimensional projection of the multi-dimensional fe&tspace. Test questions are also
represented in this space. Relevant clusters of similastopres are identified and their cor-
responding models are applied in order to find correct arswer

We propose amstance-based, data-drivéilBQA) approach to question answering. We
adopt the view that strategies required in answering newgtoues can be directly learned
[69] from similar training examples: question-answer painstead of classifying questions
according to limited, predefined ontologies, we allow tiagndata to shape the models and
ensure they are capable of answering new similar questitowgards this end, we propose
clustering training questionsin order to learn more focused models. Answering strategies
consisting of answer models, query content models, andeiidn models are learned di-
rectly from each individual cluster of training questioiie.answer new questions, multiple
clusters are identified as relevant and their corresporatisgvering strategies are activated.
In order to maintain a general, accessible approach, wgmssiour framework to be com-
patible with existing components of question answeringesyis — e.g. QA ontologies, query



33

types and query processing, answer extractors, and anssvgimm methods.

In this chapter we describe the general IBQA framework amyige a high level de-
scription of the relevant stages/components. This framlevatlows different component
implementation using various methods and algorithms. Heedocus on defining the stage-
specific tasks and providing an overview of the IBQA framdwom future chapters we
discuss specific component and end-to-end implementation.

Consider a multi-dimensional space, determined by feat{gg. lexical, syntactic, se-
mantic, surface form) that can be extracted from questibnthis feature space we project
the training questions, representing each instance asagdatt (vector of feature values).
In this space, we cluster the questions (Fiduré 3.1) withpilm@ose of obtaining sets of
training data that are more homogeneous and from which wdezan useful answering
strategies. If we use all the training data and attempt tanleae answering strategy, the di-
versity of questions and possible approaches is overwhglniihrough clustering, the goal
is to reduce this noise and provide datasets of similar gpresthat may be processed in a
QA system using a cluster-specific, dedicated answeriagesly.

In this multi-dimensional space, features can range froticdd n-grams to parse tree el-
ements, depending on the available processing tools andalsnplementation complexity.
Test questions are also represented in this feature spdceluster relevance is computed
as the distance to individual cluster centroids. Althougthis work we show several meth-
ods for implementing feature extraction and clustering,itfstance-based QA framework is
independent on the type of clustering and on the dimensioosan: e.g. semantic represen-
tation, syntactic representation, surface form repregiemt, user profile, question statistics,
corpus statistics, topic, question source etc.

An alternate way to view the IBQA approach is as a neareshbeigclassification using
clusters of training questions as the test question’s maidiood. Clustering allows us to
overcome the sparsity of the data and to acknowledge tHateililt clusters of similar train-
ing questions capture different aspects of the test questioother words many questions
can be similar, but they can be similar according to diffecemensions. Simultaneously ex-
ploiting different types of similarity is key to generatingultiple strategies and using them
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to attempt to answer the same question in many different ways

resource training
question fuestian
ontology clusters

Figure 3.2: Classification according to a question ontolagngus classification according to
a set of clusters in the training data. For a new questiontipheliquestion types (ontology
nodes) correspond to multiple clusters. The use of ansgaetirmtegies corresponding to
different clusters is equivalent to the use of answeringtstiies corresponding to different
ontology nodes.

From a more traditional perspective, clusters can be thioafghs question types (Figure
B.2). These question types are derived dynamically baseihatarity. They can also have
different granularity and they are not required to be digjei as is very often the case in
guestion type ontologies. This view is similar to a questiatology except cluster overlap
is allowed. Moreover, a question is assigned multiple tfpesbelongs to multiple clusters)
and these types can be of varying granularity.

Under the instance-based QA approach, clusters may diffgranularity, number of
data points, and scatter. When a test question is similaatoing questions according to
several clusters, multiple answering strategies are gredi¢FigureC313), each producing
a cluster-specific answer set. These answer sets are thgedanand an overall answer
set is generated. We train an overall answer generation Inttatecombines evidence from
individual sets and clusters the answers based on spegifype, frequency, and confidence.
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Figure 3.3: Multiple answering strategies are activatedcomitantly depending on test
question similarity to training questions. An overAlhswer Generation Mode$ learned
from the training data in order to merge individual answes peoduced by cluster-specific
strategies, compute the final confidence scores, and gerikeatinal answer set. Note that
these strategies are based on heterogeneous clustezseatiffizes, granularities, cohesive-
ness etc).

3.1 Answering Strategies

Most question answering systems are implemented as ampepghere different stages suc-
cessively process data. However, for each stage in the Q&lipgthere is a variety of
methods that can be employed. Each method typically hasréiff parameters, needs dif-
ferent resources, and may produce answers with differemiidences. These confidence
scores may not be comparable across methods. We will rekectmplete combination of
components at each stage in the pipeline aareswering strategyln most of today’s QA
systems, amnswering strategyconsists of the following components:

1. question analysis— produces an expected answer type, extracts question keywo
and analyzes the question. Part of speech tagging, parsémgantic analysis and
additional processing are sometimes used in questionsieaaly

2. retrieval — specifies what query types and what query content yielddsglected per-
formance. Very often QA systems manually pre-specify thergitype and additional
content according to the question and answer types idehé@fdier in the strategy.
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3. answer extraction— specifies how answers are identified from relevant docusnent
Answer extraction methods range from rule and patternébaséactors to hidden
markov models (HMM), maximum entropy, and support vectochia@e-based extrac-
tors.

When applied to a new question, an answering strategy pesdke question text, re-
trieves documents and extracts a set of possible answetge tase when multiple strategies
are simultaneously applied to a new questionaaswer mergingcomponent is employed
to combine answers and confidences into a final answer set:

4. answer merging— combines the answers obtained through multiple answetratg-
gies (stages 1-3). Multiple occurrences of the same answieditferent confidence scores
are combined. Note that the answer merging component ischally part of any specific
answering strategy.

Table[3:1 shows two simplistic strategies for the questM#hén did Mozart die?”. In
realistic scenarios the question analysis component pegdonore information than just an
expected answer type, several queries are generated exgctodore-specified types, and
various processing is performed before answer extraction.

As the first stage in answering strategies, most questiomexirgy systems employ ques-
tion ontologies. These ontologies combine expected angyes (date, location etc) and
guestion typeskirthday(X) nickname(X) constructiondate(X) etc). Consider again the
guestion “When did Mozart die?”. Depending on the desiresirem type granularity, this
guestion can be classified ateaporalquestion, demporal::yearquestion, or more specif-
ically as atemporal:.year::deathyear question. Each classification may lead to an entirely
different answering strategy. Existing systems considen@r types ranging from simple
answer type sets and QA specific ontologies to semantic megvgnich as WordNet, which
provide better coverage and more specificity. However,etloedologies are very restric-
tive and only take into account the answer type, disreggrdurestion structure, or domain
knowledge.
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Question When did Mozart die?

QA Stage Strategy Sy Strategy Sy
1) analysis (answer type)temporal expressiontemporal::date::year
2) retrieval (queries) e when mozart die | e mozart die biography
e mozart died death
3) extraction (model) e rule-based e HMM
e SVM extractor

Table 3.1: Answering strategi€s, and Sg use different answer types, different queries,
and different extraction methods. These strategies mayehergted by two different QA
systems or by a multi-strategy question answering system.

The retrieval component f&fz is based on a more complex model the model used by strat-
egy Sa. The Sp strategy expands on the question keywords, whileXhestrategy does
not. The extraction methods fét, is a combination of a rule-based extractor and an SVM
extractor, while the extraction method {6 is HMM-based.

The instance-based QA clustering approach [69] is in soseeets similar to ontology-
based approaches. Under IBQA training questions are chastecording to different simi-
larity criteria such as shared number of n-grams (contigusaguences of words), semantic
similarity, and same answer type. Compared to fixed ontegghis approach is adaptive to
training data, is language and domain independent, andstbwerlapping types (clusters)
that do not have a hierarchical relationship. Fiduré 3.2wstbe relationship between ontol-
ogy and clustering-based approaches for QA as they arems@@stion analysis (stage 1) of
a QA process. If clustering is performed at different granties, each cluster corresponds
to an ontology node. Thus, individual answering strategiesbuilt for different clusters,
rather than different ontology nodes.

The clustering approach allows each component in an ansgvstiategy to be learned
only from i) training questions and ii) their known correctsavers. Therefore strategies
are learned for individual clusters, using correspondingstjons as training data. The re-
trieval component learns which queries and query types hagle performance when run
on in-cluster training questions. The answer extractiangonent is trained on correct an-
swers for all in-cluster questions. Finally, the answergmay component considers cluster
statistics, retrieval performance, extraction perforogarand merges answer sets produced
by answering strategies.
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If there is sufficient data for learning (i.e. sufficient nuentof questions), the more
clusters of training questions a QA system generates, thie amswering strategies will be
applied to new questions. However, while QA performance magease with additional
answering strategies, so will the noise (e.g. from irred\@dusters) and the time it takes
to actually run these strategies. Our goal is to allow theterice of multiple cluster-based
strategies, but only select a set of clusters associatdtketsttategies most likely to lead to
high performance. For document retrieval, high perforneatnanslates into high recall of
relevant documents. For answer extraction, high perfoomanrresponds to a large number
of correct answers being extracted.

Queries learned by different strategies often lead to sditteesame relevant documents
—e.g. the querieghe first aria composed Mozéns. “aria Mozart may lead to an overlap
in their retrieved document sets. If a strategy alreadyddadhe retrieval of a document
d;, subsequent strategies will not benefit if they retridvagain. Therefore, each strategy
selection depends on thel previously selected strategies.

G
C, answering
strategy _ ;
i @ train Answer Set,

. |__Query Content Model

* test Answer Model
question =} [

Rank Conf. Answer
1 0.67 Paris

}
) i—>| 2 054 Europe
] 3 02 France

[ Extraction Model

Figure 3.4: From each cluster of training questions (€Jg) an answering strategy is de-
rived in order to help answer similar new questions. Speaiftzlels are learned directly
from training data in individual clusters: Query Content Modelan Answer Model and
an Extraction Model These models are jointly employed to answer new test quresstind
produce corresponding answers.

Figure[3:% shows a test question and several answeringgtatconstructed directly
from clusters that include it. As specified above, a strateggning from training questions
involves several steps: learning the distribution of thpested answer type, learning the
structure and content of queries, as well as learning howtia& the answer. Although
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present in most question answering systems, these stepenrstatic, manually defined, or
based on limited resources. In the instance-based appraacmswering strategy consisting
of cluster-specific models can be fully learned. Under th@ABramework, we package the
main components of each strategy as well as the answer rgestage into four generic

models whose implementation depends on individual QA syste

1. theAnswer Model A; learns the cluster-specific distribution of answer types.

2. theQuery Content Model 4; is trained to enhance the keyword-based queries with
cluster-specific content conducive to better documeniekett. This model is orthog-
onal to query expansion.

3. theExtraction Model ‘E; is dynamically built for answer candidate extraction, by
classifying snippets of text whether they contain a coraastwer or not.

4. theAnswer Merging (also refered to as “Answer Generationt) learns from train-
ing question/answer pairs to combine answers and confidecares from different
strategies.

Under IBQA, each of these models can be implemented using rddferent meth-
ods. By propagating and processing the training questindgteir known correct answers
through each of these models, we construct an answeringgyraThus, specific models
are built on the assumption that the original training goestare similar and therefore can
be answered using a single shared strategy, which we arapitgy to learn. Since this
assumption may not be true given a particular cluster, wetcoct different strategies for
different clusters to increase the likelihood that one efdtrategies can produce correct an-
swers with high confidence. The goal is to obtain high confidestrategies from clusters
that do match our assumption and low confidence strategiasdtusters that do not.

3.2 Scalability: Multiple Strategies & Strategy Selection

In the past few years, an increasing number of question aimgyvgystems have started em-
ploying multi-strategy approachdbat attempt to complement one another when searching
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for answers to questions. These approaches sometimeséngiultiple question classifi-
cations, several retrieval approaches, multiple answigaeors, and different data sources.
Question answering performance is often presented witlencontext of official evalua-
tions where systems are processing batches of questiomsaiime constraints. However,
in real-life scenarios, only a limited number of these sfy&s (component combinations,
parameter settings, etc) can be fully explored. In theses;dke trade-off between perfor-
mance and problem complexity (and indirectly response)tireguire careful selection of
answering strategies such that performance is optimizearding to realistic constraints.

In this dissertation we closely examine individual stagesn IBQA answering strategy.
For each of these stages, we also investigateresmvering strategy selectididl] approach
that directly addresses the performance-complexity tadfieVe apply this selection strat-
egy to our statistical, instance-based question answeyisigm to explore the scalability of
our IBQA framework. We investigate the benefits of a prinetpstrategy selection method
when applied to the main components of a QA system: docune¢tgval, answer extrac-
tion, and answer merging (i.e. overall QA performance). dexpents show that by carefully
selecting less tham0% of the available answering strategies, no significant perémce
degradation is observed. Moreover, we integrate a clirsteed confidence scoring method
with an answer merging component and observe significarstigueanswering performance
improvements.

When considering the overall answering strategy perfoo@aone has to examine the
pipeline relationship between retrieval and extract/aB] @nd test the correlation between
improved document retrieval performance, improved eximacperformance, and overall
QA accuracy. In our instance-based approach we incorpogtiteval and extraction confi-
dence scores into our answer generation model.

Several practical approaches have been developed to dimthei complexity of the
guestion answering process. The SMU system [42] and laget@C systeml]86] incorpo-
rate feedback loops between components of their questeweaing system. The CMU sys-
tem treats the QA process as planning problem, formalizieghotion of feedback. Several
other QA systems using statistical componehts [18] 93, i@@pduced multiple answering
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strategies that can be used simultaneously and their sesartbe combined. Furthermore,
when answering complex questions,|[40] argue for a muiléitsly approach for question
processing, extraction, and selection.

The strategy selection problem is closely related to ad&éaening, which explores the
trade-off between performance and cost. While active lagralgorithms suggest data for
labeling by minimizing the expected errdr [109], in the devb of strategy selection, the
goal is to reduce QA complexity by limiting the number of aesiwg strategies while not
increasing the error of the QA process.

IBQA Components

In the following chapters we describe individual composeasftour instance-based question
answering approach in detail and present experiments antts@t component level as well
as at system level.

In chapteiC¥ we introduce evaluation metrics and methodologindividual QA com-
ponents. Chaptél 5 reviews several clustering methodsiandsses their applicability and
usefulness to question clustering. Chapler 6 discussksatif methods for modeling the
expected answer type and perform ontology-based claggficar cluster-based classifica-
tion.

Once an expected answer type distribution is identified nwestigate retrieval methods
for IBQA (Chaptel ) as well as experiment with different guexpansion techniques. We
show their cumulative benefit and we also introduce an auftditicluster-based expansion
method. When query strategies are learned, we retrievenugais that are more likely to
be relevant. Chaptéi 8 discusses different answer exarat#thniques and presents experi-
ments using three methods. The third answer strategy mbeéednswer merging/generation
is presented in chaptgr 9.



42 CHAPTER 3. AN INSTANCE-BASED APPROACH TO QUESTION ANSWERGN



CHAPTER 4

Evaluation Methodology

One of the strengths of the instance-based question amgyvapproach is the ability to
test and analyze the performance of individual componemtéisraodules under different
conditions. Rather than only presenting overall systenfop@ance with certain parameter
settings, we investigate in-depth component-level paréorce. Every part of an answering
strategy can be evaluated individually using differentnstand according to different crite-
ria. In-depth experiments can offer a better idea of modaistness, can uncover bottleneck
components, and may provide a better understanding of titdgm complexity, such that
better design and implementation choices can be made.

In the remainder of the chapter we will describe the evatumathethodology for indi-
vidual IBQA components and also for the end-to-end instérased system. Together with
each component description, we also present focused Iggatienents and local component
performance. These experiments also uncover how erropagabe in successive modules
in the QA pipeline and explain the overall end-to-end penfance (chaptdr_10). Before

43
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we explore in detail the instance-based QA framework, ireotd understand how each
component is evaluated, the following sections providendagessary background into eval-
uation methodology, evaluation metrics, and componerghi@nswer modeling, document
retrieval, answer extraction, and answer merging) catefisuccess.

4.1 Metrics Used in Question Answering

In recent years, the TExt REtrieval Conference (TREC) emvitent[[125] has been a stan-
dard evaluation forum for measuring the performance of tipreganswering systems. This
annual evaluation has focused the discussion of how to me#seisuccess of a QA system.
In general, the following are metrics employed in factoi@sfion answering evaluations:

e Percent Correct— (same as Accuracy) for each question, only the first, higgoesing
answer provided by a QA system is considered. Percent ¢oefecs to the precision
of a QA system over alV questions. This is a special case of a system making a binary
decision whether there is a correct answer in theifogandidate answers proposed by
a system.

M =

1
Percent Correct % -
i=1

wherec(A;;) is an indicator function which takes the valuef the first answer to
guestion®); is correct and the valugif the Ay; is incorrect.

e Percent Correct in TopK — a question is answered successfully if there is at least one
correct answer in the tof’ answers provided by a question answering system. The
overall system score is the average precision of all questio

WE

Percent Correct £NO Y (e(Ain) Ve(Air) V- Ve(Aik)) (4.2)

i=1
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e Mean Reciprocal Rank (MRR) — probably the most widely used metric, it computes
the average reciprocal rank (RR) of the first correct ansaregdich question. Usually
only the top5 answers are considered when scoring each question — if shedirect
answer is not in the top five answers, the RR for the question is

1 & 1

N Z first correct answer rank
i=1

MRR = (4.3)
MRR captures correct answers that are in the top five. Whéeatbighting scheme
has been questioned before (e.g. the second answer is sigynead .5 score), it is
still widely used and very useful in evaluating questionvegrsng performance.

e Confidence Weighted Score (CWS) measure combining the percent of correct an-
swers and the confidence of the system in its scoring methaésti@ns are ordered
according to confidence in their corresponding answers.

N 7
! 3 > j—0 (A1)

i=1

(4.4)

CWS measures a combination between the average objectioempance of the sys-
tem and the quality of the confidence of the system in its arswBvo QA systems
that answer a set of questions with exactly the same ansyedrsrder the questions
differently may obtain different confidence weighted score

Within the TREC evaluation mean reciprocal rank was one ®ftrlier scoring metrics
and is still used to report QA performance. It has the adgntd incorporating informa-
tion about the rank of the first correct answer from all questiinto a single performance
score. The main drawback is the function used to estimatetility between two ranks —
I.e. should a rank two answer be assigned half the score oravfkeone answer? MRR was
used for several years even though some researchers padaplsear function. This weight-
ing scheme also encouraged systems to focus on obtainingct@nswers with rank one.
Confidence-weighted score and percent correct have beemnnexently frequently used to
characterize the performance of QA systems and disregaslipe correct answers unless
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they have rank in the answer set. The CWS metric also encourages systenenevaje
scores that correlate well with the actual system perfooaan

While there are types of complex questions (e.g. questibasrequire inference or
combining answer from multiple documents), that may hawveeob answers in the form of
factoids, several types of non-factoid questions questiequire more involved answers. For
example definitional questions such &gHat is thalassemid?r “Who is Desmond Tutu
may require answers that are longer than simple factoidsutexample, Desmond Tutu is
a Nobel Peace Laureate, an archbishop, a South African, enwgheology, a professor
(dean), but also an author and a husband. These bits of iafammcan be incorporated
into a huge number of correct answers formulated diffeyei@uestion types such as FAQ,
how-to (e.g. How is the process of fusion applied in practitgand why-questions (e.g.
“Why did North Korea decide to pursue a nuclear prograna®e very difficult to answer
and certainly require more involved reasoning, processing verification.

The following metrics can be used to evaluate the performandefinitional (and other
complex) questions. They assume that several text segifeatiesd nuggets) are identified
as beingelevantand can be used as features to precision/recall-basedmdelevance of
textual nuggets is measured against a set of textual 'kaysgjdets themselves) known to be
correct. In an earlier example we considered the questidnd'is Desmond Tutli?For this
example, the the answer nuggedschbishop, “ Nobel Peace PriZe and “author’ would be
considered as relevant since they reflect defining aspethte @uestion’s target, Desmond
Tutu. These nuggets are part of a larger set of known releuaggets. Precision and recall
are measured over these senofjgets(text snippets), assumed to collectively capture the
correct answer set for a question. The commonly used metricbased on the fraction of
correct nuggets captured by a system’s answers as well atearsy answer precision:

e Nugget Recall- simple recall is a very good measure of what fraction of riggre
covered by the top single answer. If the answer size is lof(igeg. 50 words), nugget
recall may be a reasonable measure.
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e Nugget F-measure- used in evaluating definitional questions, nugget f-mesaisua
metric that combines precision and recall using a weighggthbnic mean [120]

(B2 +1)RP
3?P+ R

where/ is a parameter signifying the relative importance of piieaig’ versus recall

R. In past TREC evaluations/@aparameter that emphasises recall over precision has

been used (i.e. 3-5 times more), with the goal of capturinghasy of the relevant

F-measure= (4.5)

nuggets as possible, at the cost of lower precision.

e Rouge— automatic evaluation metric based on n-grams and defindgeirtontext
of text summarization that compares a new answer with egjseference answers.
However, in order for Rouge to be useful, several re-fortnte of reference answers
need to be created [133]. Also, since this method is n-grasadyaa drawback is that
reference answers need to be longer to capture higherdey@ms. Originally, Rouge
measured the overlap overlap between automatic summaaediflates) and manual
summaries (reference), at n-gram, or word-level. For guestnswering, the known
correct answer nugget set is the reference and the systednqa® answers are the
candidates. Since it is not a standard QA measure, we wills®Rouge in this work
— for more details about Rouge in question answering, pleHseto [133].

e Keyword Overlap — several rough automatic metrics based on weighted keyword
overlap matching have surfaced, they attempt to adapt fde@smachine translation
(i.e. Bleu [96]) and summarization (i.e. Rougel[65]) to gimsanswering. Most
notablyPourpre [66] is based on the assumption that the fluency criterionachine
translation does not apply to question answering, hencgala¢ has to be measur-
ing the adequacy - summing unigram co-occurrences betweggets and system
responseQaviar [13] computes the recall against the stemmed content wartg-
man generated answer kayuggeteer[80] is a similar metric that is perhaps better
suited for error analysis and also allows expandabilityredveer keys, and easier in-
terpretability of scores.
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e N-gram Co-occurrence— for FAQ type questions [110] the goal is to find segments
of text (e.g. paragraphs) that overlap as much as possiltekiwown FAQ answers
(truth). The more overlap they have, the better the retderreswer segment is. How-
ever, for definitional questions, measuring relevant nuggerlap is a better measure
than comparing answers to a long narrative reference (eegmbnd Tutu’s biogra-

phy).

Several approaches to defining nuggets have been propasdefifational question an-
swering. However, automatic nugget-based metrics atgstiblematic. The first issue has
to do with nugget relevance — i.e. not all nuggets are equealgvant to the question. For
example, in most contexts the fact that Desmond Tutu wasbhandshould not be as impor-
tant as the fact that he was archbishop This can be seen as an information gain measure,
meaning that we aim for a large decrease in entropy when ac@nswer nugget is known.
This observation led to the division of nuggets inital andokay. Although this division
is artificial and does not fully quantify the relevance ofiindual nuggets, it attempts to
differentiate between critical information and usefulkimhation, in the context of TREC.

Another problem with nugget-based evaluation reflects argeneral problem with us-
ing answer keys to evaluate system performance. The cavefagnswer nuggets is very
low, especially when taking into account variations in aae-form. This means that given
an answer nugget of a certain form (e.dNobel Peace Laureatgand a system answer of
a different form but near identical meaningN@bel Peace Prize Winnkor “Nobel Peace
Prizée’), a rough fully automatic method would conclude they arféedent. Although there
are methods that also take into account nugget-answerapveriterms of constituent n-
grams, semantic overlap, and morphological variatiors utary difficult to overcome this
problem. Currently NIST uses human assessors to evalufitétioeal questions for offi-
cial TREC runs. Clearly, further refinement of nugget defmitand automatic evaluation
methods are required.
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4.2 Component-Based Evaluation

Very often, question answering systems present a singldéauperformance score over a
certain dataset. This type of performance, however usefubt very revealing of what al-
gorithms, implementation details, data sources, and reesuare responsible for that result.
Typical question answering systems are intricate, comptétwvare engineering endeavors
that bring together several fields such as natural languampegsing and machine learning.
With different QA systems implementing some of the samerédlgms and using some of
the same methods for question analysis, document retri@waler extraction, and answer
merging, it becomes necessary to identify the particulanmmnent or resource that is re-
sponsible for significant performance improvements. Soesearch systems have already
started to build QA platforms that are open to error analgsi component-level investiga-
tion. The Javelin CMU system [93] was the first to implemerdlaust, modular architecture
that accommodates all the traditional QA pipeline comptsiemd also planning, reasoning,
verification, and user interaction.

Our instance-based approach implements a modular arthigess well, allowing component-
level evaluation. Because of its data-driven nature, @ alscommodates a greater level of
component-level training for different datasets. We itigege each componentin our IBQA
pipeline and perform component-level experiments usingcased dataset consisting of
temporal questions from TREC evaluations. This offers aparhdataset feasible for in
depth local evaluations. We experiment with different ey parameters, and resources
and evaluate performance for question clustering, doctireéieval, answer extraction, and
answer merging.

4.2.1 Answer Modeling Component

In the context of question analysis, answer modeling plag<titical role of identifying the
characteristics of the expected answer. The basic taslkaisalyze the question and provide
an expected semantic answer type. In most systems, docueteeval, answer extraction,
and answer merging heavily rely on the expected answer tyfoetis their methods towards
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finding a correct answer of that particular type.

Under IBQA we argue for the need of answer type distributiamd we perform local
experiments to test the hypotheses that i) answer typehdisoms help, ii) even the sim-
plest answer type distribution generating method impravigls more data (or alternately,
performance does not decrease by considering more simikstigns), and iii) similarity
weighting improves the answer type distribution method. alguate the answer modeling
component using several measures of divergence (cosinkisiyn KL distance, JS dis-
tance, andy? between the generated expected answer type distributibthartrue answer
type distribution. We also argue that cluster-based 8istions have a better chance of tak-
ing advantage of question similarity. However, the samehogktan be applied to question
answering ontologies or answer type sets by computing tbleatility of an answer type
occurring given a test question and a specific cluster oflarrguestions.

4.2.2 Document Retrieval Component

Most question answering systems directly or indirectly Eaym@ search engine for the re-
trieval of relevant documents. Sophisticated retrievahponents in QA consist of query
building mechanisms that take question keywords and exgi@em through morphologi-

cal and semantic methods. The queries are then structuce@xganded with question
type-related content and then run through a retrieval engim a local corpus or on the
web. Measuring retrieval performance in question answegimes beyond rank and preci-
sion computation. We define a document to be relevant if itaina a correct answer in
a correct context. For practical considerations we relaxcibrrectness definition to docu-
ments that contain a correct answer, regardless of coriteite case of retrieval under the
instance-based framework, we are interested in obtaiellegant documents with high den-
sity. Relevance ranking is only important for experimenithwonstraints on the number of
documents, thus ensuring that a relevant document is alwalge top documents retrieved.

We evaluate the impact of several different query expansiethods on our IBQA sys-
tem, both individually and additively. In particular, weeanterested in evaluating the im-
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provement in relevant document density of query expansietihads over simple keyword
based queries, in the context of our instance-based agpride compare synonym expan-
sion, inflectional form expansion, and a cluster-based rsipa method that we introduce
in section”ZB. To take advantage of all of our limited QA dal&@ experiments using the
cluster-based query expansion method were performed lesiig-one-out cross validation.

Improved retrieval in question answering is critical sotthather modules in the QA
pipeline, especially answer extraction, have sufficieedindant) text segments that contain
correct answers appearing in various contexts. Therefmanore relevant documents are
retrieved by the IR component, the higher the answer redlllbe/— i.e. the more likely it
is for the correct answer to be extracted and supported Bréift contexts.

Since the instance-based approach is data-driven, we Wikeltb be able tautomati-
cally add relevant content to queries that can help improve vaineerformance. To that end,
we also evaluate several feature selection methods indilhdand cumulatively. Feature se-
lection identifies content that has the highest potentialrfgproving a query. A desirable
property of feature selection specifies that the score &sdcwith each content feature
should be proportional to the actual retrieval performance. precision of the improved
qguery. For example given the quemnbdzart dig, it can be argued that the content feature
“biography should have a higher score (likelihood of improving reteh than the content
feature ‘thocolaté. Another desirable but not necessary property is coligabetween
rank and performance. For our IBQA implementation, we itigese the performance of
various methods as a function of the number of documentevett. While this is also a
measure of the intrinsic relevant corpus density and of pleeific question set used, it also
ensures the generalizability of our query expansion method

4.2.3 Answer Extraction Component

The central component in a question answering system isarestraction. The goal of the
extraction stage is to identify potential answers in rugrtext and score them according to
how likely they are to be correct. The running text consistdacuments or passages that
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have been retrieved by the previous stage in the pipeline aBsumption is that at least
part of the documents given to the extraction componentedegant — i.e. contain a correct
answer.

We experiment with three different extractors: proximittractor, pattern-based ex-
tractor with automatically extracted patterns, and alsih @isupport vector machine-based
extraction method. These extractors are trained for TREi&questions. We evaluate the
extractors using the mean reciprocal rank and correct irktoyetrics. While both metrics
offer an aggregate numeric score based on the several toygiemghe TopK metric is more
relevant for the extraction task.

Broad context complexity coverage is a property of the rasudzents or passages pre-
sented to the answer extraction that is difficult to quardifigd measure. If different answer
extractors are exposed to correct answers in various dsntéry increase the likelihood of
extracting at least one such answer. Towards this end, theva stage employs various
guery expansion methods to obtain correct answers in diffecontexts. Simultaneously
using multiple extraction methods, each with its own bi¢s) ancreases the chance of iden-
tifying correct answers in different contexts.

For each extraction method employed, we evaluate answexcgat performance as it
varies with cluster size and cluster specificity. Lower aaatity clusters often do not have
sufficient data to support learning of high precision modals at the same time clusters that
cover a large fraction of the training data may be too broadesflons under such clusters
tend to to have little in common with each other and theref@eecannot learn a strong
cluster-specific strategy from them. Certainly, this is aguarantee that clusters that have
sufficient number of questions and have a moderate degrémitdrsty will generate strong,
generalizable strategies.

These extraction experiments are performed under idealitons, where the answer
type are already known. The noise is reduced by filteringeses using potential answers
of the appropriate answer type. In a typical QA system nasegiments of text that are of
the appropriate answer type will be selected and more nalseenntroduced with potential
answers that are not of the correct type, but which are cersitby extractors. However, it
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is necessary to create these conditions so that errors fregquiestion analysis and document
retrieval do not propagate, in order to test answer extragierformance. We evaluate the
performance of individual answer extractors under difiei@nditions, independent of the
rest of the QA system. In chapter]l10 we integrate the answeaaar and evaluate the
ensemble of all the components of our instance-based system

4.2.4 Answer Merging

The simplest question answering system structure doeseqgoire an answer generation
component. Answers are presented to the user as they aaetexitifrom text. However,
through answer clustering and merging, QA systems may ldrafi answer redundancy,
answer granularity, and quality of answer extraction ireottd formulate complete answers,
score them appropriately, and achieve a high correlatidwd®n answer correctness and
answer confidence.

The instance-based approach, similar to most questioneaimgysystems, incorporates
an answer merging component that attempts to combine rauitiptances of the same an-
swer and also combine their confidence scores. Althoughiohthl answer extraction scores

are very relevant, multiple instance support often bodwstores of correct answers, effec
tively modifying the ranking produced by answer extraction

A straight-forward evaluation for the answer generatiomponent is measuring the per-
formance of the system with and without (baseline) usingvangieneration. The higher
the performance gap, the more useful the answer generasiopanent is to the question
answering process. An intermediate step is to measure ttfiermpance after scores are
normalized but before answers are clustered. This proadietter insight into system com-
ponent behavior.
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4.2.5 End-to-End Evaluation

On of the main applications of this work is to provide a flegiblrainable QA system for
factoid question datasets. Current system building intipreanswering generally requires
many expertise, annotation, data, and considerable ingslation and parameter tuning.
Providing an approach that is comparatively simpler to enpnt and that can automatically
adapt to different datasets could be viewed as startinganmiuch higher baseline and with a
more principled system with comparatively less effort. Brer, strong factoid QA systems
are the basis and the building blocks for constructing dgoestnswering systems capable of
answering complex questions: i.e. list questions, quiestibat require reasoning, scenario-
based questions etc. A strong and robust factoid questiswering system would allow
researchers to focus more on harder question types andigssameter tuning, rule-based
components, local component engineering.

We evaluate our IBQA system on a set of several thousand cxpmaitﬂ factoid ques-
tions from TREC evaluations (TREC-8 through TREC-13). Every y#da National Insti-
tute of Standards and Technology (NIST) has created a dathapproximately00 ques-
tions taken from real web logs of actual human-posed questi§ince the instance-based
approach is data-driven, it requires some degree of recoyda be able to train cluster-
specific models. We use web documents as the underlying dateessince they provide a
higher degree of redundancy and variability in answer cdateompared to local corpora.
Once built, these models can be used to answer new questibose supporting documents
are drawn either from the web or from local corpora.

For each of the TREC factoid questions, a set of answer patiarthe form of regu-
lar expressions is available (thanks to Kenneth Litkowskhese regular expressions were
generated through answers extracted from the AQUAINT cgrpad although they do not
fully correlate with current web answers they still conggtan appropriate platform for a
automatic evaluation of factoid questions. The AQUAINTmus consists of newswire text
data in English, acquired from three sources: the Xinhuas\&svvice (People’s Republic of
China), the New York Times News Service, and the AssociatesdPNorldstream News Ser-

Imostopen domairQA work has been done on collections of news stories.
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vice. It was prepared by the Linguistic Data Consortium ()D& the AQUAINT Project,
and was used in official NIST’s question answering yearlychemark evaluations. An exam-
ple of a problematic evaluation using these regular expesss the question;Who is the
current heavy weight champioh?The AQUAINT corpus covers an earlier period (1999-
2000) and answers extracted from it may not be accurate ageto Therefore, matching
a pattern created using the AQUAINT corpus on an answer artldrom web-documents
will not necessarily provide us with an accurate evaluatiBlowever, for most questions,
these patterns work very well regardless of the corpus thears come from.

We use the MRR and Top5 scoring metrics for the overall sygterformance and we
experiment with different training set sizes and consitierdluster size effect over IBQA
performance. We investigate whether performance doesaserwhen more training data
is provided, analyze the type of training data required, disduss conditions under which
saturation may occur.

Another issue closely related to system performance isd@®@& acquisition. Statisti-
cal systems rely heavily on available training data. Inipalar, the IBQA system requires
guestions and corresponding correct answers as the basjadstion clustering and learn-
ing cluster-specific answering strategies. We evaluat€)@®udata acquisition experiments
indirectly through the actual task of question answeririgc&this can be viewed as simply
a QA system performance evaluation, we use MRR and Top5 asdhdard metrics. The
goal of the evaluation is to show that by using our semi-suiped method for acquiring ad-
ditional QA data similar to the existing training data, QAfeemance increases. However,
data acquisition for question answering is in itself a diffi@and current research problem.
These experiments show how we can start exploring avaitdibeto enhance training data
for our instance-based approach and for other statistystééms or QA components.

Definitional Questions

A goal of our IBQA approach is to have sufficient flexibilityapply it to a different question
dataset that includes different question types. We move fextoid questions and apply the
instance-based system to the set of all TRE&dnitional questions We evaluate our end-
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to-end QA experiments using recall and the official NIST retggased scoring function. We
also examine the differences between object definitiorgs (BVhat is thalassemid?and
person profiles (e.g.Who is Colin Powell?in the IBQA context as they constitute the two
major components of definitional questions.

Nugget-based evaluation of definition questions was deeelonitially by NIST [125,
126,[127] and it relies on lists of text fragment callaeygets put together by official asses-
sors. Initially, the answers from all of the QA systems thatigipated in the evaluation were
presented to the assessor, together with searches dong theipre-evaluation stage when
guestions were put selected. Based on these resourcess@sssompose a list of nuggets of
relevant information that should be included textual inveers. The goal is for the nuggets
to be objective components — as judged by assessorscermdct answers to definitional
guestions. Since nuggets are not always text segmentsaihdecautomatically matched in
the text (e.g. the nugget dobel Prize winnehile the answer includelNobel laureatg,
the assessors have to ensure that during the evaluatioa,gthag can make a binary deci-
sion based on whether the nugget does or does not appearangier. Furthermore, the
nugget is marked vital or non-vital, depending on the typafufrmation it covers (desired
vs. required). During evaluation, the assessors identifjgets in each system’s answer set.
Using these nuggets, we employ the same method to evaluasystem’s performance on
definitional questions. Nugget recallyqs is considered to be the ratio of the number of
matched nuggets to the total number of vital nuggets preWaletermined for that specific
question. Practical nugget precisiéles is based on answer lengfhy| (character-level or
word-level) and approximatesie nugget precision:

p _ 1 Zf ‘CLZ| < L, (4 6)
def 1 — Lo/|ail otherwise

wherelL, is the answer length allowance, which specifies the numhbsgrarfacters (or words)
each definitional question’s answer is allowed to cover. warslength|q;| is the actual
length of the answaet; in terms of characters or word tokens, depending how thaiatiah

is performed. For definitional questions, the overall sagas the harmonic average — F-
measure — between nugget precision and nugget recall. fareht years, definitional track
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performance assigned different values to the F-measparameter (i.ef = 3 or § = 5):

(5% + 1) PyesRaer
B%Pyer + Raey

F(B) = (4.7)

In the 2005 evaluation, the performance of the top systemefinitional questions ac-
cording to this metric wag8.248 F-measurg_; and a human manual run wa299 indicating
that the human evaluation model does not entirely correspmthe definition of nugget F-
measure, possibly due to the forced notion of nugget pmatisHowever, nugget recall
seems to be a more useful measure since humans can easéggeoslightly more verbose
answer as long as it contains the correct information —teegvas the scheeming and ruthless
sheriff of Nottinghanvs. sheriff of Nottingham Under IBQA, answers are represented by
short phrases, and therefore recall-based scores are glevant than nugget-based NIST
scores.
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CHAPTER 5

Question Clustering

Contributions: We introduce a data driven paradigm under which training sfigns are
clustered rather than matched against an answer type segjainat an ontology. Question
clustering has the advantage of being less domain specifictars more portable than pre-
defined ontologies. It also allows multiple granularity sfers (types) with various degrees
of overlap.

Traditional pipeline question answering systems have atoqre analysis component
which classifies the question according to a question ogjplextracts question keywords,
and applies various types processing to questions (e.gsingamamed entity extraction
etc). The question clustering component of an instanceebgsestion answering approach
Is equivalent to the question analysis component in thesesy3ems. Under the instance-
based approach, training questions are clustered acgaadifferent similarity criteria into
multiple clusters. Based on the assumption that each clostgains a set of similar train-

59
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ing questions, we derive cluster-specific answering gjr@seand apply them to new, test
guestions

The goal of the question clustering is to obtain a more flexilblomain-independent
set of answer types as a basis for defining answering stestegimpared to pre-determined,
disjoint question ontologies. Duririgaining the inputs to the question clustering component
are simple questions (note that we do not perform clusteunsigg the answers) and the
outputis a clustering of the training questions that ineladneasure of cluster quality. After
guestion clustering, cluster-specific answering strategrre learned. Duringgsting, the
new question is represented in the same space used forrolgsé®d relevant clusters are
identified. The answering strategies corresponding onlsekevant clusters are activated
to seek correct answers to the new question. This is simalaising question ontologies,
only instead of single, pre-defined ontology nodes, IBQA lmygomultiple, data-generated
clusters.

When multiple clusters of various granularities and sizegg@nerated, multiple answer-
ing strategies are automatically constructed and sinceege trained on different data,
they offer a higher method diversity for obtaining corregswaers. This applies especially
when new test questions can be classified into more than ostecland therefore several
answering strategies are simultaneously activated.

For each cluster of training questions under the instamased approach, we estimate
cluster quality, based on features such as cluster sizg&gcloohesiveness, and cluster gran-
ularity, as well as the probability of generating a sucagdsafiswering strategy, relative to a
new test question.

In the first part of this chapter we provide an overview of havesfion clustering fits
into the IBQA framework. We discuss various methods of @tsg and their advantages
and disadvantages to the instance-based framework. Wepadsent various methods for
measuring cluster quality, similarity metrics, and cluistg criteria that are possible under
the IBQA framework. Starting with sectidn’b.5 we presentiatimplementatiorchoices,
and component-level experiments, and results.
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5.1 Related Work

Machine learning techniques for question classificatien aiten based on a small set of
answer types (e.g. location, height, person) most of whacheasily be generated using a
named entity tagger. These answer types are usually adangeshallow taxonomy of two
or three levels which were initially created with the pur@o$named entity taggin@l[9, 1113].

The task of classifying questions according to these sirgenomies adapted for QA
has been successfully approached(% accuracy) using machine learning techniques such
as: hierarchical classifiers [64] and support vector maehlassifiers[[39, 136]. However,
for more comprehensive ontologies, manual labeling besaméch harder and time con-
suming, and is likely to require expert labeling for domapecific question and answer
ontologies. Larger QA taxonomies |51.150] 52] of around 168as which combine answer
types and question types based on user intentions and semud@s$ have been built, but the
component performance has not been independently anal@zesstion have been classified
according to these taxonomies using a few hundred hantewritles[44].

Finer-grained ontologies have also been used to classefgtouns. Harabagiu et. all[42]
links subtrees in WordNet to labels given by a named entggeaand in order to recognize
a more detailed answer type. Similarly, Mahn![78] builds @ger name ontology from free
text and uses it to improve QA performance on proper nameectlguestions. In the vast
clustering literature, particularly relevant are the estpgon maximization (EM) algorithm
[28], as well as hierarchical clustering approaches anthemlustering methods [29, 43].
Clustering criteria ranging from sum of squared errors tapyrtheoretic methods provide
insight into estimating cluster quality for already defirchalsters.

5.2 Assessing Cluster Quality

Faced with a new question, an instance-based QA system teeédd relevant clusters of
training data (question-answer pairs) from which sucegss$fategies can be generated and
learned. While the overall task of learning an answeringtegly from a set of questions
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Test QuestionWhat is the longest river in the U.S.?

ID | Size| Cluster Description

C1 | 103 | What is<NounPhrase> in <NounPhrase>?

C2 2 | What is the longestNounPhrase> in the U.S.?

C3 3 | Name the<Superlative> <NounPhrase> in the U.S.?

C4 | 12| What is the<Superlative> <NounPhrase> in the U.S.?

C5 | 24| What is the<Superlative> <NounPhrase> in the world?

C6 | 26| What is the<Superlative> <NounPhrase> in <NounPhrase>?

Table 5.1: Examples of clusters covering training questgimilar to the test question. For
each cluster an answering strategy is learned from its qusstThe answering strategy is
then applied to the test question in order to identify pogtainswers. A confidence score is
associated with each potential answer.

could be regarded as non-trivial and overwhelming, anahitoncern is how to measure
cluster relevance with respect to the new question, whaasgare good predictors of a
cluster likely to generate successful strategies, and fdatires are conducive to robust
learning. Moreover, what methods of clustering are most@ppate for this natural lan-
guage application?

We approach the question clustering problem by first idginiif important factors that
influence the quality and viability of a cluster in the proce$answering a new question. In
order to better illustrate the necessity of incorporatimgse features into an instance-based
approach to question answering, we provide examples adsdavith the scenario described

in Table[B.1.

1. Cluster Size in order to be able to learn how to answer similar questiaresneed
sufficient training data. Are there enough data points tissizally support the results?

Example assume that answering strategies learned from cluSteendC4 produce
answers with equal confidence scores for the same testgoue€learly, since cluster
C'4 contains more training questions, it is more likely thatatswering strategy be
more robust than the strategy learned fr613) which covers fewer training questions.
We expect answer confidence estimates to be more accuratethéhtraining set size
has more data points. Therefore, when computing the ovemallver confidence, an
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instance-based QA system can benefit from incorporatingasune of cluster size as
an indicator of of cluster quality. The more training datang®in a cluster, the more
accurate the confidence estimate.

2. Cluster Relevanceto the test question: the likelihood that the new questionilza
answered by strategies learned from a particular clustaritively, this element mea-
sures the similarity between the test question and a cluster

Example assume that answering strategies learned from cluSteendC'5 produce

answers with equal confidence scores for the same test guiesti our example, the
test question is more similar to clustét than it is to clusteC’5. Clearly, given an

appropriate distance metric, the more similar a questitm @scluster, the more likely
it is for that cluster to generate relevant strategies. 8asethis observation, it is
beneficial to account for cluster relevance in the overaiaer confidence.

3. Cluster Granularity : corresponds to the specificity of a cluster — how similar the
training questions in the cluster are. A measure of graityltre notion ofdiameter
of a cluster. The smaller the diameter, the more similar thestjons are and the more
focused the answering strategy is likely to be.

Example assume that a good answering strategy cannot be learnadcfusterC2
since it is too narrow since there are not enough trainingties. Increasing the
granularity of the cluster leads to clustérd andC'6 which include increasingly more
training data and are more likely to generate answeringesfies that can answer new
questions.

At the same time, cluster'l covers too many distinct questions from which it is dif-
ficult to learn a single successful answering strategy. &esng the granularity also
leads to cluster§'6 andC'4 which are more focused (exhibit less variation in the train-
ing data) and are more likely to generate answering stregetiat can answer new
questions

Itis useful to consider cluster granularity when compadiffgrent answers. A narrow
cluster with sufficient data is more likely to generate higinftdence answers than a
more inclusive one.
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4. Cluster Scatter. corresponds to the distribution of data points in a clus@ven a
fixed cluster definition, the more diverse the training quest the more generalizable
will the answering strategy be.

Example consider cluste€'4. Assume that nearly all of the training questions have
the superlative term “fastest”. The answering strategynke@ from such a cluster is
less likely to generalize and answer new questions witredifft superlative terms.
However, if the training questions 4 cover many different superlatives, a better
cluster strategy can be learned for that cluster. Hencengafixed cluster granular-
ity, a uniform scatter in this constrained space is destrablbrder to ensure a good
generalization.

5. Domain Constraints: clusters must have a minimum number of training questions t
ensure learning, questions in a clusters must have a misimeaiture in common (e.g.
have the same wh-word in common), questions in a cluster shat a minimum
number of words, etc.

Example consider clustet’2. Although it is very specific and very similar to the
test question, a constraint on the minimum number of datatpogquired in a cluster
prevents it from being a viable cluster for learning an angwgestrategy.

All of these factors could be beneficial when taken into aotéar estimating the quality
of a cluster with respect to answering a new question. Moss@®ems, in the initial stages
of the question answering process, classify new questidasiset of pre-determined classes
and apply corresponding carefully defined and tuned ansgesirategies. An instance-
based QA approach generates several clustesgofar questions of different granularity,
size, scatter, and relevance, and uses them to automatealh answering strategies. This
approach has the advantage of searching for correct anssiaig very different strategies
based on very different types of questions in parallel. Tster choices do not only de-
termine which answering strategies are constructed, leytalso directly influence overall
individual answer confidences.
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5.3 Clustering Paradigms

In clustering training questions, it is necessary to obsdine above mentioned properties
and requirements. We investigate the compatibility of smv@ustering paradigms and their
potential application to the clustering of questions.

Features Q1| Q2| Q3| Qs
WordsD {“wherée'} 1]1011]0
Words> {“Clinton”} 0O(1]0]|0
WordsD {“discoveretl} O] 0|10
Pattern:{“where is< NP > produced} 1]1010]O0
Pattern:{"where is< NP >< VB >"} 1]1010]O0

Pattern:{“where was<Proper Name-born"} | 0 | O | O | O

o
[
o
[

Answer Type:{weight
Answer Type:{area} O] 0|01

Table 5.2. Features are extracted from questions and usetimesisions in a multi-
dimensional space. These features can be words, patt@swerltypes, n-grams etc and
depend on the type of processing available (e.g. part otcspagging). In this tabl€); are
training questions and the binary features take valuesrii#pg on the presence or absence
of the features in the question.

The first step in clustering questions is to represent thepogxs in a multi-dimensional
space. Towards this goal, we first extract features from thestipns and then use these
features as dimensions of the representation space ([3le Bhe features that can be
extracted are: lexical items (words — evgho, killed, John, F., Kenne§lyn-grams (e.gwho
killed, John F. Kennedy, etgeneric patterns that include pre-processing informagiach
as part of speech tagging (ewho< VB >< NP >), answer types (e.g. weight, area)
etc (FigurdRll). Any clustering algorithm based on feaexetracted from the questions
can be used under the IBQA framework. Different implemeotet may choose different
algorithms, features, and pre-processing. This sectiploeas various clustering paradigms
and evaluates the benefits and limitations of each methddrespect to question clustering.
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Training Questions

- Features - {"over’, “what is”, VVerb}

Where is <NP> <Verb>?

Where is <NP> produced?

.- Features = {'where”, “prodiiced’}

- Answer Type € {Weight, Area)}

Figure 5.1: Examples of training question clusters — d#iférclusters are based on different
similarity criteria: the existence of certain words, théseance of certain patterns, or part of
speech elements.

It is useful to note that the vector space in which we repriegaestions can be defined in
multiple ways. The number of clusters required for différgpes of questions is unknown
and not fixed. The form of cluster conditioned probabilitynsiéies are unknown, and it is
unlikely that the corresponding unknown covariance mesriare identical across clusters.
Moreover, not all optimization criteria are meaningful lretquestion domain.

Since we desire different granularity clusters as well #fiemdint coverages of the ques-
tion space, any type of cluster overlap or inclusion is atadglp and even desirable.

5.3.1 Iterative Optimization Clustering Algorithms

The expectation-maximization (EM) algorithm is a generatimod for estimating a set of
unknown parameterg that describe an underlying probability distribution, gjivthe ob-
served datd), produced by this distribution. The EM algorithm searchegtie maximum
likelihood hypothesis (which consists of the values of tiknown parameters) by itera-
tively seeking the hypothesisthat maximizes the expected value of the log-likelihood of
the dataD given a hypothesis. More formally, the EM algorithm itesaterer the following
two steps:
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Expectation Step: at j'* step, compute th(h’|h) function, whereh is the current
hypothesis and’ is the new hypothesis:

Q(|h) — E[lnP(D|K)|h, D,) (5.1)

Maximization Step: replace hypothesis by new hypothesia’ that maximizes the)
function:
h « argmax Q(h'|h) (5.2)
hl

In the case of question answering, the observed data is cedmwd the training questions
represented as points in a multi-dimensional space. Thebserved data consists of the
means and variances of the underlying distributions. Inesgperiments we used Euclidean
distance as our distance metric for clustering (throughWeéa machine learning toolkit
[229)).

Since we are interested in clustering the training questidns natural to view the la-
tent component of the data as the centroids (or means) ofliséers. Thesoft K-means
algorithm, also calleduzzy k-meanss an application of EM for estimating the means of a
mixture of k distributions. In this setting, the maximum likelihood logpesis minimizes a
weighted sum of squared errors.

In the question clustering setting, given a particular joasdataset, it is not known
whether the underlying distributions are gaussians or Hotie assume gaussian distribu-
tions, we must estimate the number of clusters as well asettad snknown parameters (e.g.
i, 0;), and we cannot assume that the covariance matrices aregcaleri-or many appli-
cations, the number of clustetgcomponents in the mixture) is unknown. The choicé: of
is usually highly dependent on the task and nature of the ddtiare are several statistical
methods (e.g. the gap statistic [119]) for estimatingnd many are use the within-cluster
similarity measure. The underlying assumption is that aswthin-cluster similarity in-
creases, the less likely it is to have large clusters thaaoomore than one “natural cluster”.
When clustering questions, it is not clear what the “natatate” of the data is in terms of
granularity, cluster overlap, and how representative efrire question space is the training
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set. Even if an acceptable solution fors found, most of the time it will not cover the set of
all meaningfuklusters.

5.3.2 Combinatorial Clustering Algorithms

Combinatorial clustering algorithms are based on the apsamthat one can assign data
points to clusters without taking into account the undedyprobabilistic model describing
the data. The algorithm directly employs a loss function ateimpts to minimize it through
a combinatorial optimization algorithm. A very intuitiveds function is the within-cluster
point scatteiV (C'):
Z > Z d(zy, ;) (5.3)
k: 1 C6)=k C(j)=

whereC'(i) = k is a mapping (oencode) function between a data point and a clustek,
andd(z;, x;) is a distance metric between two data poirtandz;.

Attempting to minimize the within-cluster point scattess$ofunction is equivalent to
maximize the between-cluster point scatter [43], whicmigduitive process. However this
loss function assumes that in question clustering we degitkisolated and well defined
clusters across the whole data. While it is useful to idgrtigh density question clusters,
it is also useful to consider looser and less well-definedigsauestions which have com-
monalities.

Combinatorial optimization algorithms are by nature agaddie on very small data sets
and with a small number of clusters. Practical algorithmeeldeon this principle are forced
to cover only a small part of the problem space and perfornatians of iterative gradient
descent. Because of this, these algorithms are only gues@dmd converge to local optima.
Although small, the question answering data is still togésfior a practical application of full
optimization algorithms. Even with good heuristics andettént starting points, clustering
in the question space would cover too little data (smallgarthe encoder function space) in
order to produce a large number of meaningful clusters.rmgef estimating the number of
clusters, the same set of statistical and heuristic metbad$e applied. Consequently, the
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same drawbacks and incompatibilities exist with respeclstering in the question domain
for the question answering task.

5.3.3 Hierarchical Clustering

As we have seen in previous examples, the task of clustetiagtipns for QA requires the
generation of different granularity clusters. Hierarehiclustering algorithms come closer
to meeting that goal because they inherently assume thematimultiple level structured
data. The main component of a hierarchical clustering #lyoris defining a distance metric
(similarity) between disjoint groups of data points, basadn individual pairwise distance
measure.

Bottom-up,agglomerative clusteringlgorithms start with a single data point in each
cluster. Then, they recursively merge pairs of clusterh wié highest similarity into a single
cluster. Very often between-cluster similarity metrice ased to decide what levels in the
hierarchy most likely match the “natural” clustered stdtéhe data. In question clustering,
since more than one granularity is desirable, a large pateohierarchy at different levels
may contain desirable clusters of training questions.

The most frequently used methods of agglomerative clugjaaresingle linkage(SL)
which represents cluster similarity through the most sinrdlata paircomplete linkag€CL)
which represents cluster similarity through the most didsir data pair, angroup average
(GA) which uses the average pairwise similarity between thisters. Usually, the three
methods produce very different hierarchies: they tend teeagnly when data exhibits strong
clustering tendency (highly within-cluster similaritf/hen clustering questions, the strong
clustering property is not always present throughout thestjan space.

Top-down,divisive clusteringnethods start with all the points into a cluster and recur-
sively divide clusters based on highest between-partdissimilarity. At each level, any flat
clustering method (such as K-means) witk= 2 can be applied in order to split set of data
points. However, a more principled divisive methdd [74]tsp cluster based on a grouping
with the lowest similarity from the rest of the data.
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Hierarchical clustering methods inherently incorporateriotion of granularity, which is
necessary for the QA task. It also avoids the dependency essgwy the number of clusters
and the starting configuration since only two clusters argygteat a time and the clustering
extremes are one data point per cluster and all data poiatslunster.

However, different hierarchical clustering methods caadleery different data struc-
turing (hierarchies). The outcomes are very also very seadb small changes in data.
Moreover, these algorithms assume and impose a hierakslrigature on the data, which is
not always desirable when working with questions: clusteriaps are very frequent and do
not always reflect the inclusion relation. Additionallyeie methods are designed to foree
best hierarchy, closest to the “natural structure” of theadén question classification, dif-
ferent segmentations may reflect different question sirestand therefore different equally
viable hierarchies.

5.3.4 Constrained Subset Generation

In constrained subset generation, the idea is to genefgiesaible clusters (subsets of the
training data) that obey a certain setaainstraints In some cases prototypeis given at
run-time and the clustering criterion (subset generatittereon) is partially defined using
the prototype. This has the effect of filtering the data to @imemaller neighborhood, then
generating all possible clustering that meet a set of caimés. The clustering problem can
be viewed as finding the nearest neighbors according to a set of constraints, tlistecing
the neighborhood.

Clearly, in the worst case scenario given a generic clustiting, this method is equiv-
alent to generating the superset of the training data sgo¢Ahm 1). If there are no con-
straints, this approach is not feasible since the numbelustears that can be generated is
N!, whereN is the number of questions in the training data. The set dilgialustersv
generated from prototype,, constraint and training data;; .. zy Is:

V(x,z.,¢) ={C C{xy, 29, ..,on} | ¢i(Coxy)=1,Vi=0..m} (5.4)
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Algorithm 1: Constraint Subset Generation
Require: processed training questions

1: for all training questions); do

for number of gaps 0 .. MaxNumGage

3 for all gap sizes and gap combinatiais

4 select gap starting index, and gap size
5 if valid gap combinatiothen

6: generate pattern; store pattern
7

8

9

end if
end for
end for
10: end for

11: for all patterng do
12:  for all constraints: do

13: test constraint: e.g. minimum number of questions with pattern
14: if constraint un-matchetthen

15: remove pattern from pool

16: Simplest clustering generate a cluster from pattern

17: Dimension generation treat pattern as a feature/dimension
18: end if

19:  end for

20: end for

Note: the algorithm can be implemented efficiently, espltibquestion size is undet00
words. The more constraints are used, the fewer clustegeaerated.

1 if the i** constraint is met
wherec;(C, x,) = {

0 otherwise

However, in practice under very restrictive constraintdaith either small dimensional-
ity or with a small set of non-zero features (data points hmorezero components along few
dimensions), this approach becomes feasible. In quedtistecing, question length average
is under ten words and the set of features that describe diquésvery small even when
using n-grams, part of speech tags, and parsing componéhtder restrictive constraints
(e.g. constraints on: minimum cluster size, minimum nundfefeature shared within a
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Prototype:What is the longest river in the U.S.?

ID | Size| Viable | Cluster Description

C1 30| yes | Whatis<NounPhrase> in <NounPhrase>?

C2 20| yes | Whatis<NounPhrase> in <ProperNoun>?

C3 20| yes | Whatis the<NounPhrase> in the <ProperNoun>?
C4 | 154 | yes | What<QTerm> in <QTerm>?

C5 2| no | Whatis<QTerm> river in <QTerm>?

C6 0| no | Whatis<QTerm> river <QTerm> U.S.?

qC7 0| no | <QTerm> isthe longest rivekQTerm>?

C8 | 560| yes | Whatis<QTerm>?

Table 5.3: Example of question clustering usingratotypeand set of loose€onstraints
the minimum cluster size i8 and clusters must share at le@ssurface tokens with the
prototype). The surface tokens in this case are the actuditbat are not abstracted as more
complex features: e.g. words such agat, “is”, “longest, and “river”. The number of
tokens in a question is small and the pre-processing is lydimalted (part of speech, noun-
phrase identification, parsing, named entity tagging) and function of question length.
Therefore, it is feasible to generate possible clustensgugrototype and constraints, and
then populate the viable clusters with training data.

cluster, minimum number of features shared to a test “pyptdtquestion) the number of
clusters generated is manageable. For example, it is pahtdi restrict the training clusters
to sharing a minimum surface form with the test question aakteach cluster contain a
minimum of 2~ data points.

The constrained subset generation setting is differenetatied tdeader-follower learn-
ing in which new patterns are presented online to an existingfsgtisters and the centroid
closest to the pattern is altered to incorporate it. In thest@ined subset generation, only
a small set of possible subsets of various granularitiesoardaps areactivatedwhen new
patterns are being presented.

By providing a prototype and defining constraints for theadaithin clusters as well as
constraints related to the prototype, the cluster spaceeetly reduced. Since this process
is application specific and highly depends on the data set dimensionality, and prototype
(if defined), no upper bounds on the number of clusters carebead.
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Some generated clusters may not be meaningful (i.e. do niwhnaa‘'natural state” of
the data), yet may still obey the constraints. In this cas@ing questions covered by these
clusters do not share aspects useful in finding answers itasigquestions. Hence, they are
less likely to generate useful strategies that lead to theecbanswer. The hope is that bad
clusters are not able to generalize and to lead to good amgysrategies and subsequently
to high confidence answers. If they do, then the questionsiéh slusters actually share
meaningful features. For example, clustér (Table[5.B) matches all the constraints, but is
not likely to generalize from training data and produce haghfidence answers to a similar
question.

The constrained subset generation approach benefits fratplagranularity and no re-
strictions or assumptions on a fixed number of clusters thsttinatches the data. Moreover,
there is no structure such as a hierarchy imposed on theecdusihd any type of overlap is
permitted. The constraints serve as an application-speaibility filter for the clusters gen-
erated. The downside of this approach is that it is lessetabh generic clustering method
and the application-specific notion of success is highlyedelgnt on the constraints.

5.4 Similarity Metrics & Clustering Criteria

The simplest and most frequently used similarity metrices Euclidean distance, or more
generally theMinknowski metricwhich reduces to thEuclidean distancevheng = 2 and
to theManhattan distancevheng = 1.

D a
6(x,x) = (Z i — xqu) (5.5)
k=1
Choosing the Euclidean distance as a measure of (lack ofpsityhas an impact on the
clustering outcome. This choice assumes that the feataresp somewhat isotropic and all
directions are equally important. Data is not invariantémsformations that distort distance
relationships: e.g. scaling of axes. Data normalizatiamsisally undesirable since it often
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reduces thelistancebetween clusters.

The cosine similarity metrigs another way to characterize the similarity between two
guestions, which is invariant to rotation and dilation bat mvariant to translation or other
linear transformations:

B Q1Q:2
0s(Qu Q2) = 16 (5:6)

Using this metric is based on the assumption that the angleclea two questions in the
training data vector space is meaningful and the featureesizawell defined. In question
clustering, many features can be defined as binary-valugdudés (e.g.question contains
n-gram “what is”). In this case, the cosine metric measures the commondligatures
between questions. Similar metrics are based on the fractifeatures shared affdnimoto
distance(ratio of attributes shared to the number of distinct feagr

Another type of similarity metric is based on word-leeelit distancéetween questions.
The basic idea is to compute the smallest number of insartdeletions, and substitutions
required to change one string into another. More genethiéypperators allowed for trans-
forming a string into another can be weighed differentlycdong to the cost of applying
that operator. This problem is also called pairwise alignhsénce by using deletions and
insertions, we compute the cost of aligning two sequenceskehs. Dynamic programming
solutions [24] are very fast, especially for short stringshich is the case in the question
domain. The more similar questions are at a word level, thalenthe cost foeditingone
guestion to obtain another. Various types of substituticars be defined as a function of
properties of the words or phrases to be substituted.

The BLASTfamily of algorithms is a class of dynamic programming aitjons related
to edit distance and was designed for fast searching in otideeand protein databases.
BLAST focuses on regions dbcal alignment in order to detect relationships among se-
guences which share only isolated regions of similafily [$equence alignment is used
to compare new sequences with previously characterizedsgedowever, since question
datasets are currently several orders of magnitude lesgtiotein databases, full alignment
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can be computed very fast.

Another class of similarity metrics is based on tree stngctif questions are processed
with syntactic parsers, tree-structures become assdomth each data-point in a cluster.
Therefore, it is natural to define similarity metrics basedir@e properties. The notion of
similarity could reflect: the longest path in the tree thab tquestions share, tree depth,
number of nodes at each depth, size of the longest commotresieic.

A clustering criterion offers a quantitative way of evalangtthe quality of clusters. In a
typical clustering problem, a clustering criterion is defirand then clusters are generated by
optimizing that criterion. In the constrained subset gatien setting, clusters are generated
and then one or more metrics are required to evaluate indepéy the quality of each clus-
ter. We take advantage of different clustering criteria aselthem as individual measures of
cluster quality in the context of instance-based questiswaring.

The sum of squared errocriterion J, measures the average deviation from the cluster
meanm,; and is usually used as a criterion that generatelsisters of minimum variance:

k
Jo=Y > 1@ —mylf (5.7)
7j=1 QECJ‘
In the case of subset generation, we are interested in adapis criterion to measure the
sum of squared error for individual clusters:

TACH = D 11Q—myl? (5.8)
QECJ'
This is exactlyR;, which we use as a measure of cluster granularity. Relatedeto,
criterion, is a criterion which attempts to optimize the ragge squared distance between
points in a cluster:

1
h=gp 2. 2 -l (5.9)

Qa€C; QpeC;
This criterion has the advantage of considering the redatistribution of points in a cluster.
We have used this criterion as a the basis for the point seata individual clustess;. Two
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additional clustering criteria that are frequently usezlsmply the minimum and maximum
distance between pairs of points in a cluster.

Ju(Cj) = Ql%?gcjé(@,@i) (5.10)
In(C5) = Qifggl_gcf(@,@i) (5.11)

Although more simplistic, they are sometimes a better maiche nature of the data, thus
producing better clusters.

5.5 Question Clustering in IBQA

The question clustering task in the instance-based questi®vering approach benefits from
low dimensionality of data (processed question) and swaliing dataset size (limited num-
ber of questions). Given a new test question the instanseebapproach generates clusters
of training questions according to a particular clusterimgghod. If we view the test question
as a prototype and the language independent constraintgestian similarity as application
specific clustering constraints, tlsenstrained subset generatiomethod becomes a natu-
ral choice for question clustering. Using very few simpl@stoaints, it generates a limited
number of training data clusters of varying granularity amdrlap.

> 9, A/ N\S> 2, FPEC)

P(cla!quQ)

P(Cla*!q*!CQ)

Figure 5.2: Cluster-level training and testing: Duringitiag an answering strategy is
learned from training questions in each cluster. Durindgingsthe answering strategy is
applied to test questions that are also covered by the sarsiecl
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Algorithm 2: Question Clustering: Training

Require: training questions

1:

10:
11:
12:
13:
14:

for all questionglo
pre-process question —e.g. POS tagging, NE tagging
collect features from question: words, n-grams, patterns
end for
filter features by frequency and constraints
define multi-dimensional space using features
represent training questions as a vector of features
cluster questions (e.g. CSG using our implementation)
for all clustersdo
filter cluster according to constraints (e.g. minimum # goes)
if cluster viablehen
learn answering strategy from cluster
end if
end for

Algorithm 3: Question Clustering: Testing

Require: clusters of training questions, test question

1:
2:

3
4
5:
6
7

for all clustersC; do
if test quetiony is in clusterC; then
estimate clustef’; relevanceR(C;, q) to g
apply answering strategy specific@ learned during training to questign
useR(C;, q) as a weight for all extracted answers
end if

: end for

During the training process (Figureb.2), the training gjoes are clustered and for each

cluster, individual answering strategies are learned ¢Algm 2). The cluster quality and

strategy probability of success (obtaining correct ansyvare estimated over all training

questions in the cluster. During testing (Figlrd 5.2), weg@ven a new question and a set

of relevant clusters (Algorithm 3). For each cluster we gpE corresponding answering

strategy to the test question and we obtain an answer set.piability of success is

computed using the individual answering strategy the arseame from.
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The questions are pre-processed using part-of-speecimgeggd shallow parsing. Sev-
eral additional surface-form features are extracted flwgguestions: acronyms, names, and
punctuation. The questions are tokenized using text nazatain — e.g. punctuation such as
commas are separated from words, apostrophe 's’ is seddoatienote possessive, contrac-
tions are resolved etc. No reference resolution is perfdrmighin each question or across
questions. In sectidn 5.%.1 we discuss different questatufes we extracted in our IBQA
implementation.

Although it is a very simple method, the constrained subsetgation method has the
advantage of being able to generate several differentesings according to different simi-
larity metrics. IT also allows the models derived from dataeflect the quality of the cluster
in their performance. Clusters that cover too few data gdimaining questions) as well as
clusters which cover too much of the training data are na tbtonsistently generate mod-
els that yield correct answers on similar training questiand are therefore assigned low
confidence scores. We explore several types of clusterirthads previously mentioned
and investigate whether they are able to produce most ofaime $iigh confidence clusters,
without generating a prohibitive number of noisy clusters.

5.5.1 Extracting Features for Question Clustering

The first step in performing question clustering is to deteenthe feature space used to
define the questions. Question clustering is performed ersd¢h of training questions pro-
jected onto this multi-dimensional space. In this spacgjltimg clusters are used as more
focused training bases for learning individual answeritngtsegies. In question clustering,
there are several features that can be extracted and usedless of the domain or language
(e.g. surface form features, capitalization) and thereatse features that are language and
resource dependent (e.g. part of speech tagging, parsamged entity extraction). The
instance-based framework is defined irrespective of thirfea or the clustering method.
In our implementation of the instance-based approach, we imaplemented the following
features:
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e surface form features the simplest types of features are based on the actualgoken
(words) found in questions. More specifically, we identifgrams that are shared
among the training questions and collect them only if a murmmumber of questions
include them. In our implementation we used a minimum sfared words per cluster.

e capitalization— starting with the previously extracted n-grams, propenes, titles,
acronyms are identified and tagged accordingly, to be funised by retrieval and
extraction.

e classing- language independent classing includes digit classing.-tlge numbet5
is represented as a double digit tokéh— and number classing — e.g. the number
15 can be represented as number tok@n Language dependent classing includes
frequently occurring classes of words such as months (dgnbac.) and weekdays
(Monday, Tue.)

e part of speech tagging although language specific, noun and verb identificati@n is
very important part of question analysis and therefore tufedor similarity among
guestions in question clustering.

e morphing—a morphological analyzer is able to provide much of the rnrappetween
different forms related to the same word: e.g. parts of dpemanjugations, number.

e named entity tagging identification of named entities such as people, organizst
and locations in the text of questions is a very strong irtdicaf similarity going
beyond surface-form and providing the equivalent of basimantic categories for
guestions.

e corpus and question statistiesbasic statistics about the question and the corpus from
which answers are to be extracted may provide useful, affiple insights. For
example question length may be a primitive statement thrgtloag sentences are less
likely to be in clusters with high similarity.

Part of speech tagging and can also describe simple feahatsan be extracted ques-
tions. More complex features consist of n-grams of the abeateires: e.g. n-grams of actual
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tokens, n-grams of part of speech tags etc. The tradeoffasetwanguage dependency and
flexibility of features to describe questions is evident. pin to incorporate these features
incrementally into the question clustering component af implementation of the IBQA
approach, in order to better understand this tradeoff.

A centroid of a question cluster is defined in this context@inas the centroid of all
data points representing projections of questions ontgpace. It also incorporates the
constraints imposed on the particular question clustepitesents: e.g. must contain a WH-
word (i.e. when, who, where etc). In the following subseatsiove explore various issues in
generating question clusters and evaluating their quality

5.5.2 Estimating Cluster Quality

We estimate the usefulness/quality of a clusteicontaining training questionQ with re-
spect to a test questignby taking into consideration cluster size, relevance, aitesion.
We present here a simple local model for combining clustepg@ities and constraints in
order to estimate the quality of a cluster in the context oba question. Section 9.2 fur-
ther explores additional overall models for combining indiual quality estimates from each
stage (e.g. clustering, retrieval) in the instance-basedtipn answering process.

We view the radius of a particular clust€r as the average distance between each data
point ); and the centroid. The larger the radius of a cluster, thedpssific it is, and the
less similar training questions in the cluster are to newstjors. We measure thiadius R,
of a cluster by averaging the distances to the centroid:

N
R; = ﬁ : Zb(Qqu) -0:(Qi, Cy) (5.12)
T i=0

whereb(Q;, C;) is a{0, 1} valued function that signals the presence of training Gomest
Q; in clusterC; andé.(q, C;) is a distance metric between a questjoand the centroid of
clusterC;.

By measuring the scatter within a particular clusigrwe essentially measure how well
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the training data covers the space around the centroid.i kguivalent to estimating how
likely it is for a cluster to generalize to new questions. Weasure the scatter of data points
in a specific cluster by examining the normalized sum of trstadices between pairs of
training questions in a cluster:

Sj = ‘01,‘2 % D) 6@ Q) (5.13)
J

T QieC; QiEC;

wherel/|C;|? is a normalization factor over the number of data points éndluster,1 /2R,
is a normalization factor using a measure of cluster diamated§.(Q;, Q);) is a distance
metric between two questions.

The size of a cluster is strong indicator of how successhibtiiswering strategies based
on the local cluster data will be. Itis also a measure of thididence these strategies should
have in a proposed answer. The more local training data inster} the more confident the
strategies should be in proposing a candidate answer. \esehio estimate the quality of a
cluster by incorporating a function of cluster size:

1G]

s;j=1—e % (5.14)

where the3 parameter controls when there are a sufficient number otignssn the cluster

—i.e. when there are enough data points to produce confittet¢gies. The function also
varies with the radius of a cluster since answer confidendes/avith how well the cluster
space is covered by the training data.

The set of application-specific constraintghat are imposed on clusters to ensure viabil-
ity V' can be viewed as a factor in estimating the quality of a ctuste

1

Vi(g) = [[ ei(C.q) (5.15)

=0
where
1 if the i constraint is met
0 otherwise

c(Crq) = {
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and where the constraints are defined as a function of theeclttisand of the test question
q, considered to be the prototype.

In an instance-based question answering approach, we aeeddinate the likelihood
that strategies learned from a cluster of similar trainingsjions will generalize to a new
test question. We define the qualiifC}, ¢) of a clusterC; given the q test questionas:

Sj . Sj ) 1
R;  0.(q,Cj)

Q(Cj,9) = -Vilg) (5.16)

The factors that depend only on the training data are funstaf cluster size, scatter, and
radius. The factors that take into account the test questierthe relevance (distance) of

the cluster to the new question as well as the viability ofustr in the context of the test
guestion.

Using the expressions in(5]12), (5.18), (5.14), (b.15)came re-state equation(5116) as:

<1 — 6—50—1{]) : <ZQZ-ECJ~ EQZGCJ 5C(Qi’ Ql))

Q(ij ) =
1 2|05+ S b(Qi, Cy) - 0@, C))

1

1
ey Lo &40

=0
The cluster quality measure is one of the factors used indheidate answer correctness
estimation. By making a soft decision on the quality of a dysve allow multiple strate-
gies of different granularity, relevance, and strengthéogknerated from similar training
questions. Section 3.4 describes several similarity ogetn the question domain that can

be used to define the dissimilarity (distance) funcidrand it covers several widely used
clustering criteria.
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5.6 Question Clustering Experiments

The first clustering method we have employed is constraibsetugeneration (CSG). As
constraints for clustering we have imposed a minimum ofahraining questions per clus-
ter, a minimum of three word overlap among questions in atetus maximum gap size
of four words, and a minimum number of gaps of four. This mdtbwer-generates clus-
ters. However, by estimating cluster quality and relevatite weights associated with the
cluster-specific answering strategies are very low. We hés@imposed a threshold on the
cluster quality estimate — implementation dependent. Aalternative to the constrained
subset generation clustering, we also used the expectat@xmization algorithm (EM) as
implemented in the Weka toolkit [129] using the default paeters: (100 iterations, min-
imum standard deviation of 10E-6, and no cluster numberipatton). We applied EM
hierarchically, using several constraints for the indbilgy property of a cluster (e.g. cardi-
nality). We trained the hierarchical EM clustering modetstioe same features used for the
CSG clustering: surface-form (n-grams, paraphrases, B@Seatc). TableE5.4 compares the
performance of an instance-based system when the two Ghgsteethods are used. It also
shows the difference in the number of clusters produced. @ajer difference between the
two methods is that the hierarchical EM algorithm only proeiioverlapping clusters when
they have an inclusion relation.

MRR | Top5 | # clusters
CSG| 0.432| 0.496 906
EM | 0.272| 0.322 241

Table 5.4: Mean Reciprocal Rank (MRR) and Correct in TopK (Top5) scores for the
instance-based system (proximity extractor with answeging) using constrained subset
generation clustering (CSG) versus hierarchical expectamaximization (EM) clustering.
We show MRR/Top5 performance as well as the number of cleiggrswering strategies)
generated.

We have also experimented with the Cobweb hierarchicateling algorithm and with
the K-means algorithm implemented in the Weka toolkit [12&friations of Cobweb param-
eters (acuity and cutoff) were yielding very unstable auisig results. The Weka K-means
implementation requires the user to pre-specify the nurobelusters. We also opted not
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to use k-means since for a hierarchical clustering, too npamgmeters would need to be
specified. However, there are methods [83,] 118, 30] desifprealitomatically estimating
the number of clusters to be used. Although the using EM giaeltbwer overall IBQA per-
formance, the number of answering strategies generateddh tower than using the CSG
clustering method. Thus the former method may be benefitlaghly interactive scenarios,
where fewer strategies should be activated. In future @estiwe also present an answering
strategy selection method that can reduce the number ¢égitea activated, but maintain a
relatively high performance.

5.7 Question Clustering — Summary

In this chapter we introduced a data driven paradigm undechwinaining questions are
clustered as opposed to matched against an answer typeaggtiost an ontology. Compared
to predefined ontologies, question clustering is more doraad question-set independent
and thus more portable and adaptable. With question ciogtenultiple granularity clusters
are considered to be question types. The clusters haveusatdiegrees of overlap, which
helps represent the training question datasets better.

We have presented the general question clustering protdachsompared it with ques-
tion clustering. Towards clustering in the IBQA framewowke discussed several possible
clustering paradigms, distance metrics, and clusteriitgr@a. In terms of implementation,
we have used two clustering methods: CSG and hierarchica(@aMmplemented by the
Weka data mining toolkit), and in terms of distance metrngshave used Eucledian distance
and cosine similarity. Specific to our implementation, weehshown feature extraction from
guestions, used to define vector space dimensionality andawe also shown how we es-
timate cluster quality, as well of cluster relevance to & ¢ggstion. Combined, these two
cluster-quality estimates are used as weights for the airsyv&rategies that are learned (see
following chapters) from individual clusters — i.e. eaclswaer extracted using the cluster-
specific answering strategy is weighed using the clustditglialevance estimate.

For the component level experiments we have compared brecat EM with CSG clus-
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tering. CSG clustering performs better due toweghtedover-generation of clusters. The
downside with this method is the amount of processing irewin generating the large num-
ber clusters during training and applying them during testAs model reduction alternative,
EM reduces the number of clusters considerably, and alstrsbé lower performance. A
better implementation of the hierarchical part of EM thatamts for overlapping clusters
has the potential to bridge the performance gap with CSG.
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CHAPTER O

Answer Modeling

Contributions: In terms of answer modeling for QA, this thesis proposes tmagthe ex-
pected answer as a distribution over answer types as opgosegidly using a single answer
type. The answer type distribution is built directly fronoaal cluster of training questions.

The goal of the answer type modeling element in a questiowenrsg system is to
estimate the semantic type of the expected answer, givenpas the raw question. The
answer type is very useful and often critical in subsequ@ges in the QA process. Based on
the expected answer typg:document retrieval can be better guided (via query typecsiein
or query content) to potentially retrieve more relevantudoents i) answer extraction can
identify sentences containing words or phrases that fittpeaed answer type profile, thus
restricting answer choices and focusing extraction tdyikandidates, and finallijii) answer
merging methods can be tailored to the specific answer type -date answers are merged
differently than person name answers.

87
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In this chapter we first present general answer type modé&sges, introduce cluster-
ing as a viable method for answer modeling, comparing it toguanswer ontologies. We
then discuss our implementation of answer modeling in IBQA present component level
experiments and results.

Several approaches for answer type modeling have beenopedkimostly focusing on
obtaining a single very specific answer type for every qoastMost existing question an-
swering systems classify new questions according to statimlogies([14] 50, 52] and take
the answer type to be the classification output — i.e. thelogyonode. These ontologies
incorporate knowledge about the expected answer (e.qg, Idattion, person), answer type
granularity (e.g. date, year, century), and very oftenudelsemantic information about the
guestion type type — e.g. birth date, discovery date, deatihn 'he question type contains
additional semantic information that cannot be inferretejmendently from a correct answer.
For example from the correct answdanuary 27, 1756we can only know that the answer
type could be a date. However, given the questidmen was Mozart born®ve can narrow
down the answer type more specifically to a date of birth.

While effective to some degree, many of these ontologiestdteery small, and incon-
sistent. Considerable effort has been invested into mgldnd maintaining increasingly ac-
curate and fine-grained ontologies. Semantic classes satbalextracted from hierarchical
resources such as WordNgt|[82] to form the basis for aut@adticonstructing ontologies.
Viewed from this perspective, the expected answer typeesponds to a distinct category
in a semantic network such as WordNet. However, answer tgpesrguably not always
disjoint and hierarchical in nature. For example, the daestWhere is the corpus callo-
sum? expects an answer that could be considered both locatidrbady part. In many
reasonable ontologies, these two concepts would corestiitierent nodes, most likely not
in a parent-child relation.

A significant drawback to using ontologies is question amswesystems do not follow a
standardized ontology, making individual component estadun very difficult and re-training
for new question datasets time-consuming. Moreover, viéenpsystems use their own QA
system-specific answer type ontology, adding to the conitygleX reproducing the same
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results.

The task of determining the answer type of a question is lyscahsidered dard deci-
siorﬁ problem: questions are classified according to an answetagyt The classification
(location, person’s hame, etc) is usually performed in tbgifming of the QA process and
all subsequent efforts are focused on finding answers optréitular type. Several existing
QA systems implement feedback loops![42] or full-fledgechplag [93,/48] to allow for
potential answer type re-classification.

Very often, questions can have multiple correct answersngghg to different answer
types. These answer types can have partial or no overlapnap@lso have various degrees
of granularity. Collectively these answer types can be giwof as forming the basis for an
answer typalistribution To illustrate this point, all three questiondinl6.1 cancemodate
answers of typedull date, year, anddecade

| Question | Answer |
When did Glen lift off in Friendship7? Feb. 20, 1962
When did Glen join NASA? 1959
When did Glen have long hair? the fifties

Table 6.1: Questions whose expected answer type is tempokaéver, note that the granu-
larity of the answer type varies across questions.

However, it can be argued thhtll date is the most likely answer type to be observed
for the first questionyearthe most likely type for the second question, aledadehe most
likely type for the third question. In fact, although thegbrquestions can be answered by
various temporal expressions, their answer type distdhatcan be quite different. Existing
answer models do not usually account for these distribstieen though there is a clear
potential for better answer extraction and more refined anseoring.

A more flexible choice is to model answer type — equivalenhéosemantic class — distri-
butions for individual questions, based on known answeedygbserved in similar training
questions. This approach has the potential of finding a marerate set of expected answer
types for more ambiguous questions. We show that answerdgeetion performance can

lthe answer is classified into a single class instead of géngra probability distribution over answers



90 CHAPTER 6. ANSWER MODELING

be improved by taking into account the similarity of new dimss to training questions.
This approach has the potential of improving answer modeggrformance by directly in-
corporating answer type distributions into statistical &tems.

6.1 Related Work

In most QA systems, the first step towards finding answersastegun analysis. During this
step, questions are classified and assigned semantic tagse $emantic tags usually come
from named entity tags, hand-crafted ontologles [14, S0kemantic classes in WordNet.
Very often, after performing question analysis, QA systenake a hard decision on what
the expected answer type should be and proceed accordingly.

Large corpora such as the Web can be mined for simple pafHdf§ corresponding to
individual question types. These patterns are then apfaiebt questions in order to extract
answers. Other methods [31] rely solely on answer reduryddmgh performance retrieval
engines and large corpora contribute to the fact that the redsndant entity is very often
the correct answer.

Different classes of questions can be answered by differesiver types, whose prior
likelihoods are not necessarily equal. By makiragd decisions concerning the answer type,
systems are likely to be overly selective and reject gootvarsbecause they do not match
an expected answer type. An average mutual information hj@dgfor question classes
and semantic tags achieves 0.4 MRR for trivia questions ehanoswers are considered to be
one word extracted from web documents. In these experinmamed entity tags$ [14] were
better suited than WordNet [82] classes at representinguseortags.

The IBM statistical question answering systeml [55,[56, 1&jsumaximum entropy to
model answer correctness by introducing a hidden varigpieesenting the expected answer
type. The expected answer type is defined as one of five majoed@ntity types, and as
an approximation, only the most likely entity type predictey an answer tag model is
considered. Using this entity type, the probability of aswaer being correct is computed.
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Another answer extraction approa¢hl[79] models the anseeectness based on se-
mantic tags associated with WH-words (e.g. When, Where, , \WHat) and with keywords
(anchors) that appear both in the question and in the answext. Three simple features
based on proximity of anchors to answers are also used tmiraprerformance. The ap-
proach is especially useful when the answer class is clstated: e.g'What is the color
of sapphires?”or “Which countryborders Belize?; making this statistical approach more
conducive to finding good semantic classes for answers. hésetquestions, answer types
can be identified using semantic ontologies and exact nregctWhen answers are proper
nouns, mutual information is used to associate named dafjyfrom known answer con-
texts with specific question WH-words (e.g. Whe {Person, Location, e}3. However,
this model does not incorporate a similarity measure betvwest questions and training
questions other than matching WH-words.

6.2 Answer Modeling under IBQA

The answer model is the first step in an IBQA cluster-specii®mngering strategy (Figure
B.1). Under the instance-based question answering, wesslthie sub-task of answer mod-
eling through learning cluster-specific answer type distions and using a set of most likely
answer types during retrieval and extraction stages. The@mntypes are given by the thou-
sands of synsets found in WordNet and in order to find expeatsaver types we have
implemented both a traditional classifier (SVM) approachvai as a k-nearest neighbor
algorithm to generate cluster-based answer type distoifisit Below, we first motivate the
necessity of soft decisions for answer types and we desgubalgorithm.

Learning specific answer type distributions is useful ndy amterms of identifying an-
swers in running text but also in terms of answer ranking. @bpbilistic approach has the
advantage of being able to postpone answer type decisionsdarly in the QA process
until the answer extraction or answer ranking stages. &asté selecting the wrong answer
type with a low error margin, the expected answer type ¢hgtion can be used by subse-
quent stages in the QA process. A probabilistic approachrals the advantage of allowing
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|| Exraction Model ]!

Figure 6.1: Answer modeling as the first component of an anegstrategy.

different training data to shape the expected answer sitieieind type differently.

| Who <Verb> <NP>...? Person Country Animal Other |
Who killed Kennedy? 0.85 0.08 0.01 0.06
Who attacked France in 19407 0.17 0.74 0.00 0.09
Who saved Timmy when he fell into the well@.71 0.01 0.22 0.06
Cluster answer type distribution 0.58 0.28 0.08 0.06

Table 6.2: Answer type distribution in a cluster can be datidirectly from answer type
distributions for individual training questions.

The answer modeling task consists of learning specific angype distributions for in-
dividual test questions from other similar training quessi. Tabld_8]2 shows that answer
type distributions can be very different for questions thatild normally be classified into
the same class (e.groper nameor persor). In particular the third distribution assigns more
probability mass omnimalbeing the answer type. These values can be estimated frgm lar
amounts of text data (e.g. local corpora or the web) usingl&irtechniques. Under the
instance-based approach, the simplest method for estightitese types is by pooling to-
gether the answer types of all instances in a cluster. Aghatis not within the scope of
this work, more complex techniques could be employed theat tato account the lexical,
syntactic, and semantic features of individual test qoastand combining them with the
cluster-based evidence.
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Very often, question analysis components generates amisgor overly generic classi-
fications. For example, simple question classifiers maygadsie following classes to the
guestions shown in Table_6.proper namewho-questioror person nameThe former two
classes are too broad and the latter class is too specifidy Gasses often correspond to
named entity tags or nodes in a hand-built ontology.

6.2.1 Generating Answer Type Distributions

Due to the probabilistic nature of the instance-based agbraanswer type distributions can
have a significant impact in the way answer types are coreidiaroughout a QA system.
We have used this method as the main answer modeling approaahexperiments.

As mentioned above, a very simple but general method foniegmdistributions of an-
swer types is to consider similar training questions andliomtheir answer type distribu-
tions. Since many QA systems already employ named entitydagjuestion taxonomies,
similarity could be defined as questions that belong to timeeselass (e.gproper namg
However, this type of similarity is not sufficient for detammg more fine-grained answer
types that may incorporate semantic information.

Under alocal uniformapproach, all training questions in the same class as thgues-
tion contribute equally to the new answer type distributidrmore flexible approach relies
on question similarity to adjust the contribution of eadnimg question to the test ques-
tion’s expected answer type distribution. If a test questias more similar to a training
question®; than to another training questidy, than the relative weight of the answer type
contribution ofQ); to the expected answer type of questiowill be higher than the weight
of the answer type contribution 6.

Using training questions and their corresponding knowmemtranswers, we can ap-
proximate the distribution of expected answer type for dashquestion. We estimate the
probability P(a;|q, C;) of observing an answer of typg when asking a question from class
C; as:
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Ploylg, Cj) = i+ D Plu]@Qi) - alq, Q) (6.1)

QiECj

whereP(«a;|Q;) is the probability of observing an answer of typewhen asking a question
Q:, d.(q,Q;) represents a distance function between two questgoaisd ;, and . is a
normalization factor over the set of viable answer typedassC;. Note that ifo,(q, @;)

is always1, we obtain the local uniform approach under which all questiin the same
class (e.g. Who-questions or Proper Name questions) batgrequally to the final answer
type distribution. Fob,(q, Q;), we have experimented with cosine similarity and Euclidean
distance, using the same multi-dimensional space thengpquestions are represented in.

A training questiorny); has one or more corresponding known correct answers;..
Therefore, the probability of a question observing an ansvi¢ype P(«;|Q;) can be ex-
pressed as:

Py Qi) =

J=0

| A

where A; is the set of known correct answers corresponding to trgigimestion@;, and
a;; is the j element of that set. The probabilify(a:|a;;) of an answer typey; given an
actual answeu;; is very oftenl for a particular answer type artdfor other answer types.
However, this is not always true. For example answer “NevkYsometimes refers to “New
York City” and sometimes refers to “the state of New York”.

When estimating the probability of an answer type given ately equatiori{6l1) can be
generalized by incorporating the answer type distributiotside of the class of interes;
as additional information into a simple model:
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Ploylg, Cj) = A [+ Y Plau|Qs) - 0aq, Qi)

QiECj

=N e Y PledQ) - 6u(a. Q) (6.3)

Qi¢C;

where) is the parameter that adjusts the contribution of the otghaster answer type distri-
bution. If a question taxonomy is used, equafion 6.3 can bergéized further to a mixture
model thatincorporates answer distributions of supessela (parent nodes in the taxonomy):

P(aylq,Cy) = s - [Ml - Z Plau|Qi) - 5a<Q7Qi)]

QieC1

A

e > P Qi) - dala, Q»] (6.4)
Qi€Ck

whereC; C --- C C} are subclasses in a question answering taxonomy\and \, are

mixture parameters that can be trained in order to optimggeeaific criterion (e.g. distribu-

tion divergence).

6.2.2 The Nature of Answer Types

In previous sections we have discussed about answer typidi®ons and we have shown
how to estimate the probability of a new answer type givenrg generic class of training
questions, without specifying what an answer type reallyUsder our IBQA approach,
the definition of answer type is flexible, depending on theueses available. We mention
below several dimensions that can be used to define an angveer t

The simplest, resource-free approach is to use surface featares and text structure
features in order to help define answer types: e.g. answeaiosra sequence of tokens
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beginning with an uppercase letter; answer does not contaitmas; digit patternsdt) /
(dd) I (dddd) whered signifies a digit. Digit classing, case information, andt t&txucture
are also successfully used in other tasks such as namey &gging [9]. However, the
expressiveness of surface-form alone is limited and whi#an cover temporal and numeric
expressions, and partially proper names, it cannot garenakll for other answer types.

Part of speech taggers and syntactic parsers can be usettdaodedine the structure
of the answer (e.g. proper noun, noun phrase). Answers toiflaquestions are usually
noun phrases and have specific contextual and structutatésacorresponding to syntactic
elements. Named entity taggers are commonly used in QAragdiar answer typing. Typ-
ically, these sets are very small and restrictive, but theyide a very broad and intuitive
answer type classification.

Semantic categories can also be defined as possible angpesr #/ordNet classes have
been previously used in order to specify the type of answarrttust be produced by a QA
system. This approach has the advantage of providing a krdeversatile answer type
set, as well as being already organized into an (hypernymiglegy. Shallower ontologies
[50, 53] ranging from fifty to a few hundred nodes have alsmbsmnstructed from named
entity tags.

When measuring the contribution of a training questpno the answer type distribution
for a test question, the distancé,(q, ;) reflects the similarity betweeR; andq. Similar-
ity metrics such as Euclidean distance, cosine similaaityg edit distance, as described in
sectiorf 5.4 can also be applied to measure the dissimilzeityeen individual questions.

6.3 Experiments & Results

The first experiment tests the hypothesis that using mone dha answer type is helpful.
We are focusing on granularity as the difference betweewantypes: i.e. city vs. country.
For this experiment, we used questions widbation answer type from past TREC evalu-
ations. Our test set includés0 location type questions, most of which have “Where” as
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the the WH-word. Answers were manually annotated using afssgmantic tags from the
extended QA ontology of the Javelin question answeringesygB3]: country, city, state,
county, region, state, park, cemetery, structure, body phject, etc. We compared the true
distribution of correct answers with a rigid estimate andfa@nswer type distribution. Very
often, correct answers have only one granularity level: eauntry. However, sometimes
correct answers may have different granularities: e.gh lbountry and city can be valid
types.

When estimating the similarity between questions, we cdegan edit distance that
places more importance on prepositions, conjunctions paopler names. Better similarity
functions may be obtained by incorporating into the distametric question parse tree in-
formation. After computing the distance between a testtijues and a training question
@, we used a decaying exponential functiort®«(¢-?) as a weighting function (based on the
edit distance previously computed)@s contribution for the expected answer type distribu-
tion of ¢. In thelocal uniformcasex = 0, which means that all training questions contribute
equally with answer types to the expected answer type oetaquestionalpha can be set
differently according to the question datasets, answersynsidered etc. We tunetpha
for this experiment using five development questions.

We compared the true distribution (TrueD) of each test goestith the generated an-
swer type distribution usingullback-Leibler divergencéL) which is the relative entropy
between two distributionslensen-Shannon divergen@s) which is just the symmetrized
KL-divergence cosine similarity and they? statisticwhich measures the likelihood of one
distribution being drawn from another. We performed leane-out cross validation exper-
iments to generate answer type distributions for individueestions. In this experiment we
first build the UnifD (uniform weights) answer type distrttan by simply using the fre-
guency of occurrence of each answer type in all similar gorest The SimD distribution is
built using a KNN approach: each training question’s answee(s) to the expected answer
type distribution with a weight proportional to the invedistance between the test question
and the training question.

Due to the relatively small number of answer types (under 88 cosine similarity
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criterion was the most stable — performed well, with smaNesiations across sentences.
When using the average cosine similarity across all tesstopres we obtained an overall
similarity score of (.56) between the true distribution and the generated distabutBy
using the cosine similarity metric, all other metrics — tlee values of JS, KL, ang? — were
also close to their minima.

Figure[6.2 shows examples of true and generated distrigifar several questions. In
most cases, the distribution of expected answer type basegi@stion similarity is much
closer to the true distribution than the uniform averagérithistion.

Intuitively, the more training data is available, the makely it is for test questions to
find similar training questions that also have similar anstype distributions. FigurEg.3
confirms this intuition: the more data we use for trainings Higher the cosine similarity
measure between the true and generated distributionsla8inperformance was obtained
with the KL-divergence, JS-divergence, and ffemeasures decrease with more data, indi-
cating a smaller divergence in the true and generatedlisivns.

One of the advantages of generating answer type distriifar new questions is adapt-
ability to available training data. Known correct answegflecct closely the corpus from
which they were extracted. Because of this, expected artgpedistributions are also spe-
cific to specific corpora used during training. However, gigefficient training questions,
the gap between true answer type distributions and geeeafeected answer distributions
decreases, improving on a single, hard decision on ansywersgiection.

Correctness Classification

Before we experiment with answer type distributions, welanmgented another existing ap-
proach to answer modeling: casting it as a classificatiohlpr. Under this approach, each
guestion is classified into several classes correspondisgécific answer types — e.g. lo-
cation, date. The answers are often classified in a set of chamigies (e.g. person name,
organization, location), a shallow answer type ontologya eanore sophisticated ontology
based on resources such as WordNet. In our experiments wbaigsedes in the WordNet
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hierarchical semantic network as answer type classes. Waped leave-one-out cross val-
idation by training support vector machine classifiers J121 particular we used the SVM
Light toolkit [58] with a linear kernel and the corresponglidefault parameters. The task is
of the classifier is to predict answer types from featuresvddrfrom individual questions
(data points).

The features we used in these experiments are: lexical ifantgal words), answer
type overlap measures computed as the percentage of theratype explicitly found in
the question, named entities (e.g. presence or absencesoinpeames), WordNet synsets
(hypernym hierarchy nodes) and bigrams of lexical itemd. fédtures are represented as
binary values, except answer type overlap which is reptedaas a floating point numbers.

Additive Feature Classes| Micro Average | Macro Average
Lexical unigrams 0.610 0.145
AType Overlap 0.635 0.158
Named Entities 0.710 0.172
WordNet 0.830 0.406
Bigrams 0.838 0.428

Table 6.3: Answer type classification — we train SVM classsfigased on several features:
lexical unigrams, answer type overlap, named entities,dWet and lexical bigrams. The
micro and macro averages are shown for models based on diveitarrent and previously
mentioned) features.

The set of labels for question classification consists ofkimds of answer types: Word-
Net nodes and generic classes. The generic classes cdngisbper name, date, and nu-
meric, all of which are easy to identify. Taldle16.4 shows thditve effect of successive
feature classes to answer type classification performanbe.baseline consists of a clas-
sifier trained on lexical features (i.e. the words in the tjoe3. We compute the overall
classification accuracy, which in this case is the same adibe Average. In question
answering, measuring micro-average is more relevant #rotrerall performance of the
QA system. However, when performing error analysis, it isdfieial to consider the per-
formance of individual classes (answer types). We preseatoraverage as an additional
measure, although we are not trying to optimize for it. Tolihseline we add lexical overlap
with specific answer types, named entities, wordnet featdli@sses, and finally extend the



100 CHAPTER 6. ANSWER MODELING

feature set to lexical bigrams (i.e. pairs of question wprds

We have also experimented with slight variations of theatufes — for example, we have
observed that including function words (e.g. of, for, ingdam lexical unigram and bigram
features improves performance. Also preserving casenrdbon is beneficial, especially for
frequent answer types. The macro-average lower perforenardue to the many classes we
have considered: general classes as well as WordNet-basegietypes. Since the classifier
usually has lower performance on many small classes and délceoraverage assigns equal
weight to each class, the overall macro-average score erlow

Sample Answer Types| Recall
Age 0.80
Location 0.92
Date 0.96
Distance 0.62
Time Interval 0.33
Speed 0.38
Acronym 0.71
Definitional 0.84

Table 6.4: Examples of question classification performdiocseveral answer types.

In Table[6.# we give some examples of answer types and comdspy performance
in terms of recall: the fraction of questions of a particidaswer type that were classified
correctly. Locationand Date perform well since both have specific structural and surface
form characteristics such as capitalization (e.g. PAsBittgh; December) and format (e.qg.
Decemberl 2, 2006; Pittsburgh, PA). Although date have the advantage of mmerich-
inative format, actual locations can be found in WordNet gsomyms of nodes such as
location country, peninsula natural languagge.g. French, Spanish, which are implicitly
country indicators). However, th&me Intervaland Speedanswer types are more likely
to be classified as a more gene€@diantityanswer type. Another problem in answer type
classification is that sometimes, very specific answer tgpeesponding to test questions
are not found in the training data. In this cases, test questare either misclassified or a
more generic answer type is identified.

Among possible directions for extending answer type dssion for high-performance
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QA system is to enhance the question-based features. Stegnamd morphological normal-
ization could help since very often questions with the samswar type include different
conjugations, number, or part-of-speech transformatiénsthermore, synonymy and hy-
pernymy may help uncover deeper question similarity in seoghanswer types. Finally
these features can be combined and used as contiguous B-{gagn ‘st em(w;), w;y1,
syn(w;,2)”) or skip n-grams (e.g. st em(w;), w;.2, Syn(w;,4)”) to better capture contex-
tual meaning.

Answer Type Distributions

When using a K-nearest neighbor approach to compute antexjpaaeswer type distribution

for a test question, we can use the whole training questitesdaas the set of neighbors.
However, because of the vast differences among trainingtiguns, we decided to use KNN

only based on training questions pertaining to each clysguation’6}4). This way, we

ensure that we learn answer types from sets of already siquistions.

If no question classifiers are used for expected answer tyg@ehmg and no broad an-
swer type classes are available (e.g. person, locatioa,ada}, the IBQA approach offers
an initial step towards generating expected answer typgldisons by clustering the train-
ing questions[[69]. For each cluster of similar training sfiens we generateteue answer
type distribution — which is equivalent to using clusterst@ad of classes in equatibnl6.4.
By using a KNN-style approach, we allow training questiamsdntribute differently to the
expected answer type, based on their similarity to the tesstipn.

The distribution divergence can be computed when using a Qi8lagy instead of the
IBQA question clustering. Ideally, the generation of anstype distributions can be im-
proved by closely coupling the influence of cluster-basamhiing questions with an answer
extraction model[[77] that attempts to match semantic el$sund in training questions
with semantic classes found in sentences containing daareswvers; however, this is not
within the scope of this work. Since answer modeling is galhea separate stage in the
question answering pipeline for most QA systems, expectsder type distributions can be
incorporated into other statistical approaches |32, 5B, 69
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When generating answer type distributions for individuasters, an instance-based QA
system is considering the answer types of training questiothat cluster. We are interested
in how many of the most frequent answer types should be selégtobtain a good coverage
of correct answers in test questions. Using our clusteciBpd&KNN model of the expected
answer type, we obtain a coverage of correct answers $8%nof the questions.

Figure[6.% shows the answer type distribution coverage onecbanswers. By using
WordNet classes for answer types, correct answer covenageaises significantly. By mak-
ing a hard decision and using only one answer type for eac$tignenstance we obtain an
answer type classification accuracy(of4. Just by adding an additional back-off expected
answer type, we increase the answer type coveragesto Although subsequent answer
types bring diminishing performance improvements, by gisive top five most frequent an-
swer types, we obtain almost maximum correct answer coeeeagl considerably decrease
the noise of larger clusters — larger clusters often inctygestions of different answer types.

6.4 Question Clustering — Summary

In this chapter we introduced a new method for modeling thpeeted answer as a distribu-
tion over answer types. This method is more flexible and gigluibd results when compared
to more the traditional approach of rigidly using a singlswer type. Rather than using
the entire training dataset, answer type distributionsark directly from local clusters of
training questions.

We have discussed the benefits of using an answer type distribas the means of
solving the problem of choosing a particular answer typ@&gjaity over another. By con-
sidering both granularities in the beginning of the QA pass;dBQA carries the available
information and avoids making a critical decision early Artluster-level answer type distri-
bution is also a solution for the case where more than oneeartgpes are being considered
—no longer a simple granularity issue.

Through experiments we show that using more than one expactver type is bene-
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ficial to the QA process by avoiding answer type misclasgitioa that thwart the success
of answering strategies. We have described a clusterfspE®NN model of the expected
answer type, and shown how to use training questions andkheivn correct answers to
generate an answer type distribution. Using a traditiolzesification approach with a sup-
port vector machine classifier, we obtaif.&38 accuracy and using the cluster-specific KNN
approach, we obtain@93 accuracy.
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Figure 6.2: Answer Type distributions for sevelatation questions. This figure shows
the most common answer type3$rueD denotes the true distribution of answer types for
each questior§imDdenotes the distribution generated using a weighted (KNNjrdoution
from each training question, andnifD denotes the distribution generated using uniform
contributions from training questions.
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Figure 6.3: Comparison between an uniform contributionnsveer types corresponding to
training questions (UnifD) and a weighted contribution obaer types. Cosine similarity
between the true and estimated answer type distributiameases with more training data
for both methods. However, the weighted contribution sahe@mtperforms the uniform

method.
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Figure 6.4: Answer type distribution coverage of correctveers: the fraction of question
instances whose expected answer type distributions &ctumler the correct answer type.
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Retrieval in Question Answering

Contributions: In terms of retrieval for question answering, this thesigaduces a new,
cluster-based query expansion method that learns quetgshvare successful on multiple
similar questions. This method improves retrieval perfance for QA when used in addition
to existing query expansion methods.

Given large datasets of raw text available, most questiswaring systems incorporate
an information retrieval component in order to identify aaferelevant documents, likely to
be on topic and to contain correct answers to questions.dstgun answering, document and
passage retrieval operate under a slightly different mfdion need than straight-forward
document retrieval.

Document rank is still important in terms of how believaldite source is, how much
authority it holds, and its relevance to the topic at handxgsessed in the question and
corresponding query. However, it is has less impact wheortes to answer extraction.

107
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If a document contains an answer of the appropriate typehd@rappropriate context, it is
extracted regardless of the rank. While document/passglgeance to the query is still
important, sometimes answers to questions appear in pit-tthocuments:

Question: Where is London?

Contexts: ...double deckers ...be seen in London, England.
...cheap flights to London, England.
...of dialing codes to London - England - UK ...

Correct answer density in the top rank documents/passagkesired. From an answer
extraction perspective, regardless of document topiayitiee correct answers are present in
raw text, the more likely it becomes for an information egtoa to find a correct answer. It
also follows that the higher the density, the more correstanms are likely to be extracted.

We definerelevanceof a document or a passage in a question answering settingca p
of text is relevant if it contains a correct answer in a caroentext. Since it is very difficult
to automatically evaluate the correctness of contextpnaif relevance is sometimes relaxed
to whether a document contains the correct answer, regardfeontext. Note that even if a
document is on the same topic as the original question, desdot contain a correct answer,
it is still not considered directly relevant. However, incstill be used for query expansion.

As expected, the retrieval component must produce relelamntments with high density,
simple contexts. However, it is not required to producevaie documents from an IR point
of view: i.e. documents can represent different topicspag ks they contain the required
information. Topic relevance, and therefore rank is lesgartant since documents must
contain correct answers occurring in contexts conducivweftmmation extraction — which is
system dependent.

While precision is not an appropriate measure of documenéval performance, a bet-
ter and direct performance measure is the actual numbelesMarg documents retrieved.
Average precisionR-precisionand simply thenumber of relevant documents retrievae
also suitable retrieval metrics in a question answeringeodn
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7.1 Related Work

Experiments[]23] using the CMU Javelin [93] and Waterloo’sI¥Text [1S] question an-
swering systems corroborate the expected direct comwaldtetween improved document
retrieval performance and QA accuracy across systemsctiv#f@ess of the retrieval compo-
nent was measured usiggestion coverage number of questions with at least one relevant
document retrieved — antlean average precisionResults suggest that retrieval methods
adapted for question answering which include questionyaigperformed better than ad-
hoc IR methods which supports previous similar findings [#0jother question answering
study [89] explores the impact of document retrieval on thexIR vector space retrieval
system and suggests that stemming leads to an improvediparioe.

In question answering context, queries are often ambigsmee they are directly de-
rived from the question keywords. Such query ambiguity heenbaddressed in previous
research[[103] by extracting part of speech patterns anstieanting clarification queries.
Patterns are mapped into manually generated clarificatimstgpns and presented to the
user. The results using tledarity [26] statistical measure suggest that query ambiguity is
often reduced by using clarification queries which produc®ee focused set of documents.

Another research direction that tailors the IR componeigfuestion answering systems
focuses on query formulation and query expansion![130]. omaric conceptual index-
ing system based on morphological, syntactic, and semgaaiares can be used to expand
queries with inflected forms, hypernyms, and semanticaligted terms. In subsequent re-
searchl[1D], stemming is compared to query expansion usftegtional variants. On a par-
ticular question answering controled dataset, results/ghat expansion using inflectional
variants produces higher recall than stemming. Terra aatk€I[116] study query expan-
sion using lexical affinities with different query formuia strategies for passage retrieval.
When evaluated on TREC datasets, their affinity replaemesthoa obtained significant
improvements in precision, but did not outperform otherhrods in terms of recall.

Within the context of extending the JAVELIN guestion answgrsystem to restricted
domains [[95], the retrieval approach uses a successiveatala of structured queries to
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retrieve relevant documents. The search is performed bglseg for documents contain-

ing instances of predicates in raw text that match predidatéhe question, that also contain
mentions of the question entities. JAVELIN also extendsstreach through the use of Word-
Net and the CNS ontology.

Passage retrievel [20,157,155] 51, 108] is often preferregligstion answering systems
over document retrieval due to less raw text to be proceskirigg extraction and sometimes
reduced noise at the cost of coverage. A thorough evaluafipassage retrieval algorithms
[115] shows that boolean querying schemes achieve goodrpeahce on the question an-
swering task. Non-linear query term density functions farsg passages tends to perform
well. Another comparison between document and passagevadt[22] shows that while
passage retrieval has a lower coverage than documentedtitealso reduces the amount of
noise it passes to QA components that further process tlsages.

Recent research shows that entity models for informatitviexal [104] improve the per-
formance of political orientation classification and of wesing proper-name type questions
(e.g. “Who is Powell?”, “What is IBM?”). In this framework, language model (or word
distribution) is associated with an entity (e.g. persoace| organization) and is then used
in various tasks. Similar researdh [133] has independdatiysed on building entity pro-
files for definitional questions, by using various web-bastdctured and semi-structured
resources, and then applying the profiles to local corpoaader to extract answers.

Predictive annotation [101] is one of the techniques thagtiogether corpus processing
and smarter queries. Twenty classes of objects are idehaifié annotated in the corpus, and
corresponding labels are used to enhance IR queries. Alengame lines| [3] propose a
method for learning query transformations in order to invgranswer retrieval. The method
involves learning phrase features for question classifinat|128] address the problem of
guery clustering based on semantic similarity and analgzeral applications such as query
re-formulation and index-term selection.
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7.2 IBQA Approach to Retrieval

The Query Content Model is the second component (Figuiei™ 4 cluster-based answer-
ing strategy. Current question answering systems use IRtragght-forward fashion: query
terms are extracted and used to construct basic querieshale later expanded using sta-
tistical methods, semantic and morphological procesddwguments are retrieved and the
top K are further processed. The above approach describes ditgotmal IR task and does
not take advantage of specific constraints, requiremends;ieh context available in the QA
process. Pseudo-relevance feedback (PRF) (flgure 7.2feis o$ed in question answering,
especially in web-based QA systems in order to improve tlamobs of retrieving relevant
documents.

ﬂ frain

| Answer Model ]

fest | :
q‘tk.esﬂbn':Dil Query Content Model ] —

/| BxdractionModel ]!

Figure 7.1: Query content modeling as the second compohant@answering strategy.

Typical QA queries used in document or passage retrievalarstructed using morpho-
logical and semantic variations of the content words in thestjon. However, this type of
queries does not benefit from the underlying structure ofginestion, nor does it benefit
from available training data which provides similar quess that we already know how to
answetr.

In our IBQA framework, we introduce a new task-based metloddiery expansion that
is complementary to existing strategies and that leadsifferentdocuments that contain
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Figure 7.2: Pseudo-relevance feedback: at run-time, simpéries are generated from the
test question, documents are retrieved and the most fregoatent terms are used to en-
hance the simple queries. The enhanced queries are useéddwee¢he final document set.

correct answers. Our approach goes beyond keyword-bagbdaseand takes advantage of
high-level correlations in the retrieval process for sanguestions.

The central idea is to cluster available training questiang their known correct an-
swers in order to exploit the commonality in the retrievabqess. From each cluster of
similar questions we learn a differesharedquery content that is used in retrieving relevant
documents - documents that contain correct answers. THhisoshéeverages the fact that
answers to similar questions tend to share contextualresthat can be used to enhance
keyword-based queries. Experiments with question anagelata show that our expanded
gueries include a different type of content compared to aratidition to existing methods.
Since these queries have clusters as a source for expang@iow they are conducive to
the retrieval ofdifferentrelevant documents.

The data-driven framework we propose takes advantage aflkdge available at re-
trieval time and incorporates it to create better clusperetfic queries. In addition to query
expansion, the goal is to learn content features: n-grashparaphrases [45,54] which can
be added to simple keyword-based queries in order to yidgtdresults. We take advantage
of the fact that for similar training questions, good IR desrare likely to share structure
and content features. Such features can be learned frammgaiata and then be applied to
new similar questions. Note that some of these featuresotdnengenerated through simple
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query expansion, which does not benefit from known similarigs.

Training: Relevance Feedback Testing: Applying
Cluster Model

Enhanced |,
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Retrieval
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Retrieval Querles l
Incorporate Query Content Model
+/— Docs @ Features
Extract
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Features
Query Content Model
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Figure 7.3: Cluster-based methods using task-based rnelevfaedback. During training,
simple queries are generated from all questions in a clustenesponding document sets are
retrieved; features most indicative of relevant documargsselected and used to construct
enhanced queries and retrieve new document sets. Fedtatgeherate the best performing

gueries across an entire cluster are saved iQuery Content ModelThese features are then
used to construct specific queries for test questions.

Score
Queries

Figure[ZB shows how cluster-specific query content is kEriotice that while PRF
is performed on-line for each test question, relevanceldfaeklis performed across all ques-
tions in each individual cluster. Relevance feedback isipbsfor training data, since correct
answers are known and therefore document relevance cartdraatically and accurately
assessed.

A Query Content Modealontaining the resulting features (query types) is leafaedach
individual cluster. Algorithmd generates queries enhanced with cluster specific content,
selects the best performing queries, and construct®tleey Content Moddb be used on-
line.

Initially, simple keyword queries are formulated using d®iand phrases extracted di-
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Algorithm 4: Cluster-based relevance feedback algoritbnttie retrieval component of the
instance-based approach.

keywords/phrases are extracted from each training questio
simple queries are built using only question keywords/pbsa
for all simple queriesio
retrieve a set of documents
end for
documents are classified into relevant and non-relevaeth@sthe presence or absence
of (from training data) known correct answers
7: features (e.g. n-grams, paraphrases) are generated fréctuater training questions’)
retrieved documents
8: feature selection (e.g. average mutual information) iggoered topk features most
indicative of relevant documents are selected
9: enhanced queries are constructed by combining simpleeguetth the top: features —
adding one feature at a timg Gew queries)
10: for all enhanced queriefo
11: retrieve a set of documents
12: end for
13: documents are again classified into relevant and non-meiézsed on the presence or
absence of known (from training data) correct answers
14: enhanced queries are scored according to the density gargldocuments
15: the toph features used in the previous step to construct enhancemds|tieat
16: performed best across all questions in the cluster arededlin
17: theQuery Content Model up to20 queries in our implementation

rectly from thefree question keywords that do not appear in the cluster defmitidhe
keyword queries are then subjected to frequently used fofrgaery expansion such as in-
flectional variant expansion and semantic expansion ([&fle Further processing depends
on the available and desired processing tools and can denarations of the original
gueries: morphological analysis, part of speech taggiyastic parsing. Synonym expan-
sion and corpus-based techniques can be employed as phe gfiery expansion process,
which has been extensively studiéd![10].

Since most online search engine do not allow weighted tereniggiand limit the query
size, the retrieval component of web-based question aimsgveystems is drastically lim-
ited. However, when searching in a local corpus, expandeasteould have corresponding
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When was the first postage stamp issued in the US?
keywords  first AND postage AND stamp AND issued . |.
synonyms (first OR original OR initial) AND ...

hypernyms ... (issue OR distribute OR publicize) ...
VB conj: ...(issue OR issued OR issuing OR issues) | ..
NN form: ...(stamp OR stamps) ...

Table 7.1: Query expansion methods for question answeriggery terms and query ex-
panded terms according to noun forms, verb forms, hyperngimssynonyms.

weights associated to them - e.g. hypernyms:(‘{ssue) OR (7 distribute) OR (6 publi-
cize)”.

Queries formulated using the methods mentioned aboveeiubdnefit from additional
search engine expansions using pseudo-relevance feedBach expansions are aimed at
better recall at the expense of lower precision.

We introduce a new query expansion method that is clusteealt has the advantage
of being orthogonal to traditional query expansion and camsed in addition to pseudo-
relevance feedback. The cluster-based expansion is basmmhtext shared by similar train-
ing questions in each cluster, rather than on individuaktjae keywords. Since cluster-
based expansion is based on different features comparealditidnal expansion, the main
benefit of the retrieval step in a QA system is that it bringaew relevant documents that
are different from the ones retrieved using the existingaesjon techniques.

7.3 Cluster-Based Query Expansion

Simple queries are run through a retrieval engine in ordgartmluce a set of potentially
relevant documents. While this step may produce relevaotidents, we would like to
construct more focused queries, likely to retrieve docus&iith correct answers and ap-
propriate contexts. The goal is to add query content thaeases retrieval performance on
training questions. Towards this end, we evaluate the ichgtative power of features (n-
grams and paraphrases), and select the ones positiveblated with relevant documents
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and negatively correlated with non-relevant documentsis gbal of this approach is to
retrieve documents containing simple, high precision amsxtraction patterns.

More specifically, consider a positive class consistingafuiments which contain a cor-
rect answer, and a negative class consisting of documenthwlo not contain a correct
answer. We compute the average mutual mformgtic;iﬂi F;) between a class of a docu-
ment, and the absence or presence of a fegturethe document]81]. We let’ be the class
variable andF; the feature variable:

I(C;F) = H(C)—H(C|F)
_ Ple, fi)
= Y% Pl sy log7< e (7.)

ceC f;€0,1

whereH (C) is the entropy of the class variable aAdC | F;) is the entropy of the class
variable conditioned on the feature variable. Featureshst discriminate passages con-
taining correct answers from those that do not, are selexgqubtential candidates for en-
hancing keyword-based queries.

For each question-answer pair, we generate enhanced gjbgriedividually adding se-
lected features (e.g. Tallle]’.2) to simple queries. Thdtiegueries are subsequently run
through a retrieval engine and scored using the measureoofecke.g. average precision).
The content features used to construct theitégmatures and corresponding enhanced queries
are included in th&®uery Content Model

7.3.1 Query Content Model

The Query Content Modeak a collection of features used to enhance the content afegue
which are successful across a range of similar questiomdg[¥a2). The collection isluster
specificand notinstance specifiomeaning that features are derived from training data and

1as well as other statistics in sectlon 714.1
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Cluster: When didX start working forY ?
Simple Queries Query Content Model
X, Y “X joinedY in”
X, Y start working | “X started working foiy”
X, Y “start working” | “X was hired byy”
“Y hiredX”
X, Y “job interview”

Table 7.2: The Query Content Model ichuster-specificollection of content features that
generate the best document set. Queries based onf{yamdY” question terms may not be
appropriate if the two entities share a long history. A faemluster-specific content model
is likely to generate more precise queries.

enhanced queries are scored using training question apsiver Building a Query Content
Model does not replace traditional query expansion - botlicgsses can be applied simulta-
neously to the test questions: specific keywords and knaele@rived from new questions
are the basis for traditional query expansion and the dingtef similar training questions is
the basis for learning additional content conducive todsettrieval performance. Through
the Query Content Model we allow shared context to play a rsmeificant role in query
generation.

Some QA systems already shape queries differently acaptditheir type and enhance
them with additional content. For example, for the “Who is’ e of questions, words
such as ’biography’ and 'profession’ can also be includethenquery.. However, this pro-
cess is usually rudimentary and is performed manually winewaring strategies are imple-
mented, associating question types with specific additiemavords. In our instance-based
QA approach, query content is learned and does not requperekuman knowledge in
writing and selecting content features.

The Query Content Model takes advantage of cluster-spelafacand learns from train-
ing questions how to build better queries from a contentgessve. This approach can also
be extended in order to learn the query structures that ateshéed for retrieving relevant
documents for questions in a specific cluster.
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7.3.2 Scoring Enhanced Queries

The field of information retrieval several precision andalebased metrics that can be ap-
plied to measuring retrieval performance in QA. Precisibe r/n is the ratio of the num-
ber of relevant documents retrievedo the number of documents retrieved and recall
R = r/q is the ratio of the number of relevant documents retrieved the number of
relevant documents in the corpis

Thenumber of relevant documents retrieved a very simple statistic that does not take
into account document ranking. It has the advantage ofttirepecifying the upper bound
for the answer extraction component.

R-precisionr is the precision at the rank of the last of a pre-specifiedimber relevant
documents. This statistic can be a good indicator of deresgyecially if the answer extrac-
tion performs well when it observes a minimum number of r@fgwlocuments. R-precision,
however, is not sensitive to ranking: it does not differatgibetween different distributions
of the topk — 1 relevant documents. Moreover, a pre-specified number@faet documents
has to be selected in order to compute R-precision. Depgrafirthe question type, topic
density in the local corpus or on the web, it is difficult to aetpecific recall threshold.

Average precisio, is a measure of retrieval performance that takes into accani-
ing as well as answer density:

> i_o P(rank ofrd;)
Py =

r

(7.2)

whererd; is theiy, relevant document retrieved, ait{rank) is the precision computed on
the set{0, rank} of retrieved documents.

Although it is not easily interpretable, average precigias the advantage of sensitivity
to the overall ranking, stability to small changes in raigkiand contains both precision and
recall factors.

Question answering systems typically observe a strongapey between the retrieval
component and the answer extraction component. Sub-dptatneeval may perform well
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if answerscan be extracted from the available text. On the other hand cgioral extrac-
tion may perform well given documents with simple approjgrieontext. During training,
an indirect measure of document retrieval performance egrtpagated back from the an-
swer extraction step. The extraction step’s performanoebeaevaluated using a weighted
harmonic mean between precision and re¢all[120], c&lledeasure

1 (2 +1)RP
F-measure= = 7.3
at+(1-a)% B2P+ R (7:3)
whereg is a parameter signifying the relative importance of piieaig” and recallR. The

most commonly used is balanced F-measure «ie.1/2 andg = 1.

A query’s score — the probability of success — is given by tinalmer of correct answers
extracted as well as by the extraction precision. In effieistibackward propagation reflects
allows us to realistically estimate the probability of sess at every step in a linear strategy
— one cluster, one query type, one extraction model.

This measure is flexible and is answer extraction dependeet # factors in how good
the answer extraction model of a QA particular system is.sHtlows the QA system to
exploit the symbiotic relationship between retrieval anttaction in the QA process and
evaluate their performance at the simultaneously.

7.4 Retrieval Experiments and Results

We tested the performance of cluster-based enhanced s@riecompared it to the per-
formance of simple keyword-based queries, and queriesnebgaathrough synonyms and
inflectional variants. We also compare several featurecsele methods used to identify
content features that are conducive to successful clbstszd queries.

To acquire sufficient data for a thorough experiment withtipld retrieval strategies,
the instance-based system used the Google ARI.google.com/apis/) for document
retrieval. The documents are filtered for known questionnanisg content (documents
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including terms such as “trec”, “aquaint”, “nist”, 'questi answering”, TREC document
ids, or the question itself), the html tags are removed, Aetetnerging text documents are
divided into sentences. The number of documents retriemddoaocessed specifically for
all the simple and expanded queries is approximatély 000 and total size of the retrieved
dataset is approximatelG B.

For each new question, we identify the training questioas #hare a minimum sur-
face structure (in-order set of words) which we considergiwotype of a cluster. This
constraint-based approach has the advantage of genecaistgrs of different granularity
and different number of training instances for the same tipues Each cluster represents
a different, implicit notion of question similarity based the set of training questions it
covers. Therefore different clusters lead to differentiegal strategies and different answer
extractors. These retrieval experiments are restrictagsitog only clusters of size four or
higher to ensure sufficient training data for learning qeeefrom individual clusters.

In the context of question answering, for any specific qoesthe set of relevant docu-
ments in a local corpus is usually unknown. Moreover, doaitraad passage relevance is
judged according to a set of answer keys in the form of reg@Kpressions. For most ques-
tions, these regular expressions are incomplete, they doveér all possible correct answers,
nor do they cover all surface forms of the same answer. Fanpbea“Mr. Rogers’ shovy
and ‘Mr. Rogers’ Neighborhoddcan both be correct answers to the same question.

Since we are interested in obtaining accurate retrievdbpeance measurements for
guestion answering, we attempted to avoid most of the abitfedipin our retrieval-focused
experiments by performing experiments using all tempouaistjons from the TREC 8-12
evaluations. Temporal questions have the advantage afignavnore restrictive set of pos-
sible answer surface forms, which lead to a more accuratsuneaf retrieval performance.
At the same time temporal questions cover both more diffopudtstions such adVhen was
General Manuel Noriega ousted as the leader of Panama amethiover to U.S. authori-
ties? as well as simpler questions such a¥Hat year did Montana become a stdte®/e
employed this dataset for a more in-depth analysis of IBQAawal performance and strate-
gies. However, for the overall instance-based questiowamsg experiments, we employ
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the entire TREC collection.

Four sets of queries are generated and their performarteel t&¥e are interested in ob-
serving to what extent additional methods produce additiceievant documents. The initial
set of queries are constructed by simply using a bag-of-svapgproach on the question key-
words. These queries are run through the retrieval engaw generatind00 documents.
The second set of queries builds on the first set, expandamg tising synonyms. Each word
and potential phrase is expanded using synonyms extractecd\M/ordNet synsets. For each
enhanced query generatéd() documents are retrieved. To construct the third set of gaeri
we expand the queries in the first two sets using inflectioaahwts of all the content words
(e.g. verb conjugations and noun pluralization). For eddh&se queries we also retrieve
100 documents. All experiments were performed using leaveearieross validation.

When text corpora are indexed without using stemming, sngpleries are expanded
to include morphological variations of keywords to impraegrieval and extraction perfor-
mance. Inflectional variants include different pluraliaas for nouns (e.greport, report3
and different conjugations for verbs (eigmagine, imagines, imagined, imaginindJnder
local corpus retrieval inflectional expansion bypassestirelated term conflation problem
that stemmers tend to have, but at the same time, recall roggldawered if not all related
words with the same root are considered. For a web-basedi@uasswering system, the
type of retrieval depends on the search-engine assumptpemsiissible query structure,
query size limitation, and search engine bandwidth (allde/aolume of queries per time).
By using inflectional expansion with queries that target wearch engines, the redundancy
for supporting different word variants is higher, and has plotential to increase answer
extraction performance.

For the fourth and final set we employ our cluster-based gergognsion method. These
queries incorporate ngrams and paraphrases learned feotrathing questions covered by
the same cluster. Instead of further building an expanssamguthe original question key-
words, we expand using contextual features that co-ocdlraviswers in free text. For all
the training questions in a cluster, we gather statistiosiitie co-occurrence of answers and
potentially beneficial features. These statistics are thsmu to select the best features and
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Figure 7.4: The benefit of iteratively adding each expansimthod: (a) the fraction of
cluster instances and (b) the fractions of questions (ggdee across clusters) that have at
least a new (different) relevant document in addition to/janes methods.

apply them to new questions whose answers are unknown.gtigd{b) shows that approx-
imately90% of the questionsonsistentlybenefit from cluster-based query expansion when
compared to approximatelh% of the questions when employing the other methods com-
bined. Each question can be found in multiple clusters d¢diht resolution. Since different
clusters may lead to different selected features, queshienefit from multiple strategies and
even though one cluster-specific strategy cannot prodleeard documents, other cluster-
specific strategies may be able to. When aggregating rdsaitsindividual clusters, we are
only concerned about cluster-specific question instar@ded\(hen aggregating results from
individual questions (b), multiple clusters contributaiwiifferent features (strategies) and
benefit retrieval performance.

The cluster-based expansion method can generate a largeenofrcontextual features.
When comparing feature selection methods, we only selectah10 features from each
method and use them to enhance existing question-basegju€iurthermore, in order
to retrieve, process, extract, and score a manageable nwhfecuments, we limited the
retrieval to10 documents for each query. In figurel7.4 we observe that evéineasther
methods retrieve more documents, 90% of the questions still benefit from the cluster-
based method. In other words, the cluster-based methodajeseueries using a different



7.4. RETRIEVAL EXPERIMENTS AND RESULTS 123

type of content and in turn, these queries retrieve a difteset documents than the other
methods. This observation is true even if we continue toenetrup to100 documents for
simple queries, synonym-expanded queries, and inflexi@rants-expanded queries.

This result is very encouraging since it suggests that teanextraction components of
guestion answering systems are exposed to a different fyp&egant documents, previously
inaccessible to them. Through these new relevant docurensser-based query expansion
provides extractors with richer and more varied sourcesoafect answers f090% of the
questions. While there is a strong performance correldigween retrieval and extraction
in the context of question answering, better retrievalgrenbince does not guarantee better
overall question answering performance — different ansax&actors may or may not take
advantage of additional relevant documents. Howevertifeneal performance is poor, an-
swer extraction performance is also likely to be poor. Muegpif the answer extractors
are provided with more of the same documents from which tleeyon't previously extract
correct answers, relevant document density is not a goadatat of retrieval performance.
Previous work focused mostly on different ways of measuratgeval performance with-
out considering the tightly coupled answer extraction negments. Our experiments show
that cluster-based expansion addresses this issue anléesupyswer extractors with a set of
documents that cover a different part of the relevant docurseace.

new relevant documents
simple 4.43 100%
synonyms 1.48 33.4%
inflect 2.37 53.43%
cluster 1.05 23.65%
all 9.33 210.45%
all - synonyms| 7.88 177.69%
all - inflect 6.99 157.69%
all - cluster 8.28 186.80%

Table 7.3: Keyword based queries ('simple’) and expansiethods based on synonyms,
inflectional variants, and cluster-based. Shows the aeenagnber of additional relevant
documents across instances at twenty documents retrieved.

Although expansion methods generate additional relevacuments that simpler meth-
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ods cannot obtain, an important metric to consider is theitienf these new relevant doc-
uments. We are interested in the number/percentage of nevare documents that expan-
sion methods contribute with. Talle]7.3 shows at retriexatll of twenty documents how
different query generation methods perform. We considgwked based methods to be
the baseline and add synonym expanded queries ('synonyftéctional variants expanded
gueries (‘inflect’) which build upon the previous two typdsjaeries, and finally the cluster
enhanced queries (‘cluster’) which contain features ke@ifnom training data. We see that
inflectional variants have the most impact on the number wfad@cuments added, although
synonym expansion and cluster-based expansion also loatetsignificantly.

7.4.1 Feature Selection for Cluster-Based Retrieval

Content features are learned from the training data basetserving their co-occurrences
with correct answers. In order to find the most appropriatdertt features to enhance our
cluster-specific queries, we have experimented with seleature selection methods [134]:
information gain, chi-square, the phi coefficient, and dangonditional probability as a
baseline.

Information gain (IG) in the context of our question clustering problem measuhe
reduction in entropy for the presence/absence of an answetavant passages, when we
know whether an n-gram feature is present in these passages o

ba, b
= 2 2L Pty l‘)g( <b(> <fb)f>)

bpe{finf} bac{a,—a}

whereb, andb; represent the presence or absence of an n-gram and of anransweas-
sage. We combine the information gain of each n-gram at tietaal level by averaging over
individual questions in the cluster:

IGo(f) =) P(q|C)IG(f,a)

qeC
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Chi-square (x?) is a non-parametric measure of association that quantifeetack of
independence between two variables - in our case the paksag@ssociation between an
n-gram featuref and a correct answer Since we are interested in evaluating the usefulness
of each feature with respect to each clustewe combine the question-levet statistics:

Xe(f) =Y PlC)*(f,a)
qeC
where P(¢|C) is the probability that the questianbelongs to cluste€. \? takes values
ranging between zero and infinitely large positive numbers.

When applied to question clustering, chi-square testsvendghere is a significant dif-
ference between the distribution of n-gram featgfi@nd the distribution of correct answers
a in the passages. However, judging the relative usefulmassig features using the, co)-
valuedy? statistic is difficult.

Phi (¢) is a transformation that compresses the values of chiredut thel0, 1] interval,
allowing us to measure for individual questions the degfessociation between an n-gram
featuref and the presence/absence of an answeirelevant passages:

o(f,a) = VX*(f,a)/N

phi is often interpreted as a Pearson correlation coefficienmil&® to the x? case, we
combine the evidence for featufefrom all questions in each cluster:

do(f) =Y _ P(a|C)¢*(f,a)

qeC

As a baseline, we also considered whether the presencetofdgais a good predictor
of the presence of answelin passages:

Do(f) =) _ P(q|C)P(alf)

qeC
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In figure[Z.5 we compare these feature selection methods odataset. The selected
features are used to enhance queries and retrieve adtlitiocaments. We measure the
fraction of question instances for which enhanced quetaio at least one new relevant
document. The comparison is made with the document set @texeby keyword based
gueries, synonym expansion, and inflectional variant esipan

Instances With Additional Relevant Documents
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0.7r

0.65[ ]

0.6

fraction of instances

0.55;

05 L L L L
0 20 40 60 80 100
#docs retrieved

Figure 7.5: Feature selection methods - correspondingneelalequeries performance on test
data. Retrieval performance is measured here as the fnaxftgquestion instances that benefit
with at least a new relevant document from enhanced quewdisrepresents combining
the features from all feature selection methods.

In this experiment, average precision on training dataesist predictor of additional
relevant documents: approximatély’% of the test question instances benefit from queries
based on average precision feature selection. Howeveotliee feature selection methods
also obtain a high performance: approximatéhys of the test question instances benefit
from these methods.

Since these feature selection methods are different inreaitus interesting to see the
performance of their combination (All") and as expectea, @bserve (figure_7.5) a perfor-
mance boost from feature set mergifi§%). In this case there is a trade-off betweekla
boost in performance and an almost double set of featuresramahced queries. This trans-
lates into more queries and more documents to be procest#edugh it is not the focus of
this research, we note that a clever implementation of IBQghmincrementally add fea-
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tures from the next best selection method only after theiegisjueries and documents have
been processed. This approach lends itself to be a goodfbasislity-based models and
planning [93/ 48].

Cluster Enhanced Queries
0.7 ; ;

Precisionat 1

—+— Precisionat 5

—o— Precision at 10

average precision (retrieval)

0.3 0.4 0.5 0.6 0.7
feature selection score (train)

Figure 7.6: The average precision of cluster enhancedepieorrelates well with the scores
generated by feature selection based on the training data.

An important issue in these experiments is to what extenstoees of the selected fea-
tures are meaningful and correlate with actual retrievebpeance on test data. We measure
the average precision of these queries at different nunflilrauments retrieved. Figuke¥.6
shows precision at one, five, and ten documents retrieved.inifial observation is that
feature scores do indeed correlate well with actual redtiperformance. This result is con-
firmed by all three curves and suggests that useful featueeis dact learned. Another im-
portant observation is that average precision when onerdestiis retrieved is consistently
greater than precision at five documents retrieved, whictuiin is greater than precision
at ten documents retrieved. This result shows that the raakdocument correlates to the
relevance of that document. In other words, the higher thie od the document, the more
likely it is to be relevant, which is a desirable quality ifiarmation retrieval.

Furthermore, we are interested to see how individual featalection methods vary with
the number of documents retrieved - whether rank and avenagésion are corelated. Fig-
ure[Z.T shows that selection based on training data averagesion andC'hi? yields the
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Retrieval Average Parecision for FSel Methods
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Figure 7.7: Performance of different feature selectionhoés as a function of the number
of documents retrieved.

best performance on test data in terms of average preci$ioen.common tendency among
all feature selection methods is to have better performaitehigher document ranks.

Some cluster enhanced queries are very specific and focagsetri@ving exact contexts
for correct answer: “he died on ANSWER of heart failure”, GANSWER was the year
of her birth”, “a native of ANSWER , Mr.” etc. Because of beigg specific, most of these
gueries are able to retrieve a limited number of relevanudwnts with high rank and high
precision. However, as we retrieve more documents, it sliksly to find the same features
present in these documents. Another category of clustearexgu queries is based on more
generic features that guide retrieval with lower precishart higher recall: “born in”, “native
of”, “the first to” etc. By generating both types of queridse Query Content Model is able

to find new relevant documents that are usually not found bsertraditional methods.

7.4.2 Qualitative Results

During the relevance feedback process based on indivitlugters, several artifacts came to
light. For several of the clusters, we observed that thaifeatelection process, consistently
and with high confidence selected features sucimaari NP1 has one meanihghere N P1
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is the first noun phrase in the question — and is different fiberént question instances in
the cluster.

The indirect reason for selecting such features is in factithcovery of authorities: web-
sites that follow a particular format and which have a pattictype of information, relevant
to a cluster. In the example above, the websatesvers.comndwordnet.princeton.edcon-
sistently included answers to clusters relevant to a p&sorgraphy. Similarlywikipedia.org
often provides answers to definitional questions (enghat is uzo?.

Question: When did Bob Marley die?
The noun Bob Marley has one meaning:

Meaning #1: Jamaican singer who popularized reggae (19981}

* Born: 6 February 1945
* Birthplace: St. Ann’s Parish, Jamaica
* Died: 11 May 1981 (cancer)

* Best Known As: The reggae hero who did "Get Up, Stand Up”

In the example above, profiles for many entities mentioned question cluster were
found on severahuthority websites. For the entity “Bob Marley”, the answer to the year
of death question can easily be found. In fact, this obsemnvditas the potential to lead to a
cluster-based authority discovery method, in which cergaurces are given more credibility
and are used more frequently than others. For example, [®rvbg that for most questions
in a cluster, thavikipediasite covers at least one correct answer (ideally that caratyt
be extracted), then it should be considered (accesseddbguiestions before other sources
of documents. Through this process, given a set of quesporessed using the IBQA
approach, a set of authority answer sources can be identified



130 CHAPTER 7. RETRIEVAL IN QUESTION ANSWERING

7.4.3 Selection for Document Retrieval

We assume a document to be relevant in the context of quemtiswering if it contains a
correct answer in a correct context. Since it is very difficalautomatically evaluate the
correctness of context, the notion of relevance is someti@lexed to whether a document
contains the correct answer, regardless of context. Assiothie previous sections, through
cluster-specific data, the retrieval component of an itgdrased question answering sys-
tem system learns n-grams and features that improve ratsdwen added to queries. The
improvement is measured when these queries are used t&vesttbocuments for the ques-
tions in the same cluster. The learned features become fpidnt cluster-based answering
strategy which can be applied to new similar questions.

Strategy Selection for Document Retrieval
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Figure 7.8: Smart selection based on strategy confidenm@sthe instance-based question
answering system to employ only% of its available cluster-specific strategies to retrieve
80% of the accessible relevant documents.

When trying to answer the questiowhen did Mozart di€?it may be beneficial to create
gueries that contain features such bh®ography, “ cemetery, “spent his life”, “sacrificed
himself, etc. In many question answering systems the retrievalpmrant contains rules
for building better queries for specific types of questioria eur example:time.of_death
Under the cluster-based approach, these features aredefaom other similar questions in
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the training data, and are then added to cluster-specifivexirtgy strategies. We measure
the retrieval confidenceon f(A;r(C;)|q) of an answering strategyt derived from cluster
C; given a new test questian

conf(Arr(C))lq) = P(d*|Ar(C))) - P(Cjlq) - 5(5) (7.4)

whereP(d+|Arr(C}))) is the probability of retrieving a relevant documentusing strategy
A;r(C;) and is measured by testing its effectiveness on a held-oof s@estions from the
cluster. P(C}|q) is the probability of a cluster containing questions simiiteg and is given
by the average similarity betwegnandg; (: € C;) normalized over all clusterss(j) is a
minimal cardinality condition for clusters.

Figure[Z.8 shows the effect of using confidence-based smbeict order to iteratively
add appropriate answering strategies (i.e. beneficialygoentent). The more strategies
are employed to create queries and retrieve new documaetieds time will be available
for answer extraction and answer merging. The iterativegss offers a good trade-off
between performance and number of strategies used, asseti@d basis for user-defined
utility functions. In our experiments, if the QA system s#teonly 10% of the available
strategies, the retrieval performance is approximat@ly of the maximum achievable using
the existing current strategies.

7.5 Query Content Modeling — Summary

We introduce a new, cluster-based query expansion mettadddarns queries which are
successful on multiple similar questions. Since it is ogthaal to traditional query expansion
methods, it can be used in addition to pseudo-relevancé&eid Traditional QA query
expansion uses only the individual keywords in the test tijpresind expands them using
various semantic and corpus-based methods. In contrast|ubkter-based expansion learns
features from context shared by similar training questfom® that cluster.

Since the features of cluster-based expansion are diffeen the features used in tradi-
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tional query expansion, the main benefit of the retrieval siea QA system is that it brings
in new relevant documents that are different from the oneggeved using the existing ex-
pansion techniques. Our experiments show that moredbfarof the questions benefit from
our cluster-based method when used in addition to traditiexpansion methods.

In this chapter we have presented experiments with seveafiifie selection methods
and we have shown that using average precision as the salestthod works best unless
all selection methods are used in conjunction, in which das@umber of queries generated
might be prohibitive. Experiments also show strategy seleémpact on our IBQA imple-
mentation: by selecting0% of the strategies, we can obtain clos®®§; of the full-strategy
system performance.



CHAPTER 8

Answer Extraction

Contributions: In answer extraction for QA, this thesis proposes extractimodels are
trained on abstracted, aggregated cluster-specific dathe fraining data originates from
documents retrieved for multiple similar questions, leadio more focused answer extrac-
tor models.

The answer extraction component of a question answeringmys one of the most
critical but also one of the most difficult stage in the pracekfinding exact correct answers
to questions. Given a segment of text (e.g. document, passagtence), an answer extractor
identifies candidate answers and makes a decision whetttecaadidate is a correct answer
or not. Most question answering systems’ answer extractmrgpute scores based on their
content and structure, as well as on the content and steuofuthe corresponding textual
contexts.

Text segments vary in length, depending on the specific implegation of the question

133
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answering system and are usually in the form of documentsagaees, or individual sen-
tences. The type of data varies depending on the particotpus used (e.g. AQUAINT, the
web) and also on the article genre (e.g. news story vs. stackehreport). For web-based
guestion answering, the variations are even greater anaicéxin modules have to be robust
enough to be able to process news stories, biographies,laasAewer quality webpages
such as product descriptions, fan sites, logs, and less@uht®rums. Another drawback
for web-based extraction is the lack of surface-level antext-level standardization. For
example, while one author might be very careful about gramand casing (lower case vs.
upper case), another might be more informal and might beihetised to pay attention to
these issues. At the same time, source veridicity is ofterobl@m when processing web
content and very often less reliable sources could demiQth process. However, this prob-
lem can often be solved by merging similar answers and atieghfo find multiple sources
that support the same conclusion, as a form of implicit \eatfon.

In the best case scenario, text segments processed by amstnaartors are relevant -
i.e. contain a correct answer. However, in more realistenados, this is very often not
true. The pre-extraction retrieval stage may not be ablétain relevant documents due to
unavailability of relevant documents in the corpus or duetmlequate queries. Also, the
varying proportion of correct candidate answers and ir@brcandidate answers (positive
and negative examples) varies among question types ane icate of instance-based QA
among clusters. This makes an even more critical and comgeéason to train individual
extractors for individual clusters.

For the TREC-style questions, text segments that havesatiined answers for the QA
task, typically range between one and three sentencesein\g&zy often, the answer can be
correctly identified from only one sentence. However, nahand pronominal references
sometimes occur across sentence boundaries and makeiertraore difficult. Answer ex-
traction is more precision-oriented component in the QAcpss since it is more important
to obtain a correct answer with high confidence than to olsteu@ral correct answers with
similar confidence to incorrect answers. Because of thigyggufficient relevant documents,
answer extractors often focus on obtaining confident coereswers from very clear context
(e.g. ‘Mozart died on Dec 5, 179} at the cost of missing correct answers in more ambigu-
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ous contexts (e.g.Mozart ... treated by Dr. Fitzgerald ... praises from Frarch8bert. A
year later he did on Dec 5tf).

Depending on the task, an answer extractor may identify sarall, factoid candidates
which are well defined text snippels [124], paragraphs![1d:04 collection of text segments
containingnuggetd125] that are relevant in answering questions. For factdEC-style
guestions, very often well-defined snippets are most apjatep even though the set of
surface forms of correct answers is often large. For dedimdi questions phrases are very
often sufficiently complex and answer the original questionlowever, for completeness,
several methods$ [125, 66] have been developed to deal viavarg text nuggets that might
appear in along answer or several answer components. Fotyp&juestions, how-to, and
why-type questions, longer paragraphs and sometimes-gadtiment paragraphs constitute
the answers. For these types of questions machine tramsiagpired metrics are more
appropriatel]110]. However, since these types of questiomaot the focus of this work, we
will not explore answer extractors that cover them.

The performance of an answer extraction component is witgztl with the performance
of the retrieval component of a QA system. If the retrievedutoents are not relevant -
i.e. do not contain correct answers -, the answer extraeoores inconsequential since
the overall performance will certainly be low. However, hitretrieved documents are all
relevant, but the structure of the text is too complex, theem answers also cannot be
extracted and the performance of the retrieval componenteievant. Hence, the goal is
to find a retrieval-extraction strategy that yields the hmsformance for a particular QA
system.

8.1 Related Work

The task of named entity tagging is very much related to answteaction. BBN’s Nymble

system([8] and subsequently IdentiFinder sysiem [9] sisfokg employed a Hidden Markov
Model (HMM) approach to the task of recognizing and classgynamed entities such as
names, locations, organizations. The results obtainechghdh text were consistently above
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0.9 F-measure and similar results in non-English text. In thetext of automatic content
extraction (ACE) the extraction task consists of first idfgitg mentions of entities such
as named entities (e.g. names, locations, organizatipr@)pminal entities (e.g. he, hers),
and nominal entities (e.g. the president, the salesmanghdar). After these mentions of
entities are identified, reference resolution is perforrfeed. mentions such dee, Clinton,
andthe presidentould be one and the same person). Finally a more difficulkt tasler
ACE is classifying the role and relationships among ertiti€he maximum entropy IBM
system [[34] 73] consistently performed well in identifyiegents and relations from text
from multiple sources, in multiple languages and forms.

Initial answer extraction experiments focused on answasyhat corresponded to named
entities. AT&T’s QA systeml]2] performed entity extractioising the Cass partial parser
based on finite-state cascades [1]. The SMU Falcon systejms{#Zessfully employed
more extensive answer types and explored dependenciesdietwords in order to better
capture the semantics of questions and answers. It alsoigethbemantic and syntactic
knowledge with empirical methods in order to obtain a goadgemance on TREC data.

Answer extraction can also be viewed as a classificationl@moln which answer cor-
rectness is evaluated based on various features deriveddioth the question and the candi-
date answer. The CMU Javelin systemi[93] trains supporovestachines, k-nearest neigh-
bor, and decision tree classifiers to evaluate the corrsstagindividual answers. Under
this approach candidate answers are identified and thencthreeéctness assessed by differ-
ent classifiers for different answer types. A maximum-gongrapproach employed by IBM
[55] computes the probability of correctness given the jaesand the candidate answer
by introducing a hidden variable which represents the angype (i.e. named entity). The
model uses sentence features, entity features, defingimiurfes, and linguistic features in
order to capture various aspects of the question-ansvaiaeship.

A noisy channel approach has been proposed by I$I [32] thps s@ntences containing
a possible answer into the original question. This appratdmpts to measure the dis-
tance between sentences and questions. In this framewerkiesired outcome is for short
distances to imply answer correctness and long distandesply incorrect answers. With
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the approach yielding moderately good results, it intémgsto note that the 1SI question
answering system is based on publicly available software.

Another approach to answer extraction is to apply simpleepad based on surface forms
or part-of speech tags in order to build an off-line dataliasspecific question types — e.g.
who-is type questions [33]. The answers are usually exddatbm large corpora. While
the approach has the benefit of acquiring off-line answeesGiic extraction patterns have
to be written for many different question types. Large adltns of surface patterns have
been employed successfully [111] L6} 45] in the TREC questiswering task. Learning
these surface patterns as regular expressions$ [105] cachiev@d by using bootstrapping
methods on web data and using sulffix trees for determininign@painswer length.

Many QA systems exploit redundancy of candidate answeraslng answer frequency
to boost the confidence of correct answers. Web documerdsdgorovide answer redun-
dancy in simple contexts. This fact has been previously tsstiow that the most frequent
answers are usually the correct ories [31]. Redundancy $@beaén used to cluster multiple
answers with low confidence and generate a representatsyeeanvith higher confidence
[16,2,21[62].

Most systems also make use of specific resources such asndicés, encyclopedias,
and gazetteers and online semi-structured soulces [72jnifl@n questions in particular
can be answered by using various online and offline knowledgeces(|47, €7]. BBN'’s
question answering system performed ]132] very well on @defimquestions by building a
question/answer profile from online sources such as Merilehster, Columbia Encyclo-
pedia, Biography.com, and Wikipedia. Answers extractethffocal corpora using patterns
are then ranked against the profile.

8.2 Answer Extraction under IBQA

The answer extraction model (Figurel8.1) is the componetitdranswering strategy where
actual answers are being extracted from the enhanced dotsimigtained in the retrieval
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Figure 8.1: Answer extraction modeling as the third compboéan answering strategy.

stage. Both rule-based answer extraction and statistisaVer extraction make the implicit
or explicit assumption that answers to similar questionslg have similar structure. Fur-
thermore, answers usually occur in contexts with similartent and structure. Based on
these assumptions, the extraction methods propose rulsttstical models that exploit
structure and context for particular answer types and eixpassible answers. Under the
instance-based question answering approach, clusterslpreets of similar training ques-
tions. We use these sets of questions as raw training dataltbdiuster-specific extraction
models. The extraction models become part of answerintegies for individual clusters.
When clusters are deemed relevant to new test questionsgigestions in the cluster are
also similar to the new question), their corresponding amsw strategies are activated and
the cluster-specific models are applied. When the questimsdeed similar, the cluster-
based extractor is able to extract correct answers and tiséecistrategy is successful. If
on the other hand, the cluster questions are only similasrdaag to dimensions that cannot
be exploited by the answer extraction method, the clustategty will not be successful.
However, since each question is covered by several cluseveral extractors trained on
different question sets will be activated, increasing tkelihood that at least a strategy will
be successful.

Consider the example in tadle B.1, which shows four traimjngstions corresponding
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to the cluster “When wascNP> <VB>?". The table describes how to obtain a level of
abstraction over the raw training data from multiple questi This abstraction allows text
from multiple questions to become more homogeneous and tsée for building a more
focused extractor. Some of the relevant documents rettievéhe IR stage will contain
both correct answers and incorrect answers to the questinrsder to present an answer
extraction learner with homogeneous training data, theviahg steps are taken:

Algorithm 5: Data Abstraction Procedure

1: sentences that contain at least an expanded question kamiselected from docu-
ments retrieved for training questions in the cluster

text fragments that match the expected answer type ardfiddnt

sentences with correct text fragments are marked as positamples

sentences without correct text fragments are marked asivegaamples

keywords and answers are abstracted from the sentencesaded with placeholders
—e.g. NP, VB, see table 8.1

extract features from abstracted data

. train cluster-specific answer extractor on this data

8: use extractor on documents retrieved for the test question

N o

One of the more successful approaches to answer extractimists of answer correct-
ness classification. Candidate answers are identified fragegossible answers to the ques-
tion, then using context-based features, each candidaelassified into two classes: correct
and incorrect. The classification score is usually used asuiswer confidence. Similar to
using an answer type hierarchy [93], the an IBQA system carthes expected answer type
distribution and find segments of text which are possiblevans. The expected answer type
is thus similar to answer types observed in conjunction witler questions from the same
cluster. These segments of text are considered candidateeand are used as target data
points to be labeled as correct or incorrect. The goal is tid lbumodel that accepts snippets
of text and decides whether they contain a correct answewtor n

After abstracting away the question-specific keywords frelevant documents, we iden-
tify possible candidate answers and extract from theirexdsta set of feature vectors. The
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Cluster: When was<NP> <VB>?

Instances: When was<the White House> <built >?
When was<the first stamp> <issued
When was<the city of New Orleans> <founded>?
When was<the telegraph> <invented>?

Contexts: ...the White Housewasbuilt by an Act of Congress in 1790
...in May 6, 1840the first stamp wasissuedin Great Britain . ..
In 1718...founded the City of New Orleansand named it.
... Samuel Mors@&vented the telegraphin 1837 a machine ...

Training ...NP wasVB by an Act of Congress IANSWER.
contexts: ...INANSWER, NP wasVB in Great Britain ...

In ANSWER ...VB NP and named it.

... Samuel Mors&B NP in ANSWER, a machine. ...

Training 1790 -date::year

answer types: May 6, 1840 date::full_date
1718 -date::year
1837 -date::year

Table 8.1: An answer extractor is trained on data aggredeted multiple questinos from
the same cluster. We show the result of each data procedsipgneeded in order to pre-
pare and aggregate the data. The resulting contexts is asedract features on which the
extractor is trained. Known answers to training questiatances and their corresponding
contexts are presented as positive examples to the answactex Relevant keywords are
obscured in the training data in order to allow the answamaektr to more easily extrapolate
to new questions.



8.2. ANSWER EXTRACTION UNDER IBQA 141

purpose of feature vectors is to succinctly describe eandidate answer and its context
using features such as the number of words and verbs, peesékeyword (placeholders)
in the passage and their syntactic relationship to the datelianswer, presence of specific
verbs or structures, n-grams, etc. Depending on the ressartd processing tools available
for the domain and language being considered we extraatdkxgyntactic, and semantic
local and sentence level features.

Using the feature vectors a cluster-specific classifieraisiéd (e.g. support vector ma-
chines) to evaluate each candidate answer and discrimiedteeen two classes: correct
and incorrect. When new question instances arrive, thadregained cluster-specific mod-
els are applied to the new, relevant text snippets in ordew&tuate their correctness. The
resulting classifier scores are used as answer extractidieace scores.

Regardless of the method used for extraction, specific rsaale learned by training
models on passages of text retrieved for all questions iniohehl clusters. Theorrectness
of an answer identified by the model is the actual precisidmiobd on the training data.
Correctness is different from thgality (e.g. theF1 function) of the model, which usually
reflects both precision and recall. However, when computivegoverall probability that
a candidate answer is correct, recall of the answer extréet® a smaller impact on QA
performance.

8.2.1 Feature Extraction

The IBQA extractors implemented in this work are trainedemt@ires extracted from cluster-
specific data. As seen in the previous chapter, a retrievdems learned for each individual
cluster. We use this model to run queries and retrieve dontsiier training questions in the
same cluster. These documents are pooled at the clustEirtawemultiple similar questions
and individual question terms appearing in raw text are ofegt; becoming a unified corpus
for training an extraction model. From this corpus we extsaveral statistics and use them
to guide feature extraction.

In a preprocessing step, the question terms are matchee iclubkter-specific training
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corpus. The keyword set is expanded using morphologicéms as well as semantic ex-
pansion through WordNEet [82]. We find synonyms for each goes$érm and use the known
WordNet synset frequency as weights in our expansion. Eurtbre, a second stage of in-
flectional expansion is performed on the synonyms in orderafmture their variations in
text: i.e. conjugations (am, are, is), plural/singulat{leo bottles;) etc. In order to make the
data processing more concrete, consider the following gl@nm which we show how to
perform data abstraction:

guestion When did Bob Marley die?

expanded [1] Bob Marley, [0.9] Robert Nesta Marley, [0.7] Marley,.B]) Bob
answer May 11, 1981

sentence On May 11, 1981 Robert Nesta Marley died at the age of 36 .
abstract OnANSWER QTERM died at the age of 36 .

Note, that besides the expanded question terms, the amdayed 1, 1981is also ab-
stracted away. Through this process, supporting sentdoceatifferent questions in the
cluster can be used jointly to train an extraction model.

Proximity features — we have implemented several features that describe hae clo
the candidate answer is to known question terms and thearglqu forms. The proximity
functions used are

1. inverse lineary/dist
2. inverse quadratia /dist?
3. exponentiabzp(—a-dist)

4. linear discounted — «-dist/100

whereq is a function-specific parameter to be tuned or learnedeausof pre-specifying a
proximity function to be used for specific questions, wewltbe extraction model to use
them collectively as proximity features. In addition, welude a sentence length normalized
version of these features. The normalization providedivelanformation as to how far
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within the sentence answer candidates are found. All th&impity features are used in
conjunction with individual question term semantic expansion weights:

prox(a*,t}) = fa(a*, t)) * w(t}) (8.1)

wherea* is the candidate answeék, is the question term variant found in the tex,is the
distance function used for the proximity feature, and,) is the semantic expansion weight
of the question term.

Sentence statistics- based on the observation that sometimes certain answes oG
cur in much simpler contexts under certain conditions: @ghorter sentences, answer is
towards the end of the sentence, all but one of the questramstéend to be present etc.
These statistics change from cluster to cluster, deperatirige types of questions, the types
of answers, and the source of the documents. Among the sengtatics that we use as
features are: sentence length, location of the answermiitie sentence, density of answer
candidates in a sentence, and absence or presence of lpagicestion terms.

Unigram features — very often, the tokens (words) in the sentence are a gootlijai-
cator of the presence or absence of a correct answer. Wetheaitduster-specific vocabulary,
thresholded by frequency (i.e. only tokens with frequerimyv& a certain threshold are used)
and we use individual word presence as features. To redaaeibe level and to potentially
improve performance we employ feature selection (infoiomegain orchi?).

Pattern features— n-grams and paraphrases are very powerful features dia¢suffi-
cient data is available. We collect n-grams (from 1-gramtouggrams) but restrict them to
include either a question term or an answemd QTERM was bof*“ on ANSWER , thie
This restriction is used to maintain the feature spaceivelgtsmall and limit the processing
of training data. Similar to unigram features, we use thegmee and frequency of these
patterns as features to for answer extraction.
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8.2.2 Extraction Methods

The instance-based question answering framework is opgn@npatible to many existing
extractors described in QA literature. It can accommodataually built extractors as well
as statistical methods. At the extraction stage in the gureanswering pipeline we have a
corpus of documents retrieved using learned queries, thigzed question and the expanded
keywords, as well as a specific cluster of similar training@giions. From this data, many
types of features — some of which are shown above — can bectedrfom the raw text.
Once the question terms and the answers appearing in teabateicted away, the corpus
becomes consistent across questions such that trainingracter becomes feasible.

We have implemented three main extractors attempting terceeveral types of extrac-
tion methods: a simple proximity extractor, a pattern-daeseractor, and a support vector
machine extractor. One of the main advantages behind térsetrs is that if used simul-
taneously, different clusters will resonate better witfiedent answer extraction methods,
improving performance. For example, a pattern-based @wtraould work very well for
guestions of the typeWhen didNP VB?” (e.g. “When did Mozart di€? “ When did P&G
open?) while a more simple approach based on proximity would bearappropriate for
larger clusters with more varied training questions suchVideen didQTERM+?" (e.g.
“When did Mozart die? “ When did Armstrong first walk on the mod&h?

Theproximity extractor is based on the proximity features described above. Theipeem
for this simple extractor is based on the observation thaivars tend to occur in contexts
that include original question terms. The closer the caatdidnswer is to the question terms
and their weighted expansions, the more likely it is for thadidate answer to be correct.
We employ two simple methods for integrating these featusemanual model over these
features, or employing a statistical method such as reigress building a classifier. In the
simplest proximity extraction approach, for each ternwe first we identify its expansion
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that has the highest proximity score:
t; « argmax Z prox(a*,t})) (8.2)
tievar(t;) #/cvar(t;)

wherevar(t;) is the set of all expansions of tertn The highest score expansignof a
termt; in test questiorny is further used to compute an overall proximity scetere(a*, q)
for a particular answer candidaté:

score(a*,q) = Zprox(a*,t;k)) (8.3)
= > fala”, )+ w(t]) (8.4)

Table[8.2 shows proximity processing for our previous serglample question\When
did Bob Marley die?in four different contexts:

Tables 8B an@ 8.4 describe the experiments with our proyibdsed extractor using
different proximity functions, described above. We coneparstance-level and question
level performance using the MRR and Top5 metrics

Theinverse linear(InvLinear) proximity function performs better at instanevel both
in terms of MRR and Top5 scores, while the extractor usingdjtiear function performs best
at the question levellnverse lineartends to do well on more instances of the same ques-
tions, thus boosting the instance-level scores but beidgn@ant at the question level. The
sentencenormalized linear(LinearNorm) function performs lower than its un-normatiz
counterpart. This result supports the idea that for a coaeswer to be scorred appropri-
ately, the local context (around answer terms and questions) has a bigger impact than
the sentence length. Scaling proximity distances has aralbweegative effect distances
because it dilutes strong local contexts found in longetesares.

The linear proximity function consistently performs well at questi@wvel and obtains
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a) On Thursday , May 23, 1981he Honorable Robert Nesta Marlesas given an offi-
cial funeral by the people of Jamaica .

proz(a,ty) = f4(], the Honorablé - w(Robert Nesta Marley
proz(a,ty) = fq(dist =3)-0.9

Provegy(a) = 0.9e73¢

b) Editorial Reviews Amazon.com The legend of Bob Mar{e§945 - 1981) is well
served by this comprehensive and clear — eyed look at thalantblife and times of
the reggae great .

prox(a,ty) = [f4(](19454) - w(Bob Marley
prox(a,ty) = fa(dist =3)-1.0

ProXeg,(a) —3a

e

c) On May 11, 198Robert Nesta Marlepassed awagt the age of 36 .

= 0.940.5¢

prox(a,ty) = fi(|e]) - w(Robert Nesta Marley
prox(a,ty) = fq(dist =0)-0.9
prox(a,t) = fi(|to = Robert Nesta Marlay - w(passed away
prox(a,ty) = fa(dist=1)-0.5
)

proz(a,ty) = fa(|'s t; of cancer, at the early age 36|in w(Bob)
prox(a,ty) = fa(dist =11)-0.2
prox(a,t;) = fy(]of cancer, at the early age 36|in w(death
prox(a,ty) = fq(dist =9)-0.7

)

= 02714 (.77

Table 8.2: Examples of contexts and proximity score contprtdor question When did
Bob Marley die?. « is a parameter that can be tuned or learned for different antypes:
e.g. temporal, location.



8.2. ANSWER EXTRACTION UNDER IBQA 147

InvLinear | Linear | Exponential| LinearNorm
instance level 0.501 0.263 | 0.235 0.199
guestion level 0.445 0.478 | 0.431 0.362

Table 8.3:Mean Reciprocal Rank (MRR) for proximity-based extractors using different
distance functions. We show MRR performance at the instlve¢and also at the question
level, which is more relevant for the overall QA system parfance.

InvLinear | Linear | Exponential| LinearNorm
instance level 0.666 0.376 | 0.345 0.261
question level 0.581 0.641 | 0.621 0.490

Table 8.4:Top5 for proximity-based extractors using different types afdtions. We show
how many instances and how many questions have at least ectarswer in the Top5
extracted answers.

a MRR of 0.501 and a Percentage Correct score (Topl).888. These results, however
encouraging have been accomplished with a very simple rdetdbeit with careful pro-

cessing, elaborate question term expansion, and by exgetimy with several proximity

functions. This method does not take advantage of surfawe &nd structure of answer
contexts and is most suitable for clusters of questionsatewery difficult to extract sur-

face form features (e.g. patterns) for. However, for chisswth high question similarity,

more complex methods have the potential of performing hetiking advantage of more
consistent shared answer contexts.

The pattern-based extractor is based on the assumption that simple statistics of the
context around question terms and answers are sufficient ditling generalizable model.
Such models usually have high precision and low recall, whiekes them ideal for highly
focused clusters with a reasonable number of data pointsasi8VVhen did NP VB? but
likely not very efficient when considering larger clustetsts as When did QTERM+?
which contains widely different types of questions. Thetgrakbased extractor acquires
patterns in the form of n-grams around question terms anenpiat answers and collects
frequency counts on how often these patterns co-occur wittect answers (positive) vs.
incorrect answers (negative). The model considers ontgpet whose positive frequency is
above a certain threshold (e.g. 3) and appear in more thaguestion. There are two ways
of computing the precision of a pattern: ah&rolevel, where the frequency counts for each



148 CHAPTER 8. ANSWER EXTRACTION

guestion are aggregated across the cluster, andhaceolevel, where the frequency counts
are binary for individual questions.

The macro precision can be viewed as adhering to a multateaview in which a ques-
tion is a binary vector over patterns, coding the preseneepattern in at least one context
for a particular question, regardless of how many timespeais.

1 if 3 co-occurrence between pattern 'pat’ and a correct answer (+
0 otherwise

b(pat,q") = {
(8.5)

We similarly defineb(pat, ¢q~) to be the co-occurrence of pattern ’pat’ with incorrect
candidate answers that match the answer type. The macrsipreg, ..., is defined as:

b(pat,q")
b(pat,q) + 1 (8.6)

whereb(pat, q) = b(pat, ¢*) + b(pat, g~ ) and represents the presence of pattern 'pat’ in any
context of question, regardless of answer correctness.

Pmacro(pa'tv q) =

The micro precision follows a multinomial approach, undéick captures pattern fre-
guency information for the contexts (i.e. sentences)aedd for one question.

B(pat,q") = co-occurrence frequency between pattern 'pat’ and a doareswer (+)
(8.7)

We similarly defineB(pat, ¢~) to be the co-occurrence frequency of pattern ’pat’ with
incorrect candidate answers that match the answer typem#uoeo precisiorP,,;.,, is de-
fined as:

B(pat, q")

B(pat,q) + 1 (8.8)

Pmicro(patv Q) =
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whereB(pat, q) = B(pat,q") + B(pat,q~) and represents the frequency of pattern ’pat’ in
any context of question, regardless of answer correctness.

The micro precision can be highly unstable for example wheatéern co-occurs ex-
tremely frequently with correct answers for only one quastn the cluster, but too specific.
At the same time patterns that co-occur moderately ofteh gotrect answers for multiple
questions, which are very useful, will have a lower precisid/hen using patterns that are
highly discriminative of correct answers across questigitishave a high macro precision,
which is what we shall refer to simply as precision.

The pattern-based extractor scoring function can be cosdpatdifferent ways that fo-
cus either on individual pattern precision or that combirecisions from several patterns.
Under the simplest strategy, we select the pattern withdsgrecision and assign the corre-
sponding candidate answer the same scate@:c(a, q) = Ppacro(pat*a), q). Another strat-
egy selects the best pattern associated with the candidat¢ea and also the best pattern
associated with each question term and combines theirscore

score(a, q) = Paero(pat®(a), q) + Z Praero(pat™(t;)) - w(t;) (8.9)

ti€q

Table[85 shows the pattern-based extractor processirigd@imple example question:
“When did Bob Marley di€n the same four different contexts:

There are different types of patterns and pattern scorirthoas that we explored in our
instance-based QA experiments. Tdblé 8.6 shows the MRRsewd table8l7 shows the
Top5 performance across instances and also across questioswer patterns are n-grams
that include candidate answers — e lge Was a great ANSWER We use the highest answer
pattern precision (Ans) among patterns that include an ansandidate for scoring that
answer candidate. We also use two types of candidate sabrimggh question term patterns.
The first scoring involves finding the best question termgoatprecision (QTerm) and using
it to score the answer candidate. The second scoring metimbines the best question term
precisions from all the question terms in the original quesQTerm+) — e.g. by summing
the precisions of the following patterns: “QTERNELcancef and “he QTERM2”, where
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a) On Thursday , May 23, 1981he Honorable Robert Nesta Marlesas given an offi-
cial funeral by the people of Jamaica .

pat*(a) ="“on ANSWER’,  b(pat*(a),qt) =12; b(pat*(a),q”) =
pat*(tg) = “to was given ah  b(pat*(to),q") = 0;  b(pat*(ty),q”) =
PSCOTEgimpie(a) = 12/(124+3+1) = 0.75
PSCOT€compined(a) = 0.75+0-0.9 = 0.75

b) Editorial Reviews Amazon.com The legend of Bob Mar{e§945 - 1981) is well
served by this comprehensive and clear — eyed look at thalamblife and times of
the reggae great .

pat*(a) = “to (dddd - ANSWER") b(pat*(a),q") = 15; b(pat*(a),q”) =0
pat*(to) = “to (" b(pat*(ty),q") = 15; b(pat*(ty),q") =4
PSCoresimpie(a) = 15/(154+ 0+ 1) = 0.94

PSCOT € compined(a) = 0.94 + 0.75 - 1.0 = 1.69

c) On May 11, 198Robert Nesta Marlepassed awagt the age of 36 .

pat*(a) = “on ANSWER, ;" (pat*( ),qT)=17; b(pat*(a),q”) =0
pat*(to) = “to t1” b(pat*(to),q") =9; b(pat*(to),q”) =5
pat*(t1) = “to 1" b(pat*(t1),q") =9; b(pat*(t1),q 5
pscoresimpe(a) =7/(7T+ 0+ 1) = 0.875

PSCOT€compined(a) = 0.875+0.6-0.9+0.6-0.5 = 1.715

d) Bob’s deathof cancer , at the early age 36 in 198&as shrouded in mystery .

pat*(a) = “agedd in ANSWER, b(pat*(a),q*) =5,  b(pat*(a),q”) =1
pat*(to) =“to 's t1” b(pat*(to),q") = 10; b(pat*(to),q~) =4
pat*(ty) ="to 's 1" bpat*(t1),q") = 10; b(pat*(t1),q") =4

pscoresimpe(a) =5/(5+1+1) =0.714
PSCOT€compined(a) = 0.714 + 0.66 - 0.2 + 0.66 - 0.7 = 1.314

Table 8.5: Examples of contexts and pattern score computédr question When did
Bob Marley die?. Note that we allow answer patterns to include questiomsgrbut we

do not allow question term patterns to include answers,esthe overall score would be
based on redundant featuresit*(a) represents a pattern that includes an answer, whereas

pat*(to) represents a pattern that includes only question terms specifically the termy,.
b(pat,q*/~) is a frequency count of pattern co-occurrence with sentendth and without
correct answers.
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QTERM1 might be Bob Marley and QTERM2 might be passed awdy Finally, we also
combine answer pattern precisions with question pattegcigions into a joint score. Scores
are normalized and used as the final pattern-based ext@mibdence.

Ans | QTerm| QTerm" | Ans & QTerm| Ans & QTerm"
instance level 0.628| 0.658 | 0.678 0.655 0.622
guestion level 0.869| 0.880 | 0.882 0.864 0.858

Table 8.6: Mean Reciprocal Rank (MRR)® for pattern-based extractors using different
types of pattens. We show MRR performance at the instanet é&d also at the question
level, which is more relevant for the overall QA system parfance.

Ans | QTerm| QTerm" | Ans & QTerm| Ans & QTerm"
instance level 0.722| 0.757 | 0.760 0.774 0.745
guestion level 0.909| 0.914 | 0.914 0.904 0.909

Table 8.7:Top3® for pattern-based extractors using different types ofgatt We show how
many instances and how many questions have at least a cansager in the Top5 extracted
answers.

From table§ 816 arld 8.7 we observe that the pattern basedt®xs that inclue question
terms and answer terms have the highest performanééz Top5 score and.882 MRR
scorg. These scores are a considerable improvement over thenptgxaxtractor perfor-
mance since they capture the local context, rather thaiststatabout it. However, there
is still the potential for improved performance through @dremodel combining existing
features, including pattern features.

These experiments have been performed with documentsneldtéiom the retrieval
component of the cluster-based strategy. In order to etaldifferent answer extraction
methods, we assume the answer type is fully known. This wayjecouple question analy-
sis from answer extraction methods. However, both the decwsrand the keyword extrac-
tion and semantic expansion have been performed autonhaticethe overall QA process
errors propagate from answer type identification down toath@wver merging and perfor-

1 These results are testing only the extraction componegépiendent from other module. In particular,
for the answer extraction-level experiments the answee fggknown in advance, hence bypassing question
analysis errors. Moreover, because the answer type is krtbere is less noise among answer candidates as
they are presented to the extractors.



152 CHAPTER 8. ANSWER EXTRACTION

mance decreases. Moreover, more difficult answer typesessidense clusters will not
benefit from high quality patterns and will rely on low preoiss n-grams.

For the pattern-based extractors, in the context of largesuats of data and easier to
detect answer types, recall is not as important as precidiois acceptable to miss cor-
rect answers in the absence of high precision patterns ficmuft redundancy in relevant
documents provides contexts that are more conducive tanfyrcbrrect answers. A very in-
teresting effect to note is that n-grams that contain qaes$éirms but do not contain answers
overall perform better than n-grams that must include arswaed are focused more in one
part of the sentence, but fail to link existing question keya.

guestion level strategy level
MRR | Top5 | MRR | Top5
keywords| 0.431| 0.656| 0.256| 0.461
expanded 0.882| 0.914| 0.678| 0.760

Table 8.8: Comparison between answer extraction using testeppn keywords and answer
extraction where keywords are semantically and morpho#ilyi expanded.

Table[8.8 shows that morphological and semantic expangiguestion keywords helps
tremendously both in terms @fop5 score and\/ RR score. More patterns are acquired and
their precision estimated better after keyword expansid. expansion of query terms was
performed in several stages

1. using a morphological analyzér [84] we obtain multiplenis of the question term.
We also use as plural/singular noun forms to expand on @igjnestion terms. For
proper names, we also expand the term using rules such asirdamthe first and
last names, using only the last name etc.

2. using the same morphological analyzer, we obtain a sifgpia of the word (e.g.
infinitive in the case of verbs, singular in the case of noublsing WordNet([82] we
obtain the question term’s synonyms. These include diftsfi@ms for proper names
covered by WordNet: e.g. Bob Marley, Bob Nesta Marley, Rolbsta Marley,
Marley.
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3. for each of the question term’s synonyms, we use morphaaad of rules for each
part of speech to generate multiple forms of the same termsyfFmnym phrases such
as ‘pass oras the synonym for the wordfie’, we obtain different verb conjugations:
e.g. ‘passed ofy “ passing oi, “ passes oh

There are several issues when dealing with this multi-stagansion of question terms.
If a particular proper name is not found in WordNet, it becserharder to perform morpho-
logical and semantic expansion. Furthermore differennfoof a question term might be
erroneously identified or could be used in different corgekoreover, different synonyms
(in WordNet synsets) might be more relevant than otheragive specific questions. We as-
sign successively lower weights to each expansion of thetmureterm. Moreover, for each
synset, we use a decreasing linear function to assign symareights. The actual weights
and parameters were tuned using a different set of queshgnabeling expanded keywords
according to how relevant they were to the original term.

Cluster performance is measured by how well their corredimgnstrategy can answer
new similar questions. As seen in tablel 8.8, not all strategre successful. However, since
a question belongs to multiple clusters, several stragegyie used to find correct answers. If
strategy confidence is accurate, answers produced by sfigcatsategies will have a higher
score, hence the higher question-level scores.

Thesupport vector machine-based extractoiis based on correctness classification and
can be trained on all features, including proximity and grattbased features. A major
advantage is that it can simultaneously use all proximitctions f; as well as all pattern
features, not only the highest-score patterns. A soft-ma&®yM classifier [121[ 12, 25]
learns by choosing a hyperplane that splits the data pasntgeanly as possible, while still
maximizing the distance to the nearest cleanly split exaspl

min|lw|[>+C Y & suchthat ¢(w-xi—b)>1-¢ (8.10)

i=1

In our experiments, we use SVM Light toolkit for classificati|59] with a linear kernel.
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We maintain a cost-factor of one, such that training errergositive examples have the
same cost as errors on negative examples. Our in-depthiegrerdataset contains close to
100 clusters some of which are very broad and cover a large nuoflzgrestion instances.
This leads to the training and testing of clos€ 600 SVM models during the leave-one-out
cross validation process foneset of parameters and features. Although this is a very large
number of SVMs trained, we are taking advantage of everyepiédata since other division
of training/validation/testing would drastically reduoar modest dataset. The automati-
cally extracted patterns had the most impact on the SVM padace, especially patterns
based on question terms, followed by patterns that alsadec potential answers (based
on expected answer type). The next most useful feature wlasghe lexical items class
(actual words). Proximity and sentence statistics were usgful, although helped improve
the overall performance.

Integrating the score of cluster-specific classifiers infiodal IBQA model is critical in
constructing a probabilistic approach. However, depandimthe classifier used for different
models, the candidate answer correctness scores will bydiferent and will not reflect
true probabilities. For example in a support vector machalassifier, the goal is to discrim-
inate between two classes +/- and not to assign a true piapdbat a candidate answer is
correct. We transform classifier scores into probabilibgsising a classifier re-calibration
packagellB,17]. The package uses an asymmetric distribatioh as asymmetric Laplace
distribution A(X6, 3, ~) that differentiates between examples that are easy toifglass
examples that are hard to classify:

P exp—B(0 —x)] =<6

B+
p(x]0,8,7) = B,y >0 (8.11)
%exp[—ﬁ(x —0)] x>0

wheref, 3, and~ are model parameters:is the mode of the distributiors is the inverse
scale of the exponential to the left of the mode, gnd the inverse scale of the exponential
to the right of the mode.

Table[8.9 shows the support vector machine experiment wherombine answer pat-
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MRR | Top5
instance level 0.810| 0.824
guestion level 0.937| 0.955

Table 8.9:Mean Reciprocal Rank (MRR) and Correct in TopK (Top5)® scores for SVM-
based extractors using all of the feature classes desault@ee: patterns, proximity, statis-
tics, words. We show MRR/Top5 performance at the instanesd Bnd also at the question
level, which is more relevant for the overall QA system parfance.

terns, question-term patterns, question statistics anximpity features. The classifier takes
advantage of the different type of information availabl¢hie proximity features to improve
on the results of the pattern-based extractor. These seselte obtained under ideal con-
ditions where the answer type was already known and the measereduced by filtering
sentences with a true potential answer (by answer type).typieal QA system run, recall
of potential answer types will not bi€0% and more noise will be introduced with potential
answers that are not of the correct type. However, to tespénmrmance of the answer
extractors it is necessary to create these conditions setittas from the question analysis
and document retrieval do not propagate. These experimamtsnecessary to evaluate the
performance of individual answer extractors under difiei@nditions, independent of the
rest of the QA system. This approach is very useful for mnfjiee hybrid systems where
individual components are brought from different questiaewering systems and combined
into a new QA pipeline. In chaptBrllO we integrate the answieaetor and perform experi-
ments with all the components of our instance-based systaking together.

In some cases, clusters may have insufficient training ddtes. situation can occur due
to a) the lack of relevant document corresponding to trgirmjoestions in a cluster, b) a
limited number of training questions in a complex clustec)athe difficult context in which
answers occur, leading to poor answer extraction perfocmaMoreover, the quality of the
clustering itself can be low for certain clusters, in whicase the corresponding training
questions will not be highly similar, and therefore leaghaannot occur.

In this case a very simple, high recall and lower precisiockbatf method is required.
When a good extraction SVM model cannot be learned, a préyib@sed method can be
applied to new questions. Candidate answers are scoreddatgd®o the number of key-
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words found in their textual contexts (i.e. surroundingga&®) and their proximity to these
keywords.

8.2.3 Answer Extraction Scalability under IBQA

Strategy Selection for Answer Extraction (w/o Merging)
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Figure 8.2: Selection based on confidence yields the be&irpence after carefully se-

lecting a limited number of strategies (cluster, queriesl @xtractor) to answer a question.
However, for redundancy purposes the benefits are moreuatth and it is better use ad-
ditional answering strategies if further correct answeesraquired. No answer merging
method has been used here — answers preserve their indisichtagy-generated scores.

For a particular cluster, the support vector machine answteactor is trained on the doc-
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uments obtained by running the corresponding retrievajmorant of the answering strategy
(i.e. using the learned queries to retrieve documents).bBisec features include proximity
features, sentence statistics, and patterns (n-gramsaagipases) that discriminate best
between sentences that contain correct answers and sestéat do not. The pattern fea-
ture values used in the classifier were not pattern prec@idrequency. Instead, they were
given by information gain with respect to the positive cl@gsrect answer) and the negative
class (incorrect answer) — i.e. the SVM Light classifier ubsesfeature vectors based on
feature selection values, and not frequency or precision.

Under the cluster-based approach, it is not sufficient o txta answer extractor for each
answering strategy. These strategies are trained onehiffeumber of questions (i.e. cluster
size), they are sensitive to the notion of cluster relevanod they are based on different
types of queries and different relevant document distidimst Therefore, the confidence of
an extractor has to be taken within the context of its historye. the previous steps in the
answering strategy. We measure the answer extraction eowfidon f(A4z(C;)|q) of an
answering strategyl derived from cluste€’; given a new test questian

conf(Aap(Cy)lq) = P(a*|Aap(Cy)) - conf(Arr(Cy)lq) (8.12)

where P(a*|A4£(C;) is the probability of extracting a correct answetr using the an-
swering strategyd 4z (C;) — more specifically, using the cluster-trained SVM extracto
P(a™|Aar(C;) is measured by testing its effectiveness on a held-out seaioing ques-
tions from the cluster.

In Figure[8:2 we evaluate the effectiveness of our selectiethod ¢onfidence selec-
tion) according to MRR, Top5, and the fraction of correct ansvegtsacted out of the total
number of correct answers that would be extracted if altejias were used. Thrandom
selectionconsists of randomly sampling from the available strategied using them to ex-
tract more answers. Thauster size selectiois an intuitive baseline which gives priority to
more specific, focused strategies that correspond to ctusith higher similarity to the test
question:P(C}|q). However, it does not perform well, since cluster simijaista necessary
property, but it is not sufficient in the selection procedsaHy, thegreedy oracleptimizes
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at each iteration the strategy that yields the most additioorrect answers. In many cases,
our confidence selectiamethod performs virtually indistinguishable from the gigeracle
sequence.

While there is a benefit in using this selection method tokjuiobtain a larger number
of correct answers, if high answer redundancy is requireel further strategies must be
used. However, in terms of MRR and Top5 score measures, amely number of carefully
selected strategies can be as effective as utilizing alefiailable answering strategies.

A very important observation is that performance does ngtatée with subsequent it-
erations which increase the number of strategies. This eaxplained by the fact that the
best strategies provide the highest confidence values anelsponding individual answer
scores, and unsuccessful strategies do not introducedsyabie additional noise.

In these answer extraction experiments for this stage oinftance based question an-
swering, no answer merging method was used. Each instanae ahswer was treated
separately, with its original confidence score given by acifigestrategy. This approach
does not provide any boost in confidence if the same answdrdesseen more than once.
However, it provides a measure of relative answering giyatmise and is informative to
the performance of the answer extraction stage in the IBQ#esy and in general to any
guestion answering system.

8.3 Answer Extraction — Summary

This chapter proposes a cluster-based training of answesiotion models. The answer
extractors are trained on abstracted, aggregated clepgteific data. The training data is
based on documents retrieved for multiple similar questiarthe same cluster, leading to
more focused answer extractor models.

We have shown component level experiments with three @iffieextractors: proximity-
based, pattern-based, and SVM-based. The SVM-basedtexipacforms well consistently,
and extractor performance is driven first by patterns etéchftom aggregated data and then
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by discriminative words and proximity features. On tempdiata, more tha®5% of the
questions have at least a correct answer in the top five as®xtracted.

Experiments show that careful, but extensive semanticresipa helps the extraction
stage in the IBQA system tremendously, almost doublinggperdnce. Moreover, the strat-
egy selection method presented in this chapter obtainsg@wy performance in terms of
MRR and Top5 when only0% of the strategies are selected. However, more stratedigs he
redundancy by being able to extract additional correct answ
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CHAPTER 9

Answer Generation

After question, clustering, document retrieval, and amsswraction, question answering
systems are faced with a set of text fragments which are lplessarrect answers. We shall
denote these text fragmertandidate answer componerdgsanswer candidateor short.
Each of these answer candidates has a history in the pipadis@ciated with the cluster-
strategy selected, the query type used, and the extractmelhused. This history corre-
sponds to a set of confidence scores for all of these stagdsn,@kveral distinct answer
candidates are identical textual snippets. These camrdidesually originate from different
passages and are often extracted using different strategie

Moreover, as illustrated below, these textual fragmentg n@ always constitute full
answerﬂ. The set of answer candidates obtained through answecggtraould include:

e complete answer text snippet which fully satisfies the information needef tiser/analyst,

'some complex questions require putting together partiaivans from different documents in order to
obtain a full correct answer.

161
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unequivocally answering the question:

Question: What kind of animal is a corgi?
Complete Answer: dog

overly specific answer text snippet with a lower granularity than that of the expdc
answer, partially satisfying or not satisfying the usem®rmation need:

Question: What kind of animal is a corgi?
Complete Answer: canis familiaris

overly generic answer text snippet with a higher granularity than that of the extee
answer, partially satisfying or not satisfying the usem®rmation need:

Question: What kind of animal is a corgi?
Complete Answer: domestic animal

partial answer (factoid)- text snippet containing part of the information required t
answer a question:

Factoid Question: When was John Lennon born?
Partial Answer:  October

Partial Answer:  October 1940

Partial Answer:  October 9

partial answer (complex} text snippet containing part of the information required t
answer a&complexquestion (e.g. cause-effect, reason). Partial answens rfinaltiple
documents or passages need to be combined (sometimes nfgrence) in order to
generate a complete answer:

Complex Question: Why did the dinosaurs die out?

Partial Answer: There is now widespread evidence that a meteorite
impact was at least the partial cause for this extinction.

Partial Answer: The two major theories involve (1) gradual climate
changes and (2) the collision of an asteroid with the earth.

Partial Answer: Other factors such as extensive release of volcanic gases,

climatic cooling [..] may have contributed to this extironi
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e partial answer (list}- one element in a set required bysﬂ question:

List Question: What countries produce coffee?
Partial Answer: Colombia

Partial Answer: Italy

Partial Answer: Brazil

In this work we focus factoid questions and where the hardblpro is finding a cor-
rect granularity for correct answers. Another interespmgplem is answer overlap and how
to compose a larger correct answer. Dates in particulardcoehefit from temporal stan-
dardization [], but depending on the processing availabkrging answers based on n-gram
overlap helps consolidate correct answers.

In the example above, some evaluations may deem these esmdidswers as correct
or incorrect and depending on how answers to questions aessed. Furthermore, in the
TREC evaluation[125], depending on answer specificityesssrs might consider an answer
candidate to be exact or inexact — e.g. Paris vs. Paris, Misso

Answer generatiors the task of taking the output of answer extraction (i.e.didate an-
swer components) and produce correct and complete answhkrsonresponding confidence
scores. This task involves combining evidence from sewaralver candidate components
in order to generate meaningful correct answers with higtiidence scores.

Sectior 8.1l explores previous work in answer clusteringraetfjing, answer composi-
tion and fusion, as well as similar problems encounterecldgiother than question answer-
ing. Sectio @R presents an approach to the answer garepatiblem that we implemented
under the instance-based approach.

9.1 Related Work

The MIT system’s[|4l7| _60] definitional question answeringnpmnent integrates results
from three sources: database lookup, dictionary lookug,dotument lookup. If two an-

2considered a special type of complex question
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swers share more than sixty percent of their keywords, orlkenh is randomly discarded.
Answers are meta-ordered by expected accuracy of the tpodhnised for extraction. An-
swers are further ordered according to accuracy of indaliéxtraction patterns (regular
expressions) computed on a training set. The answer mestgpgdecides only the number
of answers nuggets to provide: if n < 10 andn + /n — 10 if n > 10. This strategy
is reasonable since the evaluation metric for definitionssgions is more biased towards
recall than precision. For this type of evaluation, inchglimore candidate answers is better.

In Microsoft's ASkMSR systeni[15%, 31| 5], answer compositi® performed by extract-
ing unigrams, bigrams, and trigrams from document summaanel sorting them according
to frequency of occurrence, weighted by scores associatédgwery types. The n-grams
are filtered using surface-level features and then re-daweording to how well they match
an expected answer type. Answer composition is performddiibg n-grams|[15] together,
assembling longer answers from shorter ones.

Related to answer clustering and mergingmswer fusiof37)], a task that addresses
the problem of merging answers or partial answers spreagsonultiple documents. This
notion applies especially to complex types such as: lisstjoes, cause and effect questions,
or questions that require inference. These types of questian be decomposed into simpler
guestions or extraction tasks. The resulting partial answ@n be combined into the overall
final answer. Most often, these questions are solved by gimgi@ factoid QA system to
answer the simpler questions and applying answer fusiohgadsulting answers. LCC
[40] shows a practical set steps towards resolving complestipns that include question
decomposition and answer fusion. In this case answer fusiosed to identify a single
coherent answer from a set of different and potentially @@hctory answers.

Another statistical approach to answer merging and selediincorporated in the CMU
JAVELIN question answering systein [61], which describestitility of semantic resources
such as WordNet, gazetteers, and the web. The JAVELIN systenbines multiple re-
sources for computing the confidence scores assigned tect@nswers using weighted
linear combinations and logistic regression. The answet {ggpopulated by three extrac-
tors that we developed [93] using different techniques ofivg quality that were used to
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find locationand proper-namenswers. The selection method based on logistic regression
performed best, improving selection accuracy3byd5% for location questions ant2% for
proper-name questions.

9.2 Answer Generation under IBQA

Under the instance-based approach, we plan to exploreatemethods of answer and an-
swer confidence merging that take into account estimatesaifess in terms of question
clustering, document retrieval, answer extraction, arsian modeling. The first step is to
generate directly comparable scores, regardless of theeaing strategy employed, with the
goal of generating a unified answer set (list) for each qoesti

Another issue that is important in answer generation has with how similar candidate
answers are. After directly comparable scores are genkiaadidates in the answer set will
exhibit various degrees of overlap and similarity: full de@ (e.g. answer candidate “Mount
Everest” occurs four times in the answer set with differemtfilence score), partial overlap
(e.g. “January, 1984”, “January 12", and “January 12, 198dtanularity (e.g. “August”
and “Summer”), and similarity (e.g. “blood disorder” andsdrder of the blood”).

An existing solution is to examine pairs of candidate ansvesrd assess the degree of
supportthat each has for the other and then boost the confidencessmopeopriately. An-
other solution is to cluster the answers and select a cluespeesentative (answer) and boost
its confidence score. For both methods, it is difficult to defirdistance function that incor-
porates similarity, overlap, and granularity. It is alsd established how confidence scores
are affected when additional similar answers are found.

We explore several methods for merging answers and congo@xtraction scores. The
simplest answer generation approach consists of obtathexgnswer extraction scores and
considering them comparable across clusters. For eaclyuestion, answers originating
from different instance of that questions belonging toetht clusters are deemed distinct
and ordered according to their original extraction scork®re specifically, two answer
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instances:; anda; are treated as distinct answers with possibly differenfidence scores
even if they consist of identical strings. In reality ansvegtractors trained on different
size clusters and using data from different questions magpexanswers whose confidence
scores are not normalized or comparable.

An improvement on the previous strategy is to merge idekgicswers obtained for spe-
cific question instances. Since they were obtained usingdhee answer extractor trained
on the same cluster data, the confidence scores are congaralitompute the confidence
con fam(ai|C;, q) of an answer; to a questiory from a clusterC;, we aggregate the confi-
dence of all answers produced by the cluster-specific éwtrém questiony:

con fom(ai|Cy,q) = Z con foe(ar|Cj, @)b(a;, ai,) (9.1)
ak€A(g,C5)
whereA(q, C;) is the set of answers produced by the answer extractor tranelusterC;
and tested on questian andb(a,, ax) is a binary function that indicates whether answer
instancez; and answer instaneg, contain the same string.

The previous approach takes advantage of the fact that weocapare confidence scores
obtained from the same cluster-specific extractor. Howeétvdoes not exploit the fact that
the same answer could be obtained via multiple answeriatesiies. The simplest assump-
tion we can make is that confidence scores are robust acrivastexs and aggregate over all
instances from all clusters. Thus we compute the confidemcg,,,,(a;|C;, ¢) of an answer
a; to a questiory as follows:

confom(a;lq) = Z con fae(a;|Cy, q)
C.

= Y Y confularlCya)b(ai, ar) 9.2)

Cj ar€A(q,Cy)

To remove the cross-cluster confidence compatibility agsiom, we can modify the
previous methods to incorporate a cluster-based weiglstthgme where each answer is
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weighted by the cluster quality and relevance as defined dtiocs5.5.2. The weighted
confidencevcon f.., (a;|C;, ¢) of an answer; to a questiory from a clusteiC; is computed
as:

weon fom(a;|Cj,q) = Z con fae(ar|Cj, ¢)b(a;, ar)Q(Cy, q) (9.3)
ar€A(q,Cy)
= Q(Cjq) > confaelar|Cy, q)b(as, ar) (9.4)
ar€A(q,Cy)
= Q(Cj q)confam(ai‘cjﬂ) (9.5)

where we us€)(C}, ¢) to estimate the quality of a cluster and its relevance tog¢bedues-
tion. We apply the same weights to the question-level mgrgtrategy, where we compute
the weighted confidencecon f,.(a;|C;, ¢) of an answet; to a questiorn:

weon fom(ailq) = Z Z con fae(ar|Cj, @)b(a;, ar) Q(Cj, q) (9.6)

Cj ar€A(q,Cy)

This approach has the advantage that it merges answers fubtiplerclusters and com-
bines their confidence scores in a linear combination, uslagter relevance/quality as
weights. It has the benefit of compensating for differencesluster relevance to the test
guestion, but at the same time it might reduce the importahcerrect answers extracted
from low-quality clusters. We use these merging methodsrde=d above and apply them
to the IBQA system.

Table[9.1 shows the MRR and TOP5 performance for each of taerfethods described
above. We use the temporal dataset also employed in prestayers for component-level
evaluation. As inputs to the answer merger component, wehessmswers extracted with the
proximity extractor on the fully expanded documents oladiduring the document retrieval
stage. This offers us a good baseline performance, but hetipotential for improvement.
Theanswer extractiommethod uses the answer confidences directly from the ansivace
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MRR | Top5
answer extraction 0.478| 0.641
cluster-level 0.561| 0.657
guestion-level 0.610| 0.753
cluster-level, weighted | 0.577| 0.662
question-level, weighted 0.617 | 0.758

Table 9.1:Mean Reciprocal Rank (MRR) and Correct in TopK (Top5) scores for the an-
swer merging component. We use five merging methods to campeatconfidence scores:

i) directly usinganswer extractiorscores, ii) merging answers obtained with the same strat-
egy, iii) merging answers regardless of the strategy (etyisised, iv) v) the same as previous
methods, but adding cluster-based weights to each ansstanie.

tion stage and considers different instances to be indegpethswers, regardless of whether
or not the strings are identical. Tlkister-levebption specifies that we aggregate identical
answers for a particular question instance, using only osevaring strategy. Thguestion-
leveloption specifies that combine answer confidence scoresdntighl answers regardless
of the cluster/strategy used to find them. Finally, Weaghtedmethods use cluster-specific
weights in a linear combination to combine answer confidence

We observe that question-level methods are more effedtiaze tluster-based methods
which is encouraging. The noise originating from confidesoare incompatibility for dif-
ferent strategies has a lower impact compared to the bepéfitaving multiple strategies
finding the same answers. Also, by using a linear combinaifeenswer instances, with
non-uniform weights, we further obtain a small performamprovement. Compared to
extraction confidence scores, using an answer merging coempdas a significant benefit
in our instance-based QA system, obtaining an performanpedvement 029%.

9.2.1 Strategy Selection for Answer Merging

Experiments with answer merging under the instance-bgsachach include a closer look
at strategy selection optimized specifically for this marar stage in the QA process. More
specifically, cluster-based strategy selection invohasluining known confidence informa-
tion from cluster quality, document retrieval and answeraztion stages to optimize for
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overall question answering system performance using atiegianswer merging method.
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Figure 9.1: Final QA performance — for answer merging, canfad based selection perfor-
mance allows the QA system to select less thaii of the strategies with nearly maximum
performance. The trade-off is marginally better for the MRBtric, since it requires better
relative scoring from answer merging.

At the answer merging stage in the question answering pipelnultiple answering
strategies weractivatedby selecting clusters of similar training questions andypg their
chain models to a new question. Each of these clusters leadsltister-specific answer set:
the cluster-based strategy goes through document rdtaiegiaanswer extraction, generating
a set of answers with confidence scores. The task of the amsesging component is to
make use of redundancy and re-score the answers such tradrtbet answers are ranked
higher than incorrect answers. The answering merging rdetfeimplemented consists of
a weighted sum of the individual answer confidences for aiam instances with the same
surface form. The answer confidenee: f (ax|q) of an answer,, at the end of the question
answering process is aggregated across all cluSteasid is given by:

conf(alq) =Y Y Plag|Aap(Cy)) - conf(Aae(Cy)g) 9.7)
ar  Cj

whereP(a,|Aar(C;) is the probability of extracting a correct answgusing the answering



170 CHAPTER 9. ANSWER GENERATION

strategyA .z (C}).

Both in terms of MRR and Top5 scores, as seen from Figude 82Fagure[9.11, the
weighted answer merging method gains approximately MRR points (0%) and also
0.15 Top5 points ¢3%) in performance. The gap trade-off between usingdbefidence
selectionscores and using all strategies also improved. As in the @laaeswer extraction,
it is encouraging that theonfidence selectioapproach closely follows thgreedy optimal
selection. It is important to note that greedy optimal sibeds based on selecting the next
strategy that is known to be the best. However, an overaiingbistrategy selection would
explore all combinations of strategy selection sequences.



CHAPTER 10

End-to-End IBQA Experiments

10.1 Experimental Setup

One of the critical issues in training a statistical systemdta availability. For the instance-
based question answering approach in particular, we refjuestion-answer pairs as the raw
data from which we derive answering strategies. The questilections we are using in our
experiments are question datasets used for the past TRE@goa (TREC 8-13). These
collections cover mostly open-domain factoid, definitioaad list questions. In this work
we focus on questions whose answers are factoidal in natilneanswer is often expressed
as a very short noun phrase, sometimes even one-word longre@ealefinitional questions
as a different class of questions and we show the instarsedlapproach applicability to a
set of definitional questions.

Since the task we are addressing is open-domain questiareeng, most of the ques-
tions have corresponding correct answers on the web. Mergiovmost cases, the web has

171
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a high data redundancy and more specifically correct ansdemdancy, that the instance-
based QA approach can take advantage of. We use the web asthalata source for
relevant documents, but also for large amounts of trainatg that have the potential to lead
to high precision extraction models. Many systems paitig at trec find answers using
the web and then project these answers onto a local corpuis fravided to all TREC par-
ticipants: the TREC and AQUAINT corpora. We also use thesalloorpora for extracting
guestion-answer pairs and show overall QA performanceaugments.

The TREC and AQUAINT corpora consist of news stories fromouws sources. The
TREC corpus contains one million news documents (appraeipghree gigabytes) from
Associated Press (AP) newswire, Wall Street Journal, Saa Bercury News, Financial
Times, Los Angeles Times, and the Foreign Broadcast Infaom&ervice. This corpus was
used for the first years of question answering evaluatiofopeed by NIST.

The AQUAINT Corpus of English News Text (LDC catalog numb&@2002T31) con-
sists of AP newswire 1998-2000, the New York Times newswi@98-2000), and English
documents from Xinhua News Agency (1996-2000). It cont#inse gigabytes of text rep-
resenting more than a million documents. This corpus hdaceg in recent years the TREC
corpus as the target data source in NIST’s question ansgvaninual evaluation.

The Web is very often used as a corpus in question answergagreh. Some QA sys-
tems have been developed specifically for the Walhey differ from systems focusing on
local corpora since they use dedicated search engines ¢hatoften find relevant docu-
ments. In addition, due to the redundancy of informationpymaore documents are likely
to contain the desired information. Moreover, answers enVileb are likely to be found
in very simple contexts and be much more easily extracten @éimswers in a local corpus.
Therefore, the retrieval and extraction steps in the QA ggedave the potential to perform
much better.

Dedicated structured sources such as encyclopedias (ékipedia, Encyclopedia Bri-
tannica), dictionaries (e.g. Webster, The Free Dictiopaspecialized websites (e.g. biog-

Imany systems obtain answers from sources other than logadi@oand then project them and find similar
answers into the local corpus.
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raphy.com, 50states.com) and gazetteers (e.g. CIA WorthBak), as well as resources
such as WordNet are also used in question answering. Theyittda additional structured
sources for which specialized queries and extraction afenpeed in order to extract focused
answers for particular types of questions. While very mecihese sources create a strong
dependency of QA systems to question types, resources argl gypansion and answer
extraction expert rules. Although we will not focus on thesgources as a main source of
answers, we will explore the usefulness of incorporatirghsources into the IBQA system.

The TREC question collections contain factoid, definitipaad list questions from AOL
and MSN Search logs. Some questions have no known correseesé the TREC and
AQUAINT corpora. Furthermore, for a text segment to congtita correct answer (i.e.
1984) to a question\(Vhat is the title of George Orwell’s best novglthe context has to
actually answer the questiohig¢ novel “1984"), rather than mentioning it in another context
(1984 was a year of great unrgst

In chaptefIll we show how additional QA data can be acquimreditih semi-supervised
methods. The acquisition of high quality question-ansvaads still a subject of current
research. However, we show that using semi-superviseditpods, we can target the ac-
quisition for a subset of the instance-based QA clustetscibratain highly focused similar
questions. We show that performance increases with moeeattat we directions for future
research that can benefit the IBQA approach, as well as athtestical QA methods.

Data sparsity is certain to be a very important problem iming statistical question
answering systems. Under the instance-based questioreangvapproach, some clusters
have sufficient data for deriving answering strategies|endtiher clusters either do not have
sufficient data, or are not be cohesive enough to produce gmattls. When merging and
scoring answer candidates, answers generating from gigatbased on sparse clusters or
low confidence models do not obtain a high score. We showftkparse clusters of highly
similar questions do not perform well, acquiring questamswer pairs of similar questions
results in better models, and better cluster-specific nsodeis not within the scope of this
thesis to acquire sufficient amount of data to outperfornest&the-art QA systems that
benefit from years of system engineering, deep question atuhaent processing, and high
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quality knowledge resources. We show that a core resounsentensive IBQA approach
with limited available data constitutes a very high domaid &anguage independent base-
line. Moreover, we show that additional training data ctoge gap between such systems
and statistical approaches.

As mentioned in sectidn4.2.5, the evaluation is performedgiMRR and Top5 scores
based on automatic correctness evaluation. Answer coggests done using answer patterns
(regular expressions) that have been built based on sysigmts and local corpus search.
Due to the limited domain of these candidate answer soutoeanswer patterns used in the
automatic QA evaluation have small coverage, not accogifidin

i) the existence of additional different correct answerg- &.1984” is a correct answer
to the questioWhat is the title of George Orwell’s best novedihother correct answer
could also be “Animal Farm”.

i) surface form variability based on morphology and syrtathis problem accounts
for a large number of mismatches between TREC-based an®ysrahnd web-based
answers (e.g. American vs. America)

iii) semantically equivalent answers with minor or no sagdorm overlap — e.g. “1984”
vs. “nineteen eighty-four”. These answers are often basquhoaphrasing (e.g. “No-
bel laureate” vs. “Nobel prize winner”).

For these reasons, when the retrieval component of a QAmyisteveb-based, the rel-
evant documents obtained may offer a greater variety okecbanswers that may not be
covered by existing regular expressions. At the same tingdy documents are typically
noisier and may disrupt the extraction model being learhixlvever, compensating for the
noise, the web tends to offer a greater redundancy of caaressters.
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10.2 Factoid Questions

Questions whose answer are simple, factual answers, thalypeally be succinctly an-
swered using a small (noun) phrase are caléoid questionsThis class includes ques-
tions whose answers are locations: dates, people’s natnjes{® numeric expressions with
and without units, etc:

Sample Factoid Questions Correct Answers

Where is London? Europe; England
What city was the host of the 2005 Olympics? Turin; Torinalyt

Who was Clinton’s vice president? Gore; Al Gore
Who was the first person to step on the moon? Armstrong

What kind of animal is a corgi? dog; canine
What is the most popular product of Belgium? chocolate

How tall is Mt. Everest? 8,850 M (29,035 feet); 30,000 ft
How big is Australia? 7,682,300 SQ KM; Pop: 20,090,437

Document density is highly dependent not only on the reditiengine used but more im-
portantly on the actual corpus form which the documents btaiwed. Figuré10l1a) shows
that for web documents, we obtain a sustained minimum retel@cument density of above
0.2 for each rank. This means that more th22% of the questions have a corresponding
relevant document for each rank— 100. This finding is encouraging since it means that
retrieving more documents from the corpus is beneficial ~ie can obtain more relevant
documents. For each corpus used, the relevant documentydeilisbe different and train-
ing a specific retrieval limit should be performed for eachorbver, a planner for question
answering could take advantage of this distribution andadyinally adjust the number of
documents retrieved.

A useful quality we look for in a retrieval QA component is fimcuments ranked higher
to be more likely to be relevant. Towards this end, we meath@enean average precision
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Relevant Document Density Average Precision @ Rank
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Figure 10.1: Retrieval characteristics under the instdoased approach: a) the distribu-
tion of relevant document density over ranks, b) averageigiom at number of documents
retrieved, and c) the rank distribution of first relevant uiment.

over the set of questions where the average precidjpis the average of the precisian
after each document retrievég
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whereB(r) is a binary function which i$ if the document is relevant aridf it is not, andn

is the number of documents. Average precision puts a greatphasis on ranking relevant
documents higher. We measure the mean average precisiom fafoboid question retrieval

componeniI0]1b). Results show that average precisioniddeed follow the desired prin-

ciple: higher ranked documents are more indeed relevanttiveer ranked documents.
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Another performance metric for question answering reslieemponents measures how
many non-relevant documents one needs to retrieve befdagnoiy a relevant document.
This metric is not a good measure of relevant document deasitetrieval precision. In
the context of question answering however, the rank of teer@levant document retrieved
(figure[I0.1c) can be used to learn the minimum number of deatsrthat must be retrieved
to obtain at least a relevant document. This is especiadfulis1 an interactive environment
where user utility needs to be optimized for. This metridddbe combination between
retrieval engine performance and easily accessible nel@ata in the corpus.

MRR | Top5 | Topl
instance level (precision) 0.435| 0.511| 0.356
guestion level (precision) 0.5 0.584| 0.434
guestion level (overall) | 0.432| 0.496| 0.375

Table 10.1: Mean Reciprocal Rank (MRR) and Correct in Top&p8) scores for IBQA
using all of the features above. We show MRR/Top5 perforraaiche instance level and
also at the question level, which is more relevant for ther@V&€A system performance.
In these experiments we assumed perfect answer type alasisifi. We show the overall
QA performance (on all test questions) as well as the patisvhich is the performance on
guestions the system attempted to answer.

Table[I0.1 shows the MRR and Top5 scores for answer extrafiiiothe overall QA
system, trained on all types of questions available frontiaffevaluations TREC8-12. The
small difference in MRR and Top5 scores indicates that fostngestions, the first cor-
rect answer corresponds to a high rank. More specifically|BQA system obtained the
Topl score 0f).384 at the question level, which corresponds to considering oné answer
for every question (i.e. TREC score). Furthermore the sddference between instance
and question level indicates that more than one clustecajlgiproduces correct answers.
However, there are cases when answering strategies basedtaim cluster do not generate
correct answers — hence the difference in performance eetimstance level and question
level.

In an instance-based question answering, the precisiorasuned by computing a met-
ric on the questions for which there is sufficient trainindadaMore specifically, certain
questions are not included in any clusters of similar tragnjuestions and therefore the
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system cannot apply any answering strategy to try to andveequestions. The overall per-
formance is computed on all test questions regardless ofheh¢éhe QA system has any
strategies that can handle them or not. The overall perfiocenas usually what QA systems
report on for official evaluation data such as TREC and CLE®welver, there is a benefit
in computing the precision scores since this gives us maighihinto the problems of the
system and into what type of additional training data is e€et improve the QA system
further. Our IBQA system implementation obtains a high [miea both in terms of MRR
and TOPK correct metrics, suggesting that there is a subset of qumssith the TREC ques-
tion set that that are outliers — do not have other suffiggesithilar questions in the same
guestion set.

The instance-based question answering approach greadfitssfrom large amounts of
data as well as from redundancy in the document collectioout implementation, we used
the Web as our corpus and thus improved our chances of findlagant documents. It is
also more likely to find a higher number of correct answersiragetion-conducive contexts
in web documents compared to a limited local corpus. Howetiermodels learned form
online data could also be applied to local corpora, thus fiteérge from high redundancy
in the training data. A negative impact of using web documecturs due to the transient
nature of certain correct answers to questions that depehdw current relevant documents
are. Furthermore, the wide variety of answer forms on theigebt captured by the answer
keys available for TREC questions.

Table[TO.2 shows the results of the tbpsystems participation at TREC evaluations in
each particular year, as well as the performance of therinsthased question answering
system both in terms of MRR and Accuracy — i.e. average acgwhthe topl answer for
every question. Since the QA field evolved over the yearsethee many reasons why the
evaluation results from year to year are not fully comparablifferent evaluation metrics,
different definition of an answer, question-interdepemgethe presence of within-question
and cross-question references, as well as different hussassor guidelines.

For the first two TREC question answering evaluations, gigdting systems were al-
lowed to use answer snippets of either 50 or 250 bytes (twerdiit tracks). The metric of
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Top 10 Performing TREC Systems & The IBQA System
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Figure 10.2: Top 10 performing systems participating indfiieial TREC evaluation differ-
ent years and the IBQA system performance. The first two TR&@petitions were evalu-
ated using MRR on answer segments of 250 bytes. TREC 2001wahsated using MRR
on answer segments of 50 bytes. TREC 2002 was evaluated@g#i¥jon answer exact an-
swers. TREC 2003 was evaluated using simple accuracy fiegEnt correct). TREC 2004
and 2005 were evaluated using accuracy (topl/percenttporinter-dependent questions.
For IBQA we present the results using two performance measuhe MRR on exact an-
swers and the accuracy (topl/percent correct).

choice was mean reciprocal rank (MRR) over the whole set e$tijons. Observing that the
250 byte track yielded much better overall results due tontliee coverage of the answer
snippet, in the subsequent year 2001 the focus was only thoyt&0rack. In 2002 a new
measure confidence-weighted score (CWS) was used in the Ge&stion answering eval-
uation, which focused on the top 1 exact (as opposed to shippswer. CWS scores take
into account the individual answer confidences, re-rankiegjuestions accordingly.
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Figure 10.3: Average of the top 10 performing systems pgpetmg in the official TREC
evaluation and the IBQA system performance. We overestirtied results of systems at
the first three TREC competitions by using MRR for Accuracysdh for TREC 2002, we
obtained the Accuracy scores rather than the CWS scorestifrewfficial evaluation.

Finally, simple accuracy for exact answers was used in tHed'R004 and 2005 evalu-
ations, also considering only the topl answer returned blg gaestion answering system.
This metric rewards systems that answer questions cornesithg only the top answer, but
penalizes systems that perform well consistently (e.g.troasect answers are in the top
five answers, but not the first). Moreover, starting with 2088 questions used in the TREC
evaluation were inter-dependent, using a shared targat eventity and accepting within-
guestion and cross-question references (nominal, namedp@nominal): e.g. i) Target:
Nirvanaii) Question 1: Who is their lead vocal?iii) Question 2: “When did he dig?

Since it is data driven, we maximized in the IBQA system the ofall the questions
by performing leave-one-out experiments — i.e. traimon 1 of the available questions and
test on the remaining one. The IBQA system achieved goodpeance on TREC ques-
tions both in terms of MRR((432) and in terms of Accuracy)(375). These results are very
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encouraging, especially since the IBQA system is not ressintensive, does not rely on

manual rule engineering or other human expert-heavy coemienand can be implemented
and maintained with little human involvement. On the othemdh most question answering
systems are developed and improved over much longer pehioulggh the effort and exper-

tise of multiple people. Most systems are also resourcasite and the interaction between
the main components and the resources is hard-coded anthndasdized.

We observe (Table—10.2) that our system performance idaligiow the average of the
third system at TREC and well above the performance of oysems. The average TREC
scores are slight overestimates since we used the MRR sz®replacements for Accuarcy.
However, with the IBQA system the answers were not projebsatk into the documents in
local TREC and AQUAINT corpora. To make the comparison asdaipossible, we used
the 50 byte window answer definition from TREC-8 and TREC+#eathan a 250 byte
window.

Ideally, during official evaluations systems could be meagwith and without question
inter-dependence that imposes a very restricting refereggolution burden on QA systems.
Currently, only a handful of systems achieve good perfocaam the task of answering
single questions, while the results are not easily replicdhe to the complex and tailored
integration of various methods and resources. To avoidtiaddi effort on the part of as-
sessors, two different tracks with and without questioariatependence could use the same
questions, permitting question answering systems to gttemsolve first the problem of an-
swering single questions correctly, using methods whosatsearereplicable. The IBQA
approach offers a robust question answering platform thatdre amenable to experiment
replicability, by virtue of being data-driven as well as rhweasier to develop and train.

10.3 Definitional Questions

During recent years, evaluation forums such as TREC [126]GItEF [76] have stimulated
a tremendous growth of the question answering (QA) field c8s&ful complex architectures
[42] incorporate elements such as statistical compongft&6], knowledge resources, an-
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swer verification, planning, and theorem proving. The miaiagt in these evaluation forums
has been solvintactoid questionsquestions that accept factual answers (digwhat year
was the first AAAI conference held?Who was the AAAI chairperson in 19992Ve have
used factoid questions in most of the experiments performéd the instance-based QA
approach. These questions require concise answers repingsgmplefactoids e.g. person
names, dates, objects etc.

Another class of questions being explored in the questi@wvaring community con-
sists of definitional questions. Definitional questionskseedefine entities such as objects,
“What is ouzo? concepts What is artificial intelligence? and people Who is Turing?.
Answers to definitional questions are usually longer andensamplex. For each entity
there can be multiple definitions addressing different etspef that entity. Most of the
definitions considered in official evaluations are alsouatin nature and are meant to sat-
isfy the user’s factual information needs. QA systems tlaat successfully answer defini-
tional questions [133, 47, 1111, 102] use both structureduress (e.g. WordNet, Wikipedia,
Merriam-Webster) and unstructured data (e.g. local ca;pbe web) for fact extraction.

10.3.1 Related Work

The TREC 2003-2005 evaluations have been re-structurddthat they included factoid
guestions grouped around a set of target entities. For eearfigp the target entity Franz
Kafka’, associated questions includedVhere was he borri?* When was he borri?* What
books did he authof?etc. This current TREC evaluation format aims to exploreivid-
ual factual aspects of a particular entity, similar to armswgea definitional question, but
using more focus questions. A related and popular infolwnagixtraction task similar to
the definitional QA task is the construction of entity prafil&3] and entity modeling?].
Properties and relations such as (age, affiliation, positiwodifiers, descriptors) involving
target entities are extracted from raw text in order to baiicentity profile.

Due to the formulation of existing QA tasks, definitional gtien answering systems
strive to satisfy the need for factual information. In thegess of answering definitional
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questions, such systems filter out non-factual informati@well as marginally factual in-

formation that does not fit into a predefined view of what a didim should be. However,

it is often the case that entities (e.g. people and objectsipi properties that are hard
to capture by standard factual methods. Moreover, therg@abtative attributes and spe-
cific factual information often associated with entitieatthre not captured by existing QA
systems. These qualitative elements tend to complemenedadata and satisfy a different
kind of information need associated with definition quessioln [68], we have have taken
a closer look at qualitative aspects of definitional questithat go further than incipient
opinion-based question answering wdrk [114] done in cactjon with question answering.

Although not the focus of this work, an instance-based systn be adapted to finding qual-
itative answers to definitional questions. In the conteXB&)A, the document sources can
be specified to include more qualitative sources: e.g. newgsg, discussion forums, and
blogs. Furthermore the answer set obtained from such soaerebe improved by filtering

out factual answers obtained from structured sources.

TREC 200F3 =5 | 0.555 (BBN)| 0.473| 0.461| 0.442| 0.338| 0.318
TREC 20043 = 3 | 0.460 (NUS)| 0.404| 0.376| 0.321| 0.307| 0.285

Table 10.2: Top performing question answering systemser2003 and 2004 TREC def-
initional ('other’ category) evaluations. The scores aot¢ directly comparable since the
two evaluations had different question distributions dme/twere computed using different
values for the F-measureparameter.

Several systems extract answers to definitional questionsgtructured sources. BBN’s
approach to definitional question answering ]133] is basedxtracting linguistic features
from raw text and then ranking them against a question prdé\eloped using web re-
sources. The features used in this work include apposjta@sulas, structured patterns,
relations, and propositions. The factual profile was gdedrérom WordNet glossaries
(www.cogsci.princeton.edu/ wnthe Merriam-Webster dictionarywvw.m-w.cor)) the Columbia
Encyclopedia (www.bartleby.com), Wikipedianfw.wikipedia.cory and biographies from
(www.s9.com TREC 2003 experiments (Tatile T0.2) producéd>ab F-measurg_; score
and showed that using the Rouge metric [65] to score the assvtained by BBN cor-
relate well with subjective evaluation results. At the TRE@3 evaluation, the National
University of Singapore system obtained the best perfoomamn definitional questions (i.e.
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theothercategory) with an F-measuyg; score 0f0.460. The system implemented a bigram
softpattern model[27] to identify good definition sentence ddatks.

A multi-strategy approach to definitional questions was &lIdystem [[47] which em-
ployed a database of surface patterns constructed offlidie@ ameb-based dictionary. This
simple approach shows good performance in the TREC 2008ati@h with an F-measure
of 0.3 (wherei = 5). An important contribution of this work is the fact thatmicludes com-
ponent performance analysis and error analysis with réspéice TREC scoring metric.

Most of the current work on definitional questions has beesnegiomain question an-
swering — meaning that most of the questions asked in ofesialuations have been based
on generic web logs and have answers in news stories. Manyy&&ms have been tai-
lored to these datasets and have implemented interfackspacific resources such lais
ography.conor Merriam-Webster. This customization makes it harderdd them to new
domains. Recent work has been done in evaluating questgmeaimg components in the
medical domain, in particular, search engine evaluatiordéinitional questions posed by
physicians([135]. More effort is required to successfulbply existing techniques for an-
swering open-domain definitional questions to particutandins.

10.3.2 Experiments

Definitional questions are more difficult to evaluate thantdal questions in that definitional
answers are more complex and can be expressed in a very lamggen of different forms.

In particular, since answers are longer (e.g. longer psrassentences) paraphrasing, the
use of different surface forms, syntax and semantics playehrmore prominent role than
in answers to factoid questions. Moreover, as shown betorewers to definitional ques-
tions can focus on different facets of the concept, or enktigy are describing, adding to
definitional question complexity — e.g. all of the followinigfinitional aspects can be si-
multaneously true: Nobel Peace Laureate, archbishophS&futan, master of theology,
professor , author and husband.

For the definitional question experiments we clustered hottording to answer type as
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well as to surface form. The features include part-of-spdags, unlimited size n-grams
(extraction of which is feasible due to the limited numbewairds in a question) and para-
phrases, as well as casing information (e.g. lowercase pperaase). Similar to many
systems participating in the TREC evaluation we retrieveduthents from the web using

the google apiwww.google.com/api

Dataset MRR | Top5
Object definitions 0.419| 0.582
Person profiles 0.589| 0.646
All definitional questions 0.457 | 0.596

Table 10.3: MRR for object definitions (i.ethaf) and person biography (i.etho) questions.
For this experiment, an answer is considered correct ifritaios at least one vital answer
nugget. The goal is to understand how often answers prebsentiee user actually do contain
at least a minimum of correct and pertinent information.

Nugget-based automatic measures for definitional QA pexdoce attempt to take into
account answer utility from the perspective of human usgréaboring recall versus pre-
cision (e.g. in TREC evaluations). However, for human usecsll alone is a very good
measure of performance when answers are very short. Thisstieat it is acceptable for
precision to be lower if the answer is short enough — e.g. ars@xord answer that contains
a two-word vital nugget. In TableZ10.3 we show the perforneaoicour system in terms of
MRR and the Top5 scores computed based on recall. Thesestast identify the presence
of correct vital nuggets in answers and then compute the MiRRTap5 metrics regardless
of whether additional content appears in the answer catelid&he answer candidates were
limited to ten words each to decrease the importance of goeci

Object definitions and person profiles are two of the most comoategories researchers
report on. Since there are research efforts focused on mp@radile extraction outside of
guestion answering, this class of definitional questiomsdraw on specific extraction-based
methods such as IBM®A by dossier with constraintaethod [100]. Table~10.3 shows the
considerable performance difference between object tefisiand person profiles. One ex-
planation is that very often, in news stories, people arerredl in the<functior><name-
form (e.g. ‘archbishop Tutt), where <functiort> is either a profession, or a title considered
vital in the description of that person. Common entity, chgnd concept definition nuggets
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appear less often in such contexts and more often in more learspntactic and semantic
structures. Another reason for this discrepancy is thagatlgefinitions are a catch-all cat-
egory and is less well defined compared to person profilesabiefL0.B we also show the
overall MRR and TREC performance (micro-average) on alhitednal questions.

Extraction Impact on Definitional QA Performance
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Figure 10.4: Definitional question performance as a fumctb the fraction of extracted
answer. We vary the answer extraction stage output by ratyddtaring out sentences from
the relevant document pool.

An important consideration in our instance-based framkwshow performance varies
with training data size. In particular, we are interestetthencases where retrieval and extrac-
tion under-perform or there is not a sufficient amount of datlain good models. Figure
I0.4 shows recall-based MRR and Top5 performance as we karmumber of relevant
sentences that are retrieved, and therefore the numberrectanswers that are extracted.
We randomly remove sentence/answers from the availabke atat observe performance
differences. As expected, with more relevant sentencesterdfore correct answers, the
definitional question answering system performs bettewéd@r, it is interesting to notice
that with half of the data available, MRR and Top5 perforneaiss0% of the maximum
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system performance.

F-measure Character-level Word-level
Dataset F1 F3 F5 F1 F3 F5
Object definitions 0.275| 0.298| 0.303| 0.291| 0.304| 0.306
Person profiles 0.376| 0.416| 0.425| 0.386| 0.420| 0.427
All definitional questions | 0.301| 0.329| 0.335|| 0.316| 0.335| 0.338

Table 10.4: Character-level and Word-level F-measureop@idnce for definitional ques-
tions. We compute the TREC-based scores for object defsitand personal pro-
files/biographies using different precision-recall bakamparameters that have been previ-
ously used in official evaluations.

We compute the nugget F-measure scores for all definitiaregtipns together (equation
H#.4), as well as for the two categories previously consilerd/e consider nugget recall
Rqef to be the ratio of the matched nuggets to the total numbertaf muggets and nugget
precisionPyefto be based the ratio between answer legthand answer allowance length
L,. Answer and answer allowance length can be computed eitltee aharacter level (e.g.
number of characters in a string) or at the word level (e.gmimer of words/tokens in a
string). We observe that for this dataset both length measomaintain the same relative
object-person-all definitional question performance.

We are also interested in observing the differences in Fsaregperformance when we
vary the 5 parameter. In our experiments we used the value§ tfat have been used
in past TREC evaluations. Since experiments are evaluaittenatically, we rely on the
assumption that these definitions of recall and precisigmagmate true nugget precision
and recall. These results demonstrate that the instarssstapproach can be applied to
factoid questions as well as to definitional questions. Duthé differences in train/test
datasets and the lack of question-level system output f&Q Barticipating systems in the
definitional track, the results are not fully compatible e official full definitional TREC
evaluation. However, in our experiments we used definitiqonastion datasets from official
TREC evaluations for training and testing, official answatt@rns and nuggets, as well as
the F-measure-based metric developed by NIST.
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Qualitative Exploration

Similar to experiments using factoid questions, we wererssgd to observe the automatic
discovery of useful and strong data sources for specifictouresy/pes/clusters during the
retrieval stage. For example websites that focused on péisgraphies and profiles gener-
ated generalizable query content to be applied to new quesstContent specific thiogra-
phy.comanden.wikipedia.orgvas incorporated into queries. The online version of wordne
was a good source for answers of object definition (i.e. wipa¢stions.

Question Who is Anubis?
Vital answer nuggetEgyptian god?

Rank | Strict Judgment Answer Fragment

Ay X the Patron god of embalmers

Agy X a god of the dead who is shown as a jackal
Az X a man with a head of jackal

Ay X god of the dead and mummification
As X lord of the Necropolis

Ag X god of embalming

Ay X protector of the deceased

Ag X guardian of the cemetery

Ag v jackal-headed Egyptian god of tombs
Aig X conducted dead to judgment

Table 10.5: Example of answer coverage for definitional tjoles (actual IBQA system
output). Automatic methods may not be able to allow many e§¢éhanswers to contribute
to the correct answer set.

Among the limitations of automatic evaluation of QA systentput and in particular
with evaluation of definitional questions are reduced cagerof correct answers as well as
user bias —i.e. different users might find different defamtil answers nuggets to be relevant
and/or vital. Consider the question in table10.5 with iteesponding extracted candidate
answers. Even though each of these answers describe at tiefgtitional aspect of Anubis,
only Ay is considered correct by the automatic evaluation. Somleeéhswers includec-
cupationaldescriptions (e.g. “patron of embalmers”, “protector af tteceased”,“guardian
of the cemetery”), others the core essence (vital nuggethabis (e.g. “god”, “lord”), and
yet others a more description-oriented aspect of his prite “jackal-headed”, “shown as
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a jackal”).

Under a strict answer nugget matching, only “Egyptian gaatisists of a vital answer,
while an answer simply covering the word “god” is inexact. idlover, different users might
agree on different aspects to be included in the definitipragiles depending whether they
are Egyptologists, anthropologists, or middle school repaters.

Beyond clear definitional aspects, non-factual answerh asc’Anubis was a perfec-
tionist” or “Anubis is a cold individual” pose a problem to egtion answering systems.
Sentimental analysis work and opinion classification foegjion answering is starting to
make use of such statements. Furthermore, secondary athaeare indeed factual in na-
ture may derail a question answering system by providinficseritly redundant and strong
support — e.g. it What is platinum?: platinum amatal but also as #&ype of visa card
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CHAPTER 11

Question Answering Data Acquisition

Contributions: The instance-based question answering approach as wethas statistical
components in QA rely on the growing amount of data avail&éraining. Towards au-
tomatic methods of data acquisition, this chapter intragkia new, semi-supervised method
for acquiring QA data for questions based on semantic reteti

Data-driven approaches in question answering are incrgiggtommon. In recent years,
guestion answering components in that incorporate legmiethods have started to be more
frequent [19] 106, 32]. Although the field is still dominatley knowledge-intensive ap-
proaches, components such as question classificationeamsiraction, and answer ver-
ification are beginning to be addressed through statistiegthods. Moreover, our recent
research[]69] shows that it is possible to successfullynlearswering strategies directly
from question-answer pairs through an instance based agipro

Question analysis and classification components usinigtstat learning, often require

191
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that each category (or type) in an ontology cover a minimumimer of question instances,
in order to derive strong models. Larger datasets are redjdor data-driven systems to
be able to accurately make use of these ontologies. Sindalality of training data for
such approaches is very limited, recent research has beanifig on two dimensions of
data acquisition: acquiring redundant passages to suppisting questions and acquiring
supporting data for answering new questions.

Along the first dimension, gathering redundant passagésely ko boost the confidence
of correct answers: Dumais et gl [31] make use of the higlimddncy of relevant docu-
ments on the web and retrieve passages presumed to contaireat@nswer. This work
supports the intuitive argument that more relevant passagtil higher QA performance.
The approach is based on the assumptions that most qudstieasinswers on the web and
that the most frequent answer is the correct answer. Howievetess appropriate for ques-
tions with sparse supporting web data, multiple meaninglsased on subjective assertions.
Extraction models can be learned directly from web data][b§=cquiring very simple but
highly redundant patterns or features. Although this apginsaturates fast, it is very useful
towards answering simple questions.

The second dimension consists of acquiring data to suppswexing new questions.
Girju et all [38] propose a supervised algorithm for parteléhrelations based o0, 000
manually inspected sentences ands8rm944 manually annotated relations. They report an
F'1 measure of about 90 in answering questions based on patéwdiations. Fleischman
et all |33] also propose a supervised algorithm that usesgbapeech patterns and a large
corpus. The algorithm extracts semantic relationsvitiro-istype questions and builds an
offline question-answer database.

Manual acquisition of question-answer pairs is very expenand highly subjective.
However, it is necessary to obtain large amounts of traidiaig for data-driven methods.
To overcome this problem, we have proposed a semi-supdraigerithm [70] for high pre-
cision question-answer data acquisition from local caaporhe algorithm requires a very
small seed data and is compatible with existing questionlogtes. More specifically, it
makes no assumptions about question types or questiorilsgud-urthermore, our algo-
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Figure 11.1: Semi-supervised QA data acquisition. Duriagheteration, question-answer
pairs of the same type are used to extract highly correlabetest patterns. In turn, the
patterns are used to generate more question-answer pairs.

rithm is resource independent and does not assume thelaligilaf specific pre-processing
tools.

The approach is also language independent and can be appkey corpus given an
appropriate seed/starting point. We acquired a large sengboral questions and answers,
and we demonstrated their quality through task-based atraiuon TREC question sets.

11.1 Semi-Supervised Data Acquisition Approach

In this work we view questions as collections of entities aaldtions among them. The
missing piece of information — the required answer — is uUgualthe form of an unknown
relation or an unknown entity. Consider the following exaesp

A inventedQ
Ais a part ofQ

QisinA



194 CHAPTER 11. QUESTION ANSWERING DATA ACQUISITION

These statements contain the entifieandA, as well as the semantic relations between
them. In contrast, actual questions usually consist ofrimuete collections of relations and
entities. The answering process involves finding the mgsslament. Some questions may
contain all the entities but lack the relation itself:

e What is the connection betwe@nandQ?

e How areA andQ related?

while other questions might contain the relation and lack ofthe entities involved:

¢ Who inventedQ?
¢ What doeX)Q contain?

e Where isQ?

whereQ denotes the entity present in the question Andenotes the required answer. We
will focus on questions whose answers are missing entiResations will also be referred
to asquestion types(e.g. who-inventedwhere-i3, since they usually determine specific
answer seeking strategies in most question answeringsgste

QA ontologies often include question types as well as ansypas. We stress the dis-
tinction between answer type and question type: differaestjon types (e.gvho-invented
who-is-the-leader-gfwho-control$ may produce answers of the same type (ggrsor).
For simplicity many existing ontologies often consider spien types as specializations of
answer typesleader-ofwould be a specialization or refinement of answer tfgpeson

The semi-supervised acquisition approach presented sigrdependent of specific on-
tologies since we adopt the view that a question type canreettyi described through the
data: question-answer pairs. For each question type, iqonemtswer pairs@,A) that fit
the relation are acquired from the local corpus. Given ehdugh-quality question-answer
pairs, a QA system can be trained to answer similar questions
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Many question answering systems use questions and anssveasnang data in order to
construct or improve their answer seeking strategies. \Mesfon the process of acquiring
high quality question-answer pairs rather than arguingteancorporate them into a specific
QA system.

11.1.1 The Semi-Supervised Algorithm

A relation can be defined as a set of high precision contex¢ipest. The patterns are in fact
alternate forms of expressing a concept — for example tlaioalwho-hiredmay occur in
raw text as “Ywas hired byX”, Y is employed by” etc

The same relation can also be defined indirectly through afsattity pairs. Each pair
is an instance of that particular relation. Sample instaie¢eelatiorwho-wroteare: Hesse
The Glass Bead Garpand (efferson The Declaration of IndependenjceSince the rela-
tions correspond to question types, the entity pairs candweed as question-answer pairs:

o Who wrote “The Glass Bead Game”?

¢ Who wrote the Declaration of Independence?

We present an semi-supervised algorithm (figurel11.1) thedtes trough these two al-
ternate views of relations: a set of patterns @mmtext Pattern Modghlnd a set of question-
answer pairs (th@A Pair Poo). The algorithm acquires question-answer pairs while at th
same time improving the high precision pattern set.

1. Start with a seed of context pattegis} or question-answer paifg(@), A)}

2. Apply the context patternSI'} and extract question-answer pajts), A)}’ from the
local corpus

3. Using the local corpus, extract a set of candidate comi@terns{7}’ that co-occur

with {(Q, A)}'
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4. Score the candidate contexf5}’ according to a conservative relevance criterion.

5. Select the tog( candidate context§l'}”

(o]

. Update the mod€]7"} with selected contextsl"}”

\‘

. Returntostep 1

11.1.2 Selection Criterion

Each iteration, the Context Pattern Model is updated toatomat subset of the candidate con-
text patterns that have the best scores. Scoring must bd basecriterion that maximizes
the correlation of a pattern with the existing questionvaeranstances in the QA Pair Pool.

The selection criterion used here is th& measure of a patterii at iteration:. For
clarity, we consider the precision and recall of pattérarwhich can be thought of as as a
guery in the local corpus — relative to the known “correctirz&t, QA Pair Pool. Given the
QA Pair Pool{(Q, A)} during thei'" iteration, a candidate context pattdrrnas a precision
and recall:

PoolCoverage(T, 1)
| Pool(i)|
P(T,i) = PoolCoverage(T, 1)

’ CorpusCoverage(T)

R(T,i) =

where PoolCoverage(T, 1) is the number of pairs known to be “correct” (i.e. extracted
so far and stored in the QA Pair Pool) that were extractedyysattern?” as a query in the
corpus at iteration. CorpusCov(T') represents the number of distinct pairs that patfern
can extract from the corpus at iteratianand | Pool(7)| is the size of the QA Pair Pool at
iterationi
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TheF1 measure based on pool coverage and corpus coverage is:

2. P(T,i)- R(T, )

scorepy (T, 1) = P(T,i) + R(T,1)

At iterationi + 1, we select theé< candidate patterns with highest top F1 score and use
them to update the Context Pattern Model.

In order to intuitively illustrate corpus coverage and pomlerage, consider the question
typewho-invented The goal of the semi-supervised algorithm is to extract asynpairs of
inventors and objects invented as possible. The algoritheomsidering whether to include
the pattern A, father of @ into the Context Pattern Model. The pattern can be used to
extract relevant pairs such @&arnsworth, television)ut also noisy pairs such @glichael,
John) The recall is high is high since many inventors are refetoesks parents of their own
inventions and consequently this pattern can extract maowk pairs inventors-inventions
from the corpus: i.e. pairs already in the QA Pair Pool havéga borrelation with this
pattern. However, the precision is low since the pattermisceery frequently in the local
corpus. As shown in this example, the pattef father of Q is often a manifestation of
other relations besideho-invented The corpus coverage of our pattern is high, but only a
very small percentage of pair instances actually referearitientor-invention relation.

We have explored other selection criteria basepgawl coverageThese criteria are faster
to compute, but very often the algorithm diverges quickbnirthe original question type.
One particular criterion that yields results similar to ik measure has been successfully
used in semantic lexicon extraction [117]:

PoolCoverage(T, 1)
CorpusCoverage(T, 1)
-log PoolCoverage(T, i)

scorey(T,i) =

Intuitively, patternT” obtains a high score if a high percentage of the pairs it etdrare
already in the QA Pair Pool, or if it extracts a moderate nunabgairs already in the QA
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Pair Pool and it extracts lots of them.

11.1.3 Starting and Stopping Criteria

The algorithm can be initialized either with a small set oft@ans in the Context Pattern
Model or a set of questions-answer pairs of the same typeeiQth Pair Pool. The former
approach can be better controlled and has the potentiaimg Ingore precise, while the later
approach can be automated more easily.

A moderate-size validation dataset could be used as theiagppriterion for the algo-
rithm, determining when the question-answer pairs arerb@apdetrimental as training data
to a QA system. When the question-answer pairs extractedoan@letely deviating from
the original relation expressed in the seed, they will m&sty not improve the performance
of a question answering system, since there is nothing nde tearned. The advantage of
a validation set is that the acquisition of question-anguedrs based on different relations
will have flexible stopping criteria and the process can lertd for specific QA systems,
rather than imposing a threshold on learning saturatioe.di$advantage consists in the fact
that standard QA datasets contain very few questions aret edimited number of question

types.

Since using a reasonable-size validation set is not yeitleas set of parameters in the
semi-supervised algorithm can be learned in order to cbhtte much questions deviate
from the original relation. The set of parameters can coo$isumber of iterations, number
of extracted pairs, or a threshold on pattern extractionipien.

11.2 Semantic Drift

Often times questions are either ambiguous or are forndit&kwardly. For example, the
guestion Who invented The Muppets conceptually equivalent to the questiowho is
the creator of The Muppet&?The latter formulation is more frequently observed thiae t
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former when expressing the connection between Jim Hensii la@ Muppets. Intuitively,
this shows that multiple relations may belong to a largerasdin class.

Semi-supervised algorithms generally experience a dagoadin the quality of the
data/model over time. Traditionally this is viewed as a nieggphenomenon, since it in-
troduces noise. This degradation also varies with the satdahd the corpus being used
and is not easily controlled. This phenomenon also occutisarsemi-supervised question-
answer pair acquisition algorithm. In practice, consevedy incorporating this noise into
the answer extraction model increases the performance.

The very nature of the algorithm dictates that new contettepas will enhance the model
after each iteration. We tend to think of these patterns mmasgcally equivalent. However,
in time they tend to diverge from the original relation. Wdlwefer to this semi-supervised
algorithm inherent property asemantic drift. This property reflects a tradeoff between
enriching the original semantic relation and noise in thguaed question-answer pairs.

In our previous example, the answer model starts with thenaif invention accumu-
lating context patterns and question-answer pairs thgg@tithe oﬁ:inal relation. However,
through several iterations, the following context patsesire notic

< inventor of >—
< creator of >—
< producer of >—
< father of >—
< maker of >

While the notions otreator-ofandproducer-ofcould be considered similar to the orig-
inal relation (nventor-oj, the subsequent divergence is too generic to produceargev
question-answer pairs.

Similarly, the relationwvinner-ofdrifts into context patterns referring to people who are

lwe ignore similar intermediate patterns suchaise person who inventes for the purpose of clarity
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Distribution of First Correct Answer Rank

% questions
N
ol

rank

Figure 11.2: High precision data acquisition: most coreetswers proposed by the QPairs
answer extractor have rank one.

expected to wimnd have not won yet, while the relatiamiter-of drifts to include patterns
about publishers, editors and literary works: (ke.whose novel §)

Ideally, semantic drift can be used to add slightly divetgguestion-answer pairs to
the question pool. However, a critical aspect is the stgppiiterion, necessary for decid-
ing when data becomes too noisy to be added to the model. Afopsty mentioned, a
moderate-size validation dataset or a set of learned paeasneorrelated with noise can be
used as the stopping criterion for the algorithm, findinglatee between semantic drift and
noise.

With the acquired question answer pairs we used a very sipgitern-based answer
extraction method, which is a simplified version of the methescribed in sectidn 8.2.2. In
this chapter we specify implementation details and pararsetpecific to data acquisition.
The answer extractor did not use any question analysis a@ntbdibenefit from question term
semantic expansion. Also, no answer clustering/merging peaformed on the resulting
answers. This minimal question answering system was usésktdhe usefulness of the
acquired question-answer pairs and make results repiaducirhis way, the results are
independent of the particular query expansion, questiatyais, or feature implementation.
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The retrieval step is trained using the high-precisionguatt acquired at each itera-
tions during the esmi-supervised learning. The patterasadded as phrases to simple,
keyword-based queries in order to capture more relevantrdents. When a new question
Is processed, several queries are formed by concatenaenguestion terms and the high-
precision patterns. These queries are then used to rethevep fifty relevant documents.

We did not want to limit the actual answer extraction to thghhprecision patterns dis-
covered during the semi-supervised learning. Althougly peecise, the recall of this set
of patterns would have been too low. Therefore, the answieaaion step is trained by
extracting a large number of surface patterns (over 5,0@) the local corpus using the
guestion-answer pairs. These patterns range from hightgleted to the question type to
weakly correlated. The patterns are further generalizeautih regular expressions using
eliptical terms.

Each pattern’s’1 score was computed against the question-answer pairsedriom
the local corpora. When a new question is processed, alrgkzedd patterns are applied to
the raw documents. Among the ones that do match, the higbashg patterns are used to
extract the final answer set. A more complex answer clugiemm merging method is likely
to increase QA performance.

The experiments were evaluated using the following metrics

1. Mean Reciprocal Rank (MRR) - the average reciprocal rdikeofirst correct answer
for each question. Only the top 5 answers are considereagtbr guestion.

N
1
N Z 1/correct answer rank;
i=1

MRR =

2. Confidence Weighted Score (CWS), which is a measure cangtine percent of cor-
rect answers and the confidence of the system in its scorinigathe Questions are
ordered according to confidence in their corresponding arsw

1 al # correct up to question 1
CWS =+ Z
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The context patterns were limited to a maximum size of a seetel he starting data for
the semi-supervised algorithm consists of only one cormattern for each relation:

. A < whoverb> @ ..

whereA and( are placeholders for the answer and question termsatids the verb used
to generate the question type. The seed data is extremebesibut powerful enough that
it avoids the human effort that could be put in creating caxm@nd highly precise seeds
for each relation. Note that although the seed pattern iegan ordering ol and@, the
semi-supervised algorithm is free from such constraints.

The learned patterns identify exact answers (i.e. propeesa Text snippets which do
not have the correct extent — as defined by answer pattemisipddby NIST — are considered
incorrect answers. The algorithm was run for each relapooglucing up to 2,000 question-
answer pairs per question type. For more obscure relatimtsaswvho-foundthe algorithm
acquired fewer pairs than for more common relations sushh@asmade

Using this bare-bones question answering system, we autain overall MRR score for
TREC test data of.54 with the confidence weighted score CW9.if3. Figure[IT.R shows
the overall rank distribution of first correct answers. Oa slhme temporal data, the top five
performing systems at TREC obtained scores ranging betizédviRR and0.76 MRR.

Figure[I1.B compares the performance of our answer exdraetigine (referred to as
QAPairg with the performance of the top five systems at TREC 9, 10]4rah the same test
data. Note that different systems obtained the top five teguldifferent years. The results
are significant, especially when taking into account thatttp five systems are full-fledged
QA systems incorporating knowledge resources, specthlimeument retrieval, complex
guestion and passage processing, answer selection afidaten. In contrast we focused
on a simple answer extraction component of a question amsyw&rstem in order to show the
high potential of using additional question-answer pairgaining QA systems. Although
data acquisition is not the purpose of this dissertatiomssible extension to an instance-
based QA system would be a system-driven data acquisitioore Idpecifically, for every
cluster, a set of new similar questions and correspondisgvars could be acquired. The
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Figure 11.3: QAPairs compared to the top five system perfocemat TREC 9, 10 and 11
on thesametest data used in our experiments.

guality of these questions and answers could be tested arrifieal training data, before
being incorporated into the question answering systens Wbuld help improve the IBQA
performance using a more conservative QA data acquisition.

With each iteration, the semi-supervised algorithm a@gumore question-answer pairs.
At each iteration the answer extractor is re-trained andueted. Figurd_1114 shows how
performance improves with each iteration. Advanced itenastcontribute to the QA process
by answering more ambiguous questions and capturing assvwech are awkwardly stated.
However, as more question-answer pairs are added to thetheglbecome more obscure
and contribute less to learning new patterns.

The fact that performance increases with the acquisitiomafe question-answer pairs
shows that the scoring method correlates well with the nunobéterations. The more
training data is obtained from the local corpus, the betieranswer extraction component
performs. This observation further suggests that more t®oguestion answering systems
can take better advantage of the acquired data.

The semi-supervised algorithm is easy to implement andtadagpecific question an-
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Performance versus Number of Iterations
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Figure 11.4: Performance increases with the number otiber®and therefore with the size
of the training data.

swering systems. With each iteration, pairs acquired bysémi-supervised algorithm are
used as training data to a simple QA system. Performanceases with the number of
guestion-answer pairs acquired confirming the robustrigb® @emi-supervised algorithm.

Current work in question answering data acquisition suggd® availability of larger
guestion-answer datasets in the near future, thus enathtigtical, data-driven techniques
to become more feasible. Larger question-answer datasetkl\also support the devel-
opment of more approaches in the spirit of instance-basesdtiqun answering which relies
solely on questions and corresponding correct answersiagiy data.

11.2.1 Qualitative Analysis

Table[IT.1l shows qualitative results produced by the sepeiwised algorithm. Five sample
relations are presented with question-answer pair sagplii, 10, 100, and 1000 as more
data was added to the pool. The specificity varies from veaceguestions pairs such as
“Who owns the New Jersey Devilg® broader questions more likely to have many correct
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| Pair# | Question Term | Answer |

who-invented

1 dynamite Alfred Nobel

10 theosophy Helena Blavatsky

100 | dialectical philosophy Hegel

1,000 | television’s Twin Peaks Mark Frost
who-created

1 Providence’s Waterfire Barnaby Evans

10 Howdy Doody Buffalo Bob Smith

100 | HBO's acclaimed Mr. Show Troy Miller

1,000 | the invisible holster Charlie Parrot
who-makes

1 small motors Johnson Electric Holdings

10 ping golf clubs Karsten Manufacturing corp

100 | removable media data storage devigekomega corp.

1,000 | all the airbus wings British Aerospace
who-owns

1 The Candlelight Wedding Chapel Gordon Gust

10 The New Jersey Devils John Mcmullen

100 | the sky diving operation Steve Stewart

1,000 | the ambulance company Steve Zakheim

who-founded

1 Associated Publishers inc. Mr. Cox

10 Earthlink Network Sky Dayton
100 | Limp Bizkit's label Jordan Schur
1,000 | Macromedia Marc Canter

Table 11.1: Sample qualitative results. Question-answaes are added to the pool incre-
mentally. We show thé*t, 10**, 100", 1, 000" question-answer pairs as they are added to
the pool.

answers - i.e.Who makes small motors2n order to show the semantic similarity between
two question types as seen through the data, we includedtbetinventedand created
relations.
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CHAPTER 12

IBQA Conclusions & Future Work

In this dissertation, we have introduced IBQA, a fully stitial, data-driven, instance-based
approach to question answering in which we learn how to ansexe questions from similar
training questions and their known correct answers. Urtdsrapproach, training questions
are clustered based on different similarity metrics. Wewmatically learn answering strate-
gies for answering questions belonging to individual dust Several answering strategies
are simultaneously employed, based on the clusters the nestigns falls under. Each
cluster-specific answering strategy consists of an exgeamiewer model, a query content
model, and an answer extraction model. We apply these medetessively to analyze the
guestion, retrieve relevant documents and extract coaresswers.

The core instance-based approach does not rely on resaudess: WordNet, parsers,
taggers, ontology, hand-coded optimizations, and hadi@da@atterns. However, we show
that our approach can easily integrate and benefit from regswsuch as a morphological
analyzer and WordNet, used for for synonymy and semantgsekfor answer types. The

207
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IBQA approach is resource-friendly, allowing externalowses to be incorporated. To
further specialize an instance-based system to specifiaimhsnrule-based components may
also be used at every stage in the question answering precess rule-based answer
extractors, answer type extractors, or rule-based querenbgeneration.

The main component of the instance-based question angyaproach are data-driven.
Rather than applying an expert-designed pre-defined aimgystrategy to new questions, we
automatically learn cluster-specific strategies, estrttad probability of success for each of
the strategy models, and we directly incorporate the estisnato the overall answer score.
The IBQA approach allows training question datasets toeditie question clustering. The
dataset composition also determines how accurate angn&trategies are when they are
learned from their corresponding clusters. Document garfxmm which we retrieve the
raw documents also directly influence what models can baéeband what questions can
be successfully answered by these models.

In the document retrieval stage of IBQA, from each clustdraihing questions we auto-
matically derive additional specialized query contentrider to focus and enhance queries,
and consequently improve the likelihood of success ofeedtiin the QA process. In sec-
tion[Z.2 we show the additive benefit of several more tradéiauery expansion methods
as well as the impact of our cluster-based expansion. We #ietvqueries expanded using
our cluster-based method can retrieve new, relevant docistteat otherwise couldn’t be re-
trieved using standard expansion. This provides answeaaidn with a more diverse set of
relevant documents, potentially improving extraction peteding on the answer extraction
method used.

We have shown that for factoid as well as for definitional gjoes, the instance-based
approach provides a very high baseline, without relying xtergsive resources, processing
tools or human expertise. Since training questions guideatiswering strategy learning
process, the instance-based approach can be extendedddhaarfactoid questions. We
show that without tailoring our IBQA system, we obtain goedults for person-profile and
object definition questions. A possible improvement to B@A approach that may better
equip it to deal with definitional questions consist of stallparsing. While less specific
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than full parsing, shallow parsing is more robust and olstagtter performance. In question
answering, this is an important concern since errors obtaivhile processing questions and
documents accumulate and propagate throughout the QAgwoce

A promising future work direction for IBQA consists of fughinvestigating the issues
involved in applying our approach to new languages. Whigdbre instance-based ques-
tion answering approach is language independent and ciy lease-trained for individual
languages, in order to obtain a good performance, langspgeific pre-processing might be
required (e.g. different encodings, different grammaifedént document distributions and
corpus density etc). The IBQA approach does not depend @uéae-specific resources
or manual parameter optimization, but it allows the intégraof language-dependent tools:
part of speech tagging, parsing, and named entity tagging.

Since the instance-based QA is fully trainable and doesatybn hand-written rules and
hand-tuned parameters, it allows for fast re-traininghwiitle human effort. For example
given the processed TREC training data questions and pomdgig answers, an IBQA
system can be trained in several days to several weeks, diegesn the number of clusters,
feature set size, number and type of answer extractors agaithbility and access speed of
the retrieval engine. After training, the IBQA system is ad@latform for further question
answering research. Further performance improvementd bewbtained by incorporating
additional resources (e.g. ontologies, gazetteers) anckpsing tools (e.g. part of speech
tagging, shallow parsing) as well as by increasing the itngidata size — i.e. adding more
training questions, correct answers, and retrieving melexant documents.

12.1 Strategy Selection

An increasing number of question answering systems aremgebyn multi-strategy approaches
in order to find answers to questions. They rely on multiplesgion classifications, answer
extractors, multiple retrieval methods using several datarces, and different web-based
services. While question answering performance is oftesenrted on batch processing
of questions with no time constraints, in real-life sceosyionly a limited number of these
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strategies can be fully explored. Under these scenaripsnsg time and performance trade-
offs require careful selection of answering strategie$ shat performance is optimized sub-
ject to constraints.

In the instance-based question answering approach, diegeod the clustering algo-
rithms, the size and distribution of the training datasepAasystem that fully explores all
available strategies can be very slow. We are interestedh@hselecting a small number
of strategies according to confidence scores could resw@tlimited overall performance
degradation, while considerably reducing the answeriradegjies utilized.

In this dissertation we have presented a strategy seleappnoach that directly ad-
dresses these issues and we apply it to a statistical irestzagsed question answering system.
Through experiments we have shown the significant benefispoincipled strategy selec-
tion method on document retrieval, answer extraction, arstvar merging (i.e. overall QA
performance) using several metrics. By carefully selgctioto of the available answering
strategies, we show that an instance-based question angveststem can obtain similar
performance to the scenario in which we employ all stragedidéoreover, the cluster-based
confidence scoring method was also incorporated into answeging which improved per-
formance both in terms of MRR and Top5 significantly.

12.2 Extensibility of a Data-Driven QA Approach

The instance-based approach to question answering relisecavailability of datasets of
training questions and corresponding answers. More trgidata entails better coverage
for new test questions and better cluster models. In receatsythe acquisition of such
datasets has become an active research direction. InrsBdiave show that research on
large scale data acquisition for question answering is radiag and promises to produce
large datasets of questions and answers. We presented-ageenvised algorithm [70] for
high precision question-answer pair acquisition from lazapora, that is able to acquire
high quality training data using very small seeds. Basedhennewly acquired question
answering pairs, we trained a bare-bones QA system, ingjualvery simple, pattern-based
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answer extractor. This bare-bones system obtained good MRRCWS performance on
TREC test data. On the same test data, the performance alystesm is comparable to the
fifth performing system at TREC.

Many question answering systems employ various resounotsss WordNet, gazetteers,
encyclopedias, and dictionaries. Processing tools suchoaghological analyzers, part of
speech taggers, and parsers are also widely used to imp@petformance of question an-
swering systems. If data-driven QA systems can seamlesatg mse of these resources and
tools, they can benefit from the human knowledge incorpdrat¢hese specialized compo-
nents. The performance of a baseline instance-based Qénsystn be improved by further
incorporating such resources. It offers a principled, sbpand reproducible platform for
evaluating the impact of various resources and processoig.t

12.3 Future Work

A central problem in question answering is the lack of stagidation. This makes it very
difficult to compare QA systems solely on the overall resthisy report, usually in the
form of an overall number describing the overall systemgrenfince. Systems use different
resources, different pipeline stages, different retfiexetraction, and merging models etc.
Moreover, the overall results of of QA pipeline can somesmeershadow high quality com-
ponents or hide the performance of problematic compondtds.example a great answer
extraction model cannot extract correct answers given aleality retrieval component, and
vice-versa. Partly because of these issues, most exigiiegtiQn answering systems cannot
be fully re-implemented based on available publicatiorsdocumentation and their results
cannot be fully reproduced.

A first step towards solving this problem consists of openglege independent QA
frameworks with more standardized interfaces between ocoents. Within such frame-
works, individual components can more easily be tested éofopmance, robustness, and
efficiency. Another potential solution is for official evahions to periodically introduce
guestion datasets frosurprisedomains and languages, requiring QA systems to be more
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adaptable. This will also move question answering resdakgards more open QA systems
and more easily reproducible experiments.

Advances in statistical, data-driven question answerysgesns open the door for new
and exciting research directions and offer a fresh view astiey QA-related problems and
approaches. Current pipeline approaches can be adapteshdéehmore data and systems
can be trained faster, using less human involvement. Qureatiswering systems may be
more easily ported to new types of questions, domains, axgliEges.

Document and passage retrieval can shift from the morestaé in QA to a dynamic,
trainable component, where the types of queries, as wellias/gontent are learned from
training data. In particular, a natural extension to IBQAeiarning structured queries and
investigating methods for automatically incorporate seticand resources and syntax in re-
trieval, in order to increase the number of relevant docusgrat include correct answers in
easy to extract contexts. Perhaps more importantly, sorastign types (or cluster-specific
strategies) may benefit from certain resources, while sthrexy not. A difficult challenge
is to automatically select the level of contribution for $eeresources. For example: what
WordNet synsets should be used in query expansion and stynsdéts be weighted depend-
ing on their ranks and relevance; how should hypernyms daded in a structured query,
and how many hypernyms should be considered; what is thevesienportance of proper
nouns compared to common nouns, and what role should shplosing have in defining
phrase boundaries for retrieval

Answer extraction under IBQA allows the potential for se@xtraction models to be
built and tested for every cluster-based strategy. Thisldvbave the effect of making an-
swering strategies more flexible and potentially adap&bétt each cluster and documents
retrieved. Since different extractors have different ésgshey may be more suited for differ-
ent types of answers or contexts. This approach would isertree complexity of the answer
merging component since the same answer could be extragtediiple extractors, mak-
ing the problem of estimating answer correctness, as wetieging it with other similar
answers, more complex.

In terms of scalability, new selection methods may perfoettdy, and even have the
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potential of outperforming the greedy oracle selectioatstyy. In particular, active learning
approaches may allow for faster training when applied tatsgy selection. In particular,
we are interested in the effect of incremental training datahe selection of answering
strategies.

Since our approach is trainable using available questiodgaswers, a natural research
direction is to apply the instance-based approach to newad@wnTechnical domains often
have specific question formats and specific answer strig;tanel trainable question answer-
ing systems have the advantage of quick portability fromajpen-domair{i.e. trivia ques-
tions and news documents) to fields such as medical, biokodkropology, which provide
different test beds for a question answering system.

Complex questions are very often tackled by breaking thenmigpsimpler (often fac-
toid) supporting questions and answering them first. Answecomplex questions such
as: “What successful products made by Microsoft’'s partners lhaem recently advertised
in India?’ may require first answering questions such ¥t are Microsoft's partners?
“What products does company X maked “What products have been recently advertised
in India?’ or ‘Has product X been recently advertised in IndiaAn instance-based QA
system can be utilized as a factoid question answering coermg@nd has the advantage of
providing individual component success estimates thabeancorporated by an overseeing
planner or reasoning component. FAQ questions, are a mane-epded type of complex
questions. For FAQ questions, the expected answer is debri®ela paragraph rather than a
phrase and the function to be optimized is an overlap-basedune (such as Rouge) rather
than MRR or TREC score.

Another future work direction is the application of IBQA taniguages other than En-
glish. A mono-lingual instance-based question answerysgesn would be trained in the
same manner as the English. However, different pre-prowgss questions and docu-
ments (such as feature extraction, sentence splittingsgbapeech tagging and morpho-
logical analysis) would be required. Particularly difficislidentifying the components of an
IBQA system that are language independent and decouplerg flom the rest of the sys-
tem, to make porting to other languages easier. Anothensixte to the IBQA approach is
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modifying it for cross lingual question answering, wheresfions are provided in a source
language and answers have to be extracted in a differegettEnguage. It is not suffi-
cient to translate the questions and subsequently perfasnolimgual QA since translation
guality varies, and keyword expansion is more difficult aegpehds on context and on the
particular language-pairs. Furthermore question suiflace patterns are not as reliable as
in monolingual question answering, and generating redtigueries must take into account
more complex representation of the translated question.

12.4 Towards Applying IBQA to New Languages and Do-

mains

A major advantage of the instance-based approach to qonestgwering is the fact that it
is a fully statistical approach, easily trainable using ratasets. This section explores the
issues involved in modifying and re-training an IBQA systimnew languages or domains.
The first issue that needs to be addressed deals with théraaving data. Depending
on the domain/language, training data may not be very easptan or generated. The
training question distribution should be as similar as fimsgo the expected test question
distribution. Moreover, for all available training quests, it is necessary to ensure that
answer keys cover the top most frequent answers and answes fo the local corpus or
the web. This will improve the query content model and theaetion training data, better
differentiating the positive examples from the negativeson

In terms ofquestion processingthe most basic features to be used as dimensions are

the actual lexical items, or more generally n-grams basethermexical items. Depending

on the language, processing tools such as part-of-speggérs parsers, or shallow parsers
can be used if available and if their performance is readenabypically, such tools are
designed for non-interrogative text and may have to be adaptwork well with questions.

For languages that use capitalization (e.g. not Chinesealnié) for named entities, IBQA
can make use of NE classing (e.g. “Bob Marley” as a jPropenRbuase¢,). Furthermore
several languages use special conventions for markieg ttl acronyms. These can be also
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marked as special classes and used as features for dimeisitve question vector space.

Another concern when porting an IBQA system to another e@aiasnswer typerep-
resentation. For popular culture and news stories, WordNe¢rs a sufficeint number of
answer types. For a different domain, a new set of answestgpey be requried. For ex-
ample, for the medical domain, a medical dictionary or ME$tédical Subject Headings)
could be used as the set of expected answer types. SeverdN®@isrhave been developed
for languages other than English and these can be used if iIBQérted to these languages.
For languages with limited resources, a small set of ansyyastor a small answer type
ontology based on training question data can be created.

The document retrieval step can be easily adapted to new domains or languages. De-
pending on the corpus and the retrieval engine used, a gahistsue is modifying the query
structure and the interface to the search engine. More itapity, the keywords extracted
from the query are expanded — in the case of TREC questiongisBlanguage and web
corpus: through synonym expansion using WordNet and infleat transformations using a
morphological analyzer. Similar processing could be uskeenporting IBQA but using dif-
ferent resources. For languages such as Chinese, for thegeuof retrieval, plural/singular
or tense detection (from context) are not required. SeysEameters can be modified de-
pending on the particular training question set: the nunebedobcuments retrieved, the fea-
ture selection method, the type and usefuleness of quergnsign to be employed, and
the size of the query content model, which translates intontlhmber of expanded queries
needed to improve retrieval.

For theanswer extractioncomponent, depending on the answer type structure, relevan
document/passage density and context structure typictiécspecific domain, different ex-
tractors will have different performance. The same metluaaisbe used as presented in this
document (and implemented in our system), but several grpats to test the minimum
data requirements should be performed - e.g. number ofip®ss. negative training sen-
tences: correct vs. incorrect answers. As a backoff styatbg proximity-based extractor
provides a good baseline. However, the pattern-basedcxtiand the SVM-based extractor
may or may not be the most appropriate extraction methods.
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Simpleanswer mergingis very similar across languages and domains for IBQA, since
we automatically compute answer confidence based on clysadity and extraction scores.
However, for more complex answer merging, where furthec@ssing is required or where
partially overlapping answers are involved, languageedéepnt processing and merging
methods could be required. These modifications would bdagimitechical domains where
answer structure is more complex: i.e. chemical formuldsmux commands.

From a practical perspective, in the overall document @iogs character encoding is-
sues must first be resolved. For languages that make usecoitids the use of an approx-
imation mapping should be investigated since in many casé®es omit various marks.
This happens especially in lower quality text such as webidents as opposed to news
stories. If any constraints are used in question clustetitggcorresponding parameters have
to be re-considered. For example, for news stories and TRIEStipns, clusters with at least
three questions can be useful. Therefore, we have used aaohsf a minimum of three
training questions per clusters. However, different doreaind different document densities
in available corpora may require a stricter constraint.
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