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Abstract
Social media platforms have quickly become a primary news source for many

users because of their convenience and easy access to information. The increas-
ing reliance on social media as a news source has created an environment where
online influencers can manipulate narratives and social network structures, often
leading to large-scale influence campaigns with real-world consequences. Previ-
ous frameworks developed to characterize these online influence operations provide
only generic guidelines for analysis rather than a comprehensive and quantitative ap-
proach for assessing and addressing these campaigns. The BEND framework offers
a more comprehensive approach through identification of social-cyber maneuvers,
or online methods of influence and manipulation, to accurately characterize and ad-
dress the operations that support broader influence campaign objectives.

My research goal is to develop a robust framework for identifying the occur-
rence of social-cyber maneuvers, operationalizing the framework, and creating an
influence operations assessment to inform decision-makers and provide possible
counter-maneuvers to deter influence operations. This thesis builds on the BEND
framework as a comprehensive tool for analyzing influence campaigns and their as-
sociated online operations.

To accomplish this, first, I provide refined definitions for the social-cyber maneu-
vers to improve the descriptions of each maneuver and its application to influence
campaigns. Then I refine the metrics for detecting and understanding these maneu-
vers by employing an iterative process using statistical analysis of real-world data.
Afterward, I develop a method for implementing the social-cyber maneuver frame-
work on online social networks and creating an assessment of influence campaigns.
By applying this social-cyber maneuver framework on Twitter data sets related to
the COVID-19 Vaccine, the 2022 US Elections, and the Russian Invasion of Ukraine
2022, I illustrate the BEND framework efficacy while providing insight into how
the maneuvers are used in combination over time to support overarching influence
campaign objectives.
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Chapter 1

Introduction and Background

“Cyberspace isn’t just for geeks. It’s for warriors now.”
— Deputy Secretary of Defense John J. Hamre [65]

1.1 Introduction
Everyone is on social media. And they’re all leading fantastic lives (or so it seems). Twitter,
Facebook, Reddit, Instagram, TikTok–on these online platforms, users are connected to expan-
sive, global social networks of government organizations, businesses, schools, news agencies,
politicians, celebrities, parents, children, automated accounts, and countless other online pro-
files. These diverse congregations of users gather to share their thoughts about any topic includ-
ing their kids’ football games, politics, apple pie recipes, stock tips, and, of course, cat videos.
Public organizations inform the masses about safety, health, or other vital topics. Businesses sell
their ideas as much as they sell their products. This expansive network includes messages from
368 million Twitter users (2022), 2.96 billion Facebook users (2022), and millions of others on
various other social media platforms [122]. Shared messages come in many forms (posts, texts,
images, memes, URLs, music, videos, etc.). Users share multitudes of messages through pro-
gressively more entertaining mediums that spread across the globe at the speed of light. Included
in all the “noise” created by the speed and volume of these messages is information–and some-
times disinformation–that reaches other users. More interesting than the source and information
itself (the “who” and “what”) is the intended audience (“to whom”), the motivation behind the
sharing (“why”), and how this information influences behavior, which in some cases manifests
into “real-world” action (“with what impact”). But even more important than answering these
questions: “What are we doing about it?”

Though many online posts appear as innocuous bits of facts and entertainment, all are motive-
driven. This is because online social networks have become a perfect medium for actors to spread
influence (through a social media “user” account). Underlying motivation for online influence
is often predictable, such as campaigning for elections or persuading consumers to purchase a
particular product. However, some actors use social media more surreptitiously, spreading dis-
information to cause division and distrust [64] to achieve their objectives. Simply connecting
to the network and being exposed to news feeds filled with posts and messages creates an envi-

1



ronment where members of these online communities are vulnerable to changes in their beliefs,
ideas, and behaviors from those they interact with on social media. From individual messages
to large-scale online information operations, millions of people’s decisions and behaviors are
shaped daily. They may decide to change their minds about getting the COVID-19 vaccine, who
to vote for governor, or which side of the Russia-Ukraine conflict they support. Due to the in-
creasingly immersive nature of social media, initial changes may be subtle but with drastic results
over time.

1.1.1 What Are Online Information Operations? Or Do You Mean Influ-
ence Campaigns?

Influence operations, influence campaigns, information operations. These phrases or terms are
often spouted by officials, academics, and industry alike when describing the spread of infor-
mation online. Organizations may choose one phrase over another or have established precise
definitions for these operations. For example, the U.S. military’s Joint Publication 3-13 explicitly
defines influence operations “as the integrated military operations, of Information Related Ca-
pabilities (IRCs) in concert with other lines of operation to influence, disrupt, corrupt, or usurp
the decision making of adversaries and potential adversaries while protecting our own. ” [75]
Simplified, these different terms are used to refer to the same idea, which is a collective effort
by actors using influence methods towards a target audience to achieve a desired end state. This
thesis will use these terms interchangeably as they refer to this general definition.

A key development in the fight against online influence campaigns has been the growth of
the field of social cybersecurity. Social cybersecurity is a computational social science that aims
to protect the security of democratic societies by studying how actors exercise manipulation on
social media platforms [6]. Recognized by the National Academies as a new science [20], key
areas of social cybersecurity research include the study of information maneuvers, motive iden-
tification, and information diffusion, as well as the evaluation of the effectiveness of information
campaigns and mitigation strategies.

As online platforms evolved into prominent places for gathering and quickly communicating
with large audiences, in turn, they became mediums for influence and manipulation.

1.1.2 Analyzing Influence Operations

To better understand, visualize, and appropriately address influence operations, agencies such as
the US military, NATO, academia, and other public and private organizations have attempted to
develop their own framework and guides.

The Department of Defense (DOD) and the U.S. military have produced several publications
on information operations and online behavior. Joint Publication 3-13: Information Operations
[75] provides the doctrine for information operations across military operations. This includes
discussion regarding information operations efforts as related to areas such as public affairs, cy-
berspace operations, Military Information Support Operations (MISO), and intelligence. This
publication describes the information environment as having a physical, informational, and cog-
nitive dimension. Then by applying information-related capabilities upon these different dimen-
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Table 1.1: Comparison of informations operations frameworks

Characteristics 4 D’s ABC(D)(E) SCOTCH DISARM BEND

General high-level approach x x x x x
Specific systematic methodology x
Key Actor Analysis x x x
Behavior Analysis x x x x
Quantitative Analysis x
Limited to Disinformation Analysis x x x
Influence campaign analysis/assessment x x
Develops recommendations x x x
References [98] [3, 57, 101] [22] [50] [17, 38]

sions to a target audience, this application can lead to influence and, ultimately, a desired end
state. The joint doctrine also outlines online behavior for public affairs activities. In Joint Pub-
lication 3-61: Public Affairs [76], the doctrine lists ‘Social Media Tenets’ and considerations
for social media management and social media planning. Most recently in January 2023, the
DOD Instruction 5400.17 [99] was published with changes on the ”Official Use of Social Media
for Public Affairs.” Social media is a tool that supports the military public affairs mission as it
improves military presence, improves communications and building reach, and is a medium for
countering adversarial propaganda.

DOD policies and Joint doctrine provide general guidelines for service members to operate.
However, specific steps and details of conducting analysis, assessments, and responses to on-
line information are typically delegated down to subordinate units in the separate services and
outlined in their standard operating procedures (SOPs), assuming that units have created them.

Other frameworks conduct analysis through broad analysis using acronyms to generally de-
scribe disinformation campaigns. In 2015, Ben Nimmo, Director of Investigations for network
analysis and a former NATO press officer, introduced the 4D Model of Disinformation Cam-
paigns [98]. The four D’s are dismiss, distort, distract, and dismay. Dismiss is used to counter
negative messaging by denying the allegations or denigrating the one making the comments.
Distort is twisting or altering information to support a narrative. Distract is to turn attention
away from a topic and direct focus elsewhere. Dismay is to scare or threaten opponents. Nimmo
developed this model while evaluating Russian propaganda tactics and methods of weaponizing
the narrative online. This method has since been proven adaptable for analyzing disinformation
in other regions of the world.

Camille Francois developed a separate ABC framework to highlight three vectors of decep-
tion and online disinformation as a regulatory guide for industry responses [57]. ‘A’ refers to the
manipulative actors; ‘B’ refers to the deceptive behaviors or the tactics and techniques for manip-
ulation; and ‘C’ refers to the harmful content. This method was developed to combine the three
vectors, often analyzed in isolation depending on the discipline or stakeholder addressing the
problem. Later, Alexandre Alaphilippe extended it to ABCD to add the Distribution of content,
and how the disinformation spreads across the online platforms [3]. In its most recent branch,
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Pamment [101] added E to the framework to represent the the Effect of the disinformation.

In 2021, Blazek [22] introduced a framework for quickly assessing influence operations using
the acronym SCOTCH. S is the Source (or actors) conducting the operations, C is the Channel
(or platform or forum used), O is the Objective, T is the target of the operation, C is the compo-
sition of the content or image source, and H is the Hook or tactics for persuasion and diffusion.
The characterizations produced from this framework are succinct reports intended to support
decision-makers not requiring in-depth analysis. These models are all useful in that they capture
some of the major points of analyzing influence operations, but they lack quantitatively based
results.

The DISARM Foundation developed the general-purpose DISARM framework in 2019 to
describe disinformation incidents and the responses to those incidents [50]. The framework fo-
cuses on a set of tactics, techniques, and procedures (TTPs) and stems from MITRE’s ATT&CK
and Adversarial Misinformation [88] and Influence Tactics and Techniques (AMITT) [43] frame-
works. It consists of a repository organized into individual adversarial listings of TTPs with short
summaries. An analyst browses the TTP categories to determine the appropriate descriptions and
actions based on the summary and recommendations of the specific tactic. This system, how-
ever, does not provide a method for combining these tactics as an overarching assessment of the
campaign.

In my thesis, I expand on the 16 BEND maneuvers conceived by Beskow and Carley [17] at
Carnegie Mellon University and build on the conceptual development of an analysis framework
[35]. The framework, named after the first letters of each of the maneuvers, frames the analy-
sis around BEND. These maneuvers, or more accurately termed - social-cyber maneuvers, are
actions or discussions actors within the cyber domain use to manipulate the narrative and so-
cial media network (social, conversational, and information) to manipulate beliefs and ideas to
achieve an operational end state. The collection of maneuvers is an expansion of Nimmo’s 4 D’s
framework and the analysis process contains many of the same aspects as others in identifying
who is doing what to whom and with what impact.

However, the current state of the BEND framework and these other frameworks are limited
as shown in Table 1.1. Some are too broad to provide a sometimes necessary comprehensive
report or too specific that they do not provide an adequate overview of the entire operations. All
of the frameworks lack a solid methodology for analysts to follow, and none use quantitative
measures as a fundamental element for analysis. This work demonstrates a framework with
a method of implementation to create a comprehensive and computationally supported analysis
and assessment. This upgraded version of the BEND framework is a viable process for analyzing
influence operations backed by robust metrics and illustrated assessments of notable events.

1.2 Background

This section summarizes the key concepts and frequently used terminology in the thesis to pro-
vide context for understanding the remaining chapters and their research value.

4



1.2.1 Twitter
Many of the examples used in this thesis are from data and behaviors observed on Twitter. Twitter
is a social networking website where users post messages, or tweets, on their profile page in 280
characters or less to their followers and others across the platform. These tweets can also include
URLs, videos, and images to enhance the post and are accessed either through a follower’s news
feed or through direct access to the post from a URL or link. The news feeds are generated for
each account profile based on the platform’s algorithm which caters posts to a user’s preferences.

Users can interact with other users using the following functions [130]:

• Retweet - Repost another user’s tweet
• Quote - Retweet another user’s tweet with a comment
• Reply - Reply directly to a user’s tweet on their profile
• Mention - Connect a message to the user by referencing them in a tweet (use of ‘@’

symbol followed by username)
• Like - Click the heart icon to indicate liking a tweet
• Follow/Unfollow - Befriend, unfriend

Another feature used on Twitter is the use of hashtags. These are words or phrases (with
no spaces) preceded by the ‘#’ symbol used to index or link all tweets that include it. Hashtags
are helpful in creating searchable terms that tie messages together of similar topics, themes,
or concepts. Additionally, they can indicate the theme of a message or something interesting
about the message. For example, searching #foodporn within the platform may bring tweets that
used the hashtags within their posts related to amazing photos of decadent meals or beautifully
presented food.

Twitter also offers a verified status for user profiles represented by a blue checkmark [131].
This means that an account is active, notable, and an authentic account of public interest. Since
the collection of the data in this thesis, Twitter has adjusted the criteria for verified users to
include users who have an active subscription to the Twitter Blue subscription, or who were
previously verified under the legacy verification criteria. The verified users in this work are
based on the legacy verification.

Users can access Twitter through the website or on an application using their mobile devices.
Developers, however, can access tweets using the Twitter Application Programming Interface
(API), though the rate limits of the service result in only a sampling of the entire network.

1.2.2 Social Network Analysis
The Twitter data, which comes in the form of JSON files, can be restructured as social networks,
multivariate networks consisting of actors and information. The social networks used in this the-
sis are dynamic meta-networks. These meta-networks are the compilation of multiple networks
with various types of nodes observed over time.

The meta-network has five types of nodes: agent, hashtag, tweet, location, and URL. Agent
nodes represent the network’s actors, users, accounts, or message authors. These agents have
attributes that include the Node ID (the Twitter ID which uniquely identifies the users in the
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network), the Node Label (username), language, the number of followers, whether they are veri-
fied, and others. Tweet nodes are messages or posts tweeted by an author. This encompasses all
types of tweets, including original tweets, retweets, quotes, and replies. Location nodes are the
locations tweets were tweeted, and URL nodes are the URLs that appear in the tweets.

From the social networks exist subordinate networks that can be derived by selecting two
node types and a rule that links them together. An agent-to-agent all-communication network
is a bi-directional network where two agents are connected if they interact. This interaction is
either a retweet, reply, quote, or mention; the weight of these links, or edges, is the number
of interactions. If Agent B mentions Agent A, then in this network, the directional link points
from Agent A to Agent B. The same concept applies to a simpler network, such as a retweet-
by network. If Agent A is retweeted by Agent B, then the network link points from Agent
A to Agent B. Other agent-to-agent networks include the quoted-by, replied-by, mentioned-by,
and reciprocal networks. A reciprocal network is formed when two agents engage in two-way
communication.

These derived networks also exist for other combinations of nodes. A hashtag co-occurrence
network is a network of hashtags connected if they occur in the same tweet. An agent-to-tweet
sender network ties a tweet to the agent that sent the tweet. A tweet-to-tweet quoted-by network
is where quoted tweets are connected to the tweet it was quoted from. Many other types of
networks can be derived from the meta-network. Any of these networks used in this thesis will
be explained in the section they are analyzed. Figure 1.1 shows an example of the nodes and
networks in one of the data sets.

Figure 1.1: Example meta-network with nodes and derived networks

Another relevant structure within the social network is the existence of communities. For
social media platforms like Facebook and Reddit, communities exist as defined groups. However,
Twitter has no formal groups, so identifying communities requires data processing. One type of
group can be formed by combining users with similar attributes. A group of bots, or automated
accounts, verified users, or news agencies can be communities in a data set. Agents can also be
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grouped by their locations, languages, or stance.
The term topic has a range of meanings in this thesis. They can be a concept, which repre-

sents a single ideation. For example, the terms ‘vaccines’ or ‘dog’ can be considered concepts,
which are the topics that hashtags typically represent. More elaborately, topics can represent
more focused ideas, themes, or overarching narratives. These are more complex versions of a
concept, such as ‘get your vaccine’ or ‘dogs are cute’.

Once the topics are determined within the data set, topic-oriented communities can be de-
tected. This can be achieved using clustering algorithms that calculate the groups based on user
interaction and the various topics or concepts within the messages. An example method is to
use the Leiden clustering algorithm [126] on the all-communication network and the agent-to-
hashtag network, where hashtags represent the concepts.

1.3 Online Social Network Analysis Tools
This thesis uses several tools to develop the social-cyber maneuver framework and to create
assessments on the various case studies. These include machine learning algorithms for deriving
information from the data sets and commercial tools for conducting network calculations and
visualizations.

1.3.1 Bot Detection
Of particular interest in social cybersecurity is the employment of bots on social media platforms.
Bots are autonomous accounts that interact with users by tweeting, retweeting, or other platform
actions. Bots can be valuable tools for disseminating pertinent information, such as those for
safety and emergencies, to a large audience, but they can also be the sources of widespread ma-
licious information, particularly for polarizing events [54]. Ill-intended actors have used bots to
promote the vast and rapid spread of online disinformation to influence elections [54, 55]. Other
actors have employed bots to manipulate public health discourse by propagating misinformation
on topics such as e-cigarettes, diets, and medications [4]

Because of the influence of these bots on public opinion, several studies have been conducted
on the use of bots for spreading vaccine information [144]. Before the COVID-19 pandemic,
Broniatowski et al. [32] examined how bots spread anti-vaccine messages, showing the high
rates of vaccine content they spread and comparing it with the effects of Russian trolls, whose
messages primarily sought to increase discord online. Dyer [52] determined that after Russian
trolls, bots were the most prolific vaccine-related tweeters. Huang and Carley [70] found that ac-
counts linking to coronavirus information from less reliable sites were likelier to be bots. Hence,
understanding the actions of automated accounts is a crucial part of online influence campaigns.

This work utilizes two bot detection platforms. The first is the Tier-1 BotHunter algorithm
by Beskow and Carley [16], a random forest regression model trained on labeled Twitter data
sets, that determines the probability a user is a bot. This machine learning model considers
network-level features, user-level attributes, and tweet-level features in its calculations. Users
with a bot score greater than 75% are labeled as a bot to reduce the chance of false positives [97].
The second bot detection algorithm used in this thesis is BotBuster by Ng and Carley [96]. The
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BotBuster algorithm uses a Mixture of Experts method for bot detection. Each expert is trained
to analyze a portion of account information, e.g., username, and then are combined to estimate
the bot probability for an account. The experts are tuned to the types of data available from a
single or multiple platforms and are constructed with neural network architectures corresponding
to the data type.

1.3.2 Stance Detection

An important part of analyzing influence operations is identifying those on opposite sides of
issues or differentiating the potential influencers from the targets by separating them by stances.
Two stance detection algorithms are used in this thesis. The first by Kumar [80] uses a method
of influence propagation through the all-communication network to detect the stances for agents
and hashtags. A user labels a set of hashtags as pro or con for an issue, and the algorithm labels
the rest of the hashtags and all of the agents. The agents and hashtags are separated into pro, con,
and unassigned categories and given a confidence level. Sometimes it is necessary to repeat the
process with more or less labeled hashtags to improve the confidence level.

The second stance algorithm, the Twitter Stance Propagation Algorithm (TSAP), by [140]
is used only to identify agent stances. The algorithm propagates stance labels through user-
similarity-weighted interaction networks [140]. The process is similar to the first method in that
it takes a pre-labeled set of hashtags to seed the algorithm for propagation. The results also
include a classification for pro, con, and unassigned and a confidence level for each category.

1.3.3 Organization Risk Analyzer - PRO Software

The Organization Risk Analyzer-PRO (ORA-PRO) software [39] is a dynamic meta-network
analysis tool used extensively in this work to examine, characterize, and visualize online social
network data over time.

ORA-PRO provides several useful functions. The most prominent feature of ORA-PRO is the
ability to import data sets and visualize them as social networks. The software attaches attributes
to the nodes, derives appropriate networks and meta-networks, and calculates network measures
that facilitate the creation of informative social network graphs. The software also houses the
stance detection algorithms used in this work, clustering algorithms, and tools for extracting the
topic-oriented communities.

ORA-PRO also offers many reports for characterizing the data sets and providing network
analyses. The Twitter analysis report calculates relevant statistics about the users, tweets, hash-
tags, and other content within the data set. The Twitter report also calculates information about
superspreaders and superfriends, which allows an understanding of the influential users. Super-
spreaders are users that post messages that are spread often, indicating an account that efficiently
disseminates information throughout the network. Superfriends are users that engage in numer-
ous two-way communications or reciprocity with their interactions. Another report is the BEND
and Community Assessments report. This report calculates information about the BEND maneu-
vers discussed in this thesis for the actors and their tweets. As part of the pipeline for using the
BEND report, the NetMapper software [39], a text-mining tool, extracts the linguistic indicators,
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or CUES, for the BEND maneuvers from the messages within our data set. Then using ORA-
PRO, the CUES are added as attributes. The BEND report function calculates and detects the
occurrence of various BEND maneuvers within the messages and identifies the influencers using
them and their targets. The report also has a function that creates topic-oriented communities
or communities based on particular attributes and analyzes their maneuvers from the community
perspective. Other reports include a key entities report for key nodes based on network position,
a topic analysis report for detecting topics clusters, and an all-measures report, which calculates
large amounts of standard network measures.

This thesis’s contributions improve the ORA-PRO software’s BEND detection function.

1.4 Data
This thesis uses the following eight data sets centered around notable events between 2020 and
2022. All of the data sets, except for the OMEN exercise data set, are used in Chapter 3 for con-
ducting computational analysis on the BEND maneuvers and improving detection. The OMEN
data is a semi-synthetic data set used in Chapter 4 for improving the methods for investigating
online information operations. To illustrate the framework and understand the complex use of
the maneuvers in Chapter 5, I used the COVID-19 vaccine rollout, 2022 US midterm elections,
and 2022 Ukraine-Russia Conflict data as case studies.

The data was collected using the Twitter API.

Black Panther movie release

The Black Panther data set is a collection of tweets from February 8 to March 16, 2018, related
to the opening weekend for Marvel’s Black Panther movie, the first Marvel Cinematic Universe
movie to have an African-American director and a predominately African and African-American
cast. The data was initially collected to analyze disinformation campaigns on Twitter related to
the movie [10].

Captain Marvel movie release

The Captain Marvel dataset is a collection of tweets related to Marvel’s Captain Marvel from
February 14 to March 15, 2019. This movie featured Marvel’s first female-lead superhero movie
and became a topic of misinformation and contention on Twitter. Users pushed narratives to
boycott the movie based on claims about the lead actress and Marvel. The data was originally
collected to compare misinformation campaigns that emerged due to the contention discussion.
[11]

French attack in Nice 2020

This data set was collected for an event surrounding a terrorist act, where an Islamic extremist
stabbed and killed three people in a Roman Catholic church in Nice, France on October 29, 2020.
Within the collection for this event, a second event emerged as a major topic of discourse. A
history teacher, Samuel Paty, was accused of showing his class a Charlie Hebdo cartoon depicting
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a controversial image of the Islamic Prophet Muhammad. On October 16, 2020, he was beheaded
by an Islamic terrorist in Paris, France.

COVID-19 vaccine

After a long year of COVID-19 and related restrictions, Pfizer/BioNTech rolled out a vaccine that
many hoped return the world back to normal. This data set is a collection of tweets related to the
rollout. The data was collected using keywords related to COVID-19 that were then filtered using
the vaccine-related terms. The data is separated into 3 time periods surrounding the vaccine’s
introduction. December 1-7, 2020 was the week before the rollout; December 8-10, 2020 was
during the week of the rollout in the United States and the United Kingdom; and January 25-31,
2021 occurs 6 weeks after the rollout [21].

US Election 2020

The 2020 US Election Twitter data was collected using key terms and accounts relevant to the
US Election in 2020. The dates range from October 31, 2020, to November 7, 2020. With the
2020 election taking place on November 3, 2020, the selected date range encompasses the set
of days before the election (October 31 to November 2, 2020), election day itself (November
3, 2020), and the subsequent days after the election (November 4-7, 2020), when the delay in
election results began to prompt discussions of a stolen election and voter fraud.

US midterm election 2022

The US Midterm Election 2022 data set collection focuses on the conversations surrounding the
candidates for the Senate, House of Representatives, and governor seats in seven swing states.
The swing states for this collection included Arizona, Georgia, Nevada, North Carolina, Ohio,
Pennsylvania, and Wisconsin. The dates begin in the week leading up to election day, which fell
on November 8, 2022, and extend through November 9.

Ukraine-Russia conflict 2022

This data set was collected from conversations related to President Volodymyr Zelensky of
Ukraine and President Vladimir Putin of Russia during the Russian invasion of Ukraine in Jan-
uary 2022. The data was collected separately for each key actor to make comparisons between
their behaviors and impacts on social media during the time.

OMEN exercise (semi-synthetic)

The purpose of the OMEN exercise is to train analysts in analyzing social networks using social
network analysis techniques and tools. Part of this exercise is the use of data collected in support
of the NATO exercise Trident Juncture in 2018. The data was altered into a form of semi-
synthetic data to occur within a different time period, with different actors, and infused with
additional events. The exercise occurs over the course of several days, and analysts choose
specific courses of action to address different issues within the scenario. The data set may appear
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different to the playing analysts depending on which scenario they select. These courses of action
incorporate various applications of the BEND maneuvers used within this thesis.

Table 1.2: Data Sets Used in Thesis
Dataset Name Dates Collected Num Tweets

Black Panther Movie Release 8 Feb to 16 Mar 2018 6,177,644
Captain Marvel Movie Release 14 Feb to 15 Mar 2019 5,592,170
Nice, France Terrorist Attack 2020 15 Oct 2020 to 9 Nov 2020 643,956
COVID-19 Vaccine Rollout 1-10 Dec 2020 and 25-31 Jan 2021 4,375,917
US Elections 2020 31 Oct to 12 Nov 2020 11,632,194
US Midterm Elections 2022 1-9 Nov 2022 103,156
Ukraine-Russia Conflict 2022 24 Feb to 24 Mar 2022 9,757,443
OMEN Exercise (semi-synthetic) 5 days 56,169

Total 38,338,649

1.5 Advancing the Methods of Analyzing Online Information
Operations

This thesis aims to characterize, develop, and apply a social-cyber maneuver framework to im-
prove methods for detecting and countering influence operations. While the previously men-
tioned frameworks address influence operations, they only provide generic guidance for ana-
lyzing these campaigns. I evolve the BEND framework into a quantitative and methodological
approach for creating a comprehensive analysis and assessment of online influence. The ulti-
mate goal of this framework is to derive actionable information based on the detected actions
conducted by online actors and assist leaders, including corporate executives, government and
military officials, or even directors of health organizations, in making decisions about social
media.

In Chapter 2, I expand the definitions of the individual maneuvers to create a comprehensive
understanding of the maneuvers beyond the original definitions to gain an understanding of the
center of the BEND framework. In Chapter 3, I refine the methods for detection using an iter-
ative process of computational analysis and provide an overview of how the maneuvers behave.
Also, in this chapter, I compare how humans detect the maneuvers versus the results from the
ORA-PRO software. Then I explain the framework methodology developed for analyzing and
assessing influence operations in Chapter 4. Finally, in Chapter 5, I illustrate the application of
the BEND framework focusing on the complex use of the social-cyber maneuvers in combination
and over time using case studies related to the COVID-19 vaccine rollout, the 2022 US midterm
elections, and the Russian invasion of Ukraine in 2022.
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Chapter 2

What are People Doing Online?
BEND Maneuvers

2.1 Introduction

The BEND maneuvers are social-cyber maneuvers where actors attempt to manipulate the nar-
ratives and online social networks to affect ideas and behaviors or achieve some other desired
end state [17]. These maneuvers are building blocks of how influence campaigns operate and are
the crux of the BEND framework [35], an online information operations analysis framework for
understanding who is doing what to whom with what impact.

Influencers use these maneuvers through the messages they send on social media. This can be
through the content of the message or how they use social platforms to engage with other users
online, such as with mentions or replies. A message may contain one or more maneuvers or none
at all. There are also some maneuvers that may not appear to be occurring unless placed in the
context of other messages, such as when countering or replying to specific topics. In general,
humans are unreliable detectors when it comes to identifying maneuvers. However, automated
tools are useful in assisting with that detection [39]. Messages may contain CUES, described in
detail in Chapter 3.3, that subconsciously elicit cognitive or emotional responses in their targets
sometimes resulting in behavioral changes. These CUES can be seemingly innocuous, like ex-
clamation points or capital letters, or unassuming such as terms that trigger happiness or anger.
Automated detection has the ability to help overcome this human inability to detect the different
indicators while analyzing millions of tweets within a reasonable amount of time.

There are 16 social-cyber maneuvers, the names of which create the BEND acronym. These
maneuvers are divided into community and network maneuvers with a positive or negative aspect
depending on if the maneuvers are focused on creating growth/increase or reduction/decrease
(real or perceived) in a metric for a network or narrative.

In this chapter, I refine the definition for each of the maneuvers and provide a detailed descrip-
tion. The purpose is to improve clarity and understanding of the individual definitions, ultimately
leading to better methods for detecting the maneuvers online and characterizing influence oper-
ations. The list of the refined abbreviated definitions of the maneuvers is shown in Figure 2.1,
and throughout this chapter, each maneuver is described in greater detail to understand the defi-
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nitions and how they are typically used in social media. They are then complemented with some
of the indicators for identifying the maneuvers and illustrative potential impacts. Furthermore,
while these are foundations for online influence, it is important to understand that many of these
maneuvers harmlessly appear in everyday conversations. That makes it essential to discern how
these maneuvers are used in the context of a campaign and how they are used in conjunction with
other maneuvers to achieve a particular end state. Therefore, at the end of this chapter, I have
also included a section on BEND tactical categories to discuss the use of the BEND maneuvers
in combination.
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Figure 2.1: BEND Maneuver Definitions
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2.2 Community Maneuvers

Where a social network is a connection of ideas, topics, and agents, or users, community ma-
neuvers, sometimes referred to as network maneuvers, are discussions or actions taken to alter
the connections within that network. The resulting impacts are structural changes in the relation-
ships between actors and their discussion topics, which in turn, affects how information flows
throughout the network.

Networks of communities are created, grow, evolve, shrink, or cease to exist as a result of
the different actions of actors on social media. Different groups can also join together or become
marginalized or broken into disjointed sub-communities. These communities come in varying
sizes and are typically born out of their shared ideologies (e.g., flat-earthers), identities (e.g.,
bots), or topics of discussion (e.g., stuff to do in Pittsburgh). These groups of agents formed
through shared discussion topics are also known as topic-oriented communities - clusters of
agents who discuss the same topic at approximately the same time.

Network structure changes can also mean the changing support for opinion leaders as people
connect or disconnect with these leaders. Agents can become more popular or more disliked in a
network. This is observed by examining an agent’s position and how central they are to positive
or negative topics and the rest of the agents within the network.

The community maneuvers are divided into how they affect the network structure. The pos-
itive community maneuvers are the “B” maneuvers: back, build, bridge, and boost. These typi-
cally aim to create more connections and increase the reach of a message through a larger com-
munity and interaction network. The negative community maneuvers are the “N” maneuvers:
neutralize, narrow, nuke, and neglect. When targeting specific actors or communities, these ma-
neuvers alter the social network structure to impede the spread of narratives and beliefs and their
subsequent impact. The “B” and “N” maneuvers’ are in many ways complementary, though it is
not uncommon to see both of these maneuvers in the same messages.

The implementation and impact of a community maneuver are not always apparent from the
purview of a single message. For example, some indicators like mentions or conversations about
a community may hint that a positive community maneuver is occurring, but deciding which of
these individual maneuvers can be harder to deduce. Furthermore, just because a maneuver has
a desired impact, say nuke, the resulting impact may be another maneuver, such as narrow.

Finally, community maneuvers affect the social network structure in ways that facilitates the
movement of narrative maneuvers during a campaign. A perfectly crafted message with no one to
receive it is not very influential. A good narrative is most effective with well-positioned leaders
to convey the information to the masses and a network of actors situated to extend the reach to
their target audience.

2.2.1 Back

Discussion or actions that increase the actual, or the appearance of, an actor’s
importance or effectiveness relative to a community or topic
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Description

The purpose of a back maneuver is to increase support for an actor to develop as an opinion
leader within the network. An individual then becomes increasingly interconnected with positive
messages and interacts with other actors resulting in an extended reach of the distribution of their
beliefs, ideas, and ultimately, their influence.

Back maneuvers can be used to support causes or campaigns as shown in Figure 2.2. A
politician or leader who requires a large following to push a particular agenda. The supporters
would turn around and spread their messages and encourage more followers of this leader. The
same follows for organizations or non-human entities. The World Health Organization (WHO),
for example, has several campaigns for public health from immunizations to mental health. Their
campaigns rest on a large following who support their cause, validate their importance as a
reputable institution, and spread these messages to cascades of otherwise unreachable actors.

Figure 2.2: Example of back maneuver. Support for Raphael Warnock.

Indications

To identify a backing maneuver, we first identify the network structure of relationships between
an actor and a topic of interest. In a multimodal network, an actor is connected to a topic. This
may be a topic that they have an opinion about or is an idea that is commonly associated with this
particular actor. As more people connect to this actor-topic relationship with positive sentiment,
they become a leader or opinion leader within the network.

Mentioning other users is a method for building an opinion leader’s ego network. This in-
cludes the use of the opinion leader’s name in the body of the message, mentions of the opinion
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leader, mentions to other supporters, or mentions to potential supporters. When usernames are
mentioned in a post, typically the user is notified of the mention and the post. The mentions take
advantage of Twitter functions to draw people to specific messages and tie them to conversations
that they may not otherwise have joined.

Since a backing maneuver is used to improve a leader’s importance and image, indications
for this maneuver may be positive terms, emojis, or words that indicate loyalty and encourage-
ment. The use of these types of cues increases the likelihood that a message contains supportive
messages. Also, commonly used with these types of maneuvers are the positive narrative maneu-
vers such as excite maneuver messages that exude happiness in reference to a topic related to a
particular actor or explain maneuvers to detail the reasons why a person is positively associated
with a topic.

Illustrative Potential Impact

The impact of a backing maneuver is the positive development of an opinion leader’s ego net-
work. A person with a large amount of backing has a dense network of actors positively interact-
ing with them and with connections that reflect on them positively regarding a particular topic as
graphically depicted in Figure 2.3 This can be measured by observing the change in degree cen-
trality conducted with sentiment analysis or stance detection. With an extensive following, the
leader has a larger reach and can communicate and influence their beliefs and ideas throughout
that denser network of actors.

2.2.2 Build

Discussion or actions that create a community or create the appearance of a com-
munity

Description

The purpose of a build maneuver is to form the interactions of a community based on similar
topics or attributes. Building a community begins with actors and topics that have not been con-
nected previously as a group as defined by their shared attributes or as a topic-oriented commu-
nity. This maneuver encourages them to connect to form such groups. This maneuver involves a
positive or enticing discussion about a particular topic that would bring people together to discuss
various topics. The actors are then associated with these topics and with other actors discussing
these same topics. Building user communities can be done simply in some social media plat-
forms such as Facebook by creating a group and simply adding users to the group. Based on the
topics of interest and other factors and the users involved, the Facebook algorithm would also
make the group appear as a recommended group for users. However, on a site like Twitter, where
there are no formal groups, communities are more likely to be groups of users with similar at-
tributes (bots), similar ideologies (right-wing conservatives), or discussions of similar topics. In
Figure 2.4, the author attempts to build a group surrounding support for President Trump. They
discuss making connections and the strength of numbers. This particular post specifically refers
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Figure 2.3: Network Impact of back maneuver. Overtime, an actor will have more positive
connections between other users and a topic.

to the Twitter function of following and unfollowing users, which is a method of delineating
between different types of communities.

Indications

There are several indications of a build maneuver. The topic refers to other members or is posed
in a manner that convinces others to connect with each other through discussion. These refer-
ences can be either through mentioning a user’s name or by mentioning them using the ‘@’ sign.
The users reply, quote, and retweet similar people regarding the same topic. Alternatively, users
with similar attributes may reply, quote, and retweet similar people. These messages may con-
tain positive narrative maneuvers to create compelling reasons to connect with each other. There
may be welcoming terms such as those related to fairness or loyalty, and these may be supported
with positive language or emojis. Build messages may also potentially contain negative narrative
maneuvers if the topic that defines the group is negative in nature. This can be seen in messages
related to anti-vaccine discussions or other discussions related to sad or angry topics.

Illustrative Potential Impact

Build maneuvers create groups of people that share common beliefs, ideas, and sometimes be-
haviors as shown in Figure 2.5. The impact of these maneuvers is a path for information to
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Figure 2.4: Example of build maneuver. Building a group surrounding the topic of support for
President Trump based on follows and retweets.

flow and a potential for it to become amplified as an important topic among the people who
share them. As a community, they are likely to see similar information more often than if they
were not within the group increasing the likelihood for the members to believe the messages or
take action based on the discussions of the group. Detection of this impact can be observations
of the existence of the group after the maneuvers either as a topic-oriented community or as a
community joined by a common attribute.
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Figure 2.5: Network Impact of build maneuver. Overtime, a community is created based on a
given topic or attribute.

2.2.3 Bridge
Discussion or actions that establish a connection between two or more groups or
create the appearance of such a connection

Description

The purpose of a bridge maneuver is to establish a connection between two disparate commu-
nities that do not typically interact with one another. The maneuver attempts to join groups,
combine them, or create alliances between communities that would be otherwise disconnected.
This often occurs when one larger group of users with the same ideology deliberately engages
with smaller groups aiming to absorb them into their community. This can also occur when two
similarly structured groups combine to make a larger group that supports a general topic or share
a belief or idea. An example of this is when residents across multiple countries united in support
of Ukraine in their war against Russia. During elections, candidates of one party may try to
connect with groups of supporters from the opposing party by extending their reach across party
lines.

What can happen during a bridging maneuver is that a bridging agent from one community
attempts to connect with members of another community either through mentioning, following,
or other forms of interaction. In return, members of the other groups begin to interact with
the “bridger” while discussing topics of the other group. Some social media platforms offer
recommendations of users to connect with based on these connections and interactions. Soon
multiple members of one group begin sharing and discussing topics of the other group. The
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groups are bridged as their discussions merge into a common discussion or ideology.
Some types of actors, such as superfriends, act as bridges between groups by engaging in

multiple two-way communication with different groups. Bots can also act as bridges as they
engage with other users. This occurs not necessarily because the bot knows the person or is
particularly interested in their conversation but because an algorithm links to them based on
specific features within their messages. If two-way communication ensues with targeted users of
another community, and the bridger is confidently within multiple groups, then this indicates a
successful bridging maneuver.

Indications

Indications of bridging maneuvers are mentions or interactions between users of one commu-
nity with another. These communities are clearly defined in the network either by their topics
or a similar attribute, and the bridger straddles both communities. The messages for these ma-
neuvers may include inclusive terms that will facilitate a bridger becoming more accepted by a
new community. They exude feelings of trust or a shared belief. Furthermore, bridging can be
done through the use of hashtags. For example, anti-vaccine proponents may desire to unrelated
communities by tying completely unrelated hashtags such as #kimkardashian or #simpsons just
to gain the attention of communities interested in those topics. Because of how Twitter and other
social media platforms use hashtags to index topics, as these communities search on these top-
ics, anti-vaccine proponents who use these hashtags will be able to insert their messages in the
newsfeeds and search of members from these unrelated communities.

Illustrative Potential Impact

Combining groups creates a larger network consisting of members from both communities as
shown in Figure 2.6. This means that information at the far end of one community has a path
toward the end of another community. Members of the communities are connected to more
users. This makes them more vulnerable to the ideas of others but also gives them the power to
influence the beliefs and behaviors of more people directly. This can be detected through identify
the existence of two communities in an earlier time period and then observing the joining and
strengthening of ties between the groups. Users joining the two groups in the initial period
would have a high betweenness centrality, and overtime, the groups will have more connections
between each other through other community members.

2.2.4 Boost
Discussion or actions that increase the size of a group and the connections among
group members or the appearance of such

Description

The purpose of a boost maneuver is to take a pre-existing community and increase its size or to
increase the interaction and strength between the group members and new group members. The
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Figure 2.6: Network Impact of bridge maneuver. Overtime, two communities are joined.

actions for conducting a boost maneuver are similar to those for a build and a bridge maneuver.
Whereas build maneuvers form groups and communities and bridge maneuvers join them, this
maneuver boosts the size and density of a pre-existing group. Though the increased connections
with more users do facilitate the spread of messages throughout the network, this is not to be
confused with the concept of boosting discussions through propagating messages with retweets
and quotes.

There are many examples of groups that attempt to boost the size of their communities. Reli-
gious organizations attempt to proselytize the unbelievers of their faiths. Political parties strive to
gain support for their causes and candidates. Businesses and sports teams seek to increase their
consumer or fan base. These groups target individuals through messaging and mentioning in an
attempt to increase the strength of their communities and their ideas and beliefs. Furthermore,
bots enable the quick boosting of communities as they can interact with large amounts of users
at one time. As targets of these bots interact with them, they are growing the size of the group.

Indications

Boost maneuvers are conducted for already formed communities. An attempt to increase that
community may include mentions to specifically target individuals or be generally directed to a
target audience. Some indicators within boost messages include inclusive and positive language
to create a welcoming community and positive and loyalty-related terms to encourage others to
join and remain part of the group. The network structure in overtime for a group impacted by
boosting would have more user nodes and/or a greater density of communications between users.
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Illustrative Potential Impact

The impact of a boost maneuver is a larger community of members discussing the same topic
with the same sentiment. Figure 2.7 shows how a group as related to a topic grows over time.
Members of this more expansive community share a similar belief, stance, or ideology or have
a more extensive reach. This means that messages reach more people and have the potential to
become amplified by the users who see, agree, and share these messages within the group.

Figure 2.7: Network Impact of boost maneuver. Overtime, a community increases in size and/or
connections.

2.2.5 Neutralize
Discussion or actions that limit the actual, or the appearance of, an actor’s impor-
tance or effectiveness relative to a community or topic

Description

The purpose of a neutralize maneuver is to reduce an actor’s support, importance, credibility,
and ability to effectively influence and communicate within the network. This can be through
large amounts of negative discussion that drowns out or invalidates a leader’s message, or it can
be actions that remove the connections that tie a leader and their message to a community of
followers. This maneuver is often used as a complementary maneuver to the back maneuver.

Neutralize maneuvers are applied against leaders or potentially influential leaders. During
elections, candidates are neutralized as their opponents aim to discredit them and diminish their
support base. Organizations can be the targets of neutralize maneuvers as was the case with
the angry messages that stemmed from when Southwest Airlines canceled thousands of flights
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during the holidays in 2022. In Figure 2.8, the author of the message attempts to neutralize Dr.
Anthony Fauci, the medical advisor to the President of the U.S. who recommended policies to
mitigate the spread of the COVID-19 vaccine during the pandemic.

Figure 2.8: Example of neutralize maneuver. Decreasing importance and credibility of Dr. Fauci,
a COVID-19 policy advisor.

Indications

Neutralize maneuvers reference or mention the leader that is being targeted. The messages of the
maneuvers may contain any of the negative narrative maneuvers to help discredit or decrease the
effectiveness of the actor. These can contain negative terms, angry or fear-related terms or emojis,
expletives, or abusive language. They may use positive narrative maneuvers such as explain or
enhance to create supportive arguments based on a negative narrative against the leaders.

Illustrative Potential Impact

The impact of a neutralize maneuver is more negative discussion against the opinion leader as
shown in Figure 2.9. Their credibility, support, and ability to influence the network are less-
ened. They may have fewer connections, or degree centrality, if followers decide to unfollow
them because of their decreased interest, but this may not necessarily be the case. The leader
may continue to maintain or grow in connectivity to others or degree centrality, but the predom-
inant sentiment or stance surrounding the leader is negative or counter to the leader’s ideology.
Ultimately, the leader has limited reach and effectiveness.
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Figure 2.9: Network Impact of neutralize maneuver. Overtime, an actor as related to a topic loses
connections to other actors or has more negative connections to actors resulting in a decrease of
importance and/or reach.

2.2.6 Nuke

Discussion or actions that cause a group to be dismantled or appear to be dismantled

Description

The purpose of a nuke maneuver is to dismantle or destroy an online community. A group that
is formed around a specific topic, ideology, or user attribute can no longer spread information
related to that group to members of that community. This dismantling of a group can occur in
multiple ways. The central topic of the group may no longer be relevant or be discredited as a
topic no longer worth discussing. Members of a group may choose to leave the group because
they do not feel that their ideologies are no longer in line with that of the community. Beyond
the available actions of the individual actors, a social media platform may decide to completely
remove users of a particular community and their messages if their discussions fall outside of
the platform’s policies. Figure 2.10 shows a headline for Twitter’s policy against anti-COVID
vaccine tweets. The ban eventually lead to the extensive removal of anti-vaccine users and tweets,
nearly destroying the online presence of the anti-vaccine community.
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Figure 2.10: Example of nuke maneuver. Twitter removes accounts and tweets based on pol-
icy against spreading COVID vaccine misinformation, dismantling the COVID-19 anti-vaccine
community

Indications

Nuke maneuvers are aimed at dismantling a group. Negative narrative maneuvers are useful
tools for making a topic that binds a topic-oriented community irrelevant or not worthy of dis-
cussion. Negative or abusive language or emotions related to the topic or the group members are
also methods used for making members quit a community and a community’s discussion. Fur-
thermore, though not detectable within individual messages, policies directed at removing users
based on ideologies or attributes are platform-level methods for nuking communities online.

Illustrative Potential Impact

The impact of a nuke maneuvers is that a targeted community ceases to exist. Members either
no longer exist or they are no longer communicating with each other about the same topics.
This means that the ideas that brought the community together no longer have a viable path
to efficiently reach a target audience. Not only does this limit the spread of the group’s ideas
and beliefs, but it also limits the ability of members to coordinate, mobilize, or affect behav-
iors. Overtime the number of nodes and connections that are used to characterize the group are
significantly less or non-existent.

Figure 2.11: Network Impact of nuke maneuver. Overtime, a community is dismantled.

27



2.2.7 Narrow
Discussion or actions that lead a group to fission (or appearance of fission) into two
or more distinct groups

Description

The purpose of a narrow maneuver is to take a larger group and break it into smaller groups that
no longer identify with the larger community. This is similar to how civil wars can split a once
unified country into separate factions. For online communities, this can be seen as marginalizing
or singling out sub-communities or users with particular attributes or ideas.

Indications

Indications of a narrow maneuver may include terms of exclusivity that cause members to no
longer feel part of the larger community. This can be directed in ways that isolate, marginalize, or
exile a group from the larger community. Negative and abusive terms may be used in conjunction
with exclusivity terms to make a group feel unwelcome.

Illustrative Potential Impact

The impact of narrow maneuvers is that the community is divided into sub-communities that
are no longer a part of the whole community as shown in Figure 2.12. The larger group is
no longer as large and their focal topics are no longer shared or discussed by all of the sub-
communities. The sub-communities are separated because they do not share the same unifying
attributes or ideas that joined them as the larger community. The sub-communities no longer
communicate seamlessly with each other as they did when they maintained connections with
all of the other groups. The spread of messages is stifled as the paths across the communities
touch fewer members and the ability to mobilize more people and share beliefs and ideas is
generally limited to the group that has formed as a result of the maneuver. This can be shown
through the overtime development of sub-topic-oriented groups or smaller communities within
the larger community emerging within the dataset defined by more distinct qualities, attributes,
or conversations.

2.2.8 Neglect
Discussion or actions that decrease the size of the group, or the connections among
the members, or the appearance of these

Description

Neglect maneuvers reduce the size of communities. This is done through the decrease in inter-
actions and connections between the group members. The aim of a neglect maneuver is similar
to the nuke maneuver, but the desired end state is not to completely destroy the community. The
group members and their topics are targeted so as to reduce the cohesion a user feels with the
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Figure 2.12: Network Impact of narrow maneuver. Overtime, a community is fissioned into
distinct groups.

community and to decrease the relevance of the topic as an idea to maintain the existence of a
group. Pro-vaccine proponents attempt to reduce the numbers of anti-vaccine communities. They
either attempt to nullify their arguments or they make fun of them as idiots, trying to dissuade
members from wanting to be a part of their community.

Indications

Indicators for a neglect maneuver are negative language and terms that reduce the discussion of
the topic for topic-oriented groups and/or exclusivity terms that discourage members from being
a part of the community. These can be in the form of negative narrative maneuvers. On the
contrary, positive narrative maneuvers may also be used within a neglect maneuver if it bolsters
the arguments for leaving the community. Attempts to reduce the cohesion that keeps the group
together are all indications of a neglect maneuver.

Illustrative Potential Impact

The impact of a neglect maneuver is that the community is reduced in size overtime as depicted in
Figure 2.13. The reach of messages within the community is limited and the extent of influence
is reduced to the size of the group. The community is less cohesive with a decreased density
of interactions between users. With that, the ability to form amplifying messages of influence
among users is also lessened with the reduced connections and group size.
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Figure 2.13: Network Impact of neglect maneuver. Overtime, a community decreases in size
and/or density.

2.3 Narrative Maneuvers
Narrative maneuvers, sometimes called information maneuvers, focus on altering the information
within the network. These maneuvers are contained within the content of messages and are
“what” the actors are talking about making them more straightforward for humans to detect than
community maneuvers. They may be a single original or retweet of a message, a reply or quote
of an original message, or part of a larger discussion regarding a particular topic. The maneuvers
center around a topic and frame messages to support an influencer’s overarching narrative about
their ultimate objectives.

The narrative maneuvers are divided into positive and negative based on how the maneuver
increases or adds in a metric for the network. The positive narrate maneuvers are the ‘E’ ma-
neuvers: engage, explain, excite, and enhance. Explain and enhance add information or details
to clarify or support an idea. Engage increases the personnel connection in the topic. Using a
different metric type, excite attempts to elicit positive emotion from the readers. The negative
maneuvers are the ‘D’ maneuvers: dismiss, distort, dismay, and distract. They attempt to de-
crease or reduce a particular metric for the narrative. Dismiss and distract minimize importance
or attention from a particular topic. Distort reduces the veracity or integrity of the original mes-
sage. Similar to the excite maneuver, the dismay maneuver focuses on eliciting emotion. In this
case, negative emotions.

In a well-connected network, narrative maneuvers can cause increased discussions or virality
or slow or completely stop a trending topic. Narrative maneuvers can make topics appear more
important or interesting, make them appear less important or interesting, or change the original
message’s meaning. They affect how readers perceive the ideas and whether they are ideas worth
passing on.
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The online impact of the narrative maneuvers involves increased discussion of the topic in
the same sentiment as the author. The descriptions, interpretations, or views of the topic are
more prevalent throughout the network. Some tools for measuring the extent of the topic are
stance detection, polarization measures, and sentiment analysis of the number of the individual
messages or the number of users who are characterized by the ideology expressed through the
narrative.

2.3.1 Engage
Discussion or actions that create a personal affinity between the target community
or actor and the topic

Description

The purpose of an engage maneuver is to create a personal connection between the topic and the
target audience. This involves making the topic appear important to them or applicable to their
lives. This can be done through the use of anecdotes or examples that may create a relationship
between the topic and possible personal experiences. If successful, that affinity between the topic
and the reader may ultimately lead to the readers taking ownership of the narrative.

In the example in Figure 2.14, the author attempts to use an engage maneuver to encourage
their target audience to take precautionary steps to mitigate the spread of COVID-19 during the
holidays. They state the need for “everyone’s help” and that “hospital beds may not be available
when you need them” if the spread does not stop. The message attempts to put the onus on the
reader with #ThisIsOurShot, meaning that this is important for everyone, and doing “your part
to break the chain of transmission” will help stop the pandemic. These are then followed up with
hashtags to wear a mask, get a booster, and get vaccinated, which are the aims of the message.

Indications

Engage maneuvers may contain inclusive terms and second-person pronouns that direct the topic
to the reader. Other indicators may be images, videos, or URLs that may serve to enhance the
personal connection with the target audience.

Illustrative Potential Impact

The impact of an engage maneuver is the personal affinity between the reader and the topic that
ultimately convinces the reader to believe in the ideas or take part in the actions presented in the
message. The feelings and sentiments surrounding the topic spread throughout the network with
more users discussing the topic and buying into the message.

2.3.2 Explain
Discussion or actions that provide details on, or elaborate on, a topic to the target
community or actor

31



Figure 2.14: Example of engage maneuver. Author is making the actions for slowing the spread
of COVID-19 of personal importance to their audience, attempting to make them take ownership
of the narrative.

Description

An explain maneuver takes a concept and elaborates on the topic through the use of details
and explanations. The messages use logic or a pedagogical approach to developing a topic.
This can be used to teach or instruct the target audience on specifics about a particular topic.
These messages are usually less sentimental and may contain numerical values and charts to
help expand on the topic. Explain messages are intended to instruct, teach, or logically expand
on a topic. They may elaborate on why something is the way it is, how something works, or what
the reader may need to be informed about the topic.

Explain maneuvers are very similar to enhance maneuvers in that they expand on a particular
topic with supportive explanations and evidence. They differ, though, in that sometimes an
enhance maneuver may provide non-explanatory information to support the topic such as comical
memes, buy-in from celebrities, or anecdotes.

Figure 2.15 is an example of an anti-mask explain maneuver during the COVID-19 pandemic.
First, the author starts off with #Research to prepare the reader for an intellectual discussion.
They then try to use a logical fallacy to compare being peed on by someone to being near some-
one without a face mask. Finally, an infographic is presented as evidence of the reasons why
not to wear a mask. Numerical values, images of the human anatomy, and medical terms are all
used to support the author’s argument. The author uses all of this to create detailed instructions
to explain their point of view.
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Figure 2.15: Example of explain maneuver. Author uses statistics and instructional infograph
and discussion to elaborate why he/she does not wear a mask.

Indications

Several indicators for an explain maneuver include numbers, images, URLs, and minimal neg-
ative and positive terms as an attempt to provide an unbiased argument. The maneuvers have a
pedagogical tone and attempt to use logic to sway their audiences. There may be references to
science, statistics, graphs and charts, or other types of supportive evidence to elaborate on and
strengthen favor regarding a particular topic.

Illustrative Potential Impact

The impact of an explain maneuver is a more informed audience regarding the topic. As the
premise for the topic is based on logic and facts, there is a more compelling reason for the reader
to accept the narrative. This justification may lead to more discussion of the topic with the same
sentiment as the original message throughout the network.

2.3.3 Excite

Discussion or actions related to the topic that bring joy, happiness, cheer, enthusi-
asm in the targeted community or actor
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Description

Messages of this type attempt to create a state of euphoria, happiness, joy, or excitement to elicit
an emotional behavioral response. This overwhelming emotion can lead to an ‘amygdala hijack’
[59]. This is the condition when critical thinking gives way to emotions resulting in people acting
in ways different than they typically would have.

Users executing excite maneuvers take a topic or theme and add positive emotion or sentiment
to gain support from the target audience. Some indications that a message is likely this type of
maneuver are positive emojis and emoticons, positive emotional tone, positive terms, capital
letters, or exclamation points. In Figure 2.16, the tweet contains exclamation points, the term
“overjoyed”, and an image of Lisa Simpson doing a happy dance to show excitement for the user
getting the COVID-19 vaccine. The author of this tweet uses these techniques within the body
of the message to elicit positive emotions from the reader and then influence others to also get
the vaccine.

Figure 2.16: Example of excite maneuver. Author expresses positivity to encourage users to get
the vaccine.

Indications

Many indications of an excite maneuver are the same indications for positive emotions. This
can include positive terms and emojis, happy terms, terms related to caring, exclamation points,
and capital letters. First person pronouns may also be used to demonstrate the author’s personal
feelings about the topic in hope of passing those feelings on to the reader.
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Illustrative Potential Impact

The impact of an excite maneuver is the increased spread of the topic throughout the network
with users sharing the same feelings and sentiments as the original author in their discussions.

2.3.4 Enhance

Discussion or actions that provide supportive material that expands the topic for the
targeted community or actor

Description

An enhance maneuver adds supportive or interesting material to a discussion to provide context
and maintain interest in the topic. This can be done through anecdotes or references to celebrities
or authority figures acting on or supporting the topic. Entertaining or engaging videos, images
or memes, URLS, and hashtags are also effective supplements to a message to make the topic
interesting.

As enhance maneuvers are meant to expand on a topic, there may be an overlap between an
enhance maneuver and an explain maneuver. Enhance maneuvers go beyond the instructional
nature of an explain maneuver and may enhance using other compelling means.

In Figure 2.17, the author uses an enhance maneuver to convince readers to get the COVID-
19 vaccine. This message is supported by references to three former US Presidents standing
together to encourage people to get the vaccine and proclaim their confidence in its safety. The
message is supported with a link that elaborates on the event and shows an image of the presidents
standing next to each other.

Indications

Some of the indications for an enhance maneuver include compelling or amusing videos, images,
and URLs. References to other actors and their opinions are also useful to validate or support a
topic.

Illustrative Potential Impact

The impact of an enhance maneuver is to generate more discussion and supportive material about
the topic throughout the network with the same sentiment as the original message.

2.3.5 Dismiss

Discussion or actions that suggest that the topic is not important to the targeted
community or actor
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Figure 2.17: Example of enhance maneuver. Author draws on the expertise and importance of
former US presidents to encourage audience to get COVID-19 vaccine.

Description

The purpose of a dismiss maneuver is to take a possibly trending topic and reduce the importance
and interest in that topic. This may be because it is against an actor’s current narrative or poten-
tially discredits them or something important to them. A dismiss maneuver can be executed by
providing reasons about why the topic is not relevant or that it is a foolish idea. Additionally,
the author of a dismiss maneuver may simply choose to deny the existence of the topic, com-
pletely ignore it, or tell others to ignore it, regarding the topic as inconsequential. Furthermore,
if the topic is aimed to discredit someone, a dismiss maneuver can be more offensive by either
accusing the author of the opposing narrative so as to reduce the credibility of the accuser and
the significance of the topic.

In Figure 2.18, the author is attempting to dismiss the issues surrounding COVID-19. They
belittle the authors by saying, “WHO CARES!! Grow up!” They provide reasons about why
COVID-19 is no longer relevant, which is because it is ”very predictable and boring.” The author
then provides a link to an article that they insinuate is another boring report about COVID-19.

Indications

Indications of a dismiss maneuver may include terms that discuss a lack of care or interest in a
particular topic. It can also contain accusatory language directed at another actor in an attempt
to discredit messages they may be stating against the author. There may also be indications of
humor or sarcasm within the message aimed to make the original topic appear unimportant or
ridiculous. This can be done through replies, quotes, and original tweets.
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Figure 2.18: Example of dismiss maneuver. Author dismisses discussions of COVID as unim-
portant and uninteresting.

Illustrative Potential Impact

The impact of a dismiss maneuver is less discussion about the topic within the network. This can
be in the form of less messages that contain the topic being dismissed.

2.3.6 Distort
Discussion or actions that provide unsupportive material that slant the topic for the
targeted community or actor

Description

The purpose of a distort maneuver is to retell a narrative to support a preferred story. This is done
by changing or reinterpreting facts, omitting context, or providing facts to alter the message and
change the target audience’s perspective on the narrative. The message delivered through a distort
maneuver is actually a form of fiction.

Distort maneuvers can be difficult to detect from a single message. In isolation, the structure
of the message can appear as a positive narrative maneuver developing a desired storyline. For
example, in Figure 2.19, here is a convincing message aimed against the COVID-19 vaccine.
An image clearly depicts an unflattering image of Dolly Parton with a caption on the news clip
headlining her getting the COVID vaccine. The author of the message’s comments on the image
say that her unflattering image was because she was suffering from Bell’s Palsy after being
vaccinated. However, in truth, this image was an unfortunate snapshot of Dolly Parton during an
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interview, and she did not suffer from Bell’s Palsy after getting the vaccine. The author took the
image out of its original and added text to fit their anti-vaccine narrative. All distort maneuvers
are forms of disinformation.

Therefore, it is possible that a distort maneuver may only manifest itself when placed in its
proper context alongside factual information or when juxtaposed with the topic that it is aimed
at distorting.

Figure 2.19: Example of distort maneuver. Author sends disinformation in the form of an altered
interpretation of Dolly Parton’s image. She does not have Bell’s Palsy as the author suggests.

Indications

Specific indicators for distort maneuvers vary depending on whether or not the original narrative
is contained within the text. They may include sarcastic comments, false information, altered
information, and information taken out of context. These indications may be difficult to detect if
the truth of the message is unknown or if the reader has a bias toward the message.

Illustrative Potential Impact

The impact of a distort maneuver may be the spread of erroneous or manipulated versions of the
topic that do not fit the original narrative as well as less discussion of that narrative.

2.3.7 Dismay

Discussion or actions related to the topic that create worry, sadness, anger, or fear
in that targeted community or actor
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Description

Dismay maneuvers attempt to evoke negative emotions from the target audience to achieve a
particular end state. This may be by inducing a state of sadness, fear, anxiety, or anger. Similar
to the excite maneuver, this emotional maneuver is meant to reduce the target audience’s critical
thinking skills using an ‘amygdala hijack.[59]’ This is the human fight or flight response of
behavioral actions responding to an emotional stimulus. A dismay maneuver uses the amygdala
hijack to force the reader to respond emotionally and less rationally about a topic.

The example in Figure 2.20 uses dismay to protest gains for mandatory vaccines. They instill
fear by relating vaccines to injury and death and stating that they are legally unsafe, which is
typed in all capital letters complemented with exclamation points. These comments may or may
not be true, but to the reader who becomes fearful from these comments, they may not necessarily
consider fact-checking the injuries and deaths and the US laws regarding vaccines.

Figure 2.20: Example of dismay maneuver. Author attempts to incite fear about vaccines to their
audience.

Indications

The indicators for dismay maneuvers generally represent indications of negative emotions. These
include negative terms, abusive and expletive terms, terms for fear, anger, sadness, and sarcasm.
They may contain exclamation points, capital letters, and emojis or emoticons related to the
dismay maneuver emotions.
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Illustrative Potential Impact

The impact of a dismay maneuver is the spread of the topic throughout the network with users
sharing the same feelings and sentiments as the original author in their discussions. This may
mean a greater number of angry, fearful, sad, or worrisome messages about the original topic and
a greater number of users spreading these messages.

2.3.8 Distract

Discussion or actions that redirect the targeted community or actor to a different
topic

Description

The purpose of a distract maneuver, simply put, is “changing the subject’ to discuss other topics
or ideas that seem more compelling. When an actor is threatened by an ongoing narrative or
disagrees with undesirable conversations, this maneuver attempts to change e direction of the
narrative and limit the conversations discrediting the targeted actor or the topics they support. For
example, in Figure 2.21, President Biden attempts to do multiple things within his message. He is
trying to encourage others to get COVID tests while attempting to gain trust in the government’s
efforts to gain control of the pandemic. In reply to the message, one user responds with ”we need
student relief”. This person is completely downplaying the noble efforts to mitigate the spread
of the virus by not mentioning the original topic and is attempting to change the focus of the
conversation to what they perceive is a shortcoming of the administration. They are distracting
readers from President Biden’s original message and intent and redirecting the conversation to
what may be perceived as a more pressing issue.

Indications

In a message, an actor may use a small reference to the original topic followed by a more exten-
sive and enthusiastic discussion about something else. These messages may contain coordinating
conjunctions that are tools to counter the original message such as ”but” or ”although.” It is also
possible that distract messages may have a mix of positive and negative terms or emojis. A user
may use these terms to condemn the original topic and then speak positively about a seemingly
more compelling issue. ”Hey, this is bad, but look at all these good things!” Though, the distract
part of the message may also follow in the same sentiment. ”Hey, this is bad (or good), but look
at all of these things that are even worse (or better)!”

Distract maneuvers are not always visible in a single isolated message. They can occur as
parts of replies or quotes of other messages. They may also be original tweets that occur in the
context of an overarching campaign of misdirecting audiences from a particular topic. In these
cases, distract maneuvers are observed in the context of the messages and the narratives that
surround them within the network.
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Figure 2.21: Example of distract maneuver. Replies to the original author are unrelated to the
issue of COVID. The replier discusses student loan relief as an alternate topic.

Illustrative Potential Impact

The impact for this maneuver is the original and undesirable narrative is no longer discussed or
discussed less frequently across the network. If applicable, the author of the original narrative has
decreased credibility. Subsequently, the alternate narrative is more prevalent, which can confuse
readers as they must decide which narrative is more reliable or worthy.

2.4 BEND Tactical Categories: Combinations of BEND Ma-
neuvers for Effects

The BEND maneuvers can be grouped into categories that provide a higher-level description of
an influence campaign. Many leaders care less about describing isolated maneuvers and more
about how the maneuvers are working in concert to affect the bigger picture.

2.4.1 Develop the Narrative: engage, explain, enhance
Engage, explain, and enhance are positive narrative maneuvers, which can be used to develop the
narrative of an influence campaign. Engage uses techniques to pull the target audience toward
a particular topic, possibly with relatable anecdotes or topics relevant to the reader. The topic
can then be expanded upon using both explain and enhance. Explain supports the narrative with
descriptions with supportive facts or logical instructions, and enhance supports it with additional
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features such as memes and validating quotes from celebrities or experts in the field. For ex-
ample, in an effort to convince more people to vaccinate their children, one might engage with
the audience by discussing the value of their children and showing how their children are no
different than the children who fell sick after not being vaccinated. This could then be followed
up with scientific research to explain the efficacy of vaccines and how they have saved thousands
of lives. Then maybe enhance the narrative with images of *insert popular celebrity* standing in
line to get vaccines for their children. These maneuvers, in combination, are creating a stronger
narrative.

2.4.2 Counter the Narrative: dismiss, distract, distort

Distract, dismiss, and distort are negative narrative maneuvers that have been used extensively
to discuss Russian propaganda [98]. They represent methods for countering narratives, but com-
bined, they reinforce each other as counter-maneuvers. When faced with an undesirable narra-
tive, dismissing the narrative as unimportant or foolish and then distracting the audience with
either unrelated narratives or ”more important” discussions can devalue an adversary’s major
argument. Distortion alters that narrative with ”alternate facts” or creates disinformation based
on half-truths or lack of context. A politician intent on clearing their name after a bombshell
report on some wrongdoing may attempt these maneuvers. Maybe he will tell the media that his
actions were not that extraordinary because ”people do it all the time - look at *famously loved
politician*.” Then maybe distract his constituents with talk about how ”we need to focus more
on the economy and less on what the tabloids are saying.” Sometimes, however, these tactics are
not easily identifiable in single messages. They may be in chains of reply messages or quoted
retweets. They may also be an isolated message that occurs in response to an action that occurred
offline, in real life. These are some examples and indications of how countering a message can
play out online.

2.4.3 Emotionally Influence: excite, dismay

As mentioned earlier, excite and dismay are emotional maneuvers as they aim to trigger an emo-
tional response from their intended audience. An emotionally charged message has the ability
to break down cognitive barriers and cause the unsuspecting recipient to potentially do actions
that they may not otherwise have done. These are the reasons people become aggressive drivers
when they get road rage, give money to charitable organizations after seeing videos of sick chil-
dren, or how seeing the happiness of hardworking role models inspires people to do better. In a
campaign to support Ukraine, dismaying images of displaced Ukrainians and destroyed homes
may be the types of messages that convert empathetic Russian supporters or convince Western
allies to provide aid and munitions. Legislation on gun control in the US is often reinforced with
stories of children lost in mass shootings in school. These examples elicit emotional responses
and are tactical methods for influencing thoughts and behavior.
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2.4.4 Grow Groups: build, boost, bridge
A large and active community has the ability to extend its reach and convey messages more
effectively. They touch many users, and with many of them sending out the same messages,
they become reinforced and more convincing to those who see them. Building, boosting, and
bridging are methods for creating and growing those communities. On Twitter, this can be done
by mentioning users in messages and supporting them with positive information about a topic.
Communities of various religious organizations are commonly known for seeking to grow the
size of the members of their faiths. Some may hope to increase the amount of good behavior in
the world, while others are looking to recruit members for their religious wars. Regardless, com-
munity members aiming to grow groups using these maneuvers send messages supporting their
groups to connect with outsiders, strengthen the current community, and, if desired, combine
other communities with their own.

2.4.5 Reduce Groups: neglect, narrow, nuke
Influence campaigns may also aim to reduce the size of competing or adversarial communi-
ties. These are conducted with neglect, narrow, and nuke maneuvers, which lessen the social
network connections and decrease the size of or destroy the community or the discussions that
bring them together. If not destroy, reducing a group also could divide them into factions of
the larger community. Examples of these actions include unfavorable rhetoric used to discredit
the community or introducing exclusivity in topics or language within community discussions
that cause members to no longer identify with the group. This can lead to accounts no longer
being followed, reduced interactions, and the eventual dissolution of the community. Further-
more, reducing groups can occur with the implementation of platform policies. Twitter nuked
communities of accounts with their policies to remove accounts and tweets spreading false or
misleading COVID-19 vaccine information [21, 128, 129]. As a result, fewer of these messages
permeated the social platform, and the community became less effective as an entity for spread-
ing anti-vaccination information.

2.4.6 Affect Leaders: back, neutralize
Back and neutralize are community maneuvers that attempt to change the importance and effec-
tiveness of actors as related to a particular topic. Backing maneuvers increase the connections
and positive discussion surrounding opinion leaders, whereas neutralize maneuvers may reduce
connections and positive discussions or increase connections of negative discussion surrounding
an actor, ultimately reducing their reach and effectiveness as a leader. Though leaders usually re-
fer to actual people, they can also be non-human entities such as news organizations, government
entities, or automated accounts. Together, back and neutralize are useful in combination when
two actors are at odds with each other. In an election, supporters back their candidates and neu-
tralize their opponents. In regards to Ukraine-Russia, the Russian state accounts back President
Putin and neutralize President Zelensky. These maneuvers become a push-pull tactic for gaining
support for a particular actor while discrediting another. Furthermore, these types of maneuvers
can be amplified with the use of bots. These automated accounts can quickly send large amounts
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of information for or against an actor. In one case, thousands of Twitter bots posted praise and
support for Donald Trump over an eleven-month period, while criticizing potential opponents
Nikki Haley and Ron DeSantis, potential Republican candidates for the US 2024 presidential
election [78]. Even though these bots are not real people, the expansiveness of their messages
provides the illusion of support for the Republican candidate.

2.5 Conclusion
The BEND maneuvers are an integral part of the larger framework to understand influence op-
erations and have actionable information that allows leaders to make decisions. This chapter
expanded on the current definitions with detailed descriptions and examples, provided some in-
dicators for identifying them, and illustrated some of their impacts. Additionally, the maneuvers
were categorized into categories that coalesced into influence tactics. These help leaders un-
derstand general themes supported by fundamental online influence techniques. In the research
to characterize influence campaigns by identifying ”who is doing what to whom and with what
impact,” these maneuvers answer the ”what.”
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Chapter 3

BEND Maneuvers in the Wild.
The Numbers

3.1 Introduction
The BEND maneuvers are elemental actions online actors use to achieve influence objectives.
They are part of the BEND framework [17, 35], which incorporates the maneuvers as parts of
a method for analyzing influence campaigns. Therefore, an essential aspect of characterizing
these online influence operations is having a tool for accurately detecting them. Currently, the
ORA-PRO software [39] can extract the BEND maneuvers from social media data. However,
further improvements are required to improve the accuracy of detection.

In this chapter, I develop an iterative process for improving automated BEND maneuver
detection. This process is scoped by the following research questions:

• How well do humans detect maneuvers? This addresses the ability for humans to accu-
rately and efficiently identify the maneuvers.

• How does automated detection compare with human detection? This highlights the limita-
tions of both human and automated detection.

• How can detection methods be improved? This develops a method for improving automa-
tion using statistical analysis to improve the indicators and thresholds.

• What is a baseline for these detected values? This provides analysts with a standard for
expected results.

• What maneuvers commonly occur together? This illuminates possible redundancies in
detection and informs BEND tactical categories (Chapter 2.4).

Seven data sets were used to create this quantitative analysis totaling in millions of tweets.
This included data related to Marvel’s Black Panther movie, Marvel’s Captain Marvel movie,
a 2020 Terrorist attack in Nice, France, the COVID-19 vaccine rollout, the U.S. 2020 Election
2020, the U.S. 2022 Election, and Ukraine-Russia in 2020. For each data set, I derived linguistic
indicators for the maneuvers using the text-mining software, Netmapper [39], and calculated the
BEND maneuvers using ORA-PRO. In this chapter, the data sets were processed using ORA-
PRO version 3.0.9.154 and Netmapper version 1.0.0.94. Furthermore, all BEND calculations
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will use only hashtags as concepts (as explained in Section 1.2.2).

3.2 Humans Detecting BEND Maneuvers
This section discusses a process for facilitating how humans physically label the BEND maneu-
vers and an analysis of the ability of humans to label the maneuvers accurately. Two different
types of annotators of different proficiencies were used to label the data. The first was a low to
moderately-trained group of annotators, and the second was a pair of highly-trained annotators
with more time and experience with working with BEND maneuvers. The results of this section
will be later used to compare with the automated detection methods used in ORA-PRO as part of
the detection validation process.

3.2.1 Using Label Studio for Annotations
The labeling platform used for this work was the Label Studio - Community edition by Heartex,
Inc. Label Studio [82] provides free and flexible software for annotating the BEND maneuvers
and gathering results. Each data set was uploaded as projects of 100 tweets. The purpose of the
division was to give annotators regular stopping points as they progressed through the labeling
process. Users created accounts on label studio to identify them as annotators for the data sets.
Then they selected the project of tweets they were assigned to annotate. An initial screen pops up
to provide instructions with the definitions of the maneuvers. The definitions are also displayed
throughout the process. The user is then shown a tweet and has the option to select one or more
of the BEND maneuvers or NONE. An example of a tweet on the Label Studio interface is shown
in Figure 3.1. If a user decides that they cannot finish a project in one sitting, they can stop and
return to the project without losing their annotations. Additionally, if they feel that they may
have selected an incorrect maneuver, they can return to the interface to correct the label.

3.2.2 Interrater Agreement
Eight low-moderately trained annotators participated in labeling portions of the data sets. Prior to
labeling, each person received initial training on the BEND maneuvers and Label Studio. They
were introduced to the BEND maneuvers and their functions within the social network, given
several examples of each of the maneuvers and some of the indicators, shown how to use the
labeling tool, and then given the opportunity to practice labeling before annotating. During the
process, if they were unsure of selecting a response, they were allowed to ask for guidance.

1000 tweets were randomly selected from the Black Panther, Captain Marvel, COVID-19,
Election 2020, Ukraine-Russia, and the French attack data sets and combined to create a diverse
6000 tweet data set for labeling. Each tweet would be labeled twice by a group of annotators.

The interrater agreement between annotators of the labeled data sets was calculated to show
how consistently different people identify BEND maneuvers in text. The following analysis is
from a subset of 1300 unique tweets, each labeled by two annotators. The samples of tweets
come from the Black Panther, Captain Marvel, COVID-19, US Election 2020, and Ukraine-
Russia data sets. A subset of tweets was used from the expected 6000 tweets because, at the time
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Figure 3.1: Label Studio interface for annotators

of the writing of this thesis, the process for manually labeling the maneuvers was ongoing for
future uses of labeled BEND data. Volunteers worked at their own pace or occasionally needed
to be replaced due to their inability to complete labeling.

All of the tweets were combined into data set with both annotator’s labels. Cohen’s kappa
coefficient [44] was then calculated to determine the interrater agreement between two annotators
in deciding the same maneuver for the same tweet. Values less than or equal to zero indicate
no agreement and a one indicates perfect agreement. Based on the results shown in Figure
3.2, the agreement between annotators was generally weak, with values at or below 0.35. Of
the 1300 tweets, annotators only completely agreed with every possible maneuver 109 times.
The low agreement between annotators shows the unreliability of these annotators to detect the
maneuvers.

The narrative maneuvers and the back and neutralize community maneuvers should hypo-
thetically be easier to agree on as indications of these maneuvers are more evident in the text.
However, this was not wholly the case with the data. Since most indications for narrative ma-
neuvers occur within the text (as discussed in Chapter 2), it was not surprising that the narrative
maneuvers predominately had higher kappa scores than community maneuvers. Among the top
two maneuvers with the best agreement were excite and dismay. Annotators appeared more
likely to agree with the annotation if they appeared to evoke emotions. Within many of these
tweets with high agreement, the authors either mentioned their feelings regarding a particular
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Figure 3.2: Interrater Reliability for BEND maneuvers between low-moderately trained annota-
tors

topic or described emotional events. The annotators also had relatively high agreement for back
maneuvers, which ranked third, but surprisingly, the opposite maneuver, neutralize, did not ap-
pear to have as high of a score. Particularly with the election data, annotators appeared to be
able to identify when a candidate was discussed positively. Though not an emotional maneuver,
explain maneuvers had the fourth highest value. Explain tweets typically contain an elaborate or
detailed description of topics. For the annotators, some of the didactic explanations were easier
to distinguish.

The community maneuvers appeared more challenging to label consistently. The maneuvers
related to altering group sizes (all community maneuvers, except for back and neutralize) can
be more subjective in differentiating which community maneuvers they may be. For example,
a build maneuver creates a group, whereas a boost maneuver increases the size of a group. De-
pending on the message and the particular group, there can be inconsistencies between which are
the correct maneuver.

3.2.3 Highly-Trained Annotator Interrater Reliability

Furthermore, the interrater reliability between two highly-trained annotators. The annotators
were given 160 tweets sampled from the same data sets as the annotators discussed in the previ-
ous section. The purpose was to determine if annotators with more training were more consistent
labelers. The results for the highly trained annotators are shown in Figure 3.3. They varied in
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their ability to agree on detecting both community and narrative maneuvers with values rang-
ing from .53 to -.01. This is moderate or low agreement depending on the maneuver. Explain,
neutralize, excite, and narrow were among the top maneuvers, whereas dismiss, distract, engage,
and neglect maneuvers were among the bottom.

Figure 3.3: Interrater Reliability for BEND maneuvers between two highly trained annotators

The highly-trained annotators overall had higher agreement across all maneuvers than the
low-moderate annotators. Figure 3.4 compares the agreement values for the two types of annota-
tors for each of the maneuvers. Large differences in values between the annotators are observed
in explain, neutralize, narrow, and bridge. However, a third of the maneuvers were still valued
with low interrater agreement at less than .2. These were the build, enhance, dismiss, distract,
engage, and neglect maneuvers. Annotators had difficulty in understanding what denotes each of
these maneuvers within the text.

3.2.4 Conclusions and Limitations Regarding Human Annotation

There are several possible explanations for the low reliability between annotators for maneuvers.
One reason for the different interpretations of the maneuvers is the result of annotators having
different personal backgrounds. Some people are more susceptible to disinformation, which
affects their ability to identify disinformation or distort messages [6]. Others may just be unfa-
miliar with the topics of the data sets, making them unable to judge accurately how the topics
relate to the different maneuvers.

Some of the low-reliability values may have resulted from the implementation of the annota-
tion process. Several adjustments may improve the interrater reliability between annotators. This
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Figure 3.4: Comparison of Interrater Reliability for BEND maneuvers between two highly-
trained annotators and two low-moderately trained annotators.

includes more comprehensive training or tasking the annotators to label from a shorter list of ma-
neuvers, reducing having to evaluate all maneuvers simultaneously for every tweet. Focusing on
one maneuver at a time may reduce the number of errors between annotators.

Regardless, the disagreement between labels shown in the results suggests that people un-
aided by computers may have trouble identifying the BEND maneuvers. Therefore, to ensure
that consistently reliable results are fed into operational assessments, improving computationally
detecting the maneuvers is important.

3.3 Cognitive/Emotional CUES
In this thesis, Cognitive/Emotional Cyber-mediated Usable Emotional Sensors (CUES) are the
lead indicators for detecting the BEND maneuvers and extracted from messages using the Netmap-
per software [39]. CUES are subconscious indicators found within text-based messages, such as
tweets, that can signal or influence a person’s cognitive and emotional state [23, 77, 104]. While
traditional machine learning algorithms could use trained data sets to identify general sentiment,
the CUES are able to more accurately connect the sentiment and emotion to topics and concepts
[35].

The implementation of identifying and detecting CUES uses a strategy of counting words,
expressions, and other text-based linguistic variables. The method is based on techniques used in
the employment of Linguistic Inquiry and Word Count (LIWC) [106, 107, 124], which similarly
links word use with real-world behaviors and mental states. The process involves a library or
thesauri of words, expressions, concepts, grammatical units, etc. that can be extracted from a text
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message. These are then categorized into hierarchical dimensions, or a ConceptTo. For example,
the terms “joy”, “cheery”, and “exhilarated” would be considered an emotion, an emotion with
value of positive affect, and a happy CUE. However, using lemmatization, joy can also be derived
from “joyous,” “joyful,” and “joyously.”

The use of individual CUES is founded on extensive psychological research. Many of the
CUES affect emotions or indicate an author’s emotional state. The addition of emoticons and
emojis are typographical symbols that represent facial expressions. Users tend to use them to
express feelings about particular content [49]. An example could be the addition of a smiley
face at the end of a sentence to show support or approval, or it could be a sad or angry face
to show their frustration [109]. They have been shown to support the emotional tone of an
author’s message [135] and to even evoke stronger emotions from their recipients compared to
messages without them [56]. The text of a message can influence emotions such as anger and
happiness [40]. Some words may indicate stress [102], while homophones, words that sound
like other words, such as guilt vs. gilt and liar vs. lyre can be related to anxiety states [85, 89].
Furthermore, non-words such as use of the like button can indicate approval, support, or that a
post was “informative, useful, funny, exceptional, creative, or otherwise important and interesting
” or that a person is aligned with a particular topic or belief [53, 109, 123]. Unrelated to the actual
words, studies have also shown that long informal text can have an effect on emotional responses
[100].

Other types of indicators unrelated to the characters and words of the message include the ef-
fects of long informal text on emotion[100] and how pronouns can also indicate levels of honesty,
thought processes, and relationships [103]. Punctuation such as question marks and exclamation
points can also indicate an author’s mindset or potentially influence a reader [109, 124].

The thesaurus of CUES and their application for detecting the BEND maneuvers are con-
stantly being updated based on updated literature and the improved understanding of the cogni-
tive and emotional environment. The full list and a brief description of the CUES with examples
of some of the BEND maneuvers they detect are found in Appendix B.

3.4 Man vs Machine: Human-Labeled vs Automated Maneu-
ver Detection

In this section, the results from ORA-PRO and the human-labeled data are compared to evaluate
the differences between both methods of identifying the BEND maneuvers.

A subset from the Black Panther, Captain Marvel, COVID-19 vaccine, Election 2020, and
French data sets were used. One of seven annotators labeled 2999 tweets, and afterward, ORA-
PRO was used to calculate the BEND maneuvers using the mean as the threshold.

Like the method used for determining interrater reliability in the previous section, Cohen’s
kappa coefficient was the metric for measuring the agreement between humans detecting maneu-
vers versus an automated machine. Figure 3.5 shows the poor reliability between both sources
of detection. The largest values were 0.15 for dismay, 0.13 for back, and 0.1 for excite. Though
these maneuvers have a weak agreement, they were also the top three maneuvers of agreement in
the inter-reliability calculations between two humans, as reported in the previous section. This
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suggests that the metrics for these maneuvers are detecting these maneuvers at least to a small
degree. Interestingly, while the excite maneuver ranked fourth in reliability between humans, the
kappa score between human and machine ranked last and was largely negative. This represents
a large disagreement between the two methods of detection. Therefore, the metrics for the excite
maneuver should be reevaluated to determine if they are the appropriate indicators.

Overall, given the weak agreement values, the metrics for all of the maneuvers should be reex-
amined to improve detection. However, this is not to say that humans are the authority on which
maneuvers are occurring, as they have been shown to greatly disagree as well. Both systems
have large inefficiencies that make it difficult to accurately and reliably identify the maneuvers.
Therefore, more should be done to improve in both training humans to be more consistent in la-
beling and identifying the appropriate indicators for automated detection. Highly trained humans
can inform improved detection methods for the behaviors, and accurate automated detection can
uncover human error.

Figure 3.5: Calculations for agreements between low-moderately-trained human annotators and
automated detection of BEND maneuvers (NM 94, ORA-PRO 154)

3.5 Refining Automated Detection
The massive size of social media data requires an efficient method for stepping through the
network of users and tweets to gain insights on what BEND maneuvers are occurring. For many
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of the data sets, annotators spent approximately one hour labeling 100 tweets. For data sets
that extend to tens of millions of tweets, this is a nearly impossible task for analysts with limited
time to conduct their investigations. Additionally, human detection simply based on social media
searches is limited as analysts may only gain a fragmented understanding of what is happening
during an influence campaign. Only with automation can analysts gain a holistic view backed
by quantifiable results. Furthermore, as previously discussed, humans cannot reliably identify
maneuvers within messages. Therefore, it is necessary to develop a robust detection method that
allows the ability to filter the data quickly using consistent metrics. This facilitates the analysis
of large amounts of data, comparing data sets, or examining data over time.

The current method for the automated detection of maneuvers takes the inputs of CUES,
various network measures, and other forms of content (e.g., concepts, URLs, mentions, etc.) as
inputs and uses the calculations to evaluate the degree of indication (DOI) value from 0 to 1 for
how likely a message is executing a maneuver. The threshold for the DOI value is determined
by calculating all of the DOI values for all tweets with a value greater than zero for a particular
maneuver. These DOI values are averaged, and any tweet with a value greater or equal to the
mean is considered the maneuver. The tweets are then counted and combined to report the
number of times each maneuver occurs in the data set. See Figure 3.6. Based on the results from
several applications on multiple data sets, there is room to refine the BEND maneuver detection.

Figure 3.6: Current method for detecting BEND maneuvers. Indicators are used as inputs for
calculating degrees of indication. A message is classified as a maneuver if the DOI of the mes-
sage is greater than the mean of the DOIs for a maneuver for all the messages within the given
data set.

3.5.1 Methodology for Refinement

The methodology for improving detection is an iterative process. The first step involves calculat-
ing summary statistics for the BEND maneuver DOI values based on the original implementation
(the mean threshold). This is followed by applying statistical analysis to evaluate the CUES and
current and potential thresholds. The final step is to examine the BEND maneuver results for ac-
curacy by manually comparing results with the text. This process is repeated with the improved
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values until the optimized results are achieved. In this section, multiple references to the excite
maneuver and its CUES will be used to illustrate the refinement process.

3.5.2 Evaluating CUES Weights
Evaluating the CUES begins with determining the correlations between CUES commonly used
together for each of the maneuvers. The relationship between the CUES can potentially deter-
mine if some CUES should be weighted differently. A high correlation between two CUES may
suggest that either one CUE is irrelevant or that both CUES should contribute less to the overall
DOI value.

Using the excite maneuver as an example for evaluating the CUES weights, the Pearson cor-
relation coefficient values between the CUES are calculated. The results in Figure 3.7 show the
high correlations between the use of positive sarcasm and happy emoticons, positive sarcasm and
positive emojis, and positive emojis and happy emoticons. Taking a closer look at the methods
for identifying positive sarcasm, this calculation uses positive emoticons and emojis as inputs.
Therefore, recommendations for improvement in this metric would be to remove the weight for
positive emoticons or emojis if positive sarcasm is detected in the message. This will remove the
redundancy of double counting positive emoticons or emojis in the DOI value calculations. Fur-
thermore, positive emojis and happy emoticons serve similar purposes for adding the author’s
feelings in an excite maneuver. Therefore, if used in the same tweet, having both metrics as
equally contributing values to the DOI value calculations is also a redundancy. The two CUES
can be combined, if either CUES appears in a message, the existence of either would be singly
weighted.

Appendix C shows the correlations for all of the remaining maneuvers.

Figure 3.7: Correlations between excite CUES. A higher correlation indicates the possibility that
pairs of CUE values should be weighted differently.
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3.5.3 Evaluating Threshold Values

The threshold value for detection is the value where any document with a DOI greater than this
value is considered to have a particular maneuver. To explore potential thresholds for detection,
the summary of statistics and the distribution of DOI values for each of the maneuvers was
calculated as shown in Table 3.1 using all of the data sets for this chapter. This differs from
the original method of calculating the thresholds, which calculate thresholds based on the data
set under analysis. Figure 3.8 shows the distribution of the DOI values for all of the maneuvers
across all of the data sets in this study revealing non-normal behavior for many of the maneuvers.
For some, such as neutralize and back, the 3rd quartile is the same as the minimum, and the
median is the same as the 1st quartile and the maximum value. Values for neglect and narrow
primarily occur at zero, and for engage, they primarily occur at one. Furthermore, distort and
bridge have medians occurring at zero. These non-normal values are caused by low occurring
maneuvers or maneuvers where the values tend to be binary, zero and one. The maneuvers with
these idiosyncrasies cause issues with using certain statistics as threshold values when the values
are in the extremes. For example, if using the median value as a threshold for enhance or dismiss,
any message with a non-zero DOI would be considered the maneuver.

Therefore, a multi-tiered approach for deciding thresholds is recommended over the current
method, which consists of labeling values greater than the mean as maneuvers.

The first method addresses maneuvers that have bimodal distributions, where values tend to
be near 0 or 1. This applies to the back and neutralize maneuvers. Using the median is not
appropriate as a threshold because this may result in the entire data set either being classified or
not classified as a maneuver, depending on which side of the distribution the median lies. For
maneuvers with these types of distributions, using a threshold of .5 DOI suffices.

The second method addresses maneuvers with normal or non-binary distributions. Though
the use of either mean or median would suffice in most situations, the median would be more
useful to address any skewing from outliers within the data. These include the boost, bridge,
build, excite, explain, nuke, dismay, and distract maneuvers.

The third method applies to maneuvers that are extremely right-skewed in that the median
value is equal to zero. This indicates that these maneuvers are detected in low quantities through-
out the data sets. Consideration must be made to decide whether or not this is reflective of the
actual presence of the maneuvers or if the maneuvers require better detection to assign the ap-
propriate threshold. The maneuvers in this category include enhance, narrow, neglect, dismiss,
and distort. Until then, the maneuvers should be detected using non-zero values as the threshold.
This will detect slight indications of these low-occurring maneuvers so that they can be iterated
through the detection refinement process.

A final exception can be made for the engage maneuver. Unlike the other maneuvers, this
distribution is extremely skewed to the left where the median value equals one. This indicates
a large number of maneuvers with the maximum DOI value. Therefore, if using the median
as a threshold, any value that is not one would not be detected. In this case, using the mean
as the threshold value is an alternate threshold for producing results that are not all or nothing.
However, consideration should be made to determine if the indicators for the engage maneuver
or too inclusive resulting in higher than actual detection of maneuvers. Improved indicators may
form a distribution that suggests a different threshold.
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The summary of these recommendations for the cutoff thresholds is shown in Table 3.2.

Table 3.1: Summary of Statistics of BEND maneuver Degree of Indication values (N=38383667)
metric back boost bridge build engage enhance excite explain
Max 1.00 0.96 0.92 0.89 1.00 1.00 0.86 0.73
Mean 0.57 0.19 0.10 0.29 0.86 0.06 0.21 0.28
Median 1.00 0.15 0.00 0.22 1.00 0.00 0.20 0.27
Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Q1 0.00 0.11 0.00 0.17 1.00 0.00 0.12 0.20
Q3 1.00 0.26 0.25 0.50 1.00 0.00 0.29 0.33
StdDev 0.49 0.13 0.15 0.19 0.32 0.12 0.11 0.10

metric narrow neglect neutralize nuke dismay dismiss distort distract
Max 0.93 1.00 1.00 0.64 0.77 0.67 0.78 0.78
Mean 0.04 0.00 0.70 0.07 0.11 0.06 0.05 0.14
Median 0.00 0.00 1.00 0.08 0.11 0.00 0.00 0.17
Min 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Q1 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.08
Q3 0.00 0.00 1.00 0.08 0.16 0.00 0.06 0.17
StdDev 0.09 0.03 0.46 0.08 0.08 0.13 0.09 0.09

Figure 3.8: Distribution of All Maneuver Degree of Indication Values Across All Datasets
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Table 3.2: Threshold recommendations (Degree of Indication (DOI) values) based on the distri-
bution of DOI values for each maneuver from a large and diverse data set

Maneuver Distribution Recommended Threshold
back bimodal >.5
boost near-normal median
bridge slight right skew median
build near-normal median
engage extreme left skew mean
enhance extreme right skew >0
excite near-normal median
explain near-normal median
narrow extreme right skew >0
neglect extreme right skew >0
neutralize bimodal >.5
nuke slight right skew median
dismay near-normal median
dismiss extreme right skew >0
distort slight right skew >0
distract slight right skew median

3.5.4 Additional Considerations for Detection

Further aspects of the refinement process should be considered for determining CUES weights
and thresholds.

First, this process requires a deeper inspection of the use of CUES in detection beyond a
statistical analysis approach. Some CUES may still need to be weighted more not because of
the correlations but because they are generally good indicators for the maneuver. Also, some
CUES combinations may be better as indicators for a maneuver. For example, if examining
a list of human-annotated excite maneuvers with high interrater reliability, we find that every
time an exclamation point exists with positive and happy terms, the tweet is labeled as an excite
maneuver. This becomes an automatic detection for the maneuver increasing the likelihood of a
tweet being this maneuver to near 100 percent.

When considering thresholds, the values must be dependent on a baseline rather than the data
set under analysis. Using mean or median values for thresholds based on the working data set
creates an unnecessary bias for maneuvers that occur in higher or lower than normal quantities.

Furthermore, current detection methods fail to detect the maneuvers within the context of a
narrative. Particularly for maneuvers used for countering narratives or expanding on ongoing nar-
ratives, some maneuvers may not be considered maneuvers unless placed in the context of other
related messages. The methods poorly detect irony, sarcasm, and idioms, all of which require
context in order to accurately observe the maneuvers in an overarching influence campaign.
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3.5.5 Look How Far We’ve Come
To evaluate the progress made during the refinement process, comparisons were made between
both types of annotators and an older and newer version of ORA. Figures 3.9 and 3.10 show the
interrater reliability between the low-moderately trained annotator and the highly-trained anno-
tator each against an older version of Netmapper and ORA-PRO (Netmapper v80, ORA-PRO
v142). The highly-trained subject matter expert remained relatively the same except in the back
maneuvers, where the expert had increased reliability for back, bridge, and distort maneuvers but
had a larger decrease in reliability for explain maneuvers. The low-moderately trained annota-
tors similarly saw higher reliability increases for back but also saw a larger change for build and
neutralize maneuvers, though the kappa value was still relatively low (below .1). Furthermore,
they also saw a larger decrease in reliability for explain maneuvers.

These results indicate that improvements have been made for at least the back maneuvers.
However, the large decrease in reliability for the explain maneuvers may suggest that either
detection is decreasing in effectiveness for this maneuver or that humans are increasingly poor at
detecting this maneuver. The indicators for this maneuver need to be reevaluated.

Figure 3.9: Calculations for agreements between the SME and an older and more recent version
of ORA and Netmapper.

3.5.6 Limitations and Future Work for Framing Tweets for Detecting Ma-
neuvers

The standalone message of a tweet does not contain all of the information required to make a
complete assessment of the BEND maneuvers within the message. This applies to both human

58



Figure 3.10: Calculations for agreements between the low-mod trained annotators and an older
and more recent version of ORA and Netmapper.

and the current machine classifications. First, the tweet is not placed within the context of the
overarching narratives. Therefore, maneuvers that may be a result of multiple tweets may not
be properly interpreted. Additionally, the structure of the tweet message as derived from the
MESSAGE field from the Twitter API does not indicate key aspects of the tweet. For replies and
quotes, it does not provide the entirety of the original message. These tweets are not viewed from
a conversational point of view making some tweets appear meaningless or misunderstood due to
context, humor, or sarcasm. Future work should incorporate the coding of data that includes the
whole conversation.

Additionally, given a tweet, sometimes human labelers may have difficulty deciding on
whether or not a maneuver is present. One method for approaching the occurrence of a ma-
neuver is in the confidence that an annotator believes the maneuver exists. This can be in the
form of none, low, medium, and high. Therefore, results may show that more maneuvers match
with the machine, but they only do because they fall within a certain confidence level. They may
also show higher interrater reliability between the annotators. This would facilitate the training
process and provide more informed results that are based on gradient versus binary view.

For automated detection, a percent likelihood value (different from the degree of indication)
would be useful, but cutoff thresholds should still exist to have definitive answers or the existence
of a maneuver. The difficulty is in determining a percentage likelihood value as some CUES can
be binary or weighted unevenly.
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3.5.7 When is it Good Enough?

Identifying when the metrics can satisfactorily detect a maneuver requires verification of refined
automated results using an expert understanding of detecting the maneuvers. The process in-
volves an interrater reliability comparison of data sets labeled by subject matter experts with a
consistently high agreement and the automated detection output. Though with extensive train-
ing, humans may not be as accurate as a machine when it comes to labeling the maneuvers, a
trained annotator with an understanding of the indicators can manually adjudicate discrepancies
between the labeled and the automated data. Therefore, to account for human error, subject mat-
ter expert sampling and manually checking the assignment by ORA-PRO must be incorporated
into the annotation process to ensure the most accurate annotations. The trained annotator should
be able to decide whether or not the discrepancy is based on human error or machine error. Once
the confidence level of accuracy is acceptable, the automated detection for a maneuver can be
validated.

3.6 General Recommendations for Improvement

The list of CUES and indicators is expansive. As indicators for the maneuvers, each maneuver
requires different CUES, and the likelihood of individual CUES varies from maneuver to maneu-
ver. Following the latest iteration of the detection refinement process, several recommendations
should be made to the current implementation of CUES regarding the necessity of certain CUES
in addition to those made earlier in this chapter for the excite maneuver. The recommendations
are based on observations of the CUES of other maneuvers.

Emotion related CUES need to be reevaluated. The relationship between positive emojis,
happy emoticons, and positive sarcasm was discussed. However, some degree of overlap may
also occur for other CUES such as between happy and power encourage, and for negative emo-
tions, the CUES for anger and power anger have high correlations. Similar to the findings for
positive sarcasm, negative sarcasm overlaps with sad emoticons, angry emoticons, and negative
emojis.

For affecting leaders, a single agent reference does not appear to have any effect on the
degree of indication for a back and neutralize maneuver. This may be because in many instances,
these messages with these maneuvers that have at least one reference contain multiple references
for either countering an opposing leader or tagging others in a community growing/reducing
maneuver.

For many of the maneuvers, the maneuver terms that relate terms specifically for a maneuver
(e.g., ”Excite 17 Excite”, as depicted in Figure 3.7) are not always correlated with the degree
of indication (e.g., ”Excite likelihood”, as depicted in Figure 3.7). This means that there is a
disconnect between the terms used to indicate the maneuvers and the aggregation of all of the
indicators use to indicate the maneuver. When it comes to Neglect CUES, the neglect related
CUES are the only indicator. Therefore, these need to be explored to ensure that they are suffi-
cient enough to detect this maneuver, especially given the low detection rates for this maneuver
within the data sets.

While some CUES still need to be re-weighted, other indicators could be added to help
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improve detection. One example is the inclusion of verb tense. Verb tense has shown to inform
the temporal focus of attention for various topics [124]. Gunsch et al. [61] discuss the different
use of tense for positive and negative political ads. This could possibly be used as an indication
of dismay or distort messages.

3.7 Developing a Baseline

Analysts require baseline values to understand what is normal and what is significantly different
from the results of their calculations. Though the calculations will return which messages in the
data set fall under each maneuver, it is hard to know if these results are meaningful without a
baseline to compare them to.

In this section, the percentage that each maneuver is used was calculated from a large and
diverse combined data set. The percentages were calculated using two threshold values for com-
parison. The thresholds are for the percentage of maneuvers occurring that are above the mean
or the median. The mean is the current threshold for determining the maneuvers. The median
values were calculated to evaluate a possible alternative for identifying a cutoff for what DOI
value constitutes a maneuver. Figure 3.11 shows the baseline values for the maneuvers detected
using the mean and median threshold values.

There are several notable features of the calculated baselines. One noticeable observation is
that the number of neglect maneuvers for both thresholds observed in the overall data set is at
approximately 1%. This extremely low value suggests either that the indicators for identifying
the neglect maneuver are not sufficient or that neglect maneuvers are not used in high frequencies.
Though it is unknown as to what value constitutes a need for better metrics versus what is an
appropriate baseline value, there are too few documents indicating actors attempting to decrease
the size of an opposing community. Regardless, more research needs to be conducted for this
maneuver.

When observing the mean threshold, one thing to note is the high occurrence of engage ma-
neuvers. This may appear highly abnormal, but the purpose of this maneuver is to create personal
connections with the target audience and a particular topic. This particular action occurs natu-
rally in conversations. It is possible that the indicators for this maneuver are prevalent throughout
Twitter creating high or binarized values, making it difficult to use thresholds. This is apparent
as using the median threshold results in zero engage maneuvers within the data set where the
max, median, and 3rd quartile are all one. Therefore, maybe a more practical approach when
observing an engage maneuver is to explore the actual messages being sent and how they are
used in conjunction with other maneuvers to achieve a desired objective.

Though the events for each data set were characteristically different, one limitation of this
methodology is that the data sets were collected surrounding notable real-world events and are
not a purely random sample of Twitter. There is a chance that the types of data sets used may
contain an underlying percentage of a particular maneuver simply from the nature of the tweets
being sent under certain circumstances.
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Figure 3.11: BEND Maneuver Baselines. Shown are the percentage of the data sets that contain
each of the maneuvers based on the use of mean or median degrees of indication values for cutoff
threshold values.

3.8 What Maneuvers are Commonly Seen Together, or Not?

Identifying which maneuvers are commonly used together can show some of the types of funda-
mental actions occurring concurrently during influence operations. The analysis in this section
helped inform some of the techniques mentioned in the previous chapter regarding the BEND
tactical categories.

Figure 3.12 shows the Pearson Correlation of maneuvers that are used in the same messages.
Bridge, boost, and build maneuvers appear to be correlated. This can be because the maneu-
vers attempt to achieve similar objectives related to increasing the size of communities. This is
contrasted with the nuke, neutralize, and narrow maneuvers, which attempt to decrease group
size. Even if they are not exactly the same thing, just like the growing group maneuvers, the
fundamentals of the maneuvers attempt to achieve similar goals. Therefore, it is unexpected that
they did not have the same higher correlations as did the ‘B’ maneuvers.

Back and Neutralize also have a high correlation. This might result from the push-pull of
backing one actor and neutralizing the other, but this can possibly be from similar non-CUES
metrics. The non-CUES indicators include that a tweet is a ‘derived document’, such as a retweet,
reply, or quote, and references (@mentions) exactly one agent. Also correlated with the back and
neutralize maneuvers are engage maneuvers. As engage is intended to bring the target audience
personally closer to a particular topic, this is a useful maneuver to create a positive or negative
emotional relationship between an opinion leader and the targeted audience.

Another interesting observation of this data is the correlation between dismay, distract, and
nuke. This shows how authors see it as necessary to include distract and dismay techniques
within their messages aimed at dismantling a community.
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Figure 3.12: BEND Maneuvers Correlations. Darker correlation pairs indicate which maneuvers
commonly co-occur within the same message.

3.9 Conclusion
This chapter described a need for accurately detecting BEND maneuvers, developed an itera-
tive process for improving the current approach, developed a baseline for analysts to use, and
examined the combination uses of the maneuvers. The methods involved developing and ana-
lyzing human-annotated data and conducting a statistical analysis of the BEND maneuvers and
their metrics. While recommendations were discussed to improve the detection, further iterations
along with the considerations discussed are required for refining the process.

Improving detection and creating a baseline necessitates large amounts of diverse data sets.
Based on the current distribution of results, a multi-tiered approach was used for determining
the thresholds of the different maneuvers. As the nature of discussions on social media evolves
over time, the baseline must be reevaluated and recalculated to account for the change. This is
essential for analysts to determine whether or not their results are significant.

Finally, computational detection proves vital as humans are imperfect at consistently distin-
guishing maneuvers, while also being extremely slow. Though both human and machine methods
have limitations, both are required to improve the accuracy of automated detection. Better detec-
tion contributes to the more extensive process of better understanding the fundamental actions of
influence on social media and analyzing online influence operations.
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Chapter 4

How Do We Analyze Online Influence?
The BEND Framework

4.1 Introduction

Leaders and decision-makers are keenly aware that social media is an expansive aspect of the
cyber domain, where online information operations motivate and influence both behavior and
large-scale operations in the real world. Users employ basic functions of social media plat-
forms to strategically achieve their desired objectives within the online informational environ-
ment strategically. A basic understanding of the on-goings on social media can be derived from
trending articles, an analyst’s news feed, or what the mainstream media reports about what ap-
pears to be popular. However, these methods of achieving situational understanding are often
spotty, biased, and unreliable. Various organizations have created methods of analyzing influ-
ence campaigns and disinformation, but these are typically confined to broad methods with a
qualitative review of online content. Leaders often require a more systematic and metrics-based
approach for discerning the extent of how influence tactics and related behaviors are transpiring
on specific online platforms. Ultimately, they desire to determine the impacts of such online
behaviors and any information to help them develop their response.

This chapter operationalizes the BEND framework to provide leaders with qualitative and
quantitative analysis and assessment regarding online information operations. It begins with
how the methodology was developed, the objectives of the analysis, and the pipeline and overall
workflow for the framework. Then the chapter details the different components of the process
and discusses how to develop assessments of influence campaigns that support leaders in making
informed decisions regarding information operations on social media platforms.

4.1.1 What Do We Want to Know?

Not all influence campaigns are the same. Not all leaders, commanders, executives, and decision-
makers are the same. Creating a framework for analyzing online information operations must re-
main flexible to address a constantly changing environment and audience. However, the method-
ology must remain prescriptive enough so that analysts understand the type of information and
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analysis that should be uncovered and how to frame it to tell a compelling story with actionable
information.

Though this framework is similar to other frameworks in that it addresses similar essential
aspects of an influence campaign, it improves upon these frameworks by giving analysts the tools
and methods to develop a more comprehensive report. Francois, Alaphilippe, and Pamment’s
ABC/D/E (Actor, Behavior, Content, Distribution, and Effects) frameworks [3, 57, 101] lack
in telling a complete overall story of the campaign, while Blazek’s SCOTCH (Source, Channel,
Objective, Target, Composition, and Hook) framework is only a quick and shallow assessment of
the situation. Correspondingly, Nimmo’s 4 D’s and the DISARM/ATT%CK/AMITT frameworks
only focus on the actions. Independently, none of these frameworks incorporate procedures for
executing a complete assessment.

To address these shortcomings, the BEND framework integrates the fundamental analytical
features of these analytical approaches, incorporates them, and then expands on them. The most
important thing to address for the decision-maker is to understand the major points of the analy-
sis, see how the analysis fits into the current situation, understand why the results matter, and be
able to frame this information to make informed decisions regarding the results.

4.1.2 Developing the Social-Cyber Maneuver Analysis Framework
The development of this BEND analysis framework occurred in two primary ways. First, meth-
ods were identified in the process of analyzing the events described later in Chapter 5. This was
the systematic use of social network analysis tools while still attempting to answer the questions
of ”who” is doing what to ”whom” with ”what” and ”why” and with ”what impact?”

The second major contribution to the construction of the framework was through the process
of designing, developing, and executing the OMEN exercise, a project sponsored by the Office
of Naval Research. For the OMEN exercise, a team in the Center for Computational Analysis
of Social and Organizational Systems (CASOS) developed a five-day game and the data to train
analysts on how to examine social media data and provide an assessment. The scenario was
based on a NATO exercise, and the analysts’ assessments were shaped to support the military
decision-making process. They were trained on social network tools, the BEND framework,
and an approach for analyzing the data and preparing reports regarding the online informational
environment for the commander. Several iterations of observing analysts explore the data and
develop their tactics, techniques, and procedures (TTPs) contributed to some of the methods in
this chapter.

4.2 Methodology Overview

4.2.1 The Analysis Pipeline
The social-cyber maneuver analysis pipeline is a method of processing the social network data
sets from collection through the BEND maneuver analysis and assessment, as shown in Figure
4.1. This process begins with filtering the collected data to achieve a dataset that focuses on
particular themes or events. This can be done by reducing the tweets to tweets that either contain
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specific keywords or hashtags or are from pre-identified user accounts. Another step for data
preparation is using a bot detection program to identify possible bots within the collected actors.
This thesis uses Bothunter for all bot detection [16]. Additionally, sometimes a dataset may
revolve around conflicting groups or ideas, such as discussions regarding elections or complying
with various health-related policies surrounding COVID-19. A useful technique is to apply a
stance detection algorithm to separate the actors and possible hashtags and keywords by various
stances.

Figure 4.1: Social-Cyber Maneuver Analysis Pipeline. This pipeline includes data preparation
using supplemental algorithms and software, key actors identification, and a social-cyber maneu-
ver analysis.

After pre-processing, the next step is to identify key actors. This involves understanding who
the influencers are and who they are targeting, or the maneuverers and maneuverees, respectively.
Actors can be characterized by different characteristics such as if they are news agencies or other
interesting actors within the data set. Furthermore, users can also be identified by their positions
within the social network. They may be super spreaders, users whose content is spread often, or
super friends, users who frequently engage in two-way communication.

The last part of this pipeline is where the social-cyber maneuver analysis occurs. Using the
information gathered in the first two modules, influence campaigns can be characterized using
the BEND maneuver framework. This final step culminates with an analysis and an assessment
that is described in the next section.

4.2.2 Social-Cyber Maneuver Analysis: BEND Framework Workflow
This section outlines the social-cyber maneuver analysis methodology as shown in Figure 4.2.
The purpose is to create an operational framework that can be applied to the data sets of online
social networks focused on specific events or scenarios. The framework is an iterative process
of analyzing social-cyber maneuvers by focusing on various aspects of the social network to
evaluate influence operations and their impacts over time.
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The very first step of the process is conducting the initial BEND assessment. The automated
report produced by the ORA-PRO software [39] provides an overview of the data that allows
analysts to get a sense of the influencers, targets, communities, and narratives. While analyzing
these different aspects of the data, an analyst may decide that they may need a more in-depth
of an individual or specific community or topic resulting in more focused BEND reports. The
BEND report is the starting point of that investigation.

There are multiple components in the analysis process. First, there is a focus on the BEND
maneuvers themselves and how they are used and received by the influencers and targets as
individuals and if applicable, as communities. Narratives and topics within the narratives may
need to be dissected to gain insight into the use of narrative maneuvers. Network measures
are then calculated to understand the data from a macroscopic view of the network in terms
of features such as density, average stance, and polarization. The process is further iterated to
dynamically analyze the network over time and evaluate the impacts of the maneuvers. The result
is a comprehensive analysis of the situation, and this analysis is then converted into an assessment
consisting of actionable information that can be used for supporting decision-making.

Figure 4.2: BEND Analysis Workflow

Netmapper and ORA-PRO [39] are two essential tools for detecting and calculating the
BEND maneuvers for analysis. Netmapper is used to detect CUES, which are indicators for
detecting the maneuvers. These CUES are then pipelined as input into the ORA-PRO software,
which creates the reports containing information about the actors, communities, topics, networks,
and the BEND maneuvers within the data sets. The examples in this chapter use Netmapper v94
and ORA-PRO v154.

The procedures for importing the CUES and running the BEND report in ORA-PRO are
described in Appendix D.
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4.3 Analysis Focus
During this process, there are multiple fundamental facets of the influence campaign that require
study. Because this process is iterative, some of these facets may require more scrutiny depending
on the information that comes to light during the investigation. An interesting narrative discov-
ered while perusing the data or an unexpected highly connective actor may warrant a deeper look
at a community or specific actor. However, finding these leads to follow, may only be uncovered
when asking the right questions or stepping through the analysis using certain techniques. This
section discusses each facet in detail, provides questions that can lead to a comprehensive report,
and then describes some of the analysis procedures.

4.3.1 BEND Maneuvers
The BEND maneuvers are fundamental actions conducted by online actors to manipulate ideas,
beliefs, and behavior to achieve a desired end state. They are described in detail in Chapter 2
and listed again in Table 4.1 for quick reference. Influencers use these maneuvers, and these
maneuvers are used to target online users. Narratives can be more convincing or less effective
because of these maneuvers. These maneuvers can alter the social network structure manipu-
lating the way information flows and how many times a reader is exposed to certain narratives.
These maneuvers, and subsequently their BEND tactical categories, as discussed in Chapter 2.4,
are effective ways to describe the actions occurring as related to the primary focuses of analyzing
an influence campaign.

Table 4.1: 16 BEND Maneuvers.
Community Narrative

Positive Back Engage
Build Explain
Bridge Excite
Boost Enhance

Negative Neutralize Dismiss
Nuke Distort
Narrow Dismay
Neglect Distract

4.3.2 Key Actors
Key actors refer to the major players of an influence campaign, and there are many ways to
examine them. These actors may be pre-identified as targets of interest, but some may have to be
derived through social network analysis.

These actors can fall into various types. First, they can be identified as having a particular
characteristic. They may be news agencies, government agencies, or verified users. For Twitter,
a verified user is an account that pays for the distinction of being “notable, active, and authentic”
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through a Twitter Blue. The verification process was free through December 2022. However,
legacy verified users refusing to subscribe by April 2023 are expected to lose their verified status
[131]. Other types of agents may be potential bots, where the probabilities of bot likelihood
can be calculated through algorithms such as Bothunter [16] and Botbuster [96]. Depending on
the intent of the analysis, other actor types may be of interest. These may be people of distinct
identities, particular communities or organizations, or from specific locations or countries.

Another way of identifying types of key actors is by evaluating their positions within the
social network. They can be highly centralized users with many followers, or they may have a
high degree of interaction within a communications network. A user may also have a high be-
tweenness centrality, indicating that they are a bridge between different communities or groups.
When evaluating influence, calculating metrics for superspreaders can help identify the users
who produce content that is shared often. This means that they efficiently diffuse information.
Likewise, calculating superfriends can identify users that engage in two-way communication or
reciprocity. These users can wield more influence as they have a high number of back-and-forth
discussions.

From the context of an influence campaign, users are categorized as influencers and targets.
Influencers are actors or a community using influence methods to achieve an end state, and
they direct those actions toward a target audience. Both influencers and targets can have one
or more agent types. They may be state actors, bots, or both. They may be verified users and
superspreaders. As such, influencers use BEND maneuvers on their targets, and characterizing
both actors is important for gaining a better understanding of who the key actors are and how
they fit in the overall operation.

Questions to consider when analyzing key actors:

• How many of each key actor type exists within the data set? What percentage of the data
set? What percentage of the top superspreaders or superfriends are of each of these data
types? Are there any notable actors within these percentages?

• Who are the higher-scoring superspreaders and superfriends?
• What characteristics do the influencers have? What characteristics do the targets have?

Are they bots, news agencies, verified actors, or any other agents of interest? What do we
know about their positions within the network? Are they super spreaders or super friends?

• What are the influencers’ objectives? Are there multiple objectives? What are their over-
arching goal and desired end state?

• Why are the influencers targeting specific actors? Are they of specific communities? Do
they provide the influencers with some sort of advantage?

• What types of maneuvers are the influencers using? Do some types of influencers (e.g.,
bots, government agencies, etc.) use different methods? Do they have malicious intent?

• Are the targets more vulnerable or susceptible to certain maneuvers?
• What narratives are the influencers discussing? Which maneuvers are the most effective

for spreading the narrative?
• Are the influencers using more complex methods such as hashtag hijacking or hashtag
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latching? Hashtag latching occurs when unrelated hashtags combine unrelated topics to
bring the attention of an unassociated audience to a particular message. Similarly, hashtag
hijacking alters a hashtag’s original purpose by tying the hashtags to an alternate message
topic in large frequencies.

• How are the influencers interacting with their targets? Likes, mentions, retweets, replies,
etc.

• Are there indications of influencers or targets clustering among themselves or with each
other? For example, there may be a botnet of influencers, or an influencer may have
infiltrated a group of targets.

Possible actions:

• Sphere of influence - Analyzing the ego network of an individual can provide valuable
information about an influence campaign. This can be used for looking at opinion leaders
in competing communities or other actors of interest.

• Compare BEND maneuvers between key actors.
• Calculate individual centrality measures (degree, eigenvector, betweenness, superspreader,

etc.) These are calculated measures of an actor’s position in the network relative to other
actors and the network itself.

4.3.3 Communities

There are multiple types of communities that may emerge from an influence campaign. They
may be in the form of topic-oriented communities or individuals discussing the same topics at
around the same time. One way of detecting these communities is through clustering algorithms
over topic and interaction networks. This same process can also help identify possible subgroups
of specific ideologies or other topic-oriented groups. Communities of actors can form based on
similar identities or characteristics. They may be separated into different ideologies or stances
such as pro-vaccine and anti-vaccine or left-wing and right-wing political parties, or they are
simply separated by actor types, such as bots or not bots.

One method of analyzing communities is to calculate various community network measures
on the social network structure, as the network structure physically dictates the possible paths
that information flows. The density of the group agents can show the amount of communication
occurring within the group. The decrease in density over time, for example, can indicate that a
topic-oriented great is either no longer conveying the same messages in coordination or that a
particular topic is no longer a strong topic for the group. Echo-chamberness and reciprocity can
indicate how close-knit a group is, which can amplify narratives within the community. The E/I
index shows the ratio of interactions inside a community to those outside a community. These
overall network measures can provide insight into the extent of interactions and relationships
between agents and the messages they are trying to convey.

Several communities may emerge within the data set that may appear necessary to compare.
There may be two large competing groups: an anti-vaccine versus pro-vaccine community. If
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focusing on sub-communities, a possible avenue of approach is evaluating why the larger com-
munity is broken into sub-community and then comparing the sub-communities. There may be
groups of anti-vaccine supporters who oppose entirely all types of vaccines or those who only
oppose the COVID-19 vaccine. Furthermore, some communities may only occur temporarily
with the data set. Perhaps in the vaccine scenario, the anti-vaccine proponents only opposed
a certain aspect of the vaccines that were eventually resolved after passing a specific policy or
event.

In the same way that individuals attempt to execute BEND maneuvers to influence their
targets, entire communities can be characterized by which maneuvers they predominantly use to
convey their messages and affect others. Some communities may be more likely to apply the
scare tactics of dismay maneuvers while others may rely on back maneuvers to support a key
opinion leader in their group. Conversely, another technique could be looking at how maneuvers
are targeted toward a specific group. For example, vaccine-hesitant communities are the targets
of both anti-vaccine and pro-vaccine users, and it may be important to see what maneuvers
are used in high frequency and which may appear to result in the most behavioral responses.
Furthermore, the impact of many of the community maneuvers is the changes in the network
structures. Supporters typically want to make their communities grow and for their opponents
to be reduced in size. Overall, the BEND maneuvers are a very necessary part of community
analysis.

Questions to consider when analyzing communities:

• How are these communities characterized? By what topics? by what attributes? By what
ideologies?

• How are these communities structured? Are they centralized? Are they an echo-chamber?
• Are these communities influencers or targets?
• Who are key actors within the community? How many of each actor types are in the

communities?
• Who are the leaders?
• Key actor-related questions from Section 4.3.2 but from the perspective of a community.

For example, is this community a community influencers? What BEND maneuver are they
using? What narratives?

• Are there sub-communities within the communities?
• Are these communities engaging in coordinated behavior?

Possible actions:

• Apply a clustering algorithm on a network relating topics and the interaction of users to
detect topic-oriented communities

• Separate communities by a specific attribute or agent type, such as bots, stance, news
agencies, etc.

• Calculate descriptive statistics of the communities.
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• Compare communities using network measures calculations such as user and tweet count,
density, centralization, echo-chamberness, E/I index, etc.

• Conduct BEND analysis on individual communities.

4.3.4 Topic or Narrative
The topics and narratives are the most prominent part of the influence campaign. Influencers
focus on what they are going to say and how they are going to say it. Depending on how the
narrative is framed and the maneuvers used to convey it, a target is more likely to believe the
message.

Analyzing the topic or narrative can be done in several different ways. One method is to ex-
tract the hashtags and URLs and observe the most used or focus on the hashtags commonly used
together. Figure 4.3 shows a visualization of the hashtag x hashtag co-occurrence network dur-
ing the Pfizer/BioNTech COVID-19 vaccine rollout. In this type of network, hashtags are linked
together if they exist in the same message as each other. This example illuminates the relation-
ships between seemingly unrelated concepts resulting from the extensive use of hashtag latching.
Hashtag latching is connecting two unrelated topics by combining unrelated hashtags within a
message. During the stance detection process, the hashtags #BidenCheated2020, #saynotomasks,
and #endthelockdown emerged as anti-vaccine hashtags, showing the close relationship between
anti-vaccine rhetoric and discussions on the 2020 election, mandates on masks, and lockdown
policies.

A more direct method for topic analysis is to use machine learning topic modeling tools such
as Latent Semantic Analysis (LSA) or Latent Dirichlet Allocation (LDA). For example, Uyheng
et al. [132] applied LDA in the analysis of social media data surrounding the NATO Trident
Juncture exercise in 2018. The methods can help look at the important narratives or themes that
are spreading throughout the data set.

Furthermore, depending on the time period of a campaign, the sub-topics that support an
overarching narrative may only appear temporarily, appear only after a certain event, or exist
throughout the entire time. The topics may be branches of larger topics or an evolution of the
topic. While conducting the analysis, it is important to be able to differentiate between the
primary narrative and the supporting sub-topics.

Questions to consider when analyzing topics or narratives:

• What are the primary narratives? sub-narratives? topics?
• Is the information factual? disinformation (intent to deceive)? Misinformation? Malinfor-

mation?
• What are the major arguments for each narrative?
• What are noteworthy hashtags?
• What are noteworthy URLs?
• What narrative maneuvers are being used?
• How pervasive are the narratives throughout the network?
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Figure 4.3: Example Hashtag x Hashtag co-occurence network based on COVID-19 vaccine
data during the week of the initial Pfizer/BioNTech rollout; blue is anti-vaccine stance, red is
pro-vaccine stance, yellow is unassigned; sized by degree centrality

• Are there narratives divided into stances? Which topics fall in each stance?

Possible actions:

• Apply topic-modeling tools to extract topics from the data set.
• Identify the top tweets for each maneuver and their associated topics.
• Relate topics to key actors and communities. Visualize using network agent nodes and

topic labels.

4.3.5 Network Measures

While community network measure analysis may focus on the influence or target communities,
there is value in looking at the network as a whole. The network measures used in commu-
nity analysis are the same ones used for an overall network analysis. As a network, some of
the network measures that can be calculated are size, density, Krackhardt E/I index, and echo-
chamberness. This is important in looking at the different connections between users and infor-
mation and the extent of the network. However, it may be useful to look at the ideological aspects
of the data set. If examining election issues, the extent of polarization or the average stance of
the agents within the data set may be appropriate calculations. This can be an interesting way of
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seeing how types of users and messages are distributed across the various data sets.

Questions to consider when analyzing network measures:

• How centralized is the network? Degree? Betweenness? Closeness?
• How close-knit or internally/externally reaching is the network? Density? Reciprocity?

Echo-chamberness? E/I index?
• How polarizing is the network?
• What percentage of the network is of a particular stance?

Possible actions:

• Create network visualizations of data. Colored, sized, grouped, and labeled by attributes
or network measures.

• Summarize the characteristics of the agents in the network? Number of actors, actor types,
etc.

• Summarize other network characteristics. Number of tweets, hashtags, locations, URLs,
etc.

4.3.6 Overtime/Impact Analysis

Overtime analysis is using dynamic network analysis to look at various characteristics of social
networks and see how they compare over time. This is useful in creating an impact analysis
to evaluate how the maneuvers and external events impact aspects of the data. Several overtime
measures can be observing the types of key actors or actor attributes, changes in the communities,
the evolution of topics and the overall narrative, general network measures and calculations for
features such as average stance or information diffusion, maneuvers used, and any other relevant
changes to the network that may be a result of external events. Looking at these different aspects
over time can potentially be useful in extrapolating future behavioral responses or other impacts
on the network.

Questions to consider when conducting overtime/impact analysis:

• How have metrics for characterizing the actors, communities, narratives, and network mea-
sures changed over time?

• Are there more or less actors of a certain agent type or community?
• How has the narrative evolved? Was one narrative more prevalent and then changed be-

cause of a particular event?
• How has network structure evolved over time? Size? Types of users? Overall network

stance or polarization? Echo-chamberness? E/I density?
• How has the use of BEND maneuver changed?
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Possible actions:

• Create an overtime line graph of metrics.
• Compare the first day and the last day of metrics.
• Conduct an overtime topic analysis.

4.4 Assessment
The purpose of the assessment is to help leaders understand an influence campaign by visu-
alizing and describing their operating environment, enabling them to make decisions and take
direct actions. The assessment lays out the information gathered from the analysis and places
it within the context of the situation which prompted the analysis. This involves presenting the
major findings for each of the sections of the framework, discussing the impact of those results,
and explaining why these findings are important to the decision-maker, the stakeholders, or the
commander. Then based on an overall assessment, an analyst proposes recommended courses of
action to support the mission or the objectives of an organization.

4.4.1 Making BEND Recommendations
Making recommendations for using BEND maneuvers in response to actions identified during
analysis depends on several variables. First, depending on the organization’s role, recommenda-
tions may vary based on the rules of engagement or guidance from a commander or decision-
maker. For example, a public affairs team may have different objectives than a unit primarily
focusing on offensive information operations. Passive organizations may solely focus on observ-
ing, analyzing, and reporting, while those more operationally centered may decide to use direct
counters to the influence campaign. The desired end state of an analysis team will vary based on
the type of organization it supports.

One method for framing BEND recommendations comes from the Department of Defense’s
Joint Publication for information operations [75]. The diagram in Figure 4.4 describes their
information-influence relational framework. First, this framework consists of understanding the
information environment which consists of the human-centric cognitive dimension, the data-
centric informational dimension, and the tangible physical dimension. The next steps are iden-
tifying the target audience of key influencers, mass audiences, and vulnerable populations from
which information flows; the rules, norms, and beliefs that affect behavior; and the means and
ways to achieve the end state. The BEND framework can fit into this framework as an application
for understanding and approaching online influence. The social-cyber maneuver analysis is the
method for understanding the information environment and the target audiences. Using social
media as the means, the BEND recommendations are the ways to affect the rules, norms, and
beliefs required for influencing behavior and achieving a desired end state.

Given guidance and the limits for operating, the recommended actions begin with knowing
the main objective for the influence campaign, identifying what BEND tactical categories that
support that campaign (some are suggested in Chapter 2.4), and then selecting the BEND ma-
neuvers for those tactical categories. For example, a unit may seek to improve public relations
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Figure 4.4: Diagram for achieving influence from Joint Publication 3-13 [75]

regarding a military exercise in a foreign country. Their goals would be to develop a narrative
that supports the exercise’s positive effects on readiness and conducting a collective defense op-
eration. They may decide to explain how the training is making soldiers better with some of their
tactical tasks, enhance with images or videos of helicopters conducting complex maneuvers, and
engage with a discussion about “being proud of your sons and daughters serving the military.”
The campaign may consist of multiple tactical categories or any combination of maneuvers re-
quired to achieve the desired effect. Furthermore, these combinations of maneuvers can be spread
over time and with varying frequency to create a complex online influence operation.

Questions to consider when developing the assessment:

• What is the context or background for this assessment?
• How do these results fit into the current tactical situation?
• What are the major points of the analysis? Who is doing what to whom and why, and with

what impact?
• How do we present the material in a way that allows leaders to take appropriate action and

make informed decisions based on the analysis?
• How do the BEND maneuvers help describe the entire influence campaign as a whole, and

why is this information useful?
• What are the impacts on the influencers, targets, and the analyst’s organization or stake-

holders?
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• Why do these results matter?
• What is the overall assessment?
• What are recommended courses of action? Based on our knowledge of the actors and the

information, what effects are needed and what are the means for achieving those effects?

4.5 An Adaptable Framework

Though designed for a military application, this framework is designed to be adaptable to a
diversity of organizations that requires an analysis of online influence operations. It provides a
common language, which can lead to effective communication as well as common understanding
of the different facets and tools of the methodology and the resulting analysis of the situation.
For the military, this can mean that a public affairs team can develop applicable analyses from
the framework just as well as an information operations or intelligence cell. Furthermore, the
framework can correspondingly be applied to non-military organizations such as news agencies
or private companies requiring further analysis of influence campaigns. Here are two different
cases for using the framework.

Case 1: A public affairs office aims to send messages to mitigate the effects of unfavorable
reports of an ongoing military exercise. These reports are having a damaging impact on the orga-
nization’s image. The framework can be used to examine and assess the extent of the damaging
narrative. This includes analyzing the actors involved, the methods by which the narrative is
being spread, and how the network is changed by these negative messages. Furthermore, the
framework offers possible online actions that can be used to reduce the impact in the form of the
BEND maneuvers and tactical categories.

Case 2: An information operations cell may need to conduct a comprehensive report on an
online influence operation to support real-world key leader engagements or official meetings be-
tween two organizations. Using the framework, the analysts can extract detailed information
from a social network, identify potential underlying issues, examine a leader’s sphere of influ-
ence, and understand the overall information environment. This information can potentially be
used to develop talking points for resolving issues or improving relationships between the two
parties.

4.6 Conclusion

This chapter outlined the process for analyzing and assessing online information operations. It
provided a methodology, proposed questions to consider, and some guidance on how to derive
the information. This process emphasizes collecting pertinent information and then framing and
visualizing the analysis in a manner to support a leader’s understanding and ability to make
informed decisions given the results and the operational environment. In isolation, the individual
BEND maneuvers are not useful for a commander. They are tools for understanding the actions
occurring in the influence campaign and are part of the larger aims of the framework for knowing
who is doing what to whom and why and with what impact?
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The next chapter presents three case studies that apply the methodology and procedures dis-
cussed in this chapter. They are comprehensive illustrations of applying the BEND framework
for analyzing influence operations and can be used as examples while performing an analysis.

79



80



Chapter 5

Tell Me More About This Influence
Campaign.
Three Case Studies

5.1 Introduction
In this chapter, I apply the BEND Framework to three scenarios. These case studies illustrate
the use of the framework as an approach for quantitatively and qualitatively analyzing influence
campaigns.

The first scenario explores the influence of pro-vaccine and anti-vaccine proponents during
the rollout of Pfizer’s COVID-19 vaccine in December 2020. The second scenario analyzes the
influence carried about by left-wing and right-wing communities during the U.S. 2022 midterm
election. The final scenario focuses on two key actors during the Russian invasion of Ukraine in
early 2022 - President Volodymyr Zelensky of Ukraine and President Vladimir Putin of Russia.
This case study is written in the style of a report and less of a research paper.

5.2 COVID-19 Vaccine Rollout Case Study

5.2.1 Introduction
COVID-19 claimed the lives of 2.6 million people in the first year of its discovery [72]. In a con-
certed effort to reduce the cases and deaths resulting from the COVID-19 pandemic, governments
and major health organizations pushed for the development and rapid distribution of COVID-19
vaccines. This process, however, has been met with online expressions of resistance vaccination
[25]. In view of this concerning spread of anti-vaccine sentiment online, this work has focused
on identifying the specific tactics used by both the pro- and anti-vaccine communities to spread
their messages over Twitter.

Though vaccinating everyone against COVID-19 may seem to be an obvious way to prevent
deaths, many people and groups oppose vaccination for several different reasons. The first com-
pulsory vaccination was established in England by the Vaccination Act of 1853. The act faced
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opposition to the idea that the government should impose health legislation [111]. In current
times, communities speak out against the government and assert that they have the right to de-
cide what goes inside their bodies. Some anti-vaccine proponents fear the side effects of vaccines
and refuse entirely to vaccinate themselves or their children because of rumors of autism or other
medical disorders [51, 110].

The Pfizer-BioNTech vaccine was the first vaccine for preventing COVID-19 to be autho-
rized in the United States by the Federal Drug Administration (FDA). Both the FDA and Eu-
ropean Medicines Agency (EMA) authorized the vaccine for emergency use. In 2020, the first
Pfizer vaccine doses were distributed in the United Kingdom on December 8 and in the United
States on December 14. Because of the rush to create the vaccine, many feel the vaccines were
inadequately tested and refuse the vaccine without seeing the results of long-term studies. Ad-
ditionally, some accept conspiracy theories or rumors on the vaccine. For example, one such
conspiracy theory is that Bill Gates and the government created the vaccines to microchip the
population for some malicious intent [119]. These are among the reasons for “vaccine hesitancy”
across the world [45].

Social media has become a medium for COVID-19 vaccine discussion. Twitter is a popular
platform on which government leaders, public health officials, and news organizations spread
pertinent information. However, many users spread misinformation or act maliciously by con-
ducting influence campaigns to manipulate peoples’ beliefs and ideas. Bonnevie et al. [25] found
that vaccine opposition on Twitter increased by 80% after COVID-19 began spreading in the
United States. Misinformation is not limited to anti-vaccine users as some pro-vaccine users also
share unreliable information [71]. To counter the spread of misinformation on its platform dur-
ing the initial administration of the vaccine, Twitter expanded its policy by removing false and
misleading tweets about COVID-19 vaccines, adding labels to potentially misleading COVID-
19 vaccine information, and creating a “five-strike system” for suspending misleading accounts
[128, 129].

These malicious actions online are a major aspect within the field of social cybersecurity.
Social cybersecurity lies at the intersection between cyberspace and human interaction. It studies
how humans can be influenced by tactful messaging and connecting the right people to the right
content. Key players in an online social network can conduct influence maneuvers to change
users’ beliefs and affect their behavior [35]. This study aimed to identify the important actors
in pro- and anti-vaccine Twitter communities as well as the social-cyber maneuvers they used to
influence their audiences’ stances regarding the COVID-19 vaccine.

This work focused on the time period around the approval and initial administration of the
Pfizer vaccine. The objective was to determine whether there are differences between the types
of social-cyber maneuvers pro-vaccine and anti-vaccine communities use toward their target au-
diences. Described is a methodology for determining pro-vaccine or anti-vaccine stances within
tweets and identifying key players within the social network. Bot detection and linguistic cues
were used to analyze the content and significance of tweets, and how the opposing vaccine com-
munities applied social-cyber maneuvers to persuade their target audiences was evaluated. The
results show how pro-vaccine messaging focused on exciting readers and explaining the vaccine
issue. In contrast, anti-vaccine groups preferred to make dismaying statements and used messag-
ing that distorted vaccine information. Also found was that Twitter’s tightening of its policies on
vaccine misinformation had a remarkable effect on decreasing the size of anti-vaccine commu-
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nities and the prevalence of their messaging.

5.2.2 Related Work

Vaccine Stance Detection

The problem of identifying pro- and anti-vaccine communities has garnered the attention of
several researchers who have sought to apply stance detection techniques from computer science
to this task. Supervised machine learning methods developed for this problem have ranged from
the use of transformer neural networks based on Google’s Bidirectional Encoder Representations
from Transformers (BERT) model [81] to the use of convolutional neural networks trained on n-
grams and topics detected via Latent Dirichlet Allocation [79]. More traditional community
detection algorithms have also been used to find groups with overt stances on vaccines [116].
The semisupervised stance propagation technique used for this work, which has the advantage
of not requiring extensive manual labeling of pro- and anti-vaccine messages, was also used to
identify linguistic differences between pro- and anti-vaccine groups [87].

Pro-vaccine and Anti-vaccine Communities

Various studies of anti-vaccine and pro-vaccine communities have sought to identify the meth-
ods used for spreading vaccine-related messages. Different communities can have contrasting
messaging characteristics depending on the nature of and support for their stances on vaccines.

In 2019, a study examining influential themes and actors within the anti-vaccine community
concluded that top tweeters relied on highly networked communities led by accounts that select
messages expected to have high receptivity within those communities [24]. This was different
from standard messages from public officials, which tended to repeat the same information to
the same communities, limiting the extent of a message’s reach. In an analysis of Facebook vac-
cine group clusters, Johnson et al. [74] observed that anti-vaccination clusters entangled more
often with undecided clusters, while pro-vaccination clusters tended to be more peripheral. Fur-
thermore, Schmidt et al. [116] examined how echo chambers reinforce the opinions of groups
and how involvement within these groups could be an effective way of countering anti-vaccine
beliefs.

Past research has therefore found that pro-vaccine messages tend to be supported by public
health officials and governments seeking to reduce the spread of infectious diseases, whereas
anti-vaccine communities are more niche and maintain a smaller following. However, although
pro-vaccine messages tend to stay within pro-vaccine communities, anti-vaccine messages per-
meate beyond the boundaries of anti-vaccine communities.

Although these past works have analyzed the themes and targeting of vaccine messaging,
they have not considered the specific types of strategies carried out in vaccine-related informa-
tion operations. Thelwall et al. [125] tracked some of the anti-vaccine narratives spreading on
Twitter, and Boucher et al. [26] identified the key themes in Twitter conversations about vaccine
hesitancy. However, previous research has not examined the intentions behind specific choices
on the language, content, and targeting of pro- and anti-vaccine messaging. This work breaks
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down the tactical value of specific types of vaccine messages and analyzes how those tactics have
changed over time.

Social Cybersecurity: Influence Campaigns and Bots

A key development in the fight against online influence campaigns has been the growth of the
field of social cybersecurity, a computational social science that aims to protect the security of
democratic societies by studying the ways in which actors exercise manipulation on social media
platforms [35]. Recognized by the National Academies as a new science [93], its key areas of
research have been the study of information maneuvers, motive identification, and information
diffusion, as well as the evaluation of the effectiveness of information campaigns and mitigation
strategies. Though the field has most extensively focused on the spread of political disinforma-
tion, it has more recently expanded to tackle the problem of medical misinformation [35]. Of
particular concern in social cybersecurity is the existence of automated accounts on social media
platforms since they are used to spread online disinformation and influence elections [54]. They
have also manipulated public health discourse by propagating misinformation on topics such as
e-cigarettes, diets, and medications [4]. Because of the influence of these bots on public opinion,
several studies have been conducted on the use of bots for spreading vaccine information [144].
Before the COVID-19 pandemic, Broniatowski et al. [32] examined the extent to which bots
spread anti-vaccine messages, showing the high rates of vaccine content they spread and com-
paring it with the effects of Russian trolls, whose messages primarily sought to increase discord
online. Dyer [52] determined that after Russian trolls, bots were the most prolific vaccine-related
tweeters. Huang and Carley [70] found that accounts linking to coronavirus information from
less reliable sites were more likely to be bots. Ng and Carley [95] also found that bots change
vaccine stance more easily than non-bots. Hence, understanding the actions of automated ac-
counts is a crucial part of vaccine-related online influence campaigns.

The BEND Framework

A crucial component of social cybersecurity’s efforts to characterize online influence operations
has been the struggle to establish the motives and tactics of those seeking to manipulate conver-
sations in cyberspace. The BEND framework was developed to assist in the theoretical conceptu-
alization of this problem by providing a taxonomy of 16 categories of maneuvers for conducting
online influence [17]. These categories are divided into 2 types: narrative and network maneu-
vers. These types are further divided into positive and negative directions of influence. Narrative
maneuvers focus on the information and content of messages. These maneuvers affect what is
being discussed and how it is discussed. Network maneuvers focus on how the network and com-
munities are shaped and the positions of key actors. The BEND framework provides analysts and
researchers with a way to conceptualize the tactics used in online information operations.

5.2.3 Methods
In this work, the methodology used is similar to the pipelines in other social cyber-security
studies [132]. For the social-cyber maneuver analysis, the end state is to gain a comprehensive
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Table 5.1: Keywords used to collect COVID-19 vaccine-related tweets.
Filter Keywords

Filter 1: COVID-
19 tweets

coronaravirus, coronavirus, wuhan virus, wuhanvirus,
2019nCoV, NCoV, NCoV2019, covid-19, covid19, covid
19

Filter 2: vaccine
tweets

vaccine, vax, mRNA, autoimmuneencephalitis, vaccina-
tion, getvaccinated, covidisjustacold, autism, covidshot-
count, dose1, dose2, VAERS, GBS, believemothers, my-
bodymychoice, thisisourshot, killthevirus, proscience, im-
munization, gotmyshot, igottheshot, covidvaccinated, beat-
covid19, moderna, astrazeneca, pfizer, johnson & johnson,
j&j, johnson and johnson, jandj

understanding of the actors and their maneuvers used to manipulate others on social networks.

Data Collection

The data used in this work are a subset of COVID-19 tweets collected from Twitter using the
Twitter application programming interface (API) and keywords related to COVID-19. The data
set was then further filtered using the vaccine-related terms shown in Table 5.1. Furthermore,
tweets from non-English speaking users were removed from the data.

The data was into 3 time periods surrounding the introduction of the Pfizer vaccine: Decem-
ber 1-7, 2020 (the week before the rollout), December 8-10, 2020 (during the week of the rollout
in the United States and the United Kingdom), and January 25-31, 2021 (6 weeks after the roll-
out). The 3 periods consisted of 471,962, 694,200, and 662,776 users and 935,709, 1,511,344,
and 1,368,035 tweets, respectively.

Identifying Bots

The probability that each user within the data set was a bot was calculated using the Tier-1
BotHunter algorithm by Beskow and Carley [16, 19]. BotHunter is a random forest regression
model trained on labeled Twitter data sets. It was developed from forensic analyses of events
with extensively reported bot activity, such as the attack against the Atlantic Council Digital
Forensic Research Lab in 2017. This machine learning model considers network-level features
(such as the number of followers and friends), user-level attributes (including screen name length
and account age), and tweet-level features (such as timing and content). For this work, any score
of 75% or greater was labeled as a bot to reduce the chance of false positives and ensure that the
accounts classified as bots were truly bots (at the expense of missing some bots) [97].

Linguistic Cues

The NetMapper software [39] was used to extract linguistic cues from the tweet text. These are
metrics helpful in identifying a tweet’s sentiment and author’s emotional state [35]. Examples of
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Table 5.2: The number of users labeled as pro-vaccine and anti-vaccine, along with the number
of tweets by users of each stance after running the stance detector.
Time period Users labeled by stance detection Number of tweets by users of each stance

Pro-vaccine Anti-vaccine Pro-vaccine Anti-vaccine
Before rollout 216,156 36,609 186,726 31,200
During rollout 195,334 47,566 292,607 55,406
After rollout 430,278 19.519 338,035 30,560

these cues include the frequency of positive and negative terms, types of pronouns, emojis, and
others. These tweet attributes are used to identify BEND maneuvers and actors participating in
such maneuvers.

Organization Risk Analyzer - PRO Software

The Organization Risk Analyzer (ORA)-PRO software [39] is a dynamic meta-network analysis
tool used extensively in this study to examine and characterize key actors, conversations, and the
overall structure of the Twitter data. Key features used included a network data visualization tool,
stance detection function, Twitter analysis report, and the BEND and Community Assessment
report.

Stance Detection

The stance detector [80] built into ORA-PRO divided the data set into the pro-vaccine and anti-
vaccine communities. This stance detector starts with a set of hashtags that the user initially
labels as pro- and anti- with respect to an issue. The stance detector uses these hashtags to
label the stance of the Twitter accounts that used them. The algorithm then uses the concept of
influence propagation to label the stance of users who did not use any of the pre-labeled hashtags.
This propagation through the user communication network proceeds by repeating 2 steps.

First, users with a known stance are used to determine the stances of some of the hashtags
that have not yet been labeled. In this step, hashtags that are used overwhelmingly by users of
one stance over the other are accordingly assigned that stance. In the second step, hashtags with
a known stance are used to determine the stances of some of the unlabeled users. Users who have
overwhelmingly used hashtags of one stance rather than the other are labeled with that stance.
Additionally, both steps allow stance to spread directly from user to user. In both steps, unlabeled
users who are predominantly connected to users of the same stance are assigned that stance.

The algorithm also provides a confidence level for each stance classification. After running
the stance detector on the data, pro-vaccine users had a mean confidence level of approximately
99% to 100% for each time period. However, the anti-vaccine users for the before, during, and
after rollout periods had mean confidence levels of 84%, 85%, and 67%, respectively. Table 5.2
shows the number of users classified by stance for each time period and the number of tweets by
these communities. There were noticeably fewer anti-vaccine users and tweets than pro-vaccine
users and tweets. Though the stance detector also identified neutral nodes, these were excluded
from this study.
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Table 5.3: BEND maneuvers organized into application categories.
BEND maneuver and application categories Maneuvers
Narrative maneuvers

Developing narrative engage, explain, enhance
Emotional influence excite, dismay
Countering narrative distract, dismiss, distort

Network maneuvers
Affecting leaders back, neutralize
Making groups build, boost, bridge
Reducing groups neglect, narrow, nuke

Examining Key Actors and Social-Cyber Maneuvers

The reports within ORA-PRO provided insight on key actors, individual tweets, BEND maneu-
vers [38], and the entire network. The reports were used to analyze each of the 3 time periods on
each of the subsequent stance communities, and each time period was examined in isolation to
observe the interactions of the users between those of opposing or neutral stances. Afterward, a
more fine-grained analysis was conducted by focusing on the individual communities by stance.

ORA-PRO’s Twitter report can identify and analyze key agents or actors, hashtags, tweets,
and other Twitter attributes on Twitter data. Key actors are useful in understanding who are
the most influential entities and what are the most influential conversations. The first type of
key actors observed was super friends, or users that exhibit frequent 2-way communication with
others, such as reciprocal mentioning or retweeting. The second type was super spreaders. These
users generate content that is shared often, facilitating the diffusion of information across the
network. Once these influencers were identified, the list of tweets and hashtags for each of these
key actors was extracted for further inspection.

Additionally, the Twitter report identified valuable tweets. In this study, the focus was on the
most propagated tweets within a data set. These are tweets that have the highest combined values
for retweets, replies, and quotes. This information aided in understanding social-cyber maneuver
narratives and actions.

The ORA-PRO software uses NetMapper’s linguistic cues as input for detecting BEND ma-
neuvers in tweets using the BEND and Community Assessment report. Of the most propagated
tweets, this report in conjunction with manual labeling was used to gain insight into the social-
cyber maneuvers used within the data sets.

In this analysis, the BEND maneuvers were organized into 1 of 6 application categories based
on the similarity of the maneuvers: developing the narrative, emotional influence, countering the
narrative, affecting leaders, making or growing groups, or dissolving or reducing groups 5.3.
These represent macro-level actions occurring as a result of multiple BEND maneuvers. These
combinations were observed over time to identify a concerted effort to influence target audiences
of their stances. The narratives and actions for the 100 most propagated tweets for each stance
community within each time period were manually labeled and grouped into these application
categories.
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5.2.4 Results
Key Influencers: Super Friends and Super Spreaders

ORA-PRO calculated the super friends and super spreaders for the 3 data sets for each time
period and identified the types of entities that fell into each of these categories.

The top 10 super friends throughout the 3 data sets were predominately pro-vaccine, though
varied in the types of actors. All of the top 10 super friends identified before the rollout were
unverified Twitter accounts and relatively low-profile users. ORA classified all of the tweets as
pro-vaccine, and 3 of them were identified as amplifier bots [60]. During the rollout, the top
10 included several anti-vaccine users and a single neutral stance user. Of the 3 bots on the list
during this period, 2 news bots emerged alongside one of the pro-vaccine bots from the before
period. At 6 weeks later, several higher-profile users from health and government organizations
appeared as super friends. These included the World Health Organization, the India Ministry of
Health, and the India Official COVID Response account.

Except for one instance, the top 10 super spreaders were either classified as pro-vaccine or
neutral within the 3 data sets. All of the users before and during the rollout were high-profile
verified Twitter accounts. During these 2 periods, the super spreaders were primarily health
organizations, vaccine manufacturers, news organizations, and senior government leaders. After
the rollout, the types of accounts identified as super spreaders changed. Though a couple of news
organizations and health-related accounts remained on the list, the users were more community
leaders or professionals with a substantial reach, such as actors or journalists.

Bot Influencers

The BotHunter results revealed that anti-vaccine agents consisted of a higher percentage of bots
than the pro-vaccine agents 5.1. Though anti-vaccine bots decreased over time, the number of
bots remained relatively higher than the total percentage of pro-vaccine bots of the same time
periods.

The number of bots within the top 100 super spreaders and super friends 5.2 were also cal-
culated. The high percentage of super friends shows that users are interacting with the bots and
engaging in 2-way communications. The super spreaders show that bots are effectively diffusing
tweets through the network. These bots have managed to connect with users on Twitter, which
makes them susceptible to the information or disinformation that these bots can be posting. Fur-
thermore, the data show a noticeable decline in the number of anti-vaccine influencers after the
rollout. Super spreaders, for example, reduced from 15 and 16 bots during the first 2 periods to
only 4 after the rollout. This difference is likely a result of the Twitter policy against anti-vaccine
disinformation enacted mid-December 2020 [128].

BEND—Narrative Maneuvers

Using ORA-PRO, the most propagated messages for each of the stances and periods were iden-
tified. These messages were used to identify and evaluate how narratives manifested themselves
as maneuvers to persuade others. This section provides an accumulation of narrative BEND
maneuvers observed within each of the communities.
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Figure 5.1: Percentage of bots by stance by time period

Pro-Vaccine Communities—Narrative Maneuvers

Pro-vaccine communities had varying messages before the vaccine rollout. Many of them were
excite messages, defined as messages that elicit a positive emotion such as joy or excitement.
Users posted positive tweets about the vaccine’s approval and then encouraged others to get their
vaccine when it became available. At the same time, many users also attempted to compel others
to curb the growing number of COVID-19–related illnesses and deaths using the dismay ma-
neuver. This is messaging to elicit negative emotion such as sadness or anger, to warn users
of the consequences of not getting the vaccine. Health officials and organizations used the ma-
neuver, explain, which is to educate on a topic using details and relevant facts, to inform the
science behind the vaccine and build confidence in its use. To counter vaccine myths, users used
the dismiss maneuver, the maneuver used to downplay anti-vaccine information as either irrel-
evant, inconsequential, or foolish. Many users also dismissed many of the fears that stemmed
from the vaccine’s rapid development. These maneuvers were typically followed up with explain
maneuvers that attempted to debunk these myths using scientific evidence or detailed forms of
justification. Finally, users would enhance their pro-vaccine ideas or encourage their views with
the support of prominent actors or interesting content. Many, for example, tweeted and quoted
articles about 3 former US Presidents volunteering to get the vaccine to promote trust in the
vaccine.

During the rollout, pro-vaccine communities continued to post similar types of messages as
in the week prior. Many users expressed excitement about the first person to receive the Pfizer
vaccine, a 90-year-old woman from the United Kingdom leading the vaccine rollout. Other
types of optimistic excite messages included those from users of various countries approving and
purchasing vaccines as well as many excited at the sight of the logistics vehicles containing the
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Figure 5.2: Percentage of bots among top 100 influencers by stance, time period, and type of
influencer

vaccines within the distribution process. Additionally, pro-vaccine proponents also added to their
explain messages about how the vaccines work by emphasizing the vaccine’s effectiveness after
the first dose and supporting the overall narrative with charts and results from the vaccine trials
during the development process. Furthermore, medical professionals made efforts to engage
with their more hesitant audiences to instill confidence in the vaccine and encourage them to get
vaccinated.

After the rollout, messages continued to explain science-backed research for the develop-
ment, safety, and efficacy of the vaccine to build trust in its use while countering anti-vaccine
myths and narratives. Pro-vaccine users during this period showed general excitement and opti-
mism about how the vaccine will benefit themselves, their families, and their communities. There
were general excite tweets about the authorizations and distributions of the vaccine worldwide.
Individuals also spread excite messages about finally getting the vaccine, getting an appointment
for the vaccine, or just desiring to get the vaccine. Many users combined these messages with
the engage maneuver by taking ownership of the vaccination process by setting the example as a
vaccinated individual and encouraging others to also get vaccinated.

Throughout these periods, pro-vaccine communities engaged in hashtag hijacking by tying
pro-vaccine narratives to hashtags intuitively associated with anti-vaccine messages. By adding
#antivax, #antivaxxer, and other similar anti-vaccine-related hashtags to their tweets, pro-vaccine
communities used these hashtags in large numbers to draw attention to pro-vaccine messages
with anti-vaccine keywords (see Table 5.4). In one case, they used it to enhance the pro-vaccine
messages, typically by attaching this hashtag to pro-vaccine explain messages intended for vac-
cine hesitant users. In another case, hashtag hijacking tied the hashtag to satirical messages

90



Table 5.4: Hashtag hijacking: usage count of anti-vaccine–related hashtags by pro-vaccine users.

Hashtag
Before rollout
(n=2118), n

During rollout
(n=1221), n

After rollout
(n=768), n

antivaccination 0 26 5
antivaccine 55 47 68
antivax 457 281 247
antivaxer 5 3 0
antivaxers 26 11 13
antivaxx 83 54 63
antivaxxer 133 39 62
antivaxxers 1459 760 310

related to anti-vaccine individuals’ actions. The pro-vaccine message distorts the anti-vaccine
message with a quote or a reply or somehow ties their narrative to a specific anti-vaccine inci-
dent. Furthermore, in some uses of the hashtags, pro-vaccine users engaged anti-vaccine users
to condemn or insult them for either spreading disinformation or other anti-vaccine behavior.

Anti-Vaccine Communities—Narrative Maneuvers

In the week leading up to the vaccine approval and distribution, users were already expressing
their COVID-19 anti-vaccine views on social media. The most popular types of messages were
the emotionally appealing dismay messages about the side effects of the vaccine. Anti-vaccine
users shared messages about how the vaccine causes female infertility, destroys the immune
system, or leads to death. These messages were further enhanced with references to scientists,
doctors, former Pfizer representatives, and politicians. In many of these messages, the side ef-
fects were explained using plausible arguments and pseudoscientific methods and information.
To counter pro-vaccine messages, anti-vaccine proponents attempted tactics such as dismissing
the vaccine’s effectiveness, suggesting that a person’s immune system is more than sufficient
against the virus. They also countered with the distract maneuver, which uses misdirection by
making other topics seem more important. In one example, the 3 US Presidents volunteering for
the vaccine mentioned earlier sought to build confidence. However, opponents of the vaccine
focused on distracting their audiences with negative political news from the Presidents’ pasts re-
lations with China. These insinuated negative links between the Presidents and the country where
the virus first began to spread. In another narrative, messages specifically targeting pro-life sup-
porters described the use of fetal cells derived from an abortion during the vaccine development
process. These began as dismay messages to anger pro-life supporters about its use and then was
supported with explanations on how the different vaccines used the fetal cells in different phases
of the process, making some vaccines more ethical than the others. Proponents then enhanced
these messages by attaching supportive messages from major religious organizations.

During the rollout, anti-vaccine narratives continued to emphasize many of the negative as-
pects of the vaccine. Still, many dismaying messages about the vaccine side effects dominated
anti-vaccine conversations. New explaining messages to support these dismaying claims in-
cluded citing the vaccines’ published lists of adverse effects and a cost-benefit analysis on the
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benefits versus the severe reactions resulting from getting the vaccine. Again, these were en-
hanced and validated with statements from medical professionals and scientists. Additional dis-
maying messages emerged as popular during this early period. Topics included news reports
for the vaccine causing false positives for HIV, government cautions for allergic reactions to the
vaccines, claims that the vaccine is not Halal certified under Islamic dietary laws, and negative
experiences from those who participated in the vaccine trials. Distort messages, or discussion
that alters the main message, helped anti-vaccine messages counter many positive pro-vaccine
narratives and propagate anti-vaccine conspiracy theories. They countered the scientific facts
about the construct of the vaccine with the lack of peer-reviewed literature to support it, spread
manipulated images of Dolly Parton purporting that the vaccine caused her to have Bell’s palsy,
and suggested that the mRNA vaccines contain nanobots and can change a person’s DNA. Fur-
thermore, general anti-vaccine messages from both medical and nonmedical users within this
community engaged online to express their distrust with the vaccine and recommend not getting
the shot without knowing the long-term safety data.

After the rollout, the decrease in anti-vaccine users resulted in spreading fewer anti-vaccine
messages. By this time, Twitter removed many anti-vaccine users and their messages for violat-
ing their policy on spreading false or misleading COVID-19 vaccine information. The messages
that remained, however, were still primarily dismaying and distorting messages about the adverse
side effects and deaths resulting from vaccinations. Despite the Twitter policy, several distort-
ing conspiracy theories such as vaccines connecting one’s body to cryptocurrency and altering
DNA still appeared in the data set. Furthermore, users continued to engage their audiences more
practically by expressing hesitancy for a quickly developed vaccine without data on its long-term
effects.

BEND—Network Maneuvers

Instances of the communities engaging in network maneuvers were identified within the mes-
sages. Network maneuvers alter the structure of the network by encouraging connections or
disconnections between users. In Twitter, one effective tool and indication of a network maneu-
ver is the use of mentions. These types of maneuvers, however, can exist without them.

There were several ways that pro-vaccine communities engaged in network maneuvers. The
most common maneuvers were building and boosting, used for creating a group or to grow the
size of a group, respectively. The primary goal for pro-vaccine communities was to urge others to
get the vaccine under the premise that the more people who supported and received the vaccine,
the sooner the pandemic would end. Simultaneously, these groups engaged in the counter ma-
neuver of narrowing and neglecting to reduce the size of or marginalize the opposing anti-vaccine
community. One of the most effective actions for group reduction was using the nuke maneuver
to dismantle or show the appearance of a dismantled anti-vaccine community. Twitter attempted
this maneuver when it created its policy against COVID-19 vaccine disinformation, affecting
the entire after-rollout period data set. Another common network maneuver was backing, which
is an action that increases the importance of leaders or creates new leaders. Pro-vaccine users
showed support for government officials, leaders in the medical field, health organizations, and
vaccine manufacturers with positive messages and references to these leaders or organizations.

The anti-vaccine community conducted similar network maneuvers to the pro-vaccine com-
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munity. They aimed to build and boost their group and reduce the pro-vaccine community using
narrowing and neglecting. This community, however, did not have as many leaders as its op-
ponents. The few that they backed included critics of pro-vaccine policies such as an ex-Pfizer
vice president, politicians, and scientists who petitioned against the vaccine for safety concerns.
Anti-vaccine users, however, had a large selection of leaders that they attempted to neutralize or
decrease in importance. These opposing leaders were largely the same people and organizations
the pro-vaccine community backed.

Social-Cyber Maneuvers Applications Over Time

The different narratives and BEND maneuvers from each stance community were associated
with one or more application categories. Though each community used different content for
their messaging, they used roughly the same techniques. Many of these techniques are used in
combination over time to develop more impactful influence campaigns.

Over time, pro-vaccine communities consistently used mostly positive narrative content in
their messaging while applying a pattern of developing their narrative, using emotional influ-
ence, and countering the opposing community’s narrative as shown in Figure 5.3. Excite mes-
sages combined with the narratives about the approval, distribution, and administration of the
vaccine were among the highest types of propagated tweets among the 3 periods. The second
highest categorization of tweets developed the narrative of creating the vaccine using science-
based research to build confidence in its safety and effectiveness. This narrative was also used as
content to counter anti-vaccine narratives that were often fake or pseudoscience. Furthermore,
it was found that directly countering anti-vaccine narratives became less common over time as
the number of anti-vaccine messages decreased and the primary pro-vaccine narratives became
prevalent.

Because the anti-vaccine community did not have prominent leaders to neutralize, the pro-
vaccine community regularly focused on backing the leaders within their own community, such
as government officials, health organizations, and vaccine manufacturers. The pro-vaccine com-
munity also attempted to expand their group by using hashtag hijacking. Though few instances
occurred within the top 100 most propagated tweets, hashtag hijacking still occurs throughout the
data set, as shown in 5.4. Finally, although there were many attempts to reduce the anti-vaccine
community through varying narratives, Twitter’s policy to counter anti-vaccine disinformation
before the last time period created the most apparent change in network structure. The result was
the decrease in accounts that typically propagated offensive disinformation and subsequently
large amounts of anti-vaccine tweets.

Across the 3 time periods, the anti-vaccine community also used different combinations of
the maneuvers and applications to sway their audience as shown in Figure 5.4. They primar-
ily developed their narrative and countered pro-vaccine messages using multiple maneuvers,
heavily relying on the negative emotional influence using dismaying messages to highlight the
side effects, long-term effects, and conspiracy theories. Anti-vaccine users also aimed to affect
the relationships of leaders of both communities. They aimed to discredit the leaders of the
pro-vaccine community while highlighting the negative messaging of medical professionals and
scientists within their own community. During the first 2 periods, these themes appeared consis-
tently. However, after the rollout following the removal of anti-vaccine accounts and messages,
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Figure 5.3: Social-cyber maneuvers and narratives for top 100 most propagated pro-vaccine
tweets.

negative side effect type of messages emerged as the dominant narrative. Because of the decrease
in messages, it would be difficult to speculate about the types of anti-vaccine maneuvers that may
have otherwise prevailed during the later period.
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Figure 5.4: Social-cyber maneuvers and narratives for top 100 most propagated anti-vaccine
tweets.

5.2.5 Discussion

Principal Findings

The results in this study showed the differing characteristics of pro-vaccine and anti-vaccine
communities on Twitter and how they manipulated narratives and the online network structure
to convince users whether to vaccinate against COVID-19. Both groups of users used many of
the same approaches but varied in the extent to which they applied each maneuver. They sought
to build their communities while, at the same time, attempting to reduce the size of the opposing
community by maneuvering as appropriate to fit their narratives. Pro-vaccine supporters tweeted
excite and explain messages to encourage vaccination, whereas anti-vaccine users relied on the
negative dismay and distort messages with narratives related to side effects and death. Pro-
vaccine users also backed the prevalent leaders within their group, of whom anti-vaccine users
targeted and attempted to neutralize. Furthermore, platform policies showed their ability to ef-
fectively nuke the anti-vaccine community by reducing the size of the online community and the
quantity of anti-vaccine messages. The majority of top super spreaders and super friends for each
of the analyzed time periods were pro-vaccine users. Government leaders, medical organizations
and professionals, vaccine manufacturers, and, in the later period, less-mainstream community
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leaders emerged as pro-vaccine leaders, effectively reaching a higher number of users and en-
gaging in more 2-way conversations. Additionally, bots had a sizeable presence within each
community. A larger percentage of bots within the anti-vaccine community than the pro-vaccine
community were observed, and among the top 100 key influencers for each community over
time, the anti-vaccine community had more bots as super spreaders and super friends. Before
Twitter’s vaccine disinformation policy, they reached as high as 24% and 16% of the top 100
anti-vaccine super friends and super spreaders, respectively, before the rollout. The anti-vaccine
community utilized bots to a greater extent to build their communities and spread their narra-
tives than did the pro-vaccine community, effectively positioning them as key influencers among
anti-vaccine users.

Pro-vaccine users repeated many of the same maneuvers throughout each time period, vary-
ing in different narratives that emerged as the rollout occurred. Many of the maneuvers were
positive or growth-type maneuvers. They developed narratives around science-based facts ex-
plaining the safety and effectiveness of the vaccine and emotionally influencing narratives that
excited their audiences about the health and societal benefits of everyone receiving the vaccine
and, to a lesser extent, dismayed them with the fatal consequences of not vaccinating. Many
of the topics used to develop these narratives were also used to counter anti-vaccine messages.
As many anti-vaccine conversations revolved around side effects and conspiracy theories, pro-
vaccine proponents rebutted with facts to explain the errors in these messages. These narratives
were used consistently by highly connected leaders within the community and actors that main-
tained a high profile apart from Twitter, such as government leaders, news organizations, and
medical professionals. Pro-vaccine users tended to back government officials and health organi-
zations with positive messaging to build confidence in the proponents of the vaccine as well as
the vaccine itself.

Throughout each of the time periods, the anti-vaccine community used similar maneuvers to
those the pro-vaccine community used but with a greater frequency of the negative or reducing-
type maneuvers. They developed focused narratives and countered pro-vaccine messaging to
increase hesitancy and doubt. Their most consistent technique was using dismaying messages of
the adverse side effects, the uncertainty of the long-term effects, and vaccine deaths. Conspiracy
theories about the vaccine also added to the anti-vaccine narrative. Users attempted to neutralize
pro-vaccine leaders by discrediting them and their associated messaging, and they backed leaders
who criticized the vaccine and encouraged others not to get the vaccine.

Finally, as the host for the pro-vaccine and anti-vaccine engagements, Twitter is in a unique
position with the ability to filter the discussion on their platform. Their policy to remove mis-
leading and false anti-vaccine nuked the anti-vaccine community by significantly reducing the
number of anti-vaccine users and tweets that had grown at the time of the rollout. The social
media site made a policy to fight disinformation, which resulted in supporting the pro-vaccine
effort to reduce the size of the anti-vaccine community and messaging.

Limitations

One major limitation was the ability of the stance detection to separate the nodes into pro-vaccine
and anti-vaccine communities. First, many pro-vaccine maneuvers use neutral hashtags. Second,
anti-vaccine mean confidence levels for each time period were lower than those for pro-vaccine,
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with the after-rollout data only reaching as high as 67%, even after multiple iterations of hashtag
labeling. Third, hashtag latching made stance selection difficult as some hashtags commonly
used for pro- or anti-vaccine messages were used to gain the attention of members of the other
community. Therefore, further study is required for improving the separation between pro- and
anti-vaccine agents and tweets.

Another limitation is the ability of ORA-PRO to detect BEND maneuvers. This required
manual verification of select entities within the data set. Newer versions of ORA-PRO continue
to refine the metrics to better identify some of the maneuvers, especially network maneuvers, that
occur over time. The results of this study inform the specifications and thresholds for improving
the software.

Additionally, the demographics of Twitter users may have a bias that results in larger num-
bers of pro-vaccine versus anti-vaccine users and data [142]. However, in this study, we focus
on the content of the messages and the characteristics of the individually stanced groups over
time. Furthermore, we analyze how the maneuvers and influence spread across the social media
environment, and the user demographics are part of that environment. For example, the study is
not about how the different communities spread their influence in the real world but how they do
this on Twitter.

Finally, many tweets and users that existed during the initial data collection were either
deleted or suspended due to Twitter Rules violations. This made it difficult for observing histor-
ical tweets with their associated images and videos as well as visualizing tweets with replies and
mentions within the Twitter environment.

5.2.6 Conclusion
This case study analyzed how pro-vaccine and anti-vaccine communities around the initial COVID-
19 vaccine administration attempted to persuade others of their stance under the BEND maneu-
vers framework. The BEND maneuvers enabled an examination of the different techniques used
by each community. This included observations of the actions of different types of key actors
within the different groups and an analysis of their varying techniques. Additionally, the main
concepts and messages of tweets tweeted within each community and the extent they acted as
each of these social-cyber maneuvers were explored. Furthermore, these maneuvers were com-
bined into application categories to gain a macro-level understanding of how the maneuvers were
used in combination as an overarching influence campaign over time.

Real-world events influence online discussions, and over time, the changes in these conver-
sations reflect changes in beliefs. In this case, the efforts of these 2 communities can lead users
to either vaccinate themselves against COVID-19 or not, possibly changing the direction of the
pandemic. Future work should look at how these changes in beliefs mobilize into changes in
behavior. Furthermore, though many influencing actions result from users interacting with other
users, the policies that govern the use of social media can impact the size of a community and
their ability to spread their narrative throughout the network. Therefore, research to regularly
detect and evaluate the effectiveness of social-cyber maneuvers and make pointed network struc-
ture alterations based on specific narratives is needed to understand the consequences of different
interventions and implement better policies to impact influence campaigns on social media.
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5.3 2022 US Midterm Election Case Study

5.3.1 Introduction

While social media allows for connections between friends and families and the expansion of
a high-speed and far-reaching social network, each person online becomes inescapably a target
of influence. From commercial advertising and political agendas to health habits and family
feuds, users are persuaded to take sides on various issues, support different groups, or take some
action. With online platforms like Twitter and Facebook, people can more easily and efficiently
connect with others of similar ideologies, create group discussions surrounding specific topics,
and expand the reach of their topics across the globe in a matter of seconds.

Online influence operations have shaped the world, often in shocking and unexpected ways.
In 2011, the Egyptian Revolution initiated on Facebook and fueled by the online community
empowered a youthful generation in the overthrowing of a sitting president [133]. Democratic
countries witnessed unanticipated electoral wins in 2016 with the selection of U.S. President
Donald J. Trump and the United Kingdom’s departure from the European Union, also known as
Brexit [141] suggesting the unmonitored levels of influence undetected by mainstream media. In
2020, while the world closed businesses, schools, and major events during a global pandemic,
online COVID-19 anti-vaccination campaigns gave rise to increased numbers of false vaccine
information, conspiracy theories [33], and negative preventative COVID-19 actions [5] propa-
gated online. Today, a social media war between Russia and Ukraine runs as a parallel front
to the physical war itself as both countries strive to rally support from both home and abroad
[115]. In this paper, we use the recently held 2022 US midterm elections, which occur between
presidential elections, as a case study for a framework for assessing communities participating
in online influence operations.

The battle for the 2022 elections

The 2020 US Presidential Elections culminated in a clash between two major influence cam-
paigns over political power. President Trump, the incumbent and leader of the right-wing Re-
publican party, fought to maintain his position as head of the country while former Vice Pres-
ident Joseph R. Biden, a left-wing Democrat, vied to take that position away from him. Each
candidate’s party sought to spread their narratives across social media to gain support for their
candidates and policies. Among these online communications, manipulation occurred through
the use of bots and distorted narratives [55].

When Biden emerged as the winner after a long week of counting ballots, members of the
Republican party amplified narratives of a “rigged” election and electoral fraud, a theme that
started before election day [58]. Trump became a sounding board for misleading post-election
information. These efforts took root and spread violently across social media as disinformation
campaigns [9, 15]. On January 6, 2021, Trump supporters, mobilized by social media, gathered
and stormed the U.S. Capitol to prevent Biden’s inauguration [92].

Following the 2020 election controversy, the 2022 midterm election witnessed a larger than
normal turnout, particularly in young voters, for both gubernatorial and congressional races [41,
83]. Republicans flocked to the polls to regain their dominance in the House of Representatives
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and in the Senate. Democrats, likewise, sought to defend their seats in the House while aiming to
gain more influence in the upper chamber. Both parties competed for governor seats in 36 state
races across the country, which had become increasingly important as the Supreme Court had
begun delegating power back to the states. In June earlier that year, the Supreme Court decided
on the controversial ruling regarding the case of Roe vs. Wade, which gave state governments
the liberty to set their own abortion policies [117].

One of the key focuses of each party’s political objectives was to gain support from the
battleground–or swing states. In swing states, campaigns typically use a larger number of funds
and campaigning resources to garner votes from the constituents of these states where the overall
political stance is uncertain. In this paper, we focus on Twitter conversations and networks aimed
at these swing states and the right-leaning and left-leaning users who represent varying degrees
of the Republican and Democratic parties, respectively. These two political sides represent the
distinct online communities engaging in influence operations analyzed in this study.

Influencing as a community

Communities of users have the ability to efficiently create large-scale manipulation of online
users. The larger the community, the greater the potential diffusion of an ideology, belief, or
piece of information.

Multiple methods have been developed to identify online communities. One technique is
to simply apply the Leiden clustering algorithm on the interaction network of user accounts
[126]. This generally creates groups of agents, or actor nodes, who communicate with each other
regardless of the topic. Iterative Vertex Clustering and Classification (IVCC) is an approach that
applies community detection with the multiple data structures within a social network. This
technique was used to identify online extremist communities spreading ISIS propaganda. In
the work by Hristakieva et al. [69], they combined the identification of coordinated behavior
within communities with propaganda during the 2019 UK general election, which lead to further
insights on online behavior .

For very large data sets, using previously mentioned network algorithms to identify com-
munities can be computationally infeasible or noisy. This makes it difficult to derive useful
information from the clusters. In the case study used in this paper, a community was created
based on user attributes or similar backgrounds. These communities were further defined by
identities, stance, bot or not bot, and other characteristics. In our study, we created two com-
munities of agents characterized by their political slant - democratic (left-wing) or republican
(right-wing). This allowed us to focus on the communities as large ideological entities and their
inherent tendencies to use various influence techniques.

The method applied in this paper, the BEND Framework, extends the analysis process and
applies a more systematic method for quantitatively and qualitatively characterizing and assess-
ing influence operations [17, 35]. In this paper, we apply the BEND framework and follow its
Twitter-based pipeline for data processing and its multi-stepped iterative process to examine the
dynamics and influence techniques of both left-wing and right-wing communities.

We seek two primary objectives for this paper. The first is to illustrate the BEND frame-
work and expand on it as a methodology for analyzing influence operations, specifically in the
comparison of two opposing communities. The value in the illustration of this framework is
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to comprehensively analyze the communities while evaluating actors, narratives, the social net-
work, and the social-cyber maneuvers they engage in to achieve their community’s goals. The
second is to use the BEND framework to conduct an overtime comparative analysis of the influ-
ence campaigns from left-wing and right-wing communities in the week leading up to the 2022
US midterm elections.

5.3.2 Methodology
The methodology consists of data collection, data preparation, and community analysis and as-
sessment using the BEND framework. An overview of the process is shown in Figure 5.5.

Figure 5.5: Methodology for Analyzing Online Community Influence - US Election 2022

Data collection

The 2022 midterm election data was collected using the Twitter API v2. The dates for the
collection range from November 1-9, 2022, which includes the week leading up to November
8 election day. The collection extends to Nov 9 to include any tweets that may have continued
to propagate immediately following the election. Data was collected using key terms related
to major races and candidates for seven battleground states based on the work conducted by
FiveThirtyEight [121]. The states included Arizona, Georgia, Nevada, North Carolina, Ohio,
Pennsylvania, and Wisconsin. The purpose was to focus on the states that could potentially have
higher use of influence maneuvers. The list of terms for collection can be found in Appendix
A.1. Across the nine days, there were 257,758 unique users and 640,559 tweets.

Data preparation

Data preparation consists of deriving attributes from the nodes to structure the data to adequately
conduct the influence analysis in the final section of the methodology.

Stance detection

We applied two stance detection algorithms to divide the data set into separate ideological com-
munities and assign stances to hashtags. To identify the different stanced agents, we used the
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Twitter Stance Propagation Algorithm, which propagates stance labels through user-similarity-
weighted interaction networks [140]. Afterward, we applied a second algorithm to identify the
stances of hashtags. This used a similar method of influence propagation through the user com-
munication network. [80]. During the initial setup for both, several hashtags in the data set
were labeled as either left-leaning or right-leaning, resulting in the complete classification of
both agents and hashtags within the data set. We ran these algorithms on the combined data
sets for all nine days using the classified hashtags found in Appendix A.2. Following the stance
detection, we found 75,545 (29%) accounts classified as right-wing, 70,496 (27%) classified as
left-wing, and 111,717 (43%) as unassigned.

Bot detection

In an effort to gain an understanding of the type of users engaging in political influence within
this data set, we also identified automated user accounts, also known as bots. Bots are accounts
that autonomously interact with users by tweeting, retweeting, following other accounts, or other
platform actions. Though bots can serve useful purposes [54], like quickly reaching a large
online population with pertinent emergency information, some social bots are known to spread
influence and disinformation maliciously [120]. We used the overlapping results of two bot
detection algorithms: Bothunter and Botbuster [16, 96, 97]. BotHunter uses a random forest
machine learning algorithm while BotBuster uses a mixture of machine learning algorithms to
differentiate bots and human accounts. For this study, if either bot detector identified an agent as
a bot, the agent was labeled as a bot.

Cognitive/Emotional CUES identification

Cognitive/Emotional CUES (Cyber-mediated Usable Emotional Sensors) are subconsciously-
used indicators found within text-based messages, such as tweets, that can signal a person’s
cognitive and emotional state. These indicators include the addition of emojis, exclamation
points, and pronouns to messages, or they may also include the use of absolutist, exclusive, or
angry words. Two commercial software were used for extracting and then applying the CUES
[39]. We used the Netmapper software to generate the CUES for the tweets within our data
set. We added the CUES as attributes to the tweets, which when pipelined into the ORA-PRO
Software, calculated and detected the occurrence of various BEND maneuvers within the tweets
and identified the influencers using them and their targets.

Community influence analysis

Analyzing the communities using the BEND framework is an iterative process of evaluating the
key actors, narratives, social network structure, and the BEND maneuvers. Though applying the
framework recommends a general order of analyzing specific focus areas of the data, sometimes
analysis of one section may require further analysis of a previously reviewed section to derive a
more comprehensive assessment of the situation.
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Key actor analysis

During key actor analysis, we identified important actors and their actions to help understand
their roles as part of the larger influence campaign. In its simplest form, identifying key actors
includes determining the influencers and targeted audiences during the campaign. This can also
extend to a further evaluation of users with various attributes such as bots, verified users, or news
organizations. Verified users, authenticated accounts of public interest, are automatically labeled
during the Twitter data collection. These typically include government accounts, celebrities,
or other well-known organizations. For this study, the news organizations’ labels are from an
ongoing list maintained by the CASOS research group and draw from multiple sources, including
https://mediabiasfactcheck.com/.

Users can also be key actors based on their position in the social network structure. In this
paper, we explored high-scoring superspreaders, who are positioned as a highly centralized node
within the network. Superspreaders are agents that share content that is spread often, indicating
efficient dissemination of information and influence. To calculate superspreaders, we used the
ORA-PRO software, which uses various centrality measures, including page rank centrality and
K-core, to give a normalized value for the agents within the data set.

Narratives

The next thing we looked at within the data set were the narratives and topics of the political
conversations for both parties. Techniques for identifying the narratives include reviewing hash-
tags associated with each stance, highly propagated messages, and posts that indicated the use
of various influence techniques, specifically the BEND maneuvers. We focused on the narratives
conveyed through the use of hashtags. Hashtags are used to index or group similar topics so
that they can be easily followed. They can serve as a way to follow topics related to each other.
Communities of a particular political stance can use hashtags to index the major themes of their
party.

Social network analysis

The Twitter social network structure is a meta-network consisting of a network of networks
joined by the interconnection of various types of nodes. A connection between agents may occur
when one retweets the other creating the subgraph of a retweet network. Similar graphs could
include mention networks, where users use the ‘@’ to link someone to one of their posts, or
reciprocal networks, where users are connected if they engage in two-way communication. Two-
way communication is any combination of retweets, quotes (retweets with user commentary),
replies, or mentions. For example, if User A retweets User B, and User B mentions User A, they
have engaged in two-way communication.

In this study, we compute various network measures on an all-communication network. The
all-communications network is an agent-to-agent network that joins user nodes if they engage in
interactions with another user on Twitter. An interaction includes all retweets, quotes, replies,
and mentions, and it is bi-directional. This means, for example, that an interaction counts if a
user mentions another user and if a user is mentioned-by another user. We use this to character-
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ize how communities interact with users within their own community, users within opposition
communities, and users with an unassigned stance.

Calculated network measures of these different networks provide insight into the interaction
between the different nodes and high-level analysis of the relationships between actors and other
facets of the data, especially if observed over time. Degree centralization for a network uses
individual total-degree centrality measures and is the extent to which network has centralized
nodes similar to a hub. In a network with high degree centralization, fewer nodes have many
connections and many nodes have few or none. The network density and echo-chamberness
are useful in gathering information about the level of cohesion and overall internal interactions
between group members. Density measures the average number of links per person over the
total number of possible links. In terms of the all-communication network, the network density
explains the internal cohesiveness between users by how much communication occurs between
them. A high echo-chamberness in a community can result in the amplification and reinforce-
ment of ideas without any external influence. The echo-chamberness of a community can be
calculated by measuring both density and the number of reciprocal links based on their internal
communications.

These agent-to-agent networks are further expanded to include hashtags, messages, tweets,
and other defining parts of Twitter. Agents are linked to hashtags if they use a specific hashtag
creating an agent-to-hashtag network. Subsequently, hashtags can be joined if they are used in
the same post resulting in a hashtag co-occurrence network.

BEND maneuvers

At the heart of the BEND framework are 16 social-cyber maneuvers, as listed in Table 5.5, which
make up the acronym for its name. Social-cyber maneuvers are actions taken by actors online to
manipulate the social network or the narratives to achieve the desired end state [17].

The maneuvers are divided into community and narrative maneuvers, each with a negative
and positive aspect depending on the effect on a metric related to the network or narrative. Com-
munity maneuvers are discussions or actions that manipulate the structure of the social network.
This may be by mentioning other users in a post to apply a build maneuver, which is used to
create groups. In a contrasting example, a neutralize maneuver can be applied to change the
network structure with actions to discredit an opinion leader in an opposing community. In a
network, this can be seen as either a reduction of ties from a topic to an actor or an increase in
negative discussion surrounding an actor and the topic.

On the other hand, narrative maneuvers focus specifically on the messages and topics being
spread and how they are manipulated through the content of the posts. Actors achieve these
maneuvers through individual messages or an overarching campaign across multiple messages.
For example, an excite maneuver can be accomplished through a single tweet that aims to elicit
happiness or joy from the recipients. As an example of a maneuver influencing an overarching
campaign, distort maneuvers can change the perspective of an ongoing narrative through multiple
social media posts.

The BEND framework assesses the social-cyber maneuvers from the perspective of the ac-
tors, communities, narratives, and social network structures over time to gain a comprehensive
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evaluation of the influence operations. This is the framework that we use for analyzing the dif-
ferent partisan communities during the election.

Table 5.5: 16 BEND Maneuvers.
Community Narrative

Positive Back Engage
Build Explain
Bridge Excite
Boost Enhance

Negative Neutralize Dismiss
Nuke Distort
Narrow Dismay
Neglect Distract

BEND maneuver categories

In our study, we combined the BEND maneuvers to create a high-level view of how each commu-
nity attempted to influence its target audience similar to a previous study conducted on influence
efforts related to the COVID-19 vaccination [21] This approach resulted in five general cate-
gories where the influencers aimed to reduce groups (neglect, narrow, nuke), grow groups (build,
boost, bridge), affect leaders (back, neutralize), emotionally influence actors (excite, dismay),
develop the narrative (engage, explain, enhance), and counter-narratives (distract, dismiss, dis-
tort). We used these application categories to evaluate how the maneuvers are used as a means
for the communities to achieve their ideological end states.

5.3.3 Results
In the United States, political parties compete on social media by promoting their candidates and
ideas while scrutinizing policy platforms of the opposing party. In this case study, we laid out
characteristics indicative of online influencers for each community using the BEND framework
as a guide. We provided an overview of the social network interactions between and within the
communities, compared the influence tactics between each of the communities, and explored the
key actors and narratives.

Key actors as superspreaders

Within the data set, we calculated superspreader values for each of the actors. We then identified
the verified actors, bots, news agencies, and news organizations in the top 100 superspreaders for
each political slant. The values are shown in Figure 5.6. As expected, verified users comprised
a large portion of the top superspreaders, whereas bots and news accounts were only a small
number. Furthermore, the left-wing and right-wing users maintained relatively the same values
for the number of key actors from each of the identified influencer categories. The left-wing
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community had 29 superspreaders, 22 verified actors, 2 bots, and 2 news agencies. Similarly, the
right-wing community had 31 superspreaders, 27 verified actors, 1 bot, and 2 news agencies.

While the top 100 superspreaders were generally balanced across political stances, the top
ten superspreaders were democratic. Of the top ten accounts, there were six Democratic can-
didates, one republican candidate, a former Democratic president, a republican strategist, and
a left-wing writer. The top five superspreader accounts in the data set were CheriBeasleyNC,
TheOtherMandela, TimRyan, katiehobbs, and staceyabrams - all democratic candidates.

Figure 5.6: Number of key actor types among the top 100 superspreaders for Nov 1-9, 2022

After dividing the group into communities, we observed the data set as a whole interaction
network from November 1-9. Figure 5.7 shows the layout of a reciprocal agent network for the
time period.

First, this graph shows that larger clusters of reciprocity mostly occurred within each stance
community. However, there were multiple instances of reciprocity between members of different
communities indicating signs of bridging between the communities. For example, the Barack-
Obama account engaged in two-way communication with user accounts of both stances. He
made attempts to contact both communities during the election process with positive messaging
in an effort to gain more votes for the democratic party. However, there were also negative cross-
party communications among the superspreaders. Users used the platform to negatively call out
the opposition or debate their policies and illuminate these shortfalls to their followers.

Additionally, the graph also displays the agent nodes sized by their superspreader value with
the top 30 verified superspreaders labeled. We see that many of the top superspreaders are also
verified users. Most of these verified users are candidates running for election or high-profile
political advocates or supporters.
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Figure 5.7: Agent x Agent Reciprocal Network for Nov 1-9, 2022. Sized by superspreader.
Node color indicates stance. Blue is left-wing; red is right-wing; and gray is unassigned. Top 30
superspreader verified users labeled.

Pushing election narratives with hashtags

Hashtags used among communities of users can provide an idea of the topics discussed. Similar
to the agent classification process, the stance detection algorithm categorized the hashtags within
the data set as left-leaning or right-leaning. Using this, we identified the top 100 hashtags and
their usage for each of the parties across the nine days. Figure 5.8 displays colored by stance and
sized by the number of times they are used. We find that both parties used hashtags to convey
the primary themes of their respective campaigns.

Left-wing hashtags were consistently used more than right-wing ones. They used general
pro-democratic voting themes such as #ProudBlue22, #wtpblue, and #DemVoice1, and anti-
republican concepts such as #MAGALiesCostLives and #FreshResists. They also attempted to
back candidates as well as discredit (or a neutralize maneuver) on opposing candidates. Example
hashtags include support for #warnock and #Fetterman but also for negatively portraying #An-
tiJobsJohnson and #NotYourBudd. Furthermore, hashtags provided views on political issues.
This includes #ProtectMySocialSecurity and #VoteBlueToProtectWomen. Interestingly, some
hashtags that may typically be considered as neutral (eg. #ncpol and #ncvotes22) were closely
associated with pro-left-wing rhetoric as they appeared largely in democratic messages.

Right-wing hashtags were used similarly to left-wing hashtags. They aimed for voters to cre-
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ate a #redwave, #voteRed, and #LeadRight, and to save America from Democratic policies with
#DemocraticPoliciesKill and #VoteRedToSaveAmerica. They supported their own candidates
with #Doug4Gov and #TeamHerschel, and countered democrats with #katiehobbesisaracist and
#FireKathyHochul, as examples. Additionally, they used hashtags to emphasize their issues such
as their support for the overturn of Roe vs. Wade with #birthcontrol and #abortionhurtswomen
and complaints with #gasprices.

Figure 5.8: Word Cloud of Top 100 Hashtags by Each Stance. Sized by usage count. Blue is
left-wing; red is right-wing.

Left-wing and Right-wing networks over time

We then calculated various social network metrics over the course of the time period for each
community. This allows us to quantitatively observe various aspects of the social network that
exist beyond the actors and their narratives.

In Figure 5.9, we show the number of daily users, hashtags, and tweets of each political
stance for the time period. For each of the metrics, the data fluctuated leading up to election day,
but the left-wing users unexpectedly had higher values in each of these categories every day. This
was surprising given that there were a larger number of unique right-wing than unique left-wing
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accounts in the combined numbers for all nine days. This means that even though there was a
larger number of right-wing users, more left-wing users were actively spreading more messages
with more tweets. Right-wing users tended to be more sporadic across the days of the data set,
but they existed in larger quantities collectively over time.

Figure 5.9: Over time description of number of users, hashtags, and tweets by usage.

We then calculated various social network measures on the all-communications networks for
each stance every day, shown in Figure 5.10. First, we calculated the degree centralization for
the different communities using the interactions from an all-communications network. For our
case study, the left-wing network typically has a higher degree centralization indicating they
have the tendency to have more individuals acting as focal points for receiving or sending in-
formation. We then looked at the users with high degree centrality based on the interactions
in the all-communication network. Unsurprisingly, the top accounts of high degree centrality
in our data set are political candidates as well as several bots. Democratic senatorial candidate
from North Carolina, Cheri Beasley, had the largest value for degree centrality. The republican
with the highest degree centrality was Kari Lake, an Arizona gubernatorial candidate and former
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television news anchor, who appeared sixth in the rankings. Of the top 100 users with the high-
est total-degree, there is approximately an even distribution between democratic and republican
users.

We also calculated the density and the echo-chamberness of the all-communications networks
in Figure 5.10. In this graph, the right-wing community consistently had greater density and
echo-chamberness. This suggests that right-wing community members are more densely com-
municative between members, close-knit, and internally facing than the left-wing community.
The implication of a network that has high echo-chamberness is that the community members
are more likely to influence each other with their shared ideology. Therefore, the right-wing
community is more likely to reinforce the biases and ideas amongst each other creating more
strongly held beliefs.

Figure 5.10: Over time network measures by stance.
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Executing social-cyber maneuvers during the election

To gain an understanding of the actions of the influence campaigns conducted by each of the
ideological groups, we conducted a quantitative analysis of their maneuvers as categorized into
different applications. The categories, which are created by combining several maneuvers, con-
sist of reducing groups, growing groups, affecting leaders, emotionally influencing, developing
a narrative, and countering a narrative.

In Figure 5.11, we show the number of times each of the different stances used the various
application categories. The values are a summation of the number of times a maneuver from each
category was used by a community member. We found that for both stances, there were large
amounts of maneuvers that affected leaders, grew groups, and developed narratives, as shown in
Figures 5.11a and 5.11b. This falls in line with expectations for how an election campaign aims
to support its candidates, discredit the opposition, increase party size, and develop the narratives
around endorsed policies. In Figure 5.11c, left-wing users tended to conduct more maneuvers
that affected leaders and developed the narrative than right-wing users. However, both sides
made similar attempts to increase the size of their communities over time.

For further inspection, we conducted a chi-square test of independence to examine if there
were a significant relationship between the different political sides and the use of the components
of these three BEND categories over the entire data set. Table 5.6 shows the results of a statis-
tical test for each maneuver. Our results showed most of the maneuvers had a high chi-square
value and p-value less than the .05 threshold indicating that left-wing users used these maneu-
vers significantly more than right-wing users. The exception was the enhance maneuver. This
maneuver refers to discussion or actions that provide supportive material that expands the topic
for the targeted community or actor. Both parties used this maneuver with similar consistency.

Table 5.6: Chi-squared test for BEND maneuvers in top BEND categories (df=1, N=496048).
BEND Category Maneuver χ2 p-value

Grow Groups Build 7919.2 <.0001
Boost 7946.9 <.0001
Bridge 2030.6 <.0001

Affect Leaders Back 12489 <.0001
Neutralize 10922 <.0001

Develop Narratives Engage 4073.8 <.0001
Explain 1098.8 <.0001
Enhance 1.1868 0.276

Given the nature of election campaigns toward supporting people and policies, we further ex-
plored two specific maneuvers: back and neutralize. The back maneuver is defined as discussion
or actions that support another user or leader. The neutralize maneuver does the opposite in that
it is used to discredit or decrease the importance of a leader. Figure 5.12 shows over time how
many members of the left- and right-wing communities were maneuvering against other users
and how many members were being maneuvered-upon or are targets of maneuvers. We found
that left-wing users were the predominant executors of these maneuvers, whereas right-wing
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(a) Left-wing BEND maneuver categories usage.

(b) Right-wing BEND maneuver categories usage.

(c) Difference in BEND category message usage. Blue indicates more left-wing usage;
red indicates more right-wing usage.

Figure 5.11: BEND maneuver categories usage by stance. Number is based on the summation
of the number of individual maneuvers used in each category.
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users were more often the targets of these maneuvers throughout the time period. This means
that while more left-wing accounts created tweets that intended to back and neutralize overall,
there were more back and neutralize tweets within the data set that were directed to or mentioned
specific right-wing accounts.

(a) Number of Back Maneuverers and Targets by Stance.

(b) Number of Neutralize Maneuverers and Targets by Stance.

Figure 5.12: Number of left-wing and right-wing maneuverers and targets for BEND maneuvers
affecting leaders.

112



Summary of 2022 US midterm election influence campaigns

In summary, left-wing and right-wing communities collectively engaged in online actions to in-
fluence the 2022 US midterm elections. Their ultimate offline goals were to win the elections for
their candidates and the policies they supported. This translated to online behavior that focused
on positioning key actors, developing narratives, and manipulating the social network.

Each side engaged in superspreader behavior through the communications of their political
candidates and other verified users. The ties between these users not only focused on their
political base but in many cases extended beyond party lines in attempts to persuade undecided
voters or discredit the opposition leaders. Bots and news agencies were only a small part of the
superspreader demographic.

Hashtags were an effective tool in tying the narratives related to both their candidates and
policies throughout the social network. These hashtags included themes of general support for
the party, negative messaging against the opposite party and their candidates, and indications of
policy concerns such as with women’s rights and gas prices.

The work on this case study also showed that though there were a larger number of unique
right-wing users throughout the week, left-wing users interacted more consistently and widely
every day leading up to the election. Additionally, left-leaning accounts showed more indication
of extending the reach of their messages outside of their communities while the right-leaning
accounts appeared to be more interconnected with their own communities showing generally
greater signs of echo-chamberness.

Both parties used combinations of maneuvers that developed their party’s narratives, grew
their community, supported their candidates, and discredited opposing candidates with left-wing
communities conducting maneuvers significantly more than right-wing. Further inspection on
backing and neutralizing maneuvers showed that left-wing users acted more as maneuverers or
targeters while right-wing users tended to be more maneuvered-upon or targeted.

Limitations

There were several notable limitations in this study. First, though the stance detection algorithm
for separating the left-wing and right-wing communities had mean confidence levels of 84% and
96%, respectively, there were several instances of obvious political actors identifying with the
incorrect community. This is possibly a result of the use of neutral hashtags used more by one
political party than the other or forms of hashtag latching where unrelated hashtags are tied to the
political messages. Secondly, we attempted to mitigate the errors from bot detection by using the
union of two bot algorithms. Though this reduces the likelihood of false negatives, there is likely
an increase in false positives. Third, BEND maneuver detection continues to be a progression
of refining metrics to better detect maneuvers. In this case, some of the maneuvers are more
detectable than others. However, the results from the case study are used to improve the methods
of identifying the BEND maneuvers. Finally, studies have shown that Twitter users are more
likely to be Democratic [142] than the general public. However, in this study, we focus on the
content of the messages and the volume of users, messages, and maneuvers that are occurring
within the Twitter environment. Though this may not be an accurate reflection of the amount
of influence occurring in the real world, it does show how influence is spreading within social
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media.

5.3.4 Conclusion
In this chapter, we made two major contributions. We illustrated the BEND framework as an
approach for gaining insight into the inter-workings of influence campaigns, and we provided
a case study example using the 2022 US midterm elections. The framework looked at multiple
facets of the left-leaning and right-leaning communities and provided a qualitative and quanti-
tative understanding of the actors, the narratives, and the social network over time just prior to
election day.

We found the two political-leaning communities engaged their candidates as highly-connected
superspreaders to communicate their party’s policies and to convince their followers to vote them
into office. Leading up to election day, both communities shared messages consistent with the
themes of their party with left-wing users tweeting daily at a higher frequency than right-wing
users despite the higher number of right-wing users across all nine days. Right-wing communi-
ties also tended to have a more close-knit group with denser internal interactions and more echo-
chamberness overtime. Both parties, though more executed by left-wing users, used maneuvers
that aimed at growing the size of their community, supporting their party leaders, discrediting
opposition leaders, and developing party-related narratives. In terms of backing and neutralizing
leaders, left-wing users conducted more of the maneuvering whereas right-wing users were more
the targets of these maneuvers.

While we focused on select aspects of the BEND framework to develop a more nuanced
understanding of the community influence during the election, the application of the BEND
Framework can be further expanded to conduct a more comprehensive analysis of the election.
This would consist of a deeper investigation of specific key actors, the development of the nar-
ratives over time using topic analysis techniques, and coordinated activities within each of the
communities. Additionally, this study does not evaluate the impact of the maneuvers on behav-
ioral response, such as voting results, or change in stance or political lean. We would like to
extend this analysis to use the impact aspect of the BEND framework to consider the effects of
the BEND maneuvers and create a more complete assessment. Furthermore, beyond the current
data set, research should be conducted on whether or not the actions executed by the different
communities during the 2022 midterm elections occurred in other elections in the US or abroad.

This research continues to build upon research on how to better identify, characterize, and
assess influence campaigns. Future work in this field should continue to improve the ability
to qualitatively and quantitatively detect the maneuvers and the algorithms that feed into the
BEND framework pipeline. As these types of influence operations have shown that they can have
large impacts on society, understanding them is crucial so that leaders can make well-informed
decisions when confronted with them.
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5.4 Ukraine-Russia Case Study

5.4.1 Purpose
Evaluate the extent that the presidential administrations of Russia and Ukraine attempt to extend
their influence using social media. This can be viewed through the methods that they use as well
as the impacts they appear to have on the online social network.

Guiding questions

• What are the objectives for each administration?
• How do the presidents differ in how they use their social media account?
• What narratives/themes surround each of these leaders?
• What makes their narratives more effective in meeting their objectives?
• What are the dynamics for them as influencers and as targets of conversation?
• What key accounts discussed the Presidents, and how were their interactions?
• What are the impacts of their social media presence?

5.4.2 Background

Figure 5.13: Ukraine Map

Ukraine is the second largest country located in Eastern Europe, bordering Russia to the east
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and the northeast 5.13. The Ukrainian-speaking western part of the country is more pro-Western,
whereas eastern Ukraine, particularly the Donbas region of eastern Ukraine, is more pro-Russia.

In 2014, Russia quickly invaded and annexed the Crimean peninsula in southern Ukraine.
Putin cited the large population of Russian citizens and Russian speakers in the area and called
the annexation a “reunification with Russia.” [112] This was the first time a European state an-
nexed the territory of another state since World War II. Leading up to and during the event,
Russia engaged in influence operations through the spread of false news and rumors on social
media to set the stage for their invasion and support their cause [8, 134]. Following the invasion,
the Crimeans held a referendum where they overwhelmingly voted in favor of reuniting with
Russia. However, due to no international validation, the vote is considered illegitimate by the
United Nations and the rest of the world.

Though in 1991, Ukraine declared its independence from the Soviet Union making it an
independent country, on many occasions since then, Russia has refused to acknowledge them
as a sovereign state. In 2021, Russian President Vladimir Putin wrote an article about how
Russia and Ukraine were a single people [113], foreshadowing the current conflict. Additionally,
Putin stated his opposition to Ukraine becoming more allied with the European Union and other
Western countries, particularly through NATO. He warned that these would be indications of
hostilities against Russia. Then just prior to the invasion in February 2022, Putin continued to
make his stance on Ukraine by publicly refusing to acknowledge their sovereign statehood and
claiming that Ukraine was being manipulated by foreign powers.

Situation

On February 24, 2022, Russia invaded the Eastern European country of Ukraine, which Putin
called a ‘Bspecial military operation’ in what he deemed an attempt to protect the persecuted
ethnic Russian minority of Donbas. Unlike during the annexation of Crimea, the United States
declassified information regarding Russia making allied nations more aligned in preparation for
the invasion [12]. Since then, Ukraine’s President Volodymyr Zelensky has sought and achieved
widespread Western support for Ukraine in its defense against Russia.

5.4.3 Sources
• Twitter Data

Collected through Twitter API

Dates: 22 Feb - 24 Mar 2022 (the first month of invasion)

Initial Zelensky data set

− Collection terms: zelensky AND ukraine

− Unique Agents: 1,118,114

− Tweets: 4,114,395

− Hashtags: 29,793

Initial Putin data set
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− Collection terms: putin AND ukraine AND russia

− Unique Agents: 1,419,234

− Tweets: 5,123,407

− Hashtags: 49,673

Spheres of influence data sets (key actor ego networks): Both original data sets were
filtered to consist of the spheres of influence of key actors of interest. These are the
actors, tweets, hashtags, URLs, and locations up to one level adjacent to the key actor
through user interactions (retweets, quotes, replies, mentions).

− Zelenksy data set: ZelenskyyUa

− Putin data set: KremlinRussia E
• Tools

Approach for analysis: BEND framework (Chapter 2)

ORA-PRO Software v154

Netmapper Software v94

BotHunter [16]

5.4.4 Analysis

Actors of interest

• ZelenskyyUa - Official account of Ukrainian President Zelensky
• MFA Ukraine - Government organization account of the Ministry of Foreign Affairs (MFA)

of Ukraine
• KremlinRussia E - Government organization account of the President of Russia
• mfa russia - Government organization account of the Ministry of Foreign Affairs (MFA)

of Russia

The four primary actors of interest are the Twitter accounts for the presidents of Russia and
Ukraine and their country’s ministries of foreign affairs. These accounts are official government
accounts verified by Twitter as authentic. Based on the positions of the account holders and
the posting frequency and content, these accounts were selected to represent the public-facing
accounts of the chosen administrations. During this analysis, all four actors are analyzed when
addressing issues that require a general analysis of the country or the president’s administration.
However, in some parts of the analysis, there is a more focused examination of the individual
presidents’ accounts.

Spheres of Influence Network Measures (KremlinRussia E, ZelenskyyUa)

Of the four primary actors of interest, two spheres of influence (ego networks) were created to
focus on the accounts of Putin (KremlinRussia E) and Zelensky (ZelenskyyUa).
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Table 5.7: Key actor network characteristics
Account Actors Hashtags Tweets URLs Density (agent interaction)

KremlinRussia E 8,978 7 14,488 79 2.40E-04
ZelenskyyUa 78,237 18 100,182 21 8.28E-05

Table 5.7 shows some of the network-level characteristics of the two spheres. Zelensky’s
network is greater than Putin’s in the number of actors interacting with the president, hashtags,
and tweets in the network. Putin, however, had a greater number of references to URLs. Fur-
thermore, calculations were done on the density of the all-communication, or interaction, the
network for each sphere. The all-communication network is a network where agents are linked if
they quote, retweet, reply, or mention another user. Of all the possible connections that can occur
in the network, the density is the fraction of the network connected. A higher density indicates a
higher percentage of links across the network and measures how potentially cohesive a network
is. In this case, Putin’s network has a greater density than Zelensky’s.

Actors of Interest BEND Analysis

A BEND analysis was conducted to explore the online actions of the key actors (Figure 5.14).
The key actors are generally attempting to build their base of support while minimizing the
opposing country’s using the neglect maneuver. The MFA of Russia appears to be the more active
maneuvering account of the Russian key actors, and Zelensky appears to be the more active for
the Ukrainians. Many of the maneuvering messages of these actors use the enhance maneuvers
with the MFA of Russia also using explain maneuvers. This means that the maneuvering actors
are attempting to develop the narratives that support their sides. They attempt to extend that
reach by building their communities by targeting specific online actors as described in the next
section.

Targeted Accounts

Each account attempted to target various actors using the mention feature on Twitter. This feature
connects a user account to a message when the username is placed in a tweet preceded by an @
symbol. This draws the recipient to the tweet. The tweet appears as a notification to the recipient
and will appear in the recipient’s timeline view [130]. Table 5.8 lists the four key actors and up
to the top ten accounts they mentioned in the one-month period of the invasion. Some of these
actors did not mention ten accounts.

The Russian accounts targeted world leaders and organizations. President Putin’s account
only mentioned one account, the Prime Minister of Israel Naftali Bennett. This was regarding
a phone call to Putin initiated by the PM to mediate between Russia and Ukraine. Zelensky
initially requested the PM to act as a mediator days earlier.

Russia’s MFA, on the other hand, mentioned many more accounts. These included inter-
nal accounts such as those for Russia’s Ministry of Defense (MoD) and a self-amplification of
the MFA account as well as international organizations such as the North Atlantic Treaty Orga-
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Figure 5.14: Key Actor BEND maneuvers

nization (NATO) and the United Nations (UN). They highlighted the MoD work on providing
humanitarian aid to cities in the frontlines and spoke against Neo-Nazi regimes and genocide
in Ukraine. The MFA discussed the multiple expansions of NATO after promises NATO had
promised not to expand, marking threats to Russian security. One message right before the inva-
sion was the MFA speaking on an unsupported letter from the US to the UN suggesting targeted
killings in Russia. They call on the UN to stop taking sides and spreading anti-Russia rhetoric
stating ”an information war on Russia.”

The MFA also targeted specific official accounts for several countries. Among their top
ten were the Presidents of France and Ukraine, the Prime Minister of Israel, The Ministries
of Foreign Affairs for Turkey and the Kyrgyz Republic, and the US Department of Defense.
The references discussed conversations Putin and the Russian Foreign Minister had with world
leaders about the situation in Ukraine. Messages mentioning the US Department of Defense
(DoD) tied a Ukraine military biological program to US funding.

The President of Ukraine primarily focused on world leaders of other nations and the pres-
idents of the EU Commission and the European Council. He brings the issues of Russian ag-
gression and Russian crimes against Ukraine to the focus of conversation asking for and gaining
support from foreign partners to help counter the Russian Federation. He aims to build an anti-
war coalition of foreign partners to defend against Russia.

The MFA of Ukraine account did not share the same focused targeting as their president.
They amplified messages by Zelensky and their ministers of defense and foreign affairs. They
discuss EU membership for Ukraine with the Financial Times, a news agency, and highlight
a discussion by the Global Citizen, an anti-poverty organization regarding the growing hunger
issues in Ukraine since the war. The further highlight images from photographers, such as the
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Table 5.8: Top Targeted Accounts by Key Actors
KremlinRussia E

naftalibennett Prime Minister of Israel

mfa russia

mod russia Ministry of Defense Russia
NATO North Atlantic Treaty Organization
EmmanuelMacron President of France
UN United Nations
MevlutCavusoglu Minister of Foreign Affairs of Turkey
ZelenskyyUa President of Ukraine
mfa russia Minister of Foreign Affairs of Russia
naftalibennett Prime Minister of Israel
DeptofDefense US Department of Defense
Kazakbaev R Minister of Foreign Affairs of the Kyrgyz Republic

ZelenskyyUa

BorisJohnson Prime Minister of the United Kingdom
vonderleyen President of the EU Commission
EmmanuelMacron President of France
eucopresident President of the European Council
POTUS President of the United States
AndrzejDuda President of the Republic of Poland
JustinTrudeau Prime Minister of Canada
OlafScholz Chancellor of Germany
naftalibennett Prime Minister of Israel
MinPres Prime Minister of the Netherlands

MFA Ukraine

ZelenskyyUa President of Ukraine
DmytroKuleba Minister of Foreign Affairs of Ukraine
FT Financial Times (news agency)
GlblCtzn Global Citizen (anti-poverty organization)
Hetzner Online Data Center Company, Hosts websites
MagnumPhotos Photographers
oleksiireznikov Minister of Defense of Ukraine
serhiy zhadan Ukrainian writer

account MagnumPhotos, to draw attention to the ongoings in Ukraine.
In summary, targeting specific accounts through mentioning was used by both countries to

draw national issues regarding the conflict to the world stage. For Russia, they spoke out against
the expansion of NATO and the UN bias in favor of Ukraine. They also highlighted meetings be-
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tween their senior leaders with world leaders to support their ‘special military operations,’ citing
Ukrainian genocide and other crimes to validate the invasion. Zelensky’s account primarily tar-
geted world leaders, calling for unity and assistance from Western countries against Russia. Their
MFA account targeted specific accounts to draw attention to specific problems with Ukraine.

Targeting the Presidential Accounts

There was a noticeable difference in how the different presidents were targeted on social media.
The messages that mentioned Putin’s account were generally negative. Many accused him of war
crimes and exhibited general hate towards Russian military actions in Ukraine. These messages
often contained positive support for Ukraine to contrast with the anti-Russia sentiment.

On the other hand, messages that mentioned or targeted Zelensky’s account were generally
positive. Users discussed support for Ukraine and praised the Ukrainian president for his courage
to stand up against Putin. Many also offered thoughts and prayers while condemning Russian
actions. There were, however, a handful of anti-Ukraine messages directed at Zelensky. These
discussed Russia’s topics related Neo-Nazis against Russians in Ukraine and how the president
is a puppet of the West.

Bots and Superspreaders

BotHunter [16] was used to detect automated accounts, or bots, on the ego networks, or spheres
of influence, of the Zelensky (ZelenskyyUa) and Putin (KremlinRussia E) official accounts. For
both accounts, there were a large number of bots surrounding both actors. These numbers were
still high even after adjustments of increasing the threshold value for selection [97]. Of the actors
interacting with the Kremlin account, 4560 of 8978 (50.8%) accounts were found to be bots, and
65,826 out of 78,237 (84.1%) were bots for the Zelensky account.

Analyzing the top superspreaders of each of the networks, both presidents had different types
of these influential actors. Zelensky’s top 10 superspreaders consisted of verified users. Half
were journalists or news organizations that supported Ukraine, and the other half were Western
world leaders. On the other hand, the top 10 superspreaders within Putin’s ego network consisted
only of two verified accounts, the PM of Israel and an online US Democratic-leaning influencer,
and six of them are bots. Within that list, only one account supported the Russian cause, and this
account was a bot.

A BEND maneuver report was conducted for the bots interacting with the presidents’ ac-
counts. Figure 5.15 shows the BEND maneuvers comparing the bots surrounding the Russian
president’s account to non-bots. While most maneuvers were generally the same, the top 3 ma-
jor differences were in the back, neutralize, and engage maneuvers. The bots in the Zelensky
sphere of influence had a greater difference in the number of tweets containing BEND maneu-
vers as shown in Figure 5.16. Similar to Putin, the top maneuvers were also back, neutralize, and
engage, but the number of tweets containing maneuvers was greater across all maneuvers.

Further inspection of the bots surrounding both presidents reveals that many of the bot mes-
sages were retweets and pro-Ukraine. 95% of the bot tweets in the Zelensky sphere and 80%
of the bot tweets in the Putin sphere were retweets. Many are retweets of news organizations
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reporting on the war in favor of Ukraine, though there were very small numbers of pro-Russian
tweets.

Overall, bots made up a large percentage of both the Putin and Zelensky accounts explaining
the large numbers of tweets authored by bots compared to non-bots. The bots showed the power
of how a large community of bots can make a potentially large impact as far as spreading infor-
mation throughout a network with large quantities of tweets. This impact is predicated on many
of these tweets containing the BEND maneuvers.

Figure 5.15: Bot BEND maneuvers in KremlinRussia E ego network

Hashtag analysis

Russian and Ukrainian accounts used hashtags differently throughout the data sets. Russian
accounts used them except to highlight locations with the country or actors they are engaging
with. No obvious pro-Russian or anti-Ukraine hashtags emerged from any of the data sets.
Ukrainian accounts, however, used hashtags to spread their anti-war and anti-Russian messages.
Among the top hashtags used were #StandWithUkraine, #UkraineUnderAttack, #StopRussia,
#PutinWarCriminal, and #StopRussianAggression.

5.4.5 Overall assessment

The Putin and Zelensky administrations differed in their objectives for using social media re-
garding the invasion of Ukraine. They utilized social media accounts in different ways to convey
their overall narratives. It is evident after this analysis, that the narratives and actors on Twitter

122



Figure 5.16: Bot BEND maneuvers in ZelenskyyUa ego network

surrounding the presidents of Russia and Ukraine as related to the Russian invasion were largely
pro-Ukraine and pro-Zelensky.

Russia focused on defending and legitimizing its actions to conduct ‘special military opera-
tions’ in Russia based on the Neo-Nazi or genocidal crimes conducted by Ukraine. They cited
many occasions of reaching out to the international community to explain the need for the oper-
ations and condemn the on-goings against Russians in Ukraine. They targeted world leaders to
side with them and called on world organizations to stop anti-Russian misinformation. Many of
the accounts that interacted with the Russian accounts, particularly Putin’s, sent messages against
the Russian invasion of Ukraine. Though there were multiple instances of Putin discussing in
person how Russia and Ukraine were one people prior to the invasion, this narrative did not
emerge as any of the themes from the Russian accounts.

Ukraine sought to gain aid and support to defend its country from the Russians. They reached
out to world leaders to ask for aid and support and condemned Russian actions. Ukraine accounts
messaged using both pro-Ukraine and anti-Russian hashtags that were highly used showing the
successful impact of narrative maneuvers. The community of agents that interacted with the
Ukraine key actor accounts primarily shared the pro-Ukraine sentiment.

As Twitter is a Western-based social media platform, the users predominately support the
pro-western rhetoric conveyed by the Ukrainian government. This ultimately made it an ideal
platform for Ukraine to foster pro-western support. While the Russian regime attempted to use
maneuvers and sway the Western users, Ukraine was able to rally more online support from an
already biased platform.

Furthermore, both Russia-Ukraine data sets contained a high percentage of bots. Within both
Putin and Zelensky’s spheres of influence, many of these bots were retweeting many pro-Ukraine
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messages containing hashtags in-line with the Pro-Ukraine narrative.
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Chapter 6

Concluding Remarks

6.1 Summary

As social media continues to expand and evolve, influencing online actors continue to take ad-
vantage of the convenience of the medium to allow them to engage with their target audiences.
While today, the trending campaign may be about the next presidential election or the newest
regulation regarding COVID, tomorrow will bring a new controversial topic or opportunity for
people to influence, persuade, or manipulate, and with social media, they will do it fast and
reach across the globe. The BEND framework presented in this thesis provides a method to
look at those information operations and comprehensively characterize them to support leaders
of organizations who need to make decisions on social media.

In summary, I have expanded an influence operations analysis framework from its general
application to a comprehensive analysis and assessment tool suited for both military and gen-
eral social media analysts. I began with expanding the definitions of the BEND framework to
create clarity when differentiating the fundamental influence techniques, or social-cyber ma-
neuvers, used by online actors. I described them as individual actions and in combination in
the form of BEND tactical categories. I then proceed to conduct a statistics-based analysis for
developing refined detection techniques by first examining data with human-annotated BEND
classifications, comparing that data to the current method for automated maneuver detection,
and then developing and initiating the iterative process of analyzing the results of the automated
maneuver detection to systematically improve detection. Afterward, I describe the methodology
for using the BEND framework to characterize influence operations and create assessments, and
then I illustrate that application using three case studies. These case studies describe the influ-
ence operations during the COVID-19 vaccine rollout, the 2022 US midterm elections, and the
Ukraine-Russia War following the invasion in 2022.

6.2 Contributions

In this thesis, I have made several contributions to the field of social cybersecurity and related
online social network research. The contributions include the following:
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Data Sets

First, I created a corpus of at least 10000 tweets labeled as one or more of the BEND maneu-
vers described in the framework. This required developing a user-friendly interface and training
annotators on correctly labeling the data. The data are samples of all the data sets used in this
thesis.

Second, for all of the data sets, I synthesized and expanded the Twitter data sets surrounding
various events to include meta-data suitable for social network analysis. Depending on the data
set, this may include information on linguistic CUES, bot attributes, stance classification, topic-
oriented group information, and BEND maneuver information.

Characterized Social-Cyber Maneuvers

I expanded on the current framework by developing comprehensive definitions and identifying
indicators for each maneuver. This includes clear and specific definitions and examples, methods
for detection, and statistical data on the usage of each of the maneuvers. I also described several
examples of the maneuvers used in combination to create BEND tactical categories. These cate-
gories explain general actions or effects that can be achieved when using the maneuvers together.
The information in this section is catered to support training on the BEND maneuvers.

Process for Improving Detection

In developing this thesis, I developed two levels of improving detection that improved BEND
detection overall. The first was the fine-grained iterative process of using statistical analysis on
CUES indicators to improve weights and thresholds, as discussed in detail in Chapter 3.

The second was a more complex methodology of improving detection encompassing all of
the chapters within the thesis. The overall process is depicted in Figure 6.1. This began with a
literature review of the CUES and the BEND maneuvers from Chapter 2 and 3 to improve CUES.
The three case studies discussed in Chapter 5 not only informed the creation of the framework
and illustrated the methodology but the lessons learned from these case studies were used to
identify gaps and helped inform necessary changes to CUES and other indicators to improve
the social-cyber maneuvers detection. The integration of human-annotated data and comparison
with automated results were used to both assess the need for the algorithm and inform areas of
improvement within the algorithm through instances of discrepancies between users and the ma-
chine. Finally, the fine-grained iterative detection refinement methodology discussed in Chapter
3 used statistical analysis to conduct fine-point analyses of CUES and thresholds. The next step
would be to repeat the process with indicators for improving the use of media forms such as
images, videos, and others. This method applied diverse techniques that contributed to detec-
tion through a ratcheting process of incrementally making improvements. Incorporating these
techniques can be used in future situations for algorithms where training sets are not feasible to
construct.
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Figure 6.1: Diagram of overarching path to improve BEND detection. Each contributing step
improves the detection algorithm or CUES in a ratcheting process.

Applying and Assessing Social-Cyber Maneuvers

I developed a method for operationalizing the BEND framework to better analyze influence op-
erations from the context of the social-cyber maneuvers. Then I create a practical method for
making assessments that would be beneficial for informing decision-makers.

Case Studies

I created an analysis and assessment on three real-world scenarios, specifically discussions on
the COVID-19 Vaccine, the US 2022 Midterm Election, and key actors in the Ukraine-Russia
War in 2022. Not only does this add valuable insight for these specific events, but I also illustrate
an effective application of the social-cyber maneuver framework.

Counter-Maneuver Simulations

I created simulations to analyze the effects of using the BEND maneuvers in a simulated Twitter
environment [20]. These inform the effectiveness of the maneuvers and provide a better under-
standing of methods for countering the maneuvers online. This work can be found in Appendix
E.

6.3 Limitations
There are several limitations within the scope of this thesis. First, though many aspects of
this framework theoretically can be applied to multiple types of social media platforms, this
research’s foundational work and case studies were developed based on the Twitter structure and
using Twitter data. Furthermore, some very specific characterizations and detection methods
may only apply to Twitter data or platforms with similar features (such as those using messages,
hashtags, and mentions).

Another limitation involves the inherent use of Twitter API and data collection. The Twitter
API only allows us to collect a sampling of the network based on specific accounts and collection
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terms. Users are only allowed a specific number of tweets a month, resulting in only a small
fraction of the entire discussion. This means that often we have incomplete communications
and follower networks. To collect the data sufficiently enough to create a more accurate BEND
assessment, there need to be fewer restrictions on the data collected across all platforms, not just
Twitter. The meta-data or message data should also be detailed and accessible enough to derive
the required indicators for the analysis. This means access to suspended accounts and tweets to
observe conversations online; the ability to download/view media files such as images, audio,
and URLs; and policies to decrease the cost barrier for conducting research in this area.

Finally, the analysis of the BEND maneuvers is based on analyzing individual data sets where
any aggregations would be of the particular period under analysis. Overtime analysis results from
compiling the analysis of multiple data sets rather than a single overtime calculation of the entire
data set. This means tweets or conversations are not systematically tracked.

6.4 Future Research
There are several avenues of research in which I suggest future work in this area can benefit the
field of social cybersecurity.

BEND Tactical Categories

This research touched upon some of the effects and actions that result from combinations of
maneuvers. These maneuvers have been observed in other combinations than those discussed,
and the combinations should be analyzed dynamically over time.

Disinformation and Influence

Though disinformation can be an instrument for influence, this is not always the case. As shown
in the case studies in Chapter 5, influence techniques need not always accompany malicious
intent. One possible future direction can be to look at the relationship between disinformation
and influence to determine whether different maneuvers are used when the information spread is
disinformation.

Detection

While I have previously stated in Chapter 3 that detection of the individual maneuvers needs
continued refinement, other aspects of detection should be addressed.

Detection should incorporate non-text information such as images, videos, audio, URL anal-
ysis, etc. The current process primarily uses text analysis as the primary source for detection.
The BEND analysis, therefore, lacks the added value provided by other aspects or modalities of
a message. Social media platforms, such as TikTok and Instagram, primarily use images and
videos for posts, and Facebook posts typically accompany images or URLs. For these types of
platforms, the text becomes supplemental to these more prominent platform features and there-
fore less of the primary indicator of the maneuvers. A recommended next step for detection could
be to derive emotional content from images, audio, and video to identify the emotion maneuvers
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of dismay and excite [137, 146, 147]. Work has also been done on extracting semantic cues
and indexing images, which may lead to better detection of other maneuvers [90, 143]. Each
modality would have to be separately analyzed and then combined to create a holistic view of
the overarching maneuver.

Methods should also be improved to be able to detect the maneuvers within the context of
their position within the narrative or a storyline. Currently, maneuvers are identified in isola-
tion, which sometimes results in erroneous classifications of posts. Finally, detection should be
extended to automating impact analysis of the community maneuvers. Actors may have been
attempting boost maneuvers in time period 1. How successful were they in time period 10? How
has the network evolved to reflect the effects of this maneuver?

BEND Cross-Platform

While this work primarily uses Twitter as the base for research, the BEND framework can be
applied on other social media platforms. More research should be extended to the applications on
other platforms. The user interaction structure and predominate form for messages (e.g., images,
texts, audio, etc.) can affect some methods of the framework. For example, Twitter, networks
based on interactions through retweets, quotes, replies, and mentions. Information is not limited
to individual communities but can be extended easily throughout the entire network. Deriving
Twitter communities is a manual process. Similarly, Facebook, Instagram, and TikTok interact by
spreading information to followers who have the options to like, share, and reply. On the other
hand, Reddit, Telegram, and Facebook’s groups feature have communities or groups inherent
to the social media platform. This type of structure facilitates the observations of community
maneuvers related to the change in community growth or reduction. Tables 6.1 and 6.2 show a
breakdown of popular social media platforms and their general network structures and modalities
for spreading information. Depending on the network structure and modalities, BEND analysis
may have a greater emphasis on community network maneuvers, and narrative maneuvers may
be more effective if they are better capable of analyzing modalities other than text.

Table 6.1: Popular social media platform network comparison. Interaction networks refer to
networks created by replies, quotes, mentions, and retweets. Community interaction networks
refer to networks of users based on specific topics interacting through posts and replies.

Platform Predominant Network Features Other Network Features

Twitter Interaction networks Derived community networks
Facebook Interaction networks Community interaction networks
Instagram Interaction networks
TikTok Interaction networks
Reddit Community interaction networks
Telegram Community interaction networks Interaction networks (forwards)
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Table 6.2: Popular social media platform modality comparison

Platform Primary Modalities Other Modalities

Twitter Text, images, URLs Videos, likes
Facebook Text, images, URLs Videos, reactions
Instagram Images, Videos Text, likes
TikTok Videos Text, likes
Reddit Text images, videos, URLs, votes
Telegram Text, images, URLs Videos, reactions

Counter-maneuvers

This work focused on identifying the maneuvers and using the maneuvers to characterize in-
fluence operations. However, organizational leaders may desire a way to combat the maneu-
vers that are being targeted against them. Future work should begin by exploring the tactics,
techniques, and procedures for the social-cyber maneuvers and the responses used in varying
scenarios. These can be observations of counter-maneuvers followed by evaluations of their ef-
fectiveness. This type of impact analysis relies on overtime analysis of the scenario. Though
there may be challenges in determining whether or not beliefs or behaviors are affected, evalua-
tion can be made on changes in network structure, overtime stance analysis, and the evolution of
the narratives. This can then be followed up with simulations.

BEND Simulations

While several simulations have been conducted to explore the effects and actions of the BEND
maneuvers on various networks, more can be done in this area. Beneficial simulations include re-
fining the use of emotions, evaluating counter-maneuvers, and exploring the natural propagation
of information in the presence of specific maneuvers over time. Though some simulations have
partially addressed some of these recommendations, they can be improved with more accurate
representations of the social network and maneuvers.

Social Media Analyst Training

The OMEN exercise was used in part to help develop the BEND framework methodology as
discussed in Chapter 4.1.2. Currently, four days of training is used to provide in-class lectures
as well as hands-on training on the tools and the processes for analyzing and assessing influence
campaigns and suggesting potential courses of action. This course is suited for entry-level ana-
lysts. These would be the personnel who would take guidance from a more experienced analyst.
A more experienced analyst would need a minimum of six weeks of training. This should involve
instruction on using all of the tools within the pipeline including data collection, Netmapper,
bot detection, and ORA-PRO. Furthermore, the training should include more in-depth analysis
techniques and the application on multiple and varied data sets. Emphasis should be made on
visualizations and forming the analysis as actionable information. As a capstone project, the
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analysts could apply these techniques on a real-world scenario and present them to appropriate
decision-makers and stakeholders. Additionally, though this is intended for industry and govern-
ment analysts, this can be expanded into a semester course in an academic environment.

Expanding Operational Utility

As mentioned in Chapter 4, the BEND framework has been used to train analysts in character-
izing online influence campaigns to inform decision-making. Based on the experience from the
training, the OMEN team has shown the training to be a potentially useful and accessible tool.

Several actions could facilitate the widespread use of this framework and its accompanying
tools. First, this should continue to be presented to higher-level decision-makers as a critical tool
for solving real-world challenges. Then the tools need to function at the high-level expected for
its intended use. Not only do they need to believe the theory, but they need to believe that the
tools will help them in the application of the theory. This means detection must continue to be
improved and more features are required to conduct a thorough analysis. The tools, however,
need to be easy to use. For example, ORA-PRO is a powerful network analysis tool, but for the
analysts using it for analyzing influence operations, they may only require the functions related
to their analysis process. This may also mean streamlining the pipeline into a single package
where the users are able to move from one aspect of the analysis process to the other without
a large amount of effort. Furthermore, the framework and tools need to be improved for social
media platforms other than Twitter. As Twitter is becoming less accessible and other platforms
are becoming more popular, the BEND framework should be able to get a holistic view of the
information environment. Finally, as this framework has military applications, the names for the
maneuvers should not represent already existing tactical terms. Therefore, the names nuke and
neutralize should be reconsidered. Though it may not fit the acronym, the names should not be
confined to starting with the letter ‘N’.
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Appendix A

Data Set Information

A.1 List of terms for Data Collection
Table A.1 contains the list of terms used to collect the data for research regarding the 2022 U.S.
Midterm Elections. They were collected from November 1-9, 2022 using the Twitter API. The
terms are related to the Senate, House, and Gubernatorial races within seven swing states during
the US midterm election.

A.2 List of Terms for Stance Detection
The terms in Table A.2 were assigned to each political party and used to seed the stance detection
algorithms. The agents and hashtags were subsequently classified into Democrat, Republican, or
unassigned.
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Table A.1: 2022 U.S. Midterm Election (Swing States) Collection Terms
Swing State Keywords
Arizona (AZ02 OR AZ01 OR AZ06 OR AZSen OR AZGov) OR

((Kelly OR Blake OR Lake OR Hobbs OR Crane OR
Halleran OR Hodge OR Schweikert OR Engel OR Cisco-
mani) (vote OR election OR elect OR race OR AZ OR Ari-
zona OR democrat OR republican))

Georgia (GA06 OR GASen) OR ((Warnock OR Walker OR Kemp
OR Abrams OR McBath OR Handel) (vote OR election OR
elect OR race OR GA OR Georgia OR democrat OR repub-
lican))

Nevada (NVSen OR NVGov OR NV03 OR NV04 OR NV01) OR
((Mastro OR Laxalt OR Sisolak OR Lombardo OR Becker
OR Lee OR Peters OR Hosford OR Robertson OR Titus)
(vote OR election OR elect OR race OR NV OR Nevada
OR democrat OR republican))

North Carolina (Beasley OR Budd OR NCSen OR Nickel OR Hines OR
NC13) AND (vote OR election OR elect OR race OR NC
OR North Carolina OR democrat OR republican)

Ohio (Vance OR Ryan OR OHSen OR DeWine OR Whaley OR
OHGov OR Chabot OR Landsman OR OH01 OR Sykes
OR Gilbert OR OH13 OR Kaptur OR Majewski OR OH09)
AND (vote OR election OR elect OR race OR OH OR Ohio
OR democrat OR republican)

Pennsylvania (PASen OR PAGov OR PA07 OR PA08 OR PA17) OR ((Oz
OR Fetterman OR Shapiro OR Mastriano OR Scheller OR
Wild OR Bognet OR Cartwright OR Shaffer OR Deluzio)
(vote OR election OR elect OR race OR PA OR Pennsylva-
nia OR democrat OR republican))

Wisconsin (OHSen OR OHGov OR OH01 OR OH13 OR OH09) OR
((Vance OR Ryan OR DeWine OR Whaley OR Chabot OR
Landsman OR Sykes OR Gilbert OR Kaptur OR Majewski)
(vote OR election OR elect OR race OR OH OR Ohio OR
democrat OR republican))
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Table A.2: 2022 U.S. Midterm Election (Democrat/Republican) Agent and Hashtag Stance De-
tection Terms

Political Stance Keywords
Democrat VoteBlueForDemocracy, VoteBlueToProtectYourRights,

VoteBlue, BlueTsunami, wtpBLUE, DemVoice1, Vote-
BlueToSaveDemocracy, VoteBlueIn2022, BlueWave,
TruBlue, OurBlueVoice, PuppetVance, Dems4USA,
BlueIn22, Fetterman, ProudBlue22, BlueVoices, Warnock,
GeorgiaNeedsStaceyAbrams, voteblue2022, LawlessLax-
alt, NotYourBudd, NoToBo, VoteBlueIn22, AntiJobsJohn-
son, VoteBlueTomorrow

Republican Doug4Gov, VoteRed, RedWave, Republicans-
ForKatieHobbs, DrOz, VoteRed2022, Walker, Vance,
VoteRedToSaveAmerica2022, HerschelWalker, Red-
Wave2022, LeadRight, GoRedStateByState, Votered-
tosaveAmerica, Laxalt, RedTsunami2022, voterepublican,
JDVance, RepublicansForRyan, Budd, VoteRedForFree-
dom, RedTsunami, redstatebystate, VoteRedTomorrow,
RedOrAmericaIsDEAD, VoteREDToSaveThisCountry
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Appendix B

List of CUES and Descriptions

Table B.1 list the current CUES and descriptions used in the Netmapper software.

Table B.1: CUES indicators descriptions and BEND maneu-
vers (*Indicators not CUES terms)

CUES/indicators Description Maneuver References
named entity Number of named entities explain
abusive Number of abusive terms nuke, neutralize, narrow, dis-

may, distract
[42, 48]

expletive Number of expletive terms nuke, neutralize, dismay, dis-
tract

[48]

exclusive Number of exclusive terms narrow
inclusive Number of inclusive terms boost, bridge [46, 66]
absolutist Number of absolutist terms build, back, excite, nuke, neu-

tralize, dismay, distract
[1, 14, 127]

equivocal Number of equivocal terms explain, neutralize, distort [7, 63, 68]
connective Number of connective terms enhance

Continued on next page
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Table B.1 – continued from previous page
CUES/indicators Description Maneuver References

numbers Number of numbers explain
# exclamation points Number of exclamation points excite, distort [109, 138]
# question marks Number of question marks distort, distract
Is in all caps Number of capital letters - [56]
positive Number of positive terms build, back, boost, engage,

excite, distract
[114]

negative Number of negative terms nuke, neutralize, distract [114]
# happy emots/emojis (emoti-
cons happy)

Number of happy emoticons/emojis back, boost, engage, excite [49, 56, 109, 135]

# sad emots/emojis (emoti-
cons sad)

Number of sad emoticons/emojis nuke, neutralize [49, 56, 109, 135]

# angry emots/emojis (emoti-
cons angry)

Number of angry emoticons/emojis nuke, neutralize [49, 56, 109, 135]

# embarrassed emots/emojis
(emoticons embarrassed)

Number of embarrassed emoti-
cons/emojis

nuke, neutralize [49, 56, 109, 135]

# positive emoticons Number of positive emoticons - [49, 56, 109, 135]
# positive emoji Number of positive emojis back, boost, engage, excite,

distract
[49, 56, 109, 135]

# neutral emoticons Number of neutral emoticons - [49, 56, 109, 135]
# neutral emoji Number of neutral emojis - [49, 56, 109, 135]
# negative emoticons Number of negative emoticons - [49, 56, 109, 135]
# negative emoji Number of negative emojis nuke, neutralize, distract [49, 56, 109, 135]
poweranger Number of power anger terms nuke, neutralize, dismay [40, 59, 67]
powerencourage Number of power encourage terms back, enhance, excite [59, 67]
powerfear Number of power fear terms neutralize, dismay [59, 67]
powerforbidden Number of power forbidden terms narrow, dismay [59, 67]
powergreed Number of power greed terms excite
powerlust Number of power lust terms excite

Continued on next page
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Table B.1 – continued from previous page
CUES/indicators Description Maneuver References

powersafety Number of power safety terms enhance
1st person Number of 1st person terms excite [73, 103, 105, 124]
2nd person Number of 2nd person terms - [73, 103, 105, 124]
3rd person Number of 3rd person terms - [73, 103, 105, 124]
# mv care virtue Number of moral value for care

terms
excite [27, 28, 29, 30, 31]

# mv care vice harm Number of moral value for harm
terms

dismay [27, 28, 29, 30, 31]

# mv fairness virtue Number of moral value for fairness
terms

back [27, 28, 29, 30, 31]

# mv fairness vice cheating Number of moral value for cheating
terms

neutralize, dismay [27, 28, 29, 30, 31]

# mv loyalty virtue Number of moral value for loyalty
terms

back, boost [27, 28, 29, 30, 31]

# mv loyalty vice betrayal Number of moral value for betrayal
terms

nuke [27, 28, 29, 30, 31]

# mv authority virtue Number of moral value for author-
ity terms

back [27, 28, 29, 30, 31]

#
mv authority vice subversion

Number of moral value for subver-
sion terms

neutralize [27, 28, 29, 30, 31]

# mv sanctity virtue Number of moral value for sanctity
terms

enhance [27, 28, 29, 30, 31]

#
mv sanctity vice degradation

Number of moral value for degrada-
tion terms

distract [27, 28, 29, 30, 31]

# mv liberty virtue Number of moral value for liberty
terms

- [27, 28, 29, 30, 31]

# mv liberty vice oppression Number of moral value for oppres-
sion terms

- [27, 28, 29, 30, 31]

Continued on next page
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Table B.1 – continued from previous page
CUES/indicators Description Maneuver References

# back Number of back terms back
# build Number of build terms build
# bridge Number of bridge terms bridge
# boost Number of boost terms boost
# engage Number of engage terms engage
# explain Number of explain terms explain
# excite Number of excite terms excite [59, 67]
# enhance Number of enhance terms enhance
# neutralize Number of neutralize terms neutralize
# nuke Number of nuke terms nuke
# narrow Number of narrow terms narrow
# neglect Number of neglect terms neglect
# dismiss Number of dismiss terms dismiss
# distort Number of distort terms distort [2, 94]
# dismay Number of dismay terms dismay [59, 67]
# distract Number of distract terms distract
Agent-references count* Number of agent references build, boost
References-exactly-one-
agent*

TRUE if has exactly one agent ref-
erence

back, neutralize

Completely-off-topic
concepts-count*

Number of terms not used by any
other documents in the corpus

bridge, engage, distract, nar-
row

References-at-least-two-
agents*

TRUE if references at least two
agents

bridge

References-at-least-two-
communities*

TRUE if references at least two
communities

bridge

On-topic-concepts-count* Number of concepts similar to other
documents

engage, explain, excite, dis-
may

images-count* Number of images engage
Continued on next page
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Table B.1 – continued from previous page
CUES/indicators Description Maneuver References

propagates-count
(propagation-count)*

Number propagations engage, excite

urls-count* Number of URLs engage, explain
govt-agent-reference count* Number of references to govern-

ment agents
explain

has-less-than-two-negatives* TRUE if has less than two negative
terms

explain

has-less-than-two-positives* TRUE if has less than two positive
terms

explain

media-agency-reference
count*

Number of media agencies refer-
enced

explain

is-propagator* TRUE if is a propagator (retweet,
reply, quote)

explain

off-topic-concepts count* Number of terms used by relatively
few other documents in the corpus

enhance

negative-sarcasm* TRUE if has negative sarcasm excite, dismiss
positive-sarcasm* TRUE if has positive sarcasm excite, dismiss, dismay
concept-specialization* Number terms used by relatively

few other documents in the corpus
narrow, distract

has-topic-concepts-and-
strong-cues*

Number of terms used by relatively
many other documents and number
of CUES that appear at least twice
in the document

dismiss

has-topic-words-and-
laughter-emos*

Number of terms used by relatively
many other documents and number
of laughter emojis/emoticons

dismiss
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Appendix C

CUES Usage Correlation by Maneuver

The following graphs depict the correlations of CUES usage within messages for each of the
BEND maneuvers. The brown boxes indicate uncollected data.

Figure C.1: Correlations between back CUES
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Figure C.2: Correlations between boost CUES

Figure C.3: Correlations between bridge CUES

156



Figure C.4: Correlations between build CUES

Figure C.5: Correlations between dismay CUES
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Figure C.6: Correlations between dismiss CUES

Figure C.7: Correlations between distort CUES
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Figure C.8: Correlations between distract CUES

Figure C.9: Correlations between engage CUES
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Figure C.10: Correlations between enhance CUES

Figure C.11: Correlations between excite CUES
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Figure C.12: Correlations between explain CUES

Figure C.13: Correlations between narrow CUES
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Figure C.14: Correlations between neglect CUES

Figure C.15: Correlations between neutralize CUES
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Figure C.16: Correlations between nuke CUES
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Appendix D

BEND Framework Tutorials

D.1 How to Import CUES
CUES are calculated using the Netmapper software [39]. The CUES document is a .tsv file that
can be pipelined into ORA-PRO as input for calculating the BEND maneuvers within a data set.
This section outlines the process to import the values as tweet attributes for a given data set.
Options not discussed within this tutorial should use the ORA-PRO defaults.

D.1.1 Select Import Attributes function (Figure D.1)
1. Select the Tweet nodeset in Meta-Network Manager

2. Select Editor tab

3. Select Attributes menu

4. Click on Import attributes

D.1.2 Import Attributes Parameters (Figure D.2)
1. Click Browse to select the CUES document. This should be .tsv file

2. Match Node ID with file column twitter id. This ensures that the CUES from the tweets
detected using Netmapper are added as attributes to the corresponding tweets in the data
set

3. Use the Actions button to Select All and then de-select the Author and Date checkboxes.
These values typically already exist in the data set

D.1.3 Import Successful (Figure D.3)
1. An indication that the CUES were successfully imported are the correct listings of CUES

in the Attribute column and numerical values in the # Imported Values column

2. Select OK
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Figure D.1: Select Import Attributes

Figure D.2: Import Attributes Parameters
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Figure D.3: Import Successful
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D.2 How to Run a BEND Report
This section outlines the tutorial for running a basic BEND report with explanations for why
some features are selected. Options not discussed within this basic tutorial should use the ORA-
PRO defaults. However, other features may be used depending on the data set and the desired
analysis.

D.2.1 Generate Report (Figure D.4)
1. Select the meta-network in Meta-Network Manager

2. Click Generate Reports...

Figure D.4: Generate Report

D.2.2 Select BEND & Community Assessment Report (Figure D.5)
1. Select the BEND & Community Assessment Report

2. Ensure the appropriate data set(s) are selected

3. Click Next

D.2.3 Select Nodesets (Figure D.6)
1. In the menu, select Select Nodesets

2. Check Agent nodeset checkbox. Select the Agent nodeset in the drop-down menu to indi-
cate who the agents are interacting within the data set

3. Check Document nodeset checkbox. Select the Tweet nodeset in the drop-down menu to
indicate the individual documents that are being analyzed in this report

4. Check only the Hashtag checkbox. For the purposes of this tutorial, hashtags will serve
the function of representing concepts or single ideologies within a message. Concepts are
used to indicate a main idea, theme, or topic within a message.

D.2.4 Agent attributes (Figure D.7)
1. In the menu, select Agent Attributes
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Figure D.5: Select BEND & Community Assessment report

Figure D.6: Select Nodesets

2. If there is an attribute within the data set that identifies bots or other agent characteristics
(the attribute must be a category type), select the attribute that identifies the items in the
drop-down menus.

D.2.5 Document CUES (Figure D.8)

1. In the menu, select Document CUES. These should reflect the attributes imported into the
Tweet nodeset from the CUES .tsv file.
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Figure D.7: Select Agent Attributes

2. Click Next

Figure D.8: Select DocumentCUES

D.2.6 Agent Analysis (Figure D.9)

1. Select Mean for the Category membership criteria

2. Check Create analysis
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3. If desired, check Select nodes for detailed analysis. There may be key actors or other
interesting agents that may need further inspection. Some interesting features for agents
to examine include those with high # Docs Authored or containing interesting attributes or
concepts. Select these actors to create a focused BEND analysis on the individual account.

Figure D.9: Agent Analysis

D.2.7 Document Analysis (Figure D.10)

1. Select Mean for the Category membership criteria

2. If desired, check Select nodes for detailed analysis. There may be specific documents
(Tweets) that may require further inspection. Some interesting features for documents
may be those that were propagated the most or have the most agent references. Select
these documents to create a focused BEND analysis of the individual message.

3. Click Next

Figure D.10: Document Analysis
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D.2.8 Finish BEND report (Figure D.5)
1. Check HTML for a view of the reports in a web browser. This form is an interactive

document with links between each of the supporting documents within the BEND report.

2. If desired, check CSV for the supporting numerical data that is used to populate the over-
all report. These documents contain information to create plots or analyses that are not
automatically calculated within the BEND report.

3. Enter the directory to save the report

4. Enter the name of the filename. In the filename, indicate the version of Netmapper and
ORA-PRO used in the calculations of the report as both software are regularly updated.

5. If multiple data sets were selected, check Ren report once per meta-network to run a report
on each of the data sets separately.

6. If multiple data sets were selected, select Save to separate subdirectories

7. Click Finish

8. Once completed, an HTML document will open in a web browser with the report. De-
pending on the size of the data set, the report may take a couple of seconds or sometimes
up to an hour or more

Figure D.11: Finish BEND Report
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D.3 How to Create Communities for BEND Analysis

This tutorial outlines how to use the community features in the BEND & Community Assessment
report. The process is the same except for the sections specifically designed for the community
analysis. This tutorial specifically shows how to create the BEND analysis for both attribute-
based and topic-oriented communities as a supplement to the BEND tutorial in Section D.2.
Only one type of community can be analyzed per report.

D.3.1 Option 1: Agent Communities (attribute-based) Figure D.12)

1. To analyze communities by attributes, select the radial button for Create communities from
agent attributes. In the example, communities based on whether an agent is a bot or not a
bot are created for analysis

2. Select the Min required agents per community

3. Select the Max communities to analyze

4. Select Allow agents to be in multiple communities if agents should be assigned to multiple
groups. In the example with bots or not bots, since agents can only fall in one of the
categories, this option is unnecessary

5. Select Create General Public community if it is desired to combine all agents that do not
fit into a community into a single community. This should only be checked if there is
value in analyzing the leftover agents as a community. Otherwise, the community may be
unnecessarily large and meaningless for analysis

Figure D.12: Agent Communities (attribute-based)
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D.3.2 Option 2: Agent Communities (topic-oriented) Figure D.13)
1. This report uses the Leiden clustering algorithm based on an all-communications network

and the concepts from the messages to create topic-oriented communities. Select the radial
button for Create topic oriented communities using agent interaction and concept usage to
create topic-oriented communities for analysis.

2. Select the Min required agents per community

3. Select the Max communities to analyze

4. Select Allow agents to be in multiple communities if agents should be assigned to multiple
groups.

5. Select Create General Public community if it is desired to combine all agents that do not
fit into a community into a single community. This should only be checked if there is
value in analyzing the leftover agents as a community. Otherwise, the community may be
unnecessarily large and meaningless for analysis

Figure D.13: Agent Communities (topic-oriented)

D.3.3 Community Analysis Figure D.14)
1. In the menu, select Community Analysis

2. Check Create analysis

3. Select the communities to conduct a detailed BEND analysis. This can be either the com-
munities created by attributes or the topic-oriented communities. Information such as at-
tributes, number of agents and hashtags, community network calculations such as echo
chamberness, and top concepts are features to consider when selecting communities to
analyze
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Figure D.14: Community Analysis
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Appendix E

BEND Maneuver Simulation

We develop an agent-based model of a Twitter environment to simulate using social-
cyber (BEND) maneuvers to deter a disinformation campaign. We explore the use
of the network maneuvers of back, build, and neutralize to manipulate the network
and the information maneuvers of excite, dismay, explain, and dismiss to control
the narrative. Using belief as a measure of effectiveness, we explore the changes
in user behavior and the resulting network. We demonstrate that build is the most
effective network maneuver countermeasure for deterrence. The results also show
that affecting a tweet’s emotional and logical values through information maneuvers
effectively controls the overall network belief.

E.1 Introduction

The lines between real and digital life have become indistinguishable. Online platforms have
gained distinction as the primary source for news, discussion, sharing ideas, and community
building. Maligned actors continuously develop ways to exploit this space to conduct cyber-
mediated attacks on civil society. The emerging, transdisciplinary field of social cybersecurity
provides theories and tools to help study and counter such cyber-mediated attacks [35].

While recent research in the field of social cybersecurity focuses on establishing a framework
to discuss information maneuver [37], social cyber-forensics [16], and diffusion [91] [118] [136],
the current pandemic and US election have demonstrated the need for greater understanding of
social-cyber maneuvers and how to mitigate them. However, studying social-cyber maneuvers
poses two problems: there is no exact way to measure the effects of information operations
(open research problem). Two, it is not ethically tractable to manipulate human test subjects’
beliefs thoughts. Agent-based modeling (ABM) is a tool that can help researchers overcome
the latter of the two problems. ABM provides a powerful method for representing complex and
dynamic real-world environments. Until recently, modeling efforts in this domain focused on
information diffusion and rumor propagation. In most cases, studies abstract away platform-
specific mechanics; twitter sim is the first model our team is aware of that evaluates forms
of social-cyber maneuver [18] through simulation.

Our principal research question is: can anti-disinformation maneuvers mitigate disinforma-
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tion campaigns? This paper explores a social network experiencing a disinformation campaign
leveraging the back disinformation maneuver to sway network belief. We then implement infor-
mation and network maneuvers to counter the back maneuver using belief to measure the effect
of disinformation and mitigating strategies. Our study sets out to improve twitter sim and
incorporate more realistic mechanics to expand its ability to model social-cyber maneuvers to
counter the spread of disinformation.

E.2 Related Works

E.2.1 Modeling Information and Beliefs
Many models have been used to simulate the spread of information as well as the dynamics on
social networks; e.g., [13] [47] [84] and [145]. Construct, an agent-based social-network model,
simulates information and belief diffusion using a turn-based social influence approach[34].
Agents have bounded rationality where they use homophily and expertise to help decide with
whom they will have interactions. Additionally, agents have general memory of task knowl-
edge, social memory of with whom they are interacting, and a transactive memory of who knows
what and whom [36]. This paper builds from Beskow and Carley’s twitter sim model [18]
and Construct. We further limit the agent’s attention by limiting the number of read tweets and
exploring more BEND maneuvers. These models are compared in Table 1.

Table E.1: Docking Lite Comparison of twitter sim2.0, twitter sim, and Construct.

Features twitter sim2.0 twitter sim Construct
General Population x x
Media Agents x x x
Opinion Leaders x x x
Information Access x x x
General Memory x x x
Transactive Memory x
Homophily x x x
Limited Attention x x
Dynamic Network x x x
Emotional Response x

E.2.2 BEND Framework
The BEND framework provides a way of understanding information/influence operations [35].
The framework provides two types of social-cyber maneuvers for manipulating information,
ideas, and beliefs: information (or narrative) maneuvers and network maneuvers. BEND de-
scribes 16 maneuvers (which contribute to the acronym for ”BEND”); we incorporate seven to
extend the twitter sim model to explore both information and network forms of maneuver.
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E.2.3 Modeling Emotions and Reason
Several theories discuss how emotions and cognition affect an individual’s behavior. In Heise’s
Affect Control Theory, people create events or conduct actions that confirm their fundamental
sentiments of themselves in a particular situation. Emotions then reflect a person’s sentiment
about themselves and the validations or invalidations of self-created by the situation at the mo-
ment [67]. Behavior is thus related to a combination of the state of the person and the situation.

E.3 Model Description
In twitter sim2.0, we made the discrete event distribution better represent Twitter, modified
agent behavior to facilitate BEND maneuvers, and introduced four additional BEND maneuvers
for testing. The model is Python 3.7 based. We used the NetworkX package [62] to generate
scale-free networks. Twitter sim2.0 is a discrete event agent-based model that attempts to
replicate individual user behavior and Twitter platform mechanics. The simulation consists of
three types of agents- normal users, spreaders (facilitate disinformation operations), and beacons
(trusted community leaders or subject matter experts) [118]. Spreaders and beacons both conduct
social-cyber maneuvers to change the belief of the simulated network.

E.3.1 Review of twitter sim Features
Homophily (Similarity):

Homophily is the tendency for people to seek out connections with those that are similar to
themselves [86]. In this simulation, homophily (similarity) is represented by an adjacency matrix
of all nodes in the network; the link values are the Jaccard similarity coefficient between nodes
(similarity = successorsA∩successorsB

successorsA∪successorsB
).

Influence:

In graph theory, the indegree of a node (vertex) in a directed graph is the number of edges
directed into the node. In this model, influence is represented by a normalized value of an agent’s
indegree.

Tweet:

We simulate the Twitter’s content sharing functions for tweeting, retweeting, replies, and men-
tions (Tweetvalue = type × similarityij × influencei). A tweet’s value is a function of tweet
type (0: normal, 1: disinformation, -1: anti-disinformation), similarity, and influence [18].

Limited Attention and Changing Beliefs:

In our model, agents are influenced only by the content they see. Limited attention [139] con-
strains how many tweets a user reads each active period.
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We measure the effectiveness of disinformation operations by the change in belief using a
continuous value between zero and one. An agent with a belief value less than 0.5 believes
disinformation, and a value greater than 0.5 does not believe disinformation. Belief is calculated
as belieft = belieft−1 + (mean(tweetsread) + globalperc))× (1− belieft−1).

E.3.2 Model Changes Introduced for twitter sim2.0

Discrete Event Simulation:

As mentioned, a user is influenced only by seen content. A key component to the content a
user sees is their activity level or how often they engage on Twitter’s platform. The original
twitter sim model simulates user activity ranging from every two months up to eighteen
times per day. Based on recent research from Pew’s Internet & Technology center, we adjusted
the distribution of activity in our model [108]. In the simulation, agents are assigned a daily,
weekly, or less often activity attribute in the appropriate percentages. Each time an agent wakes,
their next wake time is stored by randomly sampling awake time from 0-24 hours daily, 25-168
hours weekly, and 169-1081 hours for less than weekly.

Model Agents and their Twitter Actions:

In twitter sim2.0, normal users, spreaders, and beacons tweet, send mentions, and retweet.
Beacons use replies to counter disinformation. All agents retweet with a given probability a
portion of their read tweets. Normal users do not create disinformation but do spread it through
retweeting. Beacons will not retweet messages that contain disinformation, but spreaders will.

In twitter sim2.0, agents generate mentions with a given probability instead of every
time step as in twitter sim. If an agent-i mentions agent-j, and an edge does not exist be-
tween the two agents, agent-i will be added to a recommendation queue for agent-j to form an
edge between the two. BEND network maneuvers can exploit the mechanics of mentions [18].

Beacons counter disinformation by replying with anti-disinformation but can only counter
disinformation they see. Additionally, beacons conduct BEND maneuvers to counter disinfor-
mation. We set the percentage of beacons in the simulation as an independent variable ranging
from 0-15%.

Spreaders send messages with a mix of noise and disinformation. Spreaders start the simula-
tion with one link and gradually build connections and work their way into the network. Spread-
ers use the back BEND maneuver and link to influential agents aligned with their disinformation
campaign.

Impacts of Emotion and Logic:

To facilitate impacts of emotion and logic in our simulations, we adjust the original tweet value
calculation to include a multiplier for emotion and a multiplier for logic (Tweetvalue = type ×
similarityij × influencei × emotion× logic).

Emotion maneuvers represent both the excite and dismay BEND maneuvers, where excite is
discussion that brings joy or happiness, and dismay is discussion that brings sadness or anger. A
very emotional tweet can be either very exciting or very dismaying. In our model, both the tweet
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Table E.2: Experimental Design for twitter sim2.0

Variable
Number
Variants Variant Values

Spreaders (% of Network) 2 5, 10
Beacons (% of Network) 3 0, 10, 15
Type of Network 1 normal
Spreader BEND 1 BACK
Beacon BEND (Network Maneuver) 3 BACK, BUILD, NEUTRALIZE
Beacon BEND (Information Maneuver) 3 EMOTION, LOGIC, COMBINED

and the user have an emotional state. The closer the tweet’s and user’s emotional state, the higher
the emotional strength and impact on the user’s actions. Users reinforce their beliefs based on
the matched sentiment.

The logic maneuvers also represent two similar and opposite BEND maneuvers. Explain
are actions that provide more details on a topic. Dismiss are actions that provide details on the
unimportance of a topic. We model this by assigning tweets a value for how logically persuasive
it is. This can range from innocuous cat videos to a scientific paper. Likewise, users have a
reasoning level, which is a measure of how open they are to new ideas or their ability to listen
and comprehend the logic of a tweet. Our model compares the two values, and the resulting
logical strength of the tweet is a function of combining the two values. Therefore, a highly
logical tweet sent to a user with a high reasoning level is more affected by the tweet, resulting in
a high logical strength for the tweet value.

E.4 Experiments

This section explores emergent behavior when beacons use BEND maneuvers to counter a
spreader disinformation campaign. See Table E.2 for a detailed view of the independent and
control variables for the experiments. The percentages of spreaders and beacons were selected
to ensure three ratios: more spreaders than beacons, parity, and more beacons than spreaders.
As a baseline, spreaders conduct disinformation maneuvers (back), and beacons do not conduct
anti-disinformation maneuvers.

E.4.1 Network Based Maneuvers

We selected back, build, and neutralize to provide a diversified representation of network-based
BEND maneuvers. These maneuvers affect who is talking and listening to whom in Twitter [35].
Each combination of variables was run 100 times on a 100 node network, and we averaged the
results for reporting. Each run simulated 1,680 hours of activity or approximately 2.5 months.
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Maneuvers

A back maneuver increases the importance of opinion leaders [35]. On Twitter, back is con-
ducted through following and retweeting. The greater the scale, the greater the impact. Beacons
execute back by finding opinion leaders with beliefs between 0 and 0.49 (representing unbelief
in disinformation) and following them.

The build maneuver involves creating a group, or the appearance of a group [35]. This
maneuver focuses on building a group around a common bond and then injecting a directed
narrative into the group. Beacon agents conduct build by co-mentioning other agents in the
network. When a beacon co-mentions (Agent X and Agent Y), the beacon appears in both of the
agents’ suggested follow queues, and Agent X will appear in Agent Y’s suggested follow queue
and vice versa.

A neutralize maneuver involves actions that limit the effectiveness of opinion leaders [35].
Reducing the number of users that follow an opinion leader achieves a neutralize effect. Neu-
tralize is similar to back but with the opposite desired effect. Beacon agents conduct neutralize
by finding opinion leaders that propagate disinformation and then follow them. The beacon will
send anti-disinformation replies by linking to the opinion leader, possibly directing their follow-
ers away from disinformation.

E.4.2 Information Based Maneuvers

We represented excite, dismay, explain, and dismiss maneuvers by simulating differences in the
emotional and logical aspects of a tweet in conjunction with varying user emotional states and
reasoning levels. The emotion simulations represent excite and dismay, and the logic simulations
represent explain and dismiss. The combined experiment combines both simulations. Each
experiment executed 100 runs, resulting in 2400 replications.

Maneuvers

For simulating emotional behavior, the beacons send anti-disinformation tweets and retweets at a
minimum of 80% emotional strength. This simulates tweets that attempt to persuade by appeal-
ing to the users’ emotions to either excite or dismay, understanding that not all tweets can map
to every person’s emotional state at 100%. When simulating emotional behavior independent of
reason, the logic of the tweet and user reasoning levels result in a 50% average logic strength.

As logical behavior is a function of the logic of the tweet and the user’s reasoning level,
beacons attempt to deter the spread of disinformation by creating very logical tweets in favor of
anti-disinformation. To simulate the logic maneuvers, we set all tweets sent by beacons to the
maximum logic level. The beacons simulate explain when sending very logical tweets in favor
of anti-disinformation or dismiss when sending against disinformation. This value is combined
with the user reasoning level to determine the logic strength. When simulating logic independent
of emotion, we maintain an emotional strength of 50%. In the combined emotion and logic
maneuver experiment, we execute both methods simultaneously. Beacons send tweets at 80%
emotional strength and tweets that are 100% logical.
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E.5 Results and Discussion

Table E.3: BEND Maneuver Results

Network Maneuver Information Maneuver
5% Spreaders 10% Spreaders 5% Spreaders 10% Spreaders

BEND % of Change in Change in BEND % of Change in Change in
Maneuver Beacons Network Belief Network Belief Maneuver Beacons Network Belief Network Belief

None 0 0.00257 0.00477 None 0 0.00257 0.00477
Back 10 -0.00112 0.00079 Emotion 10 -0.00142 -0.00083

15 -0.00220 -0.00056 15 -0.00243 -0.00167
Build 10 -0.00780 -0.00665 Logic 10 -0.00182 -0.00084

15 -0.00913 -0.00969 15 -0.00270 -0.00202
Neutralize 10 -0.00321 -0.00227 Combined 10 -0.00294 -0.00190

15 -0.00472 -0.00376 15 -0.00392 -0.00309

E.5.1 Baseline

From the results in Table E.3, we see that when there are no beacons in the network, the overall
belief grows in favor of disinformation (0.003). When we double the number of spreaders, we
find that the overall belief almost doubles in favor of disinformation (0.005). This result indicates
that an increased mass of accounts conducting back increases the effectiveness of the maneuver.

E.5.2 Network Maneuver

Maneuvers

We see from the results displayed in Table E.3 that the back is the least effective BEND ma-
neuver when attempting to counter a back disinformation maneuver. Anti-disinformation forces
employing back to counter back must have a greater ratio of agents to succeed because, at parity
and under-match, disinformation forces will achieve their desired effects. Using the build BEND
maneuver to counter a back disinformation campaign was the most effective countermeasure
across all percentages of spreaders and beacons. These results may be evidence of the impor-
tance of creating or reinforcing strong, knowledgeable, and resilient communities in combating
disinformation. Further, neutralize is an effective countermeasure against the back disinforma-
tion maneuver for all percentages of beacons and spreaders. However, it is not as effective as the
build BEND maneuver. In the presence of 5% spreaders, neutralize is less than half as effective,
and as spreaders increase, its effectiveness decreases compared to build.

Sensitivity to Network Size:

We examined how network size impacted the most effective maneuver, build. We keep the
percentage of spreaders at 10% of the network. We find that back remains an effective counter-
measure against the back disinformation maneuver. Further studies should explore whether the
maneuver’s degree of effectiveness decreases as network size increases.
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Overall

We discover that how the network belief is changed varies by network BEND maneuver. build
and neutralize have a more significant impact on changing the belief of users who believe disin-
formation. Whereas, back has more of an effect on users who do not believe disinformation.

The results for neutralize compared to build may further strengthen the importance of build-
ing or reinforcing strong, resilient communities as the best policy for fighting disinformation.
In some cases, the use of neutralize could have the opposite desired effect on disinformation.
An example of this could be the disinformation opinion leader’s Twitter account is suspended
(neutralized), strengthening the opinion leader’s position as evidence for whatever narrative they
are pushing.

E.5.3 Information Maneuver
Maneuvers

When we independently simulated the emotional values for excite and dismay to beacon-sent
tweets, the tweet’s belief changed in favor of anti-disinformation by -0.00083 and 0.-0.00167 for
beacons at 10% and 15%, respectively.

For explain and dismiss, when we independently simulated the logic maneuvers without bea-
cons, the total network belief grows linearly to 0.00293. At 10% beacons, the total network belief
grows slightly until halfway through the period before it declines in favor of anti-disinformation,
ending at -0.00084. Finally, at 15% beacons, the total network belief declines more immediately,
ending at -0.000202.

The combined emotion and logic maneuvers simulated the effects of both maneuvers acting
simultaneously. The combined maneuver caused an immediate and consistent shift in belief
towards anti-disinformation for all beacon levels in the network. Table E.3 displays the results
for these maneuvers.

Overall

Beacons executing emotion and logic maneuvers changed the direction of the overall total net-
work belief. They performed in the same general manner given varying beacon and spreader
values. If the number of spreaders were greater than the number of beacons, then the belief value
would grow over time in favor of disinformation. In the opposite case, the belief value would de-
crease over time in favor of anti-disinformation. The final values varied depending on the beacon
to spreader ratio.

Compared to the baseline at 10% for beacons and spreaders, the logic maneuver results in
approximately the same belief value as the emotion maneuver. They differ because the emotional
information effect is immediate but has a gradual decrease, where the logical reasoning effect is
delayed with a steeper decrease. This trend suggests that logical reasoning is less effective than
emotional information in the short run, but it accumulates a greater effect over time. Combining
both the emotion and logic maneuvers proved that there are compounding effects on the total
network belief by manipulating both aspects of the message. Table E.3 shows the average total
change in network belief for the different information maneuvers experiments.
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E.6 Validation
This model is a simulation of personal beliefs, which are difficult to measure, making it diffi-
cult to validate the model. Much of the validation for our model is carried forward validation
assumptions from the twitter sim[18]. The simulation has face validity as it represents a
Twitter environment with agents who behave like Twitter users. Additional validation relies on
statistical and stylized facts using collected tweet artifacts such as the daily volume of tweets
and the distribution of tweets, retweets, replies, mentions, and quotes. User behavior is based on
Pew Research to accurately define the percentage of users who check Twitter daily, weekly, and
greater weekly. Our analysis of 2.2 million tweets from COVID-19 caused us to adjust the model
to reflect that about 8% of tweets contain mentions. Though the model cannot accurately reflect
true emotional strength or user reason, the model does apply previous research to simulate user
actions in response to emotional and logical tweets.

E.7 Conclusion
Our results demonstrate that using anti-disinformation BEND maneuvers as countermeasures
against BEND disinformation maneuvers may be viable for fighting disinformation campaigns.
Our results suggest that building and strengthening communities with truth and trust is a far more
effective strategy than offensive actions against disinformation opinion leaders.

We demonstrated how to use emotion and logic within a social network as countermeasures.
Beacons play an essential role in sending tweets to negate the direction of the total network
belief caused by the backing maneuver. We found the ratio between beacons and spreaders and
beacon tweet characteristics as two critical factors in reducing disinformation diffusion. When
the counter maneuvers were combined, the effects on the overall belief were more pronounced,
showing the advantage of a well-devised narrative.

There are several limitations. First, we limit our measure of effectiveness to change in belief.
Second, we assume that excite and dismay as well as explain and dismiss are complementary
to each other. In reality, user narratives may be more complex. Further research is necessary
to refine the model to reflect human emotion and logic activity better. Finally, because of the
complexity of the network, the robustness of the tweet attributes, and the number of agents and
agent rules, we were limited by computing power to simulating networks much smaller than in
the real world.

Future work should incorporate edge lists of actual tweet networks to seed the network rather
than synthetic scale-free networks allowing the results to be directly compared with real-world
events. Future studies must include a complete list of BEND maneuvers and maneuver com-
binations to simulate influence campaigns better. Finally, incorporating more comprehensive
tweet attributes to differentiate between types and intensity of emotions and logic will improve
information maneuver simulation leading to better maneuver evaluations.
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