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Abstract

Over the last decade, deep learning methods have achieved success in diverse
domains, becoming one of the most widely employed approaches in artificial
intelligence. These recent successes have also motivated their application in
physics domains, such as solving differential equations, or predicting the motion
of objects or the behavior of fluids.

Deep learning methods have as their strengths their extreme flexibility,
allowing complex dynamics to be learned directly from data, and their proven
track record working directly on unstructured, high-dimensional domains (such
as image and video processing). However, these approaches also face some
issues, such as difficulty in generalizing outside the training domain, large
data requirements, and costly training. Traditional models of physics, on the
other hand, have been developed to be universally valid within their domain of
application (i.e., generalizable) and require little to no data for modelling.

In this proposal, we present methods for leveraging the strengths of both
types of approaches, by combining deep learning and physics models. This
allows for the development of deep learning architectures that are more data-
efficient and robust to generalization than their standard, “physics-unaware”
counterparts.

These methods fall under two broad categories: differentiable physics layers
and physics-informed learning approaches. In the first group of methods,
we embed full physics simulators as layers into deep learning models, fully
constraining their outputs to match the underlying dynamics. By having these
simulations be fully differentiable, we maintain the ability to train these systems
end-to-end. We present the application of such methods to problems in rigid
body and fluid dynamics.

Physics-informed learning methods provide information about the underlying
physics in the form of physics-informed loss terms, which regularize the model’s
outputs to be physically consistent. We present a method to improve these
approaches in order to learn parameterized systems of differential equations
more efficiently. We also analyze theoretically and empirically the usage of
sinusoidal neural networks to address known issues, such as spectral bias, in
neural networks performing physics-informed learning.
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Chapter 1

Introduction

Over the last decade, deep learning methods have achieved success in diverse domains,
becoming one of the most widely employed approaches in artificial intelligence . These
recent successes have also motivated their application in physics domains, such as solving
differential equations [Bar-Sinai et al., 2019, Long et al., 2018, Raissi et al., 2019a], or
predicting the motion of objects [Battaglia et al., 2016, Chang et al., 2016, Ehrhardt et al.,
2017] or the behavior of fluids [Afshar et al., 2019, Guo and Hesthaven, 2019, Kochkov
et al., 2021].

The connection between these two disparate fields is greater than one might initially
expect. When one thinks of the connection between deep learning and physics, what usually
comes to mind are traditional tasks, such as finding solutions to differential equations,
learning the dynamics of fluids, etc. Indeed, there has been a large amount of work in
applying deep learning methods to these types of tasks.

However, this view is in fact too restrictive. In some sense, physics is at least implicitly
a part of a large amount of artificial intelligence tasks. Any agent that interacts with the
real world will need to have at least an implicit understanding of how the physics of the
natural world work. For example an agent that manipulates objects needs to understand
how these objects will move and interact. This is in fact borne out by the studies on infants
that demonstrate that humans posses an innate knowledge of physics, which they leverage
to interact with and learn efficiently about the world [Spelke and Kinzler, 2007].

Moreover, even agents that do not interact with the real world might have a need for
understanding physics. For example, planning and controlling agents in a video game
environment often involves understanding the dynamics of that environment. Given that
such simulated environments are created by humans and for humans, it has been shown they
are often similar in many important ways to the real world [Dubey et al., 2018], allowing
humans to learn with great efficiency in these environments.

Therefore, having an understanding of physics can be useful not only for tasks seen as
traditionally in the scope of the discipline of physics, but also to artificial intelligence in
general.
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Physics 
Models

Deep 
Learning

+ Universally valid 
(“general”)

+ Little to no learning or 
data required

- Requires structured 
representation

- Numerical integration 
can be costly

+ Good at processing 
perceptual / unstructured data

+ Flexible: can learn un-
modelled dynamics

- Difficulty generalizing outside 
training domain

- Learning is costly and requires 
a lot of data

Figure 1.1: Comparison of general characteristics traditional physics models and conventional
deep learning approaches.

1.1 Deep learning and traditional physics

Despite both the explicit and implicit connections to physics problems, the trend when
applying deep learning methods to such tasks is to approach problems in a purely “data-
driven” fashion. That is, to gather a large amount of data from the process of interest and
to perform some sort of statistical learning procedure on that data, usually with minimal
amount of prior knowledge provided to the deep learning model. This approach brings with
it many advantages, demonstrated clearly in the many recent successes of deep learning.
For instance, it is very clear that deep learning methods are very strong at processing
unstructured, high-dimensional data – the type of data that usually arises from perceptual
tasks, such as image, video and audio processing [Goodfellow et al., 2014, He et al., 2015,
Schneider et al., 2019]. In comparison, traditional methods in physics commonly require
data to be provided in a structured form, such as the explicit positions and velocities of
particles or objects. Moreover, deep learning methods, given their parameterized learning-
based nature and their universal approximation capabilities, are extremely flexible and
able to learn to approximate even unknown, not modelled or partially measured dynamics
[Eivazi et al., 2021, Kochkov et al., 2021].

Nevertheless, deep learning methods also have some drawbacks. It is known that these
types of approaches can require large amounts of data in order to learn properly [Marcus,
2018]. In contrast, traditional physics models require little to no data for training, as
most of the information regarding the underlying dynamics is hardcoded into the model by
design. Moreover, it is known that deep learning methods also face issues when generalizing
outside of the training domain [Belbute-Peres et al., 2020]. Combined with the high-cost
associated with training a new model (compared to their relatively cheap evaluation), this
imposes a severe restriction on their practical applicability. Physics models, conversely, are

2



generally designed to be universal, at least within their intended domain of application. A
prototypical example of this are the Navier-Stokes equations, which are able to model fluid
dynamics from everyday scales to the scale of jet engines.

Figure 1.1 presents a summarized representation of the general differences between these
approaches.

In many domains, we indeed have a large body of knowledge acquired over the centuries
from scientists who studied the natural world and developed accurate models of the
underlying dynamics for diverse physical processes. In this thesis we propose methods for
combining deep learning and physics models in order to develop architectures that leverage
their aforementioned complementary strengths (outlined in blue and positive in Figure 1.1).
By employing end-to-end trainable deep learning architectures, we are able to have models
that are flexible and capable of learning from data. Additionally, the usage of physics
models allows for models that are capable of achieving greater data efficiency and that are
robust to data from outside the training domain.

1.2 Contributions

In the following chapter, we will summarize the relevant preliminary concepts and back-
ground to the rest of this thesis. After that, the subsequent chapters will describe in detail
the relevant research contributions in this thesis.

1.2.1 Part I: Learning with Differentiable Physics Layers

In Part I, we present methods for developing and utilizing differentiable physics models as
special neural network layers in order to embed structured physics knowledge into deep
learning models.

• Chapter 3 presents a method for developing an analytically differentiable rigid-body
physics engine, such that it can be employed as a layer in an end-to-end trainable deep
learning system. We demonstrate that this method allows for improved data-efficiency
in both prediction and control tasks.

• Chapter 4 presents a method for employing fast fluid simulations in conjunction with
a graph neural network, such that we can have an architecture that is able to perform
fluid flow predictions on unstructured meshes. We demonstrate that this method can
perform efficient predictions and is able to generalize robustly outside of its training
domain.

1.2.2 Part II: Improving Physics-informed Learning

In Part II, we present methods to address failure modes of physics-informed neural networks,
such as their spectral bias and lack of generalization, by employing practical and theoretical
techniques from modern deep learning learning.

3



• Chapter 5 presents a method for utilizing soft constraints, in the form physics-informed
losses, combined with a weak inductive bias, in the form of a hierarchical architecture,
the hypernetwork. We demonstrate that this method allows for more efficient learning
of the solutions to parameterized differential equations.

• Chapter 6 introduces the concept of sinusoidal networks, which are of interest for
physics-informed learning, and propose a simplified version of these architectures that
still maintains their main benefits, such as the ability to avoid the spectral bias of
traditional neural networks. We demonstrate that these simple sinusoidal networks
have performance equivalent to more complex alternatives that have been proposed.

• Chapter 7 utilizes neural tangent kernel theory to analyze the sinusoidal networks
proposed in the previous chapter, demonstrating their behavior is similar to that of
low-pass filters and informing methods to tune their properties in order to achieve
improved performance in physics-informed differential equation tasks.

4



Chapter 2

Preliminaries & Background

This thesis brings together many ideas from deep learning and physics. Though an extensive
treatments of all these topics would be impossible, in this chapter, we provide a high-level
background on the main topics employed. More specific concepts and lower level details
are left to each individual chapter.

2.1 Combining Deep Learning and Physics Learning

The ideas we present in this thesis can be organized into two categories, which broadly
match the main components of a deep learning model, the choice of architecture and the
choice of objective.

In general, deep learning models can be seen as a composition of functions, i.e. a deep
learning model f is in fact a series of neural network “layers”

f(x) = fn ◦ · · · ◦ f1(x). (2.1)

One common way of specifying the network architecture is by specifying the nature of these
layers (e.g., convolutional, fully connected, self-attention, etc).

Given a certain architecture, a neural network fθ will be parameterized by some learnable
parameters θ. These parameters are learned through an optimization procedure, which
requires the choice of an objective (or loss) function. For example, for some ground truth
training data (xi, yi)

n
i=1 and network predictions fθ(xi), a common objective is the mean

squared error on the training data

L(θ) = 1

n

n∑
i=1

∥yi − fθ(xi)∥22. (2.2)

These two components naturally suggest the two ways in which we combine our knowledge
of physics with deep learning methods. We describe each in turn below.

2.1.1 Differentiable physics layers

As mentioned above, the layer functions fi from Equation 2.1 come from a restricted
set of commonly used architectural “building blocks”, such as fully-connected layers,

5



convolutional layers, etc. Nevertheless, we need not be restricted to this set. From a deep
learning optimization perspective, in which essentially all optimization methods used in
practice are first-order, the main requirement we have is that the layer functions fi have
to be differentiable, so that the backpropagation algorithm [Rumelhart et al., 1986] can
compute the derivatives with respect to the network’s parameters and the preceding layers.

Therefore, one natural way of hard-constraining a neural network to conform to a given
physics model ϕ is to set one of the layers fk(x) = ϕ(x). That is

f(x) = fn ◦ · · · ◦ ϕ ◦ · · · ◦ f1(x).

This hard-constraints the network f to have outputs that conform to the physics model ϕ
at layer fk. As a concrete example, which we explore in Chapter 3, ϕ could be a discrete
rigid body dynamics model, that takes in as input rigid body positions and velocities, and
returns these quantities at the next time step, i.e. (xt+1, vt+1) = ϕ(xt, vt). If we are able to
frame the function ϕ(x) as a differentiable function, then it would still be possible to train
the network f end-to-end using regular backpropagation.

In this way, we can still have a learnable neural network architecture, but at the same
time incorporate prior physics knowledge into our model. This allows for deep learning
models that are more efficient at learning and better at generalizing, due to the relevant
information contained in the physics models. In Part I, we demonstrate examples of this
approach, with networks that contain layers constrained to follow both rigid body dynamics
(in Chapter 3) and fluid dynamics (in Chapter 4).

2.1.2 Physics-informed losses

As described above, deep learning models are trained by optimizing a choice of loss function,
L(θ). In the most common machine learning paradigm, supervised learning, this function is
given by some error between the true labels yi and the prediction from the neural network
with parameters θ, as shown for example in Equation 2.2.

However, we need not be constrained only by this paradigm. Different choices of loss
functions can be employed to penalize parameter configurations that do not conform to
some desired behavior. Therefore, another way we can leverage our prior knowledge of
physics is by designing loss functions that penalize neural networks that do not conform to
our physics model for a given task.

For example, we can “soft-constrain” a neural network fθ to conform to a certain
differential equation model by adding loss terms that penalize deviations from those
equations. If we know that our dynamics are specified by the differential equation

∂f

∂t
=

∂f

∂x
, (2.3)

then in order to have our deep learning model conform to these dynamics, we can add a
loss term of the form

Lphys(θ) =

∥∥∥∥∂fθ(x)∂t
− ∂fθ(x)

∂x

∥∥∥∥2
2

,
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which will penalize parameterizations of fθ that do not satisfy Equation 2.3, without having
to hard-constraining the model to these dynamics, as we did in the previous section.

These types of loss terms are called physics-informed losses, and are the basis for the set
of methods called physics-informed neural networks (PINNs) [Raissi et al., 2019a]. They
are described in more detail in Part II. In Chapter 5 we present a method for efficiently
using these types of soft-constrained deep learning models to learn parameterized systems of
differential equations efficiently, and in Chapters 6 and 7 we propose a different architecture,
utilizing sinusoidal activation functions, that enables more efficient learning when utilizing
these physics-informed losses.

2.2 Background

2.2.1 Physics-informed learning

Differential equations. The differential equations we study in this thesis take the general
form

N [t, x, u(t, x);λ] = 0,

with t ∈ [0, T ], x ∈ Ω,
(2.4)

where N [·;λ] is an arbitrary (possibly non-linear) differential operator, which can contain
time and space derivatives, and is parameterized by some list of parameters λ ∈ Rd. Here,
t is the time variable ranging up to time T , x is the D-dimensional spatial variable in some
domain Ω ⊆ RD, with boundary ∂Ω, and u(t, x) is the solution function to the differential
equation. In order for a solution to be defined, initial and boundary conditions need to be
provided. These can assume different forms, but in general initial conditions define u(0, x)
for x ∈ Ω, and boundary conditions define u(t, x) for x ∈ ∂Ω and t ∈ [0, T ].

As a concrete example of this formulation, we can take a look at a wave equation in one
dimension, which is given by

∂2u

∂t2
= c2

∂2u

∂x2
(2.5)

Here N from Equation 2.4 is a non-linear operator containing second derivatives that
defines the left-hand side of the equation, and λ = c.

Physics-Informed Neural Networks. Physics-informed neural networks [Raissi et al.,
2019a] are a method for approximating the solution to differential equations, such as
Equation 2.4, using neural networks (NNs). In this method, a neural network û(t, x; θ),
with learned parameters θ, is trained to approximate the actual solution function u(t, x) to
a given partial differential equation (PDE).

Importantly, PINNs employ not only a standard “supervised” data loss, but also a
physics-informed loss, which consists of the differential equation residual defined by N .
Thus, for a given optimization hyper-parameter α, the training loss consists of
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L(θ) = Ldata(θ) + αLphysics(θ),

Ldata(θ) =
∑

(ti,xi,ui)∈D

[û(ti, xi; θ)− ui]
2,

Lphysics(θ) =
∑

(tc,xc)∈C

N [tc, xc, û(tc, xc; θ);λ]
2,

(2.6)

where D is a dataset containing ground-truth values for u (e.g., from simulation data)
at points (ti, xi), and C is a set of collocation points at which to evaluate the differential
equation residual (which does not require ground-truth solution data). While the data in
D can be used to enforce the initial and boundary conditions, the physics-informed loss
term regularizes the search space, penalizing functions û that do conform to the differential
equations, reducing the need for simulation data.

2.2.2 Differentiable physics layers

The work in Part I on differentiable physics layers relates methodologically to a recent trend
of incorporating more structured layers within deep networks [Ramsundar et al., 2021].
Specifically, recent work has looked incorporating quadratic programs [Amos and Kolter,
2017], combinatorial optimization [Djolonga and Krause, 2017], computing equilibria in
games [Ling et al., 2018], or dynamic programming [Mensch and Blondel, 2018].

The work in Chapter 3 on differentiable rigid body dynamics relates most closely to that
of [Amos and Kolter, 2017]. Like this work, we use an interior point primal dual method to
solve a nonlinear set of equations (in our case a general LCP, in their case a symmetric
LCP resulting from the KKT conditions of QP). However, both the general nature of the
LCP, and the application to physical simulation, specializes substantially from what has
been considered previously. Full details for our approach are described in Appendix A.

The work in Chapter 4 uses a differentiable CFD solver, which allows us to embed
a fluid simulation as a layers in a deep learning model. Differentiation of PDE solvers
has been used for decades for shape optimization in aerodynamics Jameson [1988], with
diverse formulations, such as the continuous adjoint Economon et al. [2015a] and the
discrete adjoint Albring et al. [2015, 2016] being available. The adjoint method has also
been applied in the graphics literature, but with different goals. McNamara et al. [2004]
developed a differentiable fluid simulator for controlling smoke animations by optimizing
forces acting on the smoke in order to have it match target shapes. In our work, we
utilize SU2 [Economon et al., 2016], which is an open-source suite that provides both CFD
simulations and adjoint-based differentiation.

2.2.3 Rigid body dynamics

Although they were not developed purely within the machine learning community, physical
simulation tools such as MuJoCo [Todorov et al., 2012], Bullet [Coumans et al., 2013],
and DART [Lee et al., 2018b], have become ubiquitous tools particularly in reinforcement
learning. Despite their power, computing derivatives through these engines mostly involves
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using finite difference methods, i.e. evaluating the forward simulation multiple times with
small perturbations to the relevant parameters to approximate the relevant gradients. This
strategy is often impractical due to (1) the high computational burden of finite differencing
when computing the gradient with respect to a large number of model/policy parameters;
and (2) the instability of numerical gradients over long time horizons, especially if contacts
change over the course of a rollout.

In Chapter 3, we employ the strategy of directly differentiating the optimization problem
that defines the dynamics. The analytic differentiation avoids the aforementioned issues,
and can give gradients with respect to a large number of parameters essentially “for free”
given a forward solution. Full details for our approach are described in Appendix A.
The usage of analytical gradients in physics simulation has been previously investigated
in spring-damper systems [Hermans et al., 2014]. However, due to its limitations, such
as instability and unrealistic contact handling, most engines used in practice do not use
spring-damper models. Degrave et al. [2016] also develop a differentiable physics engine,
with similar motivations. However, in this case the engine is made differentiable by simply
implementing it in its entirety in the Theano framework [Al-Rfou et al., 2016]. This severely
limited the complexity of the allowable operations: for instance the engine only allowed for
collision between balls and the ground plane.

In a related but orthogonal body of work, many studies have investigated the human
ability to intuitively understand physics. Battaglia et al. [2013], Hamrick et al. [2015] and
Smith and Vul [2013] suggested that people have an “intuitive physics engine” that they
can use to simulate future or hypothetical states of the world for inference and planning.
Recent work in machine learning has leveraged this idea by attempting to design networks
that can learn physical dynamics in a differentiable system [Battaglia et al., 2016, Chang
et al., 2016, Lerer et al., 2016], but because these dynamics must be learned, they require
extensive training before they can be used as a layer in a larger network, and it is not clear
how well they generalize across tasks. Conversely, by performing explicit simulation (similar
to how people do), which is embedded as a “layer” in the system, our approach requires
no pre-training and can generalize across scenarios that can be captured by a rigid-body
engine.

2.2.4 Fluid dynamics

Many recent works have explored the interface between machine learning and CFD. In
many cases, the approach has been model-free, aiming to directly learn to predict physical
processes using solely deep learning methods [Afshar et al., 2019, Guo et al., 2016], with
Afshar et al. [2019] applying an encoder-decoder convolutional architecture to the task of
predicting flow fields around an airfoil. However, in many such works, generalization was
not evaluated at a range of parameters that would generate behavior significantly different
from the ones seen during training.

Others have looked at employing deep learning models as function approximators that
substitute certain terms in equations of interest, such as the turbulence terms in turbulence
modeling [Duraisamy et al., 2019, King et al., 2018, Singh et al., 2017]. In contrast to these
approaches, which embed deep learning models as a component in larger physical models,
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the approach we describe in Chapter 4 aims to embed a full physical simulation as a layer
in a deep learning system.

Many papers have also explored applications of machine learning to fluid simulations
for graphics. Unlike in CFD, fluid animations have the main goal of looking realistic,
not necessarily aiming to model physical laws or conform perfectly to reality. Graphics
applications are frequently more naturally suited to deep learning methods, as in many
such applications the simulations are natively performed in structured grids. Some success
has been achieved in generating realistic animations of smoke or water [Kim et al., 2018,
Um et al., 2017, Wiewel et al., 2018].

Additionally, machine learning methods have also been applied to particle-based methods
[Macklin and Müller, 2013] in order to develop a differentiable fluid simulator [Schenck and
Fox, 2018]. Since these methods do not focus on accurately modeling the physical processes,
having as their main goal generating realistic animations, they are unsuited for CFD tasks
such as predicting aerodynamic flows for practical engineering applications.

2.2.5 Graph neural networks

In Chapter 4, as a consequence of working with unstructured meshes, our proposed method
makes use of many recent advances in graph neural networks. These are neural networks that
operate on general graph structures, instead of the regular grids required by convolutional
networks. In the domain of physics, this allows for the usage of unstructured meshes, which
are common due to their efficiency in allocating higher node density only where it is needed.

The graph convolution operation we use in our models was originally proposed by Kipf
and Welling [2016], though many other approaches have also been proposed [Bronstein
et al., 2017, Defferrard et al., 2016, Hamilton et al., 2017]. A detailed description of this
architecture is provided in Chapter 4

Other works in the space of graph neural networks have worked on applying graph
neural networks to meshes [Hanocka et al., 2019] or on graphs with positional information
[Qi et al., 2017]. However, in their work, the modifications to the mesh do not attempt to
preserve or improve its functionality, serving only the purpose of pooling for a classification
task. Alet et al. [2019] employed graph neural networks with positional information to mesh
a continuous space and model spatial processes. In this work, the dynamics were learned
solely by the graph neural network, without the usage of any PDE solver. To the best of
our knowledge, our work is the first to directly modify a mesh to optimize its functionality
for a downstream task, through using it on a differentiable simulator.

2.2.6 Sinusoidal networks

A “sinusoidal network” is a neural network with a sine non-linearities, instead of traditional
non-linearities such as the hyperbolic tangent (tanh) or the rectified linear unit (ReLU).
A popular recent example of such type of neural network are sinusoidal representation
networks (SIRENs) [Sitzmann et al., 2020]. Sinusoidal networks have also been evaluated in
physics-informed learning settings, demonstrating promising results in a series of domains
[Huang et al., 2021a,b, Raissi et al., 2019b, Song et al., 2021, Wong et al., 2022]. Sinusoidal
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networks are discussed in detail in Chapter 6, with their behavior analysed through the
lens of the neural tangent kernel in Chapter 7.

Among the benefits of such networks is the fact that the mapping of the inputs through
an (initially) random linear layer followed by a sine function is mathematically equivalent to
a transformation to a random Fourier basis, rendering them close to networks with Fourier
feature transformations [Rahimi and Recht, 2007, Tancik et al., 2020]. Additionally, the
periodic nature of such activation functions renders the network shift-invariant with respect
to its inputs [Mildenhall et al., 2020, Tancik et al., 2020].

Moreover, Sitzmann et al. [2020] argue that SIRENs have the property of being closed
under derivation, given that the derivative of its outputs with respect to its inputs is given
by another sinusoidal network, due to the fact that

d

dx
sin(x) = cos(x) = sin

(
x+

π

2

)
. (2.7)

This contrasts with the derivatives of networks with, for example, a traditional ReLU
activation, which has vanishing higher-order derivatives.

2.2.7 Neural tangent kernel

An important prior result to the neural tangent kernel (NTK) is the neural network Gaussian
process (NNGP). It has been shown that, at random initialization of the network parameters
θ, the output function of a neural network of depth L with nonlinearity σ, converges to a
Gaussian process, called the NNGP, as the width of its layers n1, . . . , nL →∞ [Lee et al.,
2018a, Neal, 1994]. This Gaussian process has covariance recursively defined by

Σ(1)(x, x̃) =
1

n0

xT x̃+ β2

Σ(L+1)(x, x̃) = Ef∼N (0,Σ(L)) [σ(f(x))σ(f(x̃))] + β2,

where β gives the variance of the bias terms in the neural network layers.
This result, though interesting, does not say much on its own about the behavior of

trained neural networks. This role is left to the NTK, which is defined as the kernel given
by

Θ(x, x̃) = ⟨∇θfθ(x),∇θfθ(x̃)⟩ .

It can be shown that this kernel can be written out as a recursive expression involving the
NNGP (see Theorem 7.1).

Importantly, Jacot et al. [2018] demonstrated that, again as the network layer widths
n1, . . . , nL →∞, the NTK is (1) deterministic at initialization and (2) constant throughout
training. Finally, it has also been demonstrated that, as the learning rate for the stochastic
gradient descent (SGD) algorithm tends to 0, the output function of the trained neural
network fθ converges to the kernel regression solution using the NTK [Arora et al., 2019,
Lee et al., 2020]. In other words, under the assumptions above, the behavior of a trained
deep neural network can be modeled as kernel regression using the NTK.
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In Chapter 7, we derive the NNGPs and NTKs for sinusoidal networks and use the
findings, together with the NTK theory described above, to inform our understanding of
how these networks behave.
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Chapter 3

Learning and Control with
Differentiable Rigid Body Dynamics

In this chapter, we present how to develop a differentiable rigid body physics engine and
integrate it into a deep learning model as a layer that is hard-constrained to follow the
underlying dynamics, which are fully specified. This allows for models that are significantly
more data-efficient than their corresponding “physics-agnostic” deep learning counterparts.

3.1 Introduction

Physical simulation environments, such as MuJoCo [Todorov et al., 2012], Bullet [Coumans
et al., 2013], and others, have played a fundamental role in developing intelligent rein-
forcement learning agents. Such environments are widely used, both as benchmark tasks
for RL agents [Brockman et al., 2016], and as “cheap” simulation environments that can
(ideally) allow for transfer to real domains. However, despite their ubiquity, these simulation
environments are in some sense poorly suited for deep learning settings: the environments
are not natively differentiable, and so gradients (e.g., policy gradients for control tasks,
physical property gradients for modeling fitting, or dynamics Jacobians for model-based
control) must all be evaluated via finite differencing, with some attendant issues of speed
and numerical stability. Recent work has also proposed the development of a differentiable
physical simulator [Degrave et al., 2016], but this was accomplished by simply writing the
simulation engine entirely in an automatic differentiation framework; the limitations of this
framework meant that the system only supported balls as objects, with limited extensibility.

In this chapter, we propose and present a differentiable two-dimensional physics simulator
that addresses the main limitations of past work. Specifically, like many past simulation
engines, our system simulates rigid body dynamics via a linear complementarity problem
(LCP) [Cline, 2002, Cottle, 2008], which computes the equations of motion subject to
contact and friction constraints. In addition to this, however, we also show how to
differentiate, analytically, through the optimal solution to the LCP; this allows us to use
general simulation methods for determining the non-differentiable parts of the dynamics
(namely, the presence or absence of collisions between convex shapes), while still providing a
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simulation environment that is end-to-end differentiable (given the observed set of collisions).
The end result is that we can embed an entire physical simulation environment as a “layer”
in a deep network, enabling agents to both learn the parameters of the environments to
match observed behavior and improve control performance via traditional gradient-based
learning. We highlight the utility of this system in a wide variety of different domains,
each highlighting a different benefit that such differentiable physics can bring to deep
learning systems: learning physical parameters from data; simulating observed (visual)
behavior with minimal data requirements; and learning physical deep RL tasks, ranging
from pure physical systems like Cartpole to “physics based” like Atari Breakout, via gradient
planning methods. The environment itself is implemented as a function within popular the
PyTorch library [Paszke et al., 2017]. Code for the engine and experiments is available at
https://github.com/locuslab/lcp-physics.

3.2 Differentiable Physics Engine

A detailed description of the physics engine architecture is omitted here due to space
constraints. This description, the LCP solution and the gradients are presnted in detail in
Appendix A. Below we present a brief summary of the LCP formulation.

3.2.1 Formulating the LCP

Rigid body dynamics are commonly formulated as a linear complementarity problem, with
the different constraints on the movement of bodies (such as joints, interpenetrations,
friction, etc.) represented as equality and inequality constraints [Anitescu and Potra, 1997,
Cline, 2002]. In this work, we follow closely the framework described in Cline [2002], in
which at each time step an LCP is solved to find the constrained velocities of the objects.

To formulate such an LCP, we first find which contacts between bodies are present at
the current time-step. Let t be the current time-step and t+ dt the following time-step,
for a step of size dt. If the distance between possibly contacting objects is less than a
predefined threshold, the interaction is considered a contact. From the equality constraints
specified in the system, such as joints, we can build the matrix Je such that Jevt+dt = 0.
From the contacts at each step, we can build a contact constraint matrix Jc, such that
Jcvt+dt ≥ 0. Similarly, we have a friction constraint matrix Jf that introduces frictional
interactions. From the definition of the simulated bodies we construct the inertia matrix
M. Finally, given the forces acting on the bodies at time t, ft, and the collision coefficient
c, the constrained dynamics can be formulated as the following mixed LCP
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 ≥ 0,
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σ
ζ

T  λc

λf

γ

 = 0,

(3.1)

where [a, σ, ζ]T are slack variables for the inequality constraints, and [vt+dt, λe, λc, λf , γ]
T

are the unknowns. By solving this LCP, we obtain the velocities for the next time-step
vt+dt, which are used to update the positions of the bodies.

3.2.2 Solving the LCP

Analogously to the differentiable optimizer in OptNet [Amos and Kolter, 2017], our LCP
solver is adapted from the primal-dual interior point method described in Mattingley and
Boyd [2012]. The advantage of using such a method is that it allows for efficient computation
of the gradients, as we show in Section 3.2.3.

First, to simplify the notation from the LCP formulation of the dynamics in Equation 3.1,
let us define

x := −vt+dt

y := λe

z :=

 λc

λf

γ


q := −Mvt − dtft

A := Je

G :=

 Jc 0
Jf 0
0 0


s :=

 a
σ
ζ


m :=

 c
0
0

 F :=

 0 0 0
0 0 E
µ −ET 0

 .

Then we can rewrite the LCP above as the system below, which can be solved with only
slight adaptations to the primal-dual interior point method by [Mattingley and Boyd, 2012]. 0

s
0

+

 M GT AT

G F 0
A 0 0

 x
z
y

 =

 −qm
0


subject to s ≥ 0, z ≥ 0, sT z = 0.

(3.2)

3.2.3 Gradients

All the work leading to the construction of the dynamics LCP in Equation 3.1 consists
of differentiable operations on the simulations parameters and initial setting. Therefore,
if we could differentiate through the solution for the LCP as well, the system would be
differentiable end to end. To derive these gradients we apply the method described in
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[Amos and Kolter, 2017] to the LCP in 3.2, which gives us the gradients of the solution of
the LCP with respect to the input parameters from the previous time-step. By following
this method we arrive at the partials that can then be used for the backward step

∂ℓ

∂q
= −dx

∂ℓ

∂m
= D(z⋆)dz

∂ℓ

∂A
= −dyxT − ydTx

∂ℓ

∂M = −1

2
(dxx

T + xdTx )

∂ℓ

∂G
= −D(z⋆)(dzx

T + zdTx )

∂ℓ

∂F
= −D(z⋆)dzz

T .

(3.3)

3.2.4 Implementation

The physics engine is implemented in PyTorch [Paszke et al., 2017] in order to take
advantage of the autograd automatic differentiation graph functionality. The LCP solver is
implemented as an autograd Function, with the analytical gradients provided according to
the definitions above. This allows the derivatives to be propagated across time-steps in the
simulation. Furthermore, the autograd graph then allows the derivatives to be propagated
backwards into the leaf parameters of the dynamics, such as the bodies’ masses, positions,
etc.

3.3 Experiments

To demonstrate the flexibility of the differentiable physics engine, we test its performance
across three classes of experiments. First, we show that it can infer the mass of an object by
observing the dynamics of a scene. Next, we demonstrate that embedding a differentiable
physics engine within a deep autoencoder network can lead to high accuracy predictions
and improved sample efficiency. Finally, we use the differentiable physics engine together
with gradient-based control methods to show that we can learn to perform physics-based
tasks with low sample complexity when compared to model-free methods.

3.3.1 Parameter learning

Task To evaluate the engine’s capabilities for inference, we devised an experiment
where one object has unknown mass which has to be inferred from its interactions with the
other bodies. As depicted in Figure 3.1, a scene in which a ball of known mass hits a chain
is observed and the resulting positions of the objects are recorded for 10s. The goal is to
infer the mass of the chain.

Learning and results Simulations are iteratively unrolled starting with an arbitrarily
chosen mass of 1 for the chain. After each iteration, the mean squared error (MSE) between
the observed positions and the simulated positions is observed, and then used to obtain its
gradient with respect to the mass. Gradients are clipped to a maximum absolute value of
100 and then used to perform gradient descent on the value of the mass, with a learning
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Figure 3.1: Inferring the mass of a chain. Top: Sequence of frames from the inference
experiment. The goal is to infer the mass of the chain by unrolling simulations and using
the gradient to minimize the loss from the predicted positions to the observed ones. Bottom
left : The estimated mass quickly converges to the true value, m = 7, indicated by the
dashed line. Bottom center : As a consequence of the improving mass estimation, the MSE
(represented in log scale) between the true and simulated positions for the bodies decreases
quickly. Bottom right : Run time comparison between using analytical gradients or finite
differences for 30 updates, as a function of the number of links in the chain.

rate of 0.01. As shown in Figure 3.1 this process is able to quickly reduce the position MSE
by converging to the true value of the mass.

Comparison to numerical derivatives We also compared using analytic and
numerical gradients. In this experiment, the same optimization process described above
was repeated for a varying number of links in the chain. The number of gradient updates
was fixed to 30 and the run times were averaged over 5 runs for each condition. As can be
seen in Figure 3.1, the run time with analytical gradients grows much more slowly with the
increasing number of parameters.
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Figure 3.2: Diagram of autoencoder architecture. The encoder learns to map from input
frames to the physical state of the objects (i.e., position, velocity, etc.). The physics engine
steps the world forward using the parameters from the encoder. The decoder takes the
predicted physical parameters and generates a frame to match the true future frame. The
system is trained end-to-end. Part of the labels have strong supervision, with ground truth
values available for the output of the encoder and physics engine. Different proportions of
strong and weak supervision (only the future frame is provided) in the data are evaluated.
Using a large number of weakly labelled data improves sample efficiency for strongly labelled
data.

3.3.2 Prediction on visual data

Task To test our approach on a benchmark for visual physical prediction, we generated
a dataset of videos of billiard ball-like scenarios using the code from [Fragkiadaki et al.,
2015]. Simulations lasting 10 seconds were generated, totalling 8,000 trials for training,
1,000 for validation and 1,000 for testing. Datasets with 1 and 3 balls were used, with
all balls having the same mass. Frames from sample trials can be seen in Figure 3.3. In
our task setup, balls bouncing in a box are observed for a period of time. The model is
provided with 3 frames as input and has to learn to predict the state of the world at a
future state, 10 frames later.

Architecture To make visual prediction given the visual input, we use an autoencoder
architecture summarized in Figure 3.2. It consists of three parts: (1) the encoder maps
input frames to the physical state of the objects (i.e., position, velocity, etc.). Specifically,
we take in a sequence of 3 RGB frames from the simulation. We then use a pretrained
spatial pyramid network [Ranjan and Black, 2016] to obtain two optical flow frames (each
consisting of two matrices, for x and y flow). Color filters are applied to the RGB images
to segment the objects. The segmented region of each object is then used as a mask for the
RGB and optical flow frames, such that at the end of this pipeline we have, for each object,
a collection of 3 RGB frames and 2 optical flow frames (13 channels) with only a single
segmented object. Then, each of these per-object processed inputs is passed to a VGG-11
network with its last layer modified to output size 4, in order to regress two position and
two velocity parameters as outputs. (2) the physics engine steps the world forward using
the physical parameters received from the encoder. The physics engine can be integrated
into the autoencoder pipeline and allow for end-to-end training due to its differentiability,
as described in Section 3.2. (3) the decoder takes the predicted physical parameters and
generates a frame to match the true future frame. The architecture used is a mirror of
the VGG encoder network, with transposed convolutions in the place of convolutions and
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bilinear upsampling layers in the place of the maxpooling ones.

Learning In order to evaluate the sample efficiency of the model, the network was
trained with varying amounts of labelled samples. The labels used consist of the ground
truth physical parameters ϕ of the objects both at the present (ϕt) and the future time-step
(ϕt+dt). When a label is available for a given sample, the model uses these ground truth
physical parameters (instead of the estimated ones) to generate the predicted frame ŷ from
input frames x, such that

ϕ̂t = encoder(x), ϕ̂t+dt = physics(ϕt), ŷ = decoder(ϕt+dt). (3.4)

Using the labels and the true future frame y, the model is then trained to minimize a loss
consisting of the sum of three terms, the encoder, physics and decoder losses

L = Lenc + Lphys + Ldec,

Lenc = ℓ(ϕ̂t, ϕt), Lphys = ℓ(ϕ̂t+dt, ϕt+dt), Ldec = ℓ(ŷ, y),
(3.5)

where ℓ(·, ·) is the mean squared error loss.
When labels are not available for a given sample, the model uses its own estimated

parameters to generate the predicted frame, that is

ϕ̂t = encoder(x), ϕ̂t+dt = physics(ϕ̂t), ŷ = decoder(ϕ̂t+dt). (3.6)

Notice that here, unlike in Equation 3.5, the arguments to the function are estimated (ϕ̂t,
ϕ̂t+dt). In this case, since there are no labels to use for the other losses, the loss consists
only of L = Ldec. Notice that here the right hand side of the equations use the estimated
ϕ̂. The gradients are thus being propagated end-to-end through the physics model back
to the encoder. As shown in Figure 3.4, this signal from unlabeled examples allows the
autoencoder to learn with greater sample efficiency. For all losses, the MSE is used. In
our experiments, the squared loss performed better than the ℓ1 loss, which was not able to
produce meaningful decoder outputs.

Results As demonstrated in Figure 3.4, the model was able to learn to perform the
task with high accuracy. Figure 3.3 contains sample predicted frames and their matching
ground truth frame for a qualitative analysis of the results. As a comparison point, an
MLP with two hidden-layers of size 100 and trained with only labeled data was used as
a baseline, replacing the physics(·) function in Equation 3.4 above. In our experiments,
using the baseline model in such a way, as a replacement for the physics function, provided
better results than using it in an unstructured manner, relying solely on the decoder loss.
It is clear from Figure 3.4 that the autoencoder with the physics model is able to learn
more efficiently and with higher accuracy than the baseline model. To evaluate the sample
efficiency of this model, we compare its performance on training regimens in which 100%,
25%, 10% and 2% of the available samples containing labels. Some supervision is still
necessary, since when provided with no supervision at all (a 0% condition), relying solely on
the decoder loss, the model was not able to learn to extract meaningful physical parameters.
Still, as can be seen in Figure 3.4, the model is able to leverage the unlabeled data to
quickly learn even from few labelled data points.
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Figure 3.3: Qualitative results for prediction task comparing ground truth and predicted
future frame. Only the initial frame and the two preceding frames are used as input,
with physical parameters extracted, used to simulated the state forward and generate the
predicted frame. In most cases the predicted frame is accurate. However, small differences
can still be perceived in some cases, due to differences between the two engines.
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Figure 3.4: Sample efficiency for the prediction task measured by the validation loss per
number of labelled samples used in training. The autoencoder is able to leverage unlabelled
examples to improve its sample efficiency: training regimes that employ unlabeled data
learn faster for a given amount of labeled data. The loss is the mean squared error of
the predicted image to the ground truth. Each line represents a training regiment with a
different proportion of labeled to unlabeled data. Note that the x-axis is already adjusted
to the number of labeled samples used, to facilitate comparisons.

3.3.3 Control

Tasks Finally, in this section we demonstrate the physics engine ability to be readily
used with gradient-based control methods. To this end, we evaluate its performance on
physics based tasks from the OpenAI Gym’s environment [Brockman et al., 2016], namely
Cartpole and the Atari game Breakout.
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Model and Controller For the Cartpole environment, a model is built using two
articulated rectangles, whose dimensions and mass are learned from simulated trajectories
using random actions. The physics engine-based model is compared to a baseline consisting
of an MLP with two hidden layers of size 100 trained on the same data. A variation of the
environment is used in which the actions to be taken by the cart are continuous, instead of
discrete. Rewards are also limited to 1000, instead of the default 200 for which the task is
considered done.

For Breakout, a model of the environments is built by applying color filters, segmenting
the diverse objects (the paddle, the ball, etc.) and translating these positions into the
physics engine. The ball’s velocity is estimated by the difference in its position from the
last two frames. The paddle velocity when moving at each step is learned by unrolling
game episodes with randomly chosen actions, performing the same actions in the physics
simulation and then fitting the simulation parameter via gradient descent to minimize the
mean squared error to the observed trajectory, analogously to the process in Section 3.3.1.
The physics engine model is compared to a Double Q Learning with prioritized replay [van
Hasselt et al., 2015] baseline from OpenAI [Dhariwal et al., 2017].

Since the resulting physics models described above are differentiable, they are used in
conjunction with iLQR [Li and Todorov, 2004] to control the agent in the tasks. The iLQR
is set up with a time-horizon of 5 frames for both tasks. For Cartpole the cost consists of
the square of pole’s angular deviation from vertical. For the Ataro game the cost consists
of the squared difference in the x position of the paddle and the ball when the ball is
descending, and the squared distance to the center of the screen otherwise.

Results Results for the Cartpole task are shown in Figure 3.5. Even though the MLP
baseline achieves a lower MSE faster in predicting the next state of the cartpole system,
the physics engine is able to learn parameters for a model that allows for high reward on
the task, even when error is higher.

In the Atari benchmark, the system is able to achieve high reward on the task with
extremely low sample complexity. Specifically, the model is able to learn the paddle
parameters quickly from random trajectories, improving the control precision, and leading
to high reward, as shown in Figure 3.6 for Breakout. The model performs close to model-free
reinforcement learning methods and is able to achieve a high level of reward with orders of
magnitude fewer samples.
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Figure 3.5: Even though the baseline is able to achieve lower MSE over one-step predictions
of the dynamics of the Cartpole environment (left), the physics engine-based controller is
able to achieve a higher reward very quickly (right).
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Figure 3.6: The physics based controller is able to quickly learn a good parameter values
that lead to high reward. Even though the asymptotic performance is lower than the
model-free method, it achieves a high level of reward with orders of magnitude data (the
horizontal axis is log-scaled). Human level of 31 for a professional game tester was used, as
per [Mnih et al., 2015].
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Chapter 4

Fluid Flow Prediction with Graph
Neural Networks and Differentiable
Fluid Dynamics

In this chapter, we again present the usage of a differentiable physics simulation as a layer
in a deep learning model, but here in the domain of fluid dynamics. Additionally, we also
demonstrate the utilization of graph-based deep learning architectures, which allow the
integration of additional inductive biases in the form of unstructured meshes, which are
used to generate fluid flow fields. These allows the learned model to perform much stronger
generalization to samples from outside the distribution seen during training.

4.1 Introduction

Several recent works have explored the application of deep models to approximate the
solutions to partial differential equations (PDEs), particularly in the context of simulating
fluid dynamics [Afshar et al., 2019, Guo et al., 2016, Um et al., 2017, Wiewel et al.,
2018]. The behavior of fluids is a well-studied problem in the physical sciences, and
predicting their dynamics involves solving the nonlinear Navier-Stokes PDEs. In order
to perform computational fluid dynamics (CFD) simulations, these equations must be
solved numerically. One of the primary bottlenecks in more accurate and advanced CFD
simulation is specifically the time it takes to run these models. It is not uncommon for a
single simulation to take many days to weeks on massive supercomputing infrastructure.
Especially for the cases where fast iteration time is desired, for example when iterating
over different aerodynamic design prototypes for a structure, then faster, learning-based
surrogate models have spawned a great deal of interest. However, despite the recent
enthusiasm for this area, most deep learning models cannot capture the full complexity of
the underlying equations, and, as we demonstrate in this work, can quickly start to produce
poor results when testing on settings well outside the domain of their training data.

In this chapter, we explore a hybrid approach that combines the benefits of (graph)
neural networks for fast predictions, with the physical realism of an industry-grade CFD
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simulator. Our system has two main components. First, we construct a graph convolution
network Kipf and Welling [2016] (GCN), which operates directly upon the non-uniform
mesh used in typical CFD simulation tasks. This use of GCNs is crucial because all realistic
CFD solvers operate on these unstructured meshes rather than directly on the regular grid
used by most prior work, which has typically used convolutional networks to approximate
CFD simulations. Second, and more fundamentally, we embed a (differentiable) CFD solver,
operating on a much coarser resolution, directly into the GCN itself. Although typically
treated as black-boxes, modern CFD simulators are themselves perfectly well-suited to act
as (costly) “layers” in a deep network. Using well-studied adjoint methods, modern solvers
can compute gradients of the output quantities of a simulation with respect to the input
mesh. This allows us to integrate a fast CFD simulation (made fast because it is operating
on a much smaller mesh) into the network itself, and allows us to jointly train the GCN
and the mesh input into the simulation engine, all in an end-to-end fashion.

We demonstrate that this combined approach performs substantially better than the
coarse CFD simulation alone (i.e., the network is able to provide higher fidelity results
than simply running a faster simulation to begin with), and generalizes to novel situations
much better than a pure graph-network-based approach. Moreover, the approach is still
substantially faster than running the CFD simulation on the original size mesh itself. We
believe that in total this represents a substantial advance towards integrating deep learning
and existing state-of-the-art simulation software.

4.2 CFD-GCN

Here we describe the general outline of our hybrid CFD simulation and graph neural network
approach. Based on this hybrid nature, we refer to our model as CFD-GCN. We first
describe its broad architecture and then its different components in detail. Finally, we
describe the procedures used to train the network itself.

4.2.1 Architecture

The overall architecture of the CFD-GCN is shown in Figure 4.1. Intuitively, the network
operates over two different graphs, a “fine” mesh over which to compute the CFD simulation,
and a “coarse” mesh (initially a simple coarsened version of the fine mesh, but eventually
tuned by our model) that acts as input to the CFD solver. As input, the network takes a
small number of parameters that govern the simulation. For the case of the experiments
in this work, in which we predict the flow fields around an airfoil, these parameters are
the Angle of Attack (AoA) and the Mach number. These parameters are provided to the
CFD simulation and are also appended to the initial GCN node features. Although this
may seem to be a relatively low-dimensional task, even these two components can vary the
output of the simulation drastically and are difficult for traditional models to learn when
generalizing outside the precise range of values used to “train” the network. The network
operates by first running a CFD simulation on the coarse mesh, while simultaneously
processing the graph defined by the fine mesh with GCNs. It then upsamples the results of
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Figure 4.1: A diagram of the CFD-GCN model and its corresponding equations.

the simulation, and concatenates these with an intermediate output from a GCN. Finally,
it applies additional GCN layers to these joint features, ultimately predicting the desired
output values (in this case, the velocity and pressure fields at each node in the fine mesh).
We now describe each of these components in detail.

Graph structure and network input. The graph structure we use for the CFD-
GCN is directly derived from the mesh structure used by traditional CFD software to
simulate the physical system. Specifically, we consider a two-dimensional, triangular mesh
M = (X,E,B). The first element, X ∈ RN×2, is a matrix containing the (x, y) coordinates
of the N nodes that compose the mesh. The second,

E = {(i1, j1, k1), . . . , (iM , jM , kM)},

is a set of M triangular elements defined by the indices (i, j, k) of their component nodes.
The third,

B = {(i1, b1), . . . , (iL, bL)},

is a set of L boundary points, defined as a pair consisting of the index of the node and a
tag b that identifies which boundary the point belongs to (e.g. airfoil, farfield, etc.).

Such a mesh M clearly defines a graph GM = (X,EG) whose nodes are the same X,
and whose edges EG can be directly inferred from the mesh elements E. Conversely, a
graph can also be converted into a mesh if the structure of its edges is appropriate and a
set of boundary points B is provided.

In addition to the fine mesh used to compute the CFD simulation, we also consider a
coarse mesh, denoted MC . This mesh has the same structure as the fine mesh M , with the
number of nodes downsampled by almost 20x, which thus allows for much faster simulation.
Although this mesh also technically defines a graph, we do not directly compute any GCN
over this graph, but instead only use it as input to the simulation engine.
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Figure 4.2: A NACA0012 mesh, zoomed in on the airfoil region.

In addition to the graphs themselves, the model also receives as input two physical
parameters that define the behavior of the flow around an airfoil: the angle of attack (AoA)
and the Mach number. These two parameters are both fed into the simulation and appended
as initial node features for every node in the GCN. These two parameters ultimately are
the quantities that vary from simulation-to-simulation, and thus the main task of the GCN
is to learn how to predict the resulting flow field from these two parameters that define
the simulation. Even thought this input space is low dimensional, it still defines a complex
task, since varying these parameters gives rise to diverse behaviors of the fluid flows, as
demonstrated, for example, in our generalization experiment (Section 4.3.2).

The SU2 Fluid Simulator. A central component of the CFD-CGN model is the
integrated differentiable fluid dynamics simulator. As input, the fluid simulator takes coarse
mesh MC , plus the angle of attack and Mach number, and outputs predictions of the
velocity and pressure at each node in the coarse graph. We specifically employ the SU2
fluid simulator [Economon et al., 2015b], an open source, industry-grade CFD simulation
widely used by many researchers in aerospace and beyond. Briefly, SU2 uses a finite volume
method (FVM) to solve the Navier-Stokes equations over its input mesh. Crucially for our
purposes, the SU2 solver also support an adjoint method which lets us differentiate the
outputs of the simulation with respect to its inputs and parameters (in this case, the coarse
mesh MC itself, plus the angle of attack and Mach number).

Intuitively, the SU2 solver should be thought of as an additional layer in our network,
which takes the angle of attack and Mach number as input, and produces the output
velocity and pressure fields. The equivalent of the “parameters” of a traditional layer is the
coarse mesh itself: different configurations for the coarse mesh will be differently suited
to integration within the remainder of the CFD-GCN. Thus, the main learning task for
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the SU2 portion of our model is to adjust the coarse mesh in a manner than eventually
maximizes accuracy of the resulting full CFD-GCN model. The adjoint method in SU2
uses reverse-mode differentiation, so gradients can be efficiently computed with respect to a
scalar-valued loss such as the overall predictive error of the CFD-GCN.

Finally, although not strictly a research contribution, we want to mention that as part of
this project we have developed an interface layer between the SU2 solver and the PyTorch
library. This interface allows full SU2 simulations to be treated just as any other layer
within a PyTorch module, and we hope it will find additional applications at the intersection
of deep learning and (industrial-grade) CFD simulation. The code for the work presented
in this chapter can be found at https://github.com/locuslab/cfd-gcn.

Upsampling. The output of the coarse simulation described above is a mesh with the
predicted values for each field at every node. For this to be used towards generating the final
prediction, we need to upsample it to the size of the fine mesh. We do this by performing
successive applications of squared distance-weighted, k-nearest neighbors interpolation [Qi
et al., 2017].

Let us call U ∈ RNU×3 the upsampled version of some coarser graph D ∈ RND×3.
For every row U (i), with corresponding node position X

(i)
U , we find the set {n1, . . . , nk}

containing the indices of the k closest nodes to X
(i)
U in the coarser graph XD. Then, we

define U (i) as

U (i) =

∑k
j=1w(nj)D

(nj)∑k
j=1w(nj)

,

where

w(cj) =
1

∥X(i)
U −X

(nj)
D ∥22

.

As a default, we set k = 3.

Graph Convolutions. As depicted on Figure 4.1, the output of the coarse simulation is
processed by a sequence of convolutional layers. In order to operate directly on the mesh
output of the CFD simulation, we utilize the graph convolutional network (GCN) architec-
ture from Kipf and Welling [2016]. This architecture defines a generalized convolutional
layer for graphs.

A general graph consisting of NZ nodes, each with F features, is defined by its feature
matrix Zi ∈ RNZ×F and its adjacency matrix A ∈ RNZ×NZ . We can then further define
B̃ = D̃− 1

2 (A+ I)D̃− 1
2 , where I is the identity matrix and D̃ the diagonal degree matrix,

with its diagonal given by D̃ii = 1 +
∑NZ

j=0Aij. Then, a GCN layer with F input channels

and F ′ output channels, parameterized by the weight matrix W ∈ RF×F ′
and the bias term

b ∈ RNZ×F ′
, followed by a ReLU non-linearity, will have as output

Z̃i+1 = B̃ZiWi + bi ≡ GCNi(Zi).

Zi+1 = ReLU(Z̃i+1)
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Figure 4.3: For certain updates to the mesh (∆), a node might be pushed over the edge of
its triangular element, generating overlap of elements. These non-physical situations harm
convergence of the simulation. When this happens, the cross product between ordered
edges changes. Before the update, e1 × e0 > 0, while afterwards ẽ1 × e2 < 0.

CFD-GCN. With all the components of the CFD-GCN desribed above, we can now
bring them all together to describe the full pipeline depicted in Figure 4.1.

First, an SU2 simulation is run with the coarse mesh and the physical parameters. The
output of this coarse simulation is upsampled L times.

U0 = SU2(XC ,AoA,Mach)

Ui+1 = Upsample(Ui), i = 0, . . . , L.
(4.1)

Concurrently, the fine mesh has the physical parameters and the signed distance function
(SDF) appended to each of its nodes’ features. The resulting graph is then passed through
a series of graph convolutions. At some specified convolutional layer k, the final upsampled
value UL is appended to the output Zk of the k-th convolution. Another set of convolutions
is performed in order to generate the final prediction Ŷ

Z0 = [X, SDF(X), AoA, Mach]

Zi+1 = ReLU(GCNi(Zi)), i = 0, . . . , k − 2

Zk = [ReLU(GCNk(Zk−1)), UL] (4.2)

Zk+i+1 = ReLU(GCNk+i(Zk+i)), i = 0, . . . , K − k

Ŷ = GCNK(ZK).

Here, [·, ·] is the matrix concatenation operation over the column dimension.
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Figure 4.4: Optimizing a mesh without correcting the gradient update to prevent degen-
eration causes the training to diverge. Meshes trained using the projected gradient step
(avoiding non-physical elements) learn smoothly, even with a higher learning rate α.

4.2.2 Training

Given that the entire CFD-GCN as formulated above can be treated as a single differentiable
deep network (including the SU2 “layer” discussed above), the training process itself is
largely straightforward. The model is trained to predict the output fields Y ∈ RN×3,
consisting of the x and y components of the velocity and the pressure at each node in the
fine mesh, by minimizing the mean squared error (MSE) loss ℓ between the prediction Ŷ
and ground truth

ℓ(Y, Ŷ ) =
1

3N
∥Y − Ŷ ∥22,

where the ground truth Y in this case is obtained by running the full SU2 solver to
convergence on the original fine mesh.

The training procedure optimizes the weight matrices Wi and bi of the GCNs, and
the positions of the nodes in the coarse mesh XC by backpropagating through the CFD
simulation. The loss is minimized using the Adam optimizer [Kingma and Ba, 2014a] with
a learning rate α = 5 · 10−5.

Mesh degeneration. An issue arises when optimizing the input coarse mesh. Gradually,
as the node positions are moved by the gradient descent updates, it is possible that, in
a given triangular element, one of its nodes crosses over an edge (see Figure 4.3). This
generates non-physical volumes, which harm the stability of the simulations, frequently
impeding convergence. In other words, at each gradient update step, our optimizer updates
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the mesh nodes by performing the update

XC ← XC +∆XC ,

with some small update matrix ∆XC of the same shape as XC . If left unmodified, this
∆XC can cause the aforementioned issue.

In order to avoid this, we seek to generate a projected update P (∆XC) such that only
non-degenerating updates are performed. We start with P (∆XC) = ∆XC . Then, we check
which elements in the mesh have a node pushed over an edge by ∆XC . This can be done by
computing the cross product of two edges in each triangular element in a consistent order.
If the sign of the cross product flips with the update XC +∆XC , that means a node crossed
over an edge (since this causes the ordering of the nodes to change). This is depicted in
Figure 4.3, where the cross product of the edges e1 and e2 is positive before the update,
but negative afterwards.

For every element E = (i, j, k) which has flipped, we set the rows i, j and k of P (∆XC)
to 0, thus performing no updates to those points in XC . Since removing the updates to
some nodes might cause new elements to flip, this procedure is repeated until no points are
flipped. Once we reach this state, we perform the projected gradient update

XC ← XC + P (∆XC).

In Figure 4.4 we see the results of optimizing the nodes of a mesh to improve a
prediction loss both with and without the correction to the gradient update. Whereas the
mesh optimized without the correction quickly degenerates and the loss diverges, the one
with the projected gradient update learns smoothly, even for a higher learning rate α.

4.3 Experiments

For all experiments we use the NACA0012 airfoil, represented as a fine mesh with 6648
nodes Figure 4.2). The coarse mesh for the same airfoil has 354 nodes. Both meshes are
mixed triangular and quadrilateral meshes, but for usage with the CFD-GCN model the
coarse mesh is converted to purely triangular by dividing every quadrilateral element in
half along a diagonal. All meshes were created using Pointwise Mesh Generation Software1.

All CFD simulations are performed by solving the0.0 steady-state, compressible, inviscid
case of the Navier-Stokes equations (the Euler equations) using SU2. Ground truth
simulations on the fine mesh are run to convergence, while simulations on the coarse mesh
are run for up to 200 iterations. Sample outputs of simulations with identical physical
parameters in each mesh are presented in Figure 4.5.

For the CFD-GCN model, we set k = 3, K = 6, and L = 1. That is, we perform one
upsampling step on the coarse simulation, appending it to the third GCN layer, and then
perform 3 additional convolutions, for a total of 6 GCN layers. All GCNs are set to have
512 hidden channels. A batch size of 16 is used on all experiments.

1https://www.pointwise.com
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Fine meshCoarse mesh

Figure 4.5: Two simulations with identical physical parameters, one with the coarse mesh
(left) and one with the fine mesh (right). The pressure component of the output field is
presented here. The coarse elements are easily noticeable on the left, whereas on the fine
mesh on the right the elements are small enough to be barely visible at this size.

In the experiments, our model is compared to three baselines that can be interpreted
as ablated versions of the full CFD-GCN model: the “upsampled coarse mesh” (UCM)
baseline, a pure GCN baseline, and the “frozen mesh” version of the CFD-GCN. Each of
these demonstrates the importance of each part of the full proposed model. The upsampled
coarse mesh baseline consists simply of the part of the model described in Equations 4.1.
That is, simply of running the simulation on the coarse mesh and interpolating the output
up to the full mesh size. It does not have convolutional layers and it does not perform
any learning. The GCN baseline, conversely, consists solely of the GCNs, without the
simulation. That is, the part of the model described in Equations 4.2 (without the appended
UL). The GCNs are set to the same parameters as used for the CFD-GCN (6 layers with
512 hidden channels). Finally, the “frozen mesh” version of the CFD-GCN consists of the
full CFD-GCN model, with both the GCNs and the coarse simulation, but the gradients
through the fluid simulation are not computed, and thus the coarse mesh is not optimized
(it is therefore “frozen” through training).

4.3.1 Interpolation

In order to test our model’s ability to make accurate flow field predictions, we test its
predictions across a range of different physical parameters. We construct training and test
sets composed of values for the AoA and Mach number.
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The training set is defined by

AoAtrain = {−10,−9, . . . , 9, 10},
Machtrain = {0.2, 0.3, 0.35, 0.4,

0.5, 0.55, 0.6, 0.7}.

Similarly, test pairs are sampled from the sets

AoAtest = {−10,−9, . . . , 9, 10},
Machtest = {0.25, 0.45, 0.65}.

Training pairs are then sampled uniformly from AoAtrain ×Machtrain, and test pairs from
AoAtest ×Machtest. Here we can see that even though the train and test set are different,
the parameters come from similar ranges, and the two sets contain examples with a similar
range of qualitative behaviors. This experiment therefore tests the ability of our model to
interpolate from parameters seen in training to unseen, yet similar ones at test time. Even
though this procedure does not present a strong test of the learning ability of the model, it
is a common form of evaluation in many works that apply deep learning methods to CFD
(e.g., Afshar et al. [2019], Guo et al. [2016]). We present a stronger test of generalization to
new scenarios in our next experiment (Section 4.3.2).

The model takes in as input the pairs and, using the coarse mesh, predicts the three
components of the output field, as described in Section 4.2. These predictions are compared
against ground truth simulations performed on the fine mesh.

Results are summarized in Table 4.1. A sample prediction is presented in Figure 4.6. We
can see from the results that our method outperforms the upsample coarse mesh baseline.
This superiority to the upsample coarse mesh baseline demonstrates that the model is not
simply upsampling the coarse prediction. The processing done by the GCNs is in fact
improving its predictions. We can also observe that the CFD-GCN performs worse than
the GCN baseline. The fact that the CFD-GCN underperforms the GCN baseline on the
test set is a consequence of the similarity of the settings between training and testing, as we
will see in the next experiment. The GCN is capable of overfitting the training set better
(as we can see in Figure 4.7) therefore it also performs well on the very similar test set.

4.3.2 Generalization

Depending on the parameter configuration for a given simulation, a “shock” may or may
not form around the airfoil. Figure 4.9 presents an example configuration in which we
observe a shock. As can be noticed from the figure, these shocks present qualitatively
different behavior from the smooth flow fields of “regular” simulations. In this experiment,
we aimed to use such a difference in behavior in order to test the generalization capabilities
of our model.

We thus constructed a training split such that there were no simulations with a shock
present in the training set. To achieve this goal, we used the same data points consisting of
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Model
Interpolation

(RMSE)
Generalization

(RMSE)
Batch Prediction

Time (s)

CFD-GCN 1.8 · 10−2 5.4 · 10−2 2.0
Frozen Mesh 1.8 · 10−2 6.1 · 10−2 2.0
Upsampled Coarse Mesh 4.0 · 10−2 7.0 · 10−2 1.9
GCN 1.4 · 10−2 9.5 · 10−2 0.1
Ground Truth Simulation – – 137

Table 4.1: Interpolation and generalization tasks. Test root mean squared error
(RMSE) for the interpolation and generalization tasks. The CFD-GCN model is compared
to the frozen mesh, upsampled coarse mesh (UCM) and the pure GCN model baselines.
The CFD-GCN and the GCN achieve similar performance in the interpolation task. The
slightly better performance of the GCN is due to overfitting to the training distribution,
as demonstrated by the superior performance of the CFD-GCN in the generalization task.
Runtime. Runtimes for a batch of 16 predictions compared to ground truth simulations
with the fine mesh. The CFD-GCN runs significantly faster than running a full simulation,
while presenting better results than the GCN. Results are for evaluation mode, without
the backwards pass. Tests performed on a 24-core, 2.2 GHz machine with an NVidia GTX
2080 GPU.

pairs of AoA and Mach parameters as in the last experiment. Here, however, the points
were split into train and test set such that all points with a Mach number greater than 0.5
were placed in the test set. Shocks become very frequent as the Mach number increases.
In order to ensure this qualitative split between training and test sets, the ground truth
simulation for each pair of parameters was analyzed individually to guarantee no simulations
with shocks put into the training set.

This particular training split generates a very strong test of generalization. Not only
does the test set present behavior that is qualitatively different from what is observed in the
training set, it also contains a significant quantitative difference, due to the wide range of
Mach numbers that are never seen in training. Therefore, this experiment presents a good
setting to evaluate the generalization capabilities of the proposed model and the baselines.

Table 4.1 summarizes the results for this experiment, and Figure 4.10 presents the
training curves for the CFD-GCN and the baselines. As expected, we can see that the
CFD-GCN model generalizes better to the test set containing unseen shock behavior. This
is also demonstrated qualitatively in Figure 4.8, which presents a sample prediction from the
GCN baseline. This baseline overfits the training set strongly, and is unable to consistently
make predictions for simulations with shocks. Conversely, even though it was never trained
on this type of flow, our method is able to generate predictions that are closer to the ground
truth by using the available coarse simulation. This can also be observed in Figure 4.9. In
many test cases containing shock, the CFD-GCN is able to approximate the characteristics
even of the unseen behavior. Additionally, the performance of the upsampled coarse mesh
baseline demonstrates that once again our method is not relying simply on upsampling the
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simulation, but is also learning additional information to improve its predictions. Sample
predictions for the upsampled coarse mesh baseline are presented in Figure 4.11.

Finally, we can also observe that the full CFD-GCN model also outperforms the frozen
mesh baseline. This result demonstrates the optimizing the coarse mesh by using the
gradients computed through the simulations allows the model to optimize the simulation
outputs in order to achieve predictions that generalize better. Figure 4.12 demonstrates the
transformation of the coarse mesh before and after the training procedure. The optimization
performed is significant enough that the changes are easily perceptible visually. The changes
are greater around the airfoil, where the gradient of the prediction loss is expected to
be higher, demonstrating that the training procedure adjusts the mesh according to the
training objective.

4.3.3 Runtime

Table 4.1 demonstrates the efficiency of our method compared to running a full simulation.
By downsampling the mesh down almost 20x to 354 nodes, our method is able to make a
prediction much faster than running the full ground-truth simulations.

In our experiments, and as can be noticed with the comparison to the upsampled coarse
mesh and GCN baselines, we observed that the bulk of the time that the GCN takes to
make a prediction is consumed by the CFD simulation. On average, approximately 85% of
the time to make a batch of predictions was due to the CFD simulation, 10% to upsampling
the mesh and 5% to processing the graph convolutions. Due to the additional complexity of
performing the simulations, total training time for the pure GCN baseline was also faster.
Whereas training the CFD-GCN took approximately 19 hours, training the GCN baseline
took approximately 1.3 hours.

Even though the pure GCN baseline model is able to make predictions faster, it does
not generalize as well across diverse physical behaviors, as demonstrated in our experiments.
Therefore, we note that the CFD-GCN model, as its name suggests, provides a trade-off
between the high cost and ability to generalize of a full CFD simulation, and the low cost
and ability to generalize of GCN predictions.
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Figure 4.6: CFD-GCN model prediction and ground truth for a test sample in the interpola-
tion task. The x and y components of the velocity and pressure output fields are presented
here.
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Figure 4.7: Training curves for the interpolation experiment. The vertical axis represented
the root mean squared error (RMSE). The GCN baseline overfits more strongly to the
training set, but since the test set is drawn from a similar distribution of parameters, this
helps it outperform the CFD-GCN model.
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Figure 4.8: The GCN baseline prediction for a test sample with a large shock in the
generalization task. In many cases with large shocks the GCN is unable to generalize to
this previously unseen behavior. The x and y components of the velocity and pressure
output fields are1 presented here.
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Figure 4.9: The CFD-GCN model prediction for a test sample with a large shock in the
generalization task. It can generalize better than the pure GCN model to examples with
large shocks, which were not seen in the training set. The x and y components of the
velocity and pressure output fields are presented here.
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Figure 4.10: Training curves for the generalization experiment. The GCN baseline overfits
more strongly to the training set, being unable to generalize well to the test set.
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Figure 4.11: The upsampled coarse mesh baseline prediction for a test sample with a large
shock in the generalization task. The x and y components of the velocity and the pressure
output fields are presented here.
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(a) The NACA0012 mesh after training. (b) The original NACA0012 mesh before train-
ing.

(c) The meshes before and after training, su-
perimposed.

(d) Farther view of before and after meshes,
superimposed.

Figure 4.12: Comparison of the coarse mesh before and after being optimized during
training. Changes are greater around the airfoil, where the gradients of the loss are large.
Regions further away from the wing, which do not affect prediction strongly, are mostly
unaltered.
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Part II

Improving Physics-Informed Learning
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Chapter 5

Solving Parameterized Differential
Equations with Physics-Informed
Hypernetworks

In this chapter, we present the usage of soft constraints, in the form physics-informed
losses, combined with a weak inductive bias, in the form of a hierarchical architecture, the
hypernetwork. This allows for more efficient learning of the solutions to parameterized
differential equations.

5.1 Introduction

The recent successes of deep learning approaches in diverse domains have motivated many
works exploring their application to physical systems, including approximating the solutions
to differential equations [Berg and Nyström, 2018, Chen et al., 2018, He et al., 2000, Jin
et al., 2021, Karniadakis et al., 2021, Lagaris et al., 1998, Lee and Kang, 1990, Long
et al., 2018, Mai-Duy and Tran-Cong, 2003, Sirignano and Spiliopoulos, 2018]. Recent
advancements in deep learning optimization methods and automatic differentiation tools
have led to the development of deep learning-based methods that have been shown to
be competitive with traditional solvers in certain conditions, such as in high-dimensional
problems [Avrutskiy, 2020] or inverse problems [Raissi et al., 2020].

In many applications such as shape optimization, topology optimization or design
prototyping, approximate solutions with fast iteration times might be preferred over ones
that are guaranteed to be accurate, yet are more computationally complex. In these cases,
machine learning models might offer an interesting alternative to traditional methods.
Moreover, the usage of data-driven methods allows for the incorporation of data into the
solution, which can be useful in domains where only noisy or partial measurements are
available, or where the underlying physics are not fully known [Eivazi et al., 2021, Raissi,
2018, Raissi and Karniadakis, 2018, Tipireddy et al., 2019].

Physics-informed neural networks (PINNs) [Raissi et al., 2017, 2019a] have been recently
proposed as a method for employing neural networks as function approximators for the
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solution of differential equations, while allowing the incorporation of the underlying physical
knowledge in the form of a physics-informed loss. In their standard formulation, PINNs
fit the solution to a single parameterization of a differential equation. Therefore, when
working in a domain that requires evaluating the solutions at multiple parameterizations,
this requires either utilizing the naive approach of re-training the model multiple times
to find the solution at each parameterization, or instead including the parameterization
explicitly as an input to the neural network model [Arthurs and King, 2021, Gao et al.,
2020, Sun et al., 2020]. Given that the training of the model is the most expensive part of
the process, having to repeat the learning procedure for every parameterization can greatly
increase the computational cost of the method. Conversely, augmenting the model to take
into account the parameters requires increasing the capacity of the neural network, as it
now has to both approximate the solution function and model the parameter space, thus
also increasing the computational cost at inference time.

In this chapter, we propose looking at the problem of learning parameterized families
of differential equations as a meta-learning problem, where the given parameters and
initial/boundary conditions define a task, which can then be solved by a neural network.
Under this framework, we propose the HyperPINN, which uses a hypernetwork [Ha et al.,
2016] to learn to model the parameter space of a differential equation, taking as input
a given parameterization and producing as output a main network that approximates
the solution function at that specific parameterization. By separating this task into two
parts, the complexity of modeling the parameter space is “offloaded” to the hypernetwork,
which is only evaluated once for every parameterization. Importantly, this allows the main
network, which is evaluated at every time-space point, to remain small. We demonstrate
this approach with experiments on a PDE and an ODE, using both “standard” PINNs
[Raissi et al., 2019a] and multistep neural networks [Raissi et al., 2018].

5.2 Preliminaries

5.2.1 Differential equations

Let us assume a differential equation in the general form

N [t, x, u(t, x);λ] = 0,

with t ∈ [0, T ], x ∈ Ω,
(5.1)

where N [·;λ] is an arbitrary (possibly non-linear) differential operator, which can contain
time and space derivatives, and is parameterized by some list of parameters λ ∈ Rd. Here,
t is the time variable ranging up to time T , x is the D-dimensional spatial variable in some
domain Ω ⊆ RD, with boundary ∂Ω, and u(t, x) is the solution function to the differential
equation. In order for a solution to be defined, initial and boundary conditions need to be
provided. These can assume different forms, but in general initial conditions define u(0, x)
for x ∈ Ω, and boundary conditions define u(t, x) for x ∈ ∂Ω and t ∈ [0, T ].
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For a concrete example of this formulation, refer to Equation 5.8, in which N is a
non-linear operator containing first and second derivatives that defines the left-hand side of
the equation, and λ = ν. The initial and boundary conditions are given in Equation 5.9.

5.2.2 Physics-Informed Neural Networks

Physics-informed neural networks [Raissi et al., 2019a] are a method for approximating the
solution to differential equations using neural networks (NNs). In this method, a neural
network û(t, x; θ), with learned parameters θ, is trained to approximate the actual solution
function u(t, x) to a given partial differential equation (PDE).

Importantly, PINNs employ not only a standard “supervised” data loss, but also a
physics-informed loss, which consists of the differential equation residual defined by N .
Thus, for a given optimization hyper-parameter α, the training loss consists of

L(θ) = Ldata(θ) + αLphysics(θ),

Ldata(θ) =
∑

(ti,xi,ui)∈D

[û(ti, xi; θ)− ui]
2,

Lphysics(θ) =
∑

(tc,xc)∈C

N [tc, xc, û(tc, xc; θ);λ]
2,

(5.2)

where D is a dataset containing ground-truth values for u (e.g., from simulation data)
at points (ti, xi), and C is a set of collocation points at which to evaluate the differential
equation residual (which does not require ground-truth solution data). While the data in
D can be used to enforce the initial and boundary conditions, the physics-informed loss
term regularizes the search space, penalizing functions û that do conform to the differential
equations, reducing the need for simulation data.

5.2.3 Multistep Neural Networks

Multistep neural networks [Raissi et al., 2018] are a method related to PINNs in which a
neural network model is used to approximate the time-derivative of a dynamical system
(instead of the actual solution function, as in a traditional PINN). Instead of using the
differential equation residuals, the loss for the multistep neural network is derived directly
from the formulation for traditional multistep methods. That is, for a general dynamical
system

d

dt
x(t) = f(x(t)), (5.3)

where f is some arbitrary (linear or non-linear) function of x ∈ RD, a two-step linear
multistep method, with timestep ∆t, gives us the relation

xn = xn−1 +
1

2
∆t(f(xn) + f(xn−1)). (5.4)
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fh(λ; θh) θmλ

fm(t, x; θm) ût, x

Figure 5.1: Diagram for the HyperPINN. The hypernetwork, represented in orange, takes
as input the parameterization and outputs the parameters for the main network. The
main network, represented in blue, takes as input a space-time coordinate and outputs its
prediction using the parameters provided by the hypernetwork.

If we want to train a neural network f̂(·; θ) to approximate the time derivative f , this
relation can then be used to define a residual loss over a dataset of points xn sampled from
a given trajectory

L(θ) =
∑

(xn,xn−1)∈D

[xn − xn−1 −
1

2
∆t(f̂(xn; θ) + f̂(xn−1; θ))]

2. (5.5)

5.2.4 Hypernetworks

Hypernetworks [Ha et al., 2016] are a recently proposed meta-learning method in which
learning is broken down into two separate networks: a main network and a hypernetwork.
The main network performs the desired task, in the same way a neural network would
normally be employed. The parameters for this network, however, are not learned directly
at training time. Instead, the parameters for the main network are generated, at evaluation
time, by the hypernetwork. That is, for a hypernetwork fh that takes an input xh, and a
main network fm that takes as input xm, we have

θm = fh(xh; θh),

ŷ = fm(xm; θm),
(5.6)

where θh are the learnable parameters. This ability to generate neural networks allows
the hypernet to meta-learn a space of tasks defined by xh, outputting an appropriate main
network for each task.

5.3 HyperPINN

In this chapter, we propose the HyperPINN, which combines the previously described
physics-informed architectures with hypernetworks in order to learn parameterized families
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(a) ν = 0.1 (b) ν = 0.01 (c) ν = 0.001

Figure 5.2: Solutions from the 1D Burgers’ PDE, displaying diverse behavior for different
parameter values.

of differential equations. A HyperPINN has a hypernetwork that, given a certain parame-
terization, generates a main network that approximate the solution to the corresponding
differential equation.

Following the general differential equation definition above, we want to have a hypernet-
work that maps a parameterization λ into an approximation of the differential equation
given by a neural network. Following the hypernetwork formulation in Equation 5.6, a
HyperPINN could consist of

θû = fh(λ; θh),

û = û(t, x; θû).
(5.7)

Here fh is the hypernetwork with learneable parameters θh, and û is the approximate
solution. These are trained using a loss on the predictions of the main network, which can
then be optimized with gradient-based methods using conventional automatic differentiation
packages, since all operations are differentiable. If employing a stochastic gradient descent
method, batches of randomly sampled parameter-input pairs can be used. The loss can
consist of a regular supervised loss, with a ground truth for the main network prediction
for each given parameterization and inputs. Moreover, in order to make the training
more data-efficient, physics-informed losses can also be used, such as the PINN loss or the
multistep loss defined in Equations 5.2 and 5.5 above.

Figure 5.1 contains a schematic representation of the hyper and main networks that
compose the HyperPINN. The hypernetwork, in orange, takes as input the parameterization
and outputs the parameters for the main network. The main network, in blue, takes as
input a space-time coordinate and outputs its prediction using the parameters provided by
the hypernetwork.

To give concrete examples, for the case of a Burgers’ PDE (described in more detail in
Section 5.4.1 below), λ corresponds to the parameter ν in the PDE, and the main network
outputs and approximation of the solution u. For the case of the Lorenz ODE (described
in more detail in Section 5.4.2 below), λ corresponds to the parameters (σ, β, ρ). When
using the multistep neural network approach, the main network takes as input the spatial
coordinates (x, y, z) and outputs the time-derivative (ẋ, ẏ, ż).
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5.4 Experiments

We evaluate the application of HyperPINNs to both an example PDE problem, the 1D
Burgers’ PDE, and an example ODE problem, the Lorenz system, using both a PINN and
a multistep neural network.

5.4.1 1D Burgers’ equation

The 1D Burgers’ PDE, with solution u(t, x), a function of time t and spatial coordinate x,
is given by

∂u

∂t
+ u

∂u

∂x
− ν

∂2u

∂x2
= 0. (5.8)

We use as our time domain the range [0, 1], and as our spatial domain the range [−1, 1].
As our initial condition, we utilized a simple sinusoidal function, coupled with a Dirichlet
boundary condition given by

u(0, x) = −sin(πx),
u(t,−1) = u(t, 1) = 0.

(5.9)

This differential equation has a viscosity parameter ν, which can cause the underlying
solution u(t, x) to exhibit different behaviors depending on its value. For low values of ν,
such as ν = 0.001, the solution develops a characteristic shock. For higher values, such as
ν = 0.1, the solution is smooth. Example solutions for different parameter values are shown
in Figure 5.2.

In order to test the ability of the PINN and the HyperPINN to learn parameterized
systems across their full range, we performed this experiment by having the parameter ν
vary in the range [0.001, 0.1].

A dataset of size 100 was generated with 50 points sampled randomly uniformly at
different positions from the initial timestep (t = 0) and 50 points sampled randomly
uniformly at diverse timesteps from the boundary (x = −1 or x = 1). Since these values do
not change with the parameterization, values of the parameter ν are sampled randomly
uniformly from the range [0.001, 0.1] at training time to form the training data points.
The collocation points are sampled randomly uniformly from the time-space domain, with
accompanying values for ν also sampled randomly uniformly.

We evaluate the HyperPINN and compare it to two PINN baselines. For the HyperPINN,
the hypernetwork takes as input the parameter ν and outputs the parameters for a main
neural network, which takes as input the space-time coordinates and approximates the
solution function u(t, x). For the standard PINN baselines, a single network takes as input
both the parameter ν and the space time coordinates, and outputs the approximate solution.
The summary of the results are shown in Table 5.1.

The HyperPINN consists of a main network with 6 fully-connected (FC) hidden layers
of size 8 (393 parameters) and a hypernetwork with 3 FC hidden layers of size 32 followed
by 1 hidden layer of size 16 (9385 parameters). The first baseline, the small PINN baseline,
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consists of a FC network of approximately the same size as the main network in the
HyperPINN, with 6 hidden layers of size 8 (401 parameters). This baseline serves as a
comparison point to the main network, which is the one that is evaluated multiple times
after the hypernetwork is evaluated once to generate the main network’s weights.

Qualitatively, we can see in Figure 5.3 that the HyperPINN learns to approximate the
solution function even at a parameter value containing a shock. The small PINN baseline
is not able to learn to properly approximate the solution, lacking capacity to fully learn the
parameter space. Full solutions (over time and space) for the HyperPINN and the small
PINN baseline are shown in Figure 5.4, where we can also observe that the small PINN
solution is lacking.

The second baseline, the large PINN baseline, consists of a FC neural network of approx-
imately the same size as the full hyper and main networks combined in the HyperPINN,
with 10 hidden layers of size 32 (9665 parameters).

This large baseline serves as a comparison point with the same full capacity as the
HyperPINN. It is able to achieve results close to the HyperPINN, but at the cost of having
a larger size. As a consequence, the large PINN has a runtime of 158µs for performing a
single prediction, whereas the main network in the HyperPINN has a runtime of 86µs for
performing the same prediction, which is faster than even the small PINN. That is, for
a similar number of parameters, the HyperPINN is able to surpass the performance of a
large network while keeping the main network as efficient as a small one, by offloading the
task of learning the parameter space to the hypernetwork. All times were measured on an
NVIDIA Tesla V100 GPU.

Table 5.1: Comparison of HyperPINN and baselines on the parameterized Burgers’ PDE.

Model Mean squared error Model size Evaluation time
Small PINN 3.0 · 10−4 401 parameters 92µs
Large PINN 2.3 · 10−5 9665 parameters 158µs

HyperPINN 1.9 · 10−5 Main: 393 parameters
Hyper: 9385 parameters

Main: 86µs
Hyper: 158µs

(a) HyperPINN (b) Small PINN baseline (c) Large PINN baseline

Figure 5.3: Results for the parameterized 1D Burgers’ PDE at a series of time points for
ν = 0.003. Solid lines represent the ground truth simulation, and dashed lines represent
the model predictions.

53



(a) HyperPINN

(b) Small PINN baseline

Figure 5.4: Comparison of the full domain solution for the HyperPINN and the Small PINN
baseline for the 1D Burgers experiment.

5.4.2 Lorenz system

In this experiment we attempt to learn the solution to the Lorenz ODE, with solution
(x, y, z), defined by 

dx

dt
= σ(y − x)

dy

dt
= x(ρ− z)− y

dz

dt
= xy − βz.t

(5.10)

This system of differential equations has parameters (σ, β, ρ).
In our experiments we noticed that a traditional PINN approach had a hard time

learning this function. This was less so due to a failure of the physics-informed approach
than to a general difficulty of fully-connected neural networks to learn functions with high
frequency components such as this one.

We demonstrate this with a simple experiment in which we attempt to directly fit the
solution function, without any physics-informed loss term. Impressively, we observed that
fully-connected neural networks, even of a fairly large size, had a hard time even fitting the
function even under full supervision in the training data.

In Figure 5.5, we show a Lorenz system solution and its breakdown into individual
components. We attempted to fit this solution (mapping time to space coordinates) using
a fully-connected neural network with 5 hidden-layers of size 128 and tanh activations,
trained for 10, 000 epochs on 250 equally spaced points from the ground truth solution. It is
clear the network is not able to properly capture the high frequency behavior of the target
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Figure 5.5: Fitting the Lorenz solution with a fully connected network with hyperbolic
tangent activations. The network has 5 hidden layers of size 128 and is trained for 10,000
full batch steps on 250 equally spaced points from the solution. The solution to the
Lorenz system is ran for t ∈ [0, 25] with (σ, β, ρ) = (10, 8/3, 28) and initial condition
(x0, y0, z0) = (−8, 7, 27).

function, often averaging out the fast oscillations within each low frequency (“butterfly
wing”) mode. Similar results are shown for the same setting using ReLU activations in
Figure 5.6. If we train for a very long time, with a very large network, we are eventually
able to solve fit the solution, but this still very inefficient, and the task setting is the easiest
possible. It would be infeasible to use this approach on any appropriate usage setting.

In Chapters 6 and 7, we will explore a solution to this problem, namely employing
sinusoidal networks. (In Figure 6.1 we present the results for this same experiment on a
smaller neural network with sin activations.) For now, in this chapter, we shift to employing
multistep neural networks, a physics-informed approach that has been demonstrated to be
able to learn the Lorenz system well [Raissi et al., 2018]. In this setting, instead of fitting
the solution function directly like a traditional PINN, the multistep neural network learns
the time-derivative of the Lorenz system (given by the right-hand side in Equation 5.10).
This also has the added benefit of demonstrating that our proposed method works with
diverse physics-informed approaches.

In order to test the ability of the PINN and the HyperPINN to learn parameterized
systems, we performed this experiment with σ = 10, ρ varying in the range [0, 28], β in
[2/3, 8/3]. We sampled 100 different initial conditions randomly uniformly from [−10, 10]3
for each of 30 different parameter value combinations. These values cause the underlying
solution to exhibit diverse behavior, including the chaotic attractor.

Evaluation is performed using parameter and initial condition values not seen in training.
We computed trajectories of 25s duration with ∆t = 0.01 using the Runge-Kutta Fehlberg
integrator. Evaluation is performed using a separate set of 100 trajectories, sampled from
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Figure 5.6: Fitting the Lorenz solution with a fully connected network with ReLU activations.
The network has 5 hidden layers of size 128 and is trained for 10,000 full batch steps on
250 equally spaced points from the solution. The solution to the Lorenz system is ran for
t ∈ [0, 25] with (σ, β, ρ) = (10, 8/3, 28) and initial condition (x0, y0, z0) = (−8, 7, 27).

the same range of parameters and initial conditions, but using different values from the
training set.

Example trajectories for different initial conditions and parameter values are shown in
Figure 5.7.

We compare the HyperPINN with two baselines, a small and a large multistep neural
network. The HyperPINN consists of a main FC network with one hidden layer of size
16 (115 parameters) and a FC hypernetwork with 2 hidden layers of size 16 and 8 (1406
parameters). The small baseline consists of a FC neural network with one hidden layer
of size 16 (214 parameters). The large baseline consists of a FC neural network with one
hidden layer of size 256 (3334 parameters). In the HyperPINN, the hypernetwork takes as
input the parameters (σ, β, ρ) and outputs the parameters for a main network, which takes
as input the state (x, y, z) and outputs the time-derivative (ẋ, ẏ, ż). In the baselines, a single
network takes as input both the parameters and the state, and outputs the time-derivative.

Note that when performing integration using the learned model, it is expected that the
system will deviate from the ground truth. Given the chaotic nature of the system, even
minuscule deviations from the true time-derivative compound over time when performing
integration, causing large errors even when the correct qualitative behavior is captured.
Nevertheless, when compared to the baselines, the HyperPINN achieves lower error in
predicting the trajectories of the system. While the HyperPINN achieves an aggregate
squared error over all test trajectories of 17.5, the small baseline has an error of 39.4, and
the large baseline has an error of 20.6. Importantly, when analyzing the results qualitatively,
we can see that the HyperPINN achieves this lower error by more accurately capturing
the qualitative behavior of the system at different parameter values. In comparison, the
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Figure 5.7: Trajectories from the Lorenz system, displaying diverse behavior for different
initial conditions and parameter values.

(a) HyperPINN (b) Small PINN baseline (c) Large PINN baseline

Figure 5.8: Results for the Lorenz ODE with σ = 10, β = 5/3 and ρ = 21.7. Solid lines
represent the ground truth trajectory, and dashed lines represent the trajectory integrated
from model predictions.

baselines frequently mistake one type of behavior for another, as exemplified in Figure 5.8.
Particularly, when compared to the small PINN baseline, the HyperPINN achieves better

performance with a similarly sized main network. In comparison to the large baseline, the
HyperPINN is able to approximate the solution at diverse parameters and initial conditions
while using a much smaller sized main network, which is repeatedly evaluated for integration
at test time.
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Chapter 6

Simple Sinusoidal Networks

6.1 Introduction

In the Lorenz experiment in Chapter 5 (Section 5.4.2), we observed that we had to use a
multistep neural network [Raissi et al., 2018] (a neural network that fits the derivatives in
a differential equation), instead of a traditional physics-informed neural network (a neural
network that fits the solution function directly), due to the fact that regular PINNs (using
hyperbolic tangent or ReLU activations) had a very hard time fitting the solution to the
Lorenz system. In this chapter, we will use that failure mode as a starting point to motivate
the development of an architecture better suited to the types of functions we frequently see
in physics problems.

The phenomenon observed in Chapter 5 has been previously described in the literature.
It has been observed that neural networks have a spectral bias [Basri et al., 2019, Cao
et al., 2020, Rahaman et al., 2019]. They tend to have difficulty learning functions with
high-frequency components, as seen in the Lorenz experiment. This has been described
both in general and in the particular case of PINNs learning the solution to differential
equations [Wang et al., 2020, 2021].

One proposed solution has been to employ Fourier feature mappings [Rahimi and Recht,
2007, Tancik et al., 2020], that is, mapping the input values to a set of sinusoidal bases.
This has been shown to be effective in overcoming spectral bias in PINNs [Wang et al., 2021].
Moreover, it is also has the added benefit of rendering the input features shift-invariant,
a useful property that has been leveraged, for example, in spatial and language domains
[Mildenhall et al., 2020, Tancik et al., 2020].

Neural networks with sine non-linearities, which we call sinusoidal networks are mathe-
matically analogous to regular networks with Fourier features (at least with respect to the
first layer), and thus inherit many of their desirable properties, such as allowing for more
efficient learning of higher frequency functions and shift-invariance.

As a motivating example, in Figure 6.1, we show the same Lorenz task mentioned above
from Chapter 5, but employing a sinusoidal network. Not only does this simple change
allow the network to easily fit the target function quickly, but also to do so much more
efficiently – the neural network used to generate the output in the figure has only 3 hidden
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Figure 6.1: Fitting the Lorenz solution with a fully connected network with sine activations.
The network has 3 hidden layers of size 64 and is trained for 10,000 full batch steps on
250 equally spaced points from the solution. The solution to the Lorenz system is ran for
t ∈ [0, 25] with (σ, β, ρ) = (10, 8/3, 28) and initial condition (x0, y0, z0) = (−8, 7, 27).

layers of size 64.
Recently, sinusoidal representation networks (SIRENs) have been proposed [Sitzmann

et al., 2020], employing sinusoidal activations together with particular design choices to
improve learning. [Sitzmann et al., 2020] also argue that sinusoidal networks have the
property of being closed under derivation, that the derivative of its outputs with respect
to its inputs is given by another sinusoidal network, due to the nature of the derivatives
of trigonometric functions. Intuitively, this property can be particularly useful for PINNs,
in which training is often supervised based on PDE-based losses containing higher order
derivatives. Indeed, some works have employed sinusoidal networks in the context of
physics-informed learning, showing promising results in a variety of domains [Huang et al.,
2021a,b, Raissi et al., 2019b, Song et al., 2021, Wong et al., 2022].

In this chapter and Chapter 7, we will propose a much simplified sinusoidal network
architecture, and then analyze its behavior under the neural tangent kernel framework.
This analysis will allow us to understand the functioning of these networks, enabling
us to better tune their characteristics to the spectrum of each given problem. We then
finally demonstrate that these “well-tuned” sinusoidal networks outperform their traditional
counterparts in spatial and spatio-temporal tasks, including the learning of solutions to
differential equations.

6.2 Simple Sinusoidal Networks

As we will see in the following section, there are many details that complicate the practical
implementation of current sinusoidal networks. After describing these details, we will
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propose a simplified version of sinusoidal networks. We then demonstrate that this simple
sinusoidal network can nonetheless maintain or surpass the performance level of standard
SIRENs.

Throughout the following chapters, we will use the term sinusoidal network to refer
generally to any network with sinusoidal activations (including SIRENs). We will reserve
the term SIREN particularly for the architecture proposed by Sitzmann et al. [2020]. That
is, a sinusoidal network with the particular design choices we will describe below. Finally,
we will call our simplified version of SIREN, described in section 6.2.2 below, the simple
sinusoidal network (SSN).

6.2.1 Practical Implementation Details of SIRENs

On the surface, SIRENs appear to be simple. For a given layer l in an MLP, we can express
its output as

fl(x) = ϕ(Wlx+ bl), (6.1)

for some set of layer parameters (Wl, bl) and some activation function ϕ. In a “traditional”
MLP, ϕ would usually be a non-linear function such as the commonly employed hyperbolic
tangent (tanh) or rectified linear unit (ReLU). One might think that “converting” such
an MLP into a SIREN might amount to instead defining ϕ := sin. However, practical
implementation of SIRENs, as originally suggested by Sitzmann et al. [2020], involves an
additional number of details.

The ω parameter

The first such detail is a frequency hyperparameter, ω ∈ R, which inserts itself into the
first layer of a sinusoidal MLP (notice l = 1) as

f1(x) = sin(ω (W1x+ b1)). (6.2)

This hyperparameter is chosen before training and kept fixed throughout. No method for
choosing ω is provided, except for the fact that a value of ω = 30 works well for most tasks
because it allows the inputs to the sine function to span multiple periods over the range
[−1, 1]. We perform a theoretical analysis of the function of ω in a sinusoidal network and
how this can inform its choice later in this chapter.

When implementing SIRENs in practice, instead of applying ω only to the first layer,
as specified in Equation 6.2, Sitzmann et al. [2020] in fact apply the scaling to all layers,
but negate its effect by dividing the initial value of Wl for later layers (l > 1) by a factor of
ω. That is, at initialization, we would have

Wl =
W init

l

ω
, l > 1, (6.3)

where W init
l is the value of the usual initialization of Wl (discussed below). Obviously, the

values of Wl can drift after training progresses, but at least intuitively it is clear that the
effect of this adjustment is to cancel out the influence of ω on later layers, while keeping it
as a scaling factor for the first one.
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Initialization scheme

Besides this scaling factor, SIRENs also have a particular initialization scheme for its
parameter matrices Wl. Each entry W

(i)
l is sampled from a uniform distribution in the

range [−
√

6/n,
√

6/n], where n is the number of inputs to the layer l. This applies to all
layers but the first. Sitzmann et al. [2020] prove that this initialization is such that the
input to each sine activation will be normal distributed with a standard deviation of 1, and
it is chosen for this reason.

The first layer is initialized separately by sampling W
(i)
1 ∼ U(−1/n, 1/n). This difference

in scaling is mostly inconsequential, as the output of the first layer is scaled by the parameter
ω described in the previous section. Nevertheless, it is worth mentioning as it both adds
extra complexity to the activation scheme, and also changes our interpretation of the
absolute values of ω (in comparisons to other approaches we will analyze and to NTK
assumptions).

6.2.2 Simplifying SIRENs

After discussing the implementation details behind SIRENs, we will now propose a series of
simplifications with the goal of formulating a sinusoidal network that (almost) amounts to
simply substituting its activation functions by the sine function. We will however, keep a
simplified implementation of the ω parameter, since (as we will in future analyses) it is in
fact a useful tool for allowing the network to fit inputs of diverse frequencies.

The ω parameter

The first step is thus to remove all scaling parameters ω except for the first layer, and
consequently also remove the “cancelling initialization” described in Equation 6.3. As a
consequence, the layer activation equations of our simple sinusoidal network are simply

f1(x) = sin(ω (W1x+ b1)), (6.4)

fl(x) = sin(Wlx+ bl), l > 1. (6.5)

Though Sitzmann et al. [2020] claim that the scaling by ω of all layers (with further
cancellation in layers after the first) helps accelerate training, in our experiments (in
Section 6.3 below) we were able to at least match the performance of regular SIRENs even
without this scaling factor – with the added benefit of simplifying the overall implementation
and initialization of the sinusoidal layers. Though we have not fully tested this hypothesis,
we believe it is likely that modern adaptive optimizers, such as Adam [Kingma and Ba,
2014b], are able to compensate for the different gradient magnitudes at individual layers,
preserving the ability to learn efficiently even in the presence of different scaling factors.

Additionally, we can leverage this simplification to further enhance the capabilities
of our sinusoidal networks. As we will show in Section 7.5.2, the fact that we are now
only multiplying the network input layer by ω, allows us to know ω will always multiply
a vector of a given dimension (which is not usually the case in SIRENs, since commonly
input and hidden sizes are distinct in MLPs). Given this fact, we can in fact have ω be

62



multi-dimensional, instead of a scalar, which, as we will see, allows us to further tune
our network to fit dimensions with different frequency spectra (as is commonly the case
in problems with space and time dimensions, for example). We leave the discussion of
this “enhancement” for after our further analysis of the sinusoidal networks in Chapter 7,
which will inform our understanding of the role of ω, and for now we focus only on the
simplifications.

Initialization scheme

Our final simplification to SIRENs is to reformulate their parameter initialization scheme.
Instead of utilizing uniform initializations, with different bounds for the first and subsequent
layers, we propose initializing all parameters using a standard Kaiming (i.e., He) normal

initialization scheme. This amounts to sampling all weights W
(i)
l from a normal distribution

with mean 0 and standard deviation
√
2/n. This choice not only greatly simplifies the

initialization scheme of the network, but it also facilitates theoretical analysis of the behavior
of the network under the NTK framework, as we will see later in Chapter 7.

Proof of the initialization scheme

We will now show that this particular choice of initialization distribution preserves the
variance of the original proposed SIREN initialization distribution. As a consequence, the
theoretical justification for the original initialization scheme still holds. Moreover, we also
demonstrate empirically that the desired properties of the initialization (namely, having
the input to each sine activation will be normal distributed with a standard deviation of 1)
are maintained in practice

Lemma 6.1. Given any c, for X ∼ N
(
0, 1

3
c2
)
and Y ∼ U (−c, c), we have Var[X] =

Var[Y ] = 1
3
c2.

Proof. By definition, Var[X] = σ2 = 1
3
c2. For Y , we know that the variance of a

uniformly distributed random variable with bound [a, b] is given by 1
12
(b − a)2. Thus,

Var[Y ] = 1
12
(2c)2 = 1

3
c2.

This simple Lemma and its corollary relates to Lemma 1.7 in Sitzmann et al. [2020],
showing that the initialization we propose here has the same variance as the one proposed
for SIRENs. Using this result we can translate the result from the main Theorem 1.8 from
Sitzmann et al. [2020], which shows that the SIREN initialization indeed has the desired
properties, to our proposed initialization. The Theorem below show the same properties
still hold. The reasoning for assuming the inputs are uniform in the range [−1, 1] is that
sinusoidal networks are usually applied to problems mapping from spatial (or time-space)
coordinates (commonly normalized to [−1, 1]) to some output.

Theorem 6.2. For a uniform input in [−1, 1], the activations throughout a sinusoidal
networks are approximately standard normal distributed before each sine non-linearity and
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arcsine-distributed after each sine non-linearity, irrespective of the depth of the network,
if the weights are distributed normally, with mean 0 and variance 2

n
with n is the layer’s

fan-in.

Proof. The proof follows exactly the proof for Theorem 1.8 in Sitzmann et al. [2020], only
using Lemma 6.1 when necessary to show that the initialization proposed here has the same
variance necessary for the proof to follow.

Empirical evaluation of initialization scheme

To empirically demonstrate the proposed simple initialization scheme preserves the properties
from the SIREN initialization scheme, we perform the same analysis performed by Sitzmann
et al. [2020] (Figure 2 in their Appendix).

For this analysis we use a sinusoidal MLP with 6 hidden layers of 2048 units, and
single-dimensional input and output. This MLP is initialized using the simplified scheme
described above. For testing, 28 equally space inputs from the range [−1, 1] are passed
through the network. We then plot the histogram of activations after each linear operation
(before the sine non-linearity) and after each sine non-linearity. To match the original plot,
we also plot the 1D Fast Fourier Transform of all activations in a layer, and the gradient of
this output with respect to each activation. These results are presented in Figure 6.2.

The main conclusion from this figure is that the distribution of activations matches the
predicted normal (before the non-linearity) and arcsine (after the non-linearity) distributions,
and that this behavior is stable across many layers. We also reproduced the same result up
to 50 layers.

We then perform an additional experiment in which the exact same setup as above is
employed, yet the 1D inputs are shifted by a large value (i.e., x→ x+ 1000). We the show
the same plot as before in Figure 6.3. We can see that there is essentially no change from
the previous plot, which demonstrates the sinusoidal networks shift-invariance in the input
space, one of its important desirable properties, as discussed previously. This will also be
further demonstrated and analyzed in Chapter 7, when we study the NTK of sinusoidal
networks.
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Figure 6.2: Activation statistics for 6 layers of a simplified sinusoidal network, demonstrating
the observed distributions matched the theoretical expectation and preserves the properties
from the SIREN initialization.

65



2n
d 

la
ye

r
6t

h 
la

ye
r

In
pu
t

3r
d 

la
ye

r
4t

h 
la

ye
r

5t
h 

la
ye

r
1s

t l
ay

er

Figure 6.3: Activations for 6 layers of a simplified sinusoidal network in which the input
has been shifted by a large value, i.e., x→ x+ 1000. The distribution characteristics are
preserved, demonstrating the sinusoidal network’s shift-invariance.

66



Table 6.1: Comparison of the simple sinusoidal network and SIREN results, both directly
from Sitzmann et al. [2020] (when reported) and from our own reproduced experiments.
Values above the horizontal center line are peak signal to noise ratio (PSNR), values below
are mean squared error (MSE), except for SDF which uses a composite loss. †Audio
experiments utilized a different learning rate for the first layer, see the full description below
for details.

Experiment Simple Sinusoidal Network SIREN [paper] SIREN [ours]

Image 50.04 49 (approx.) 49.0
Poisson (Gradient) 39.66 32.91 38.92
Poisson (Laplacian) 20.97 14.95 20.85
Video (cat) 34.03 29.90 32.09
Video (bikes) 37.4 32.88 33.75

Audio (Bach)† 1.57 · 10−5 1.10 · 10−5 3.28 · 10−5

Audio (counting)† 3.17 · 10−4 3.82 · 10−4 4.38 · 10−4

Helmholtz equation 5.94 · 10−2 – 5.97 · 10−2

SDF (room) 12.99 – 14.32
SDF (statue) 6.22 – 5.98

6.3 Experiments

In order to demonstrate our simplified sinusoidal network does not suffer in performance
compared to a standard SIREN, in this section we reproduce all the main results from
Sitzmann et al. [2020]. In fact, we observe that in almost all cases our simplified sinusoidal
network surpasses the performance of SIREN.

Table 6.1 compiles the results for all experiments. In order to be fair, we compare
the simplified sinusoidal network proposed in this chapter with both the results directly
reported in Sitzmann et al. [2020], and our own reproduction of the SIREN results (using
the same parameters and settings as the original). We can see from the numbers reported
in the table that the performance of the simple sinusoidal network proposed in this chapter
matches or even surpasses the performance of the SIRENs in all cases.

It is important to note that this is not a favorable setting for the simplified sinusoidal
network, given that the training durations were very short. The standard SIREN favors
quickly converging to a solution, though it does not have as strong asymptotic behavior.
This effect is likely due to the multiplicative factor applied to later layers described in
Section 6.2.1.

As hypothesized in Section 6.2.2, we observe that indeed in almost all cases we can
compensate this effect by simply lowering the learning rate with the Adam optimizer. The
only exception was in the audio experiments, in which a very large omega is used (in the
15, 000− 30, 000 range, compared to the 10− 30 range for all other experiments). In these
cases, we were still able to compensate by setting a separate, lower learning rate for the
first layer compared to the rest of the network. We can see how this can be critiqued as
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Table 6.2: Comparison of the simple sinusoidal network and SIREN on some experiments,
with a longer training duration. The specific durations are described below in the details for
each experiment. We can see that the simple sinusoidal network has stronger asymptotic
performance. Values above the horizontal center line are peak signal to noise ratio (PSNR),
values below are mean squared error (MSE). †Audio experiments utilized a different learning
rate for the first layer, see the full description below for details.

Experiment Simple Sinusoidal Network SIREN [ours]

Image 56.21 52.95
Poisson (Gradient) 39.51 38.70
Poisson (Laplacian) 22.09 20.82
Video (cat) 34.66 32.19
Video (bikes) 38.1 34.07

Audio (Bach)† 4.83 · 10−7 3.02 · 10−6

Audio (counting)† 3.86 · 10−5 1.46 · 10−4

re-introducing complexity, counteracting the purpose the proposed simplification. However,
we argue (1) that this is only limited to cases with extremely high omega, which is not
present in any case except for fitting audio waves, and (2) that adjusting the learning rate
for an individual layer is still an approach that is simpler and more in line with standard
machine learning practice compared to multiplying all layers by a scaling factor and then
dividing their initializations by the same amount, except for in the first layer.

Finally, we observe that besides being able to exceed the performance of SIREN in a
shorter training regimen, the simple sinusoidal network performs even more strongly with
longer training. To demonstrate this, we repeated some experiments from above, but with
longer training durations. These results are shown in Table 6.2.

Below, we present qualitative results and describe experimental details for each experi-
ment. As these are a reproduction of the experiments in Sitzmann et al. [2020], we refer to
their details if more information is needed.

6.3.1 Image

In the image fitting experiment, we treat an image as a function from the spatial domain
to color values (x, y) → (r, g, b). In the case of a monochromatic image, used here, this
function maps instead to one-dimensional intensity values. We try to learn a function
f : R2 → R, parameterized as a sinusoidal network, in order to fit such an image.

Figure 6.4 shows the image used in this experiment, and the reconstruction from the
fitted sinusoidal network. The gradient and Laplacian for the learned function are also
presented, demonstrating that higher order derivatives are also learned appropriately.

Training parameters. The input image used is 512× 512, mapped to an input domain
[−1, 1]2. The sinusoidal network used is a 5-layer MLP with hidden size 256, following the
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Image Gradient Laplacian

Figure 6.4: Top row: Ground truth image. Bottom: Reconstructed with sinusoidal network.

proposed initialization scheme above. The parameter ω is set to 32. The Adam optimizer is
used with a learning rate of 3 · 10−3, trained for 10, 000 steps in the short duration training
results and for 20, 000 steps in the long duration training results.

6.3.2 Poisson

These tasks are similar to the image fitting experiment, but instead of supervising directly on
the ground truth image, the learned fitted sinusoidal network is supervised on its derivatives,
constituting a Poisson problem. We perform the experiment by supervising both on the
input image’s gradient and Laplacian, and report the reconstruction of the image and it’s
gradients in each case.

Figure 6.5 shows the image used in this experiment, and the reconstruction from the
fitted sinusoidal networks. Since reconstruction from derivatives can only be correct up to
a scaling factor, we scale the reconstructions for visualization. As in the original SIREN
results, we can observe that the reconstruction from the gradient is of higher quality than
the one from the Laplacian.

Training parameters. The input image used is of size 256 × 256, mapped from an
input domain [−1, 1]2. The sinusoidal network used is a 5-layer MLP with hidden size 256,
following the proposed initialization scheme above. For both experiments, the parameter ω
is set to 32 and the Adam optimizer is used. For the gradient experiments, in short and
long training results, a learning rate of 1 · 10−4 is used, trained for 10, 000 and 20, 000 steps
respectively. For the Laplace experiments, in short and long training results, a learning
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Image Gradient Laplacian

Figure 6.5: Top row: Ground truth image. Mid: Image reconstructed from sinusoidal
network supervised on gradient. Bottom: Image reconstructed from sinusoidal network
supervised on Laplacian.

rate of 1 · 10−3 is used, trained for 10, 000 and 20, 000 steps respectively.

6.3.3 Video

These tasks are similar to the image fitting experiment, but we instead fit a video, which
also has a temporal input dimension, (t, x, y)→ (r, g, b). We learn a function f : R3 → R3,
parameterized as a sinusoidal network, in order to fit such a video.

Figures 6.6 and 6.7 show sampled frames from the videos used in this experiment, and
their respective reconstructions from the fitted sinusoidal networks.

Training parameters. The cat video contains 300 frames of size 512× 512. The bikes
video contains 250 frames of size 272× 640. These signals are fitted from the input domain
[−1, 1]3. The sinusoidal network used is a 5-layer MLP with hidden size 1024, following the
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Figure 6.6: Top row: Frames from ground truth “cat” video. Bottom: Video reconstructed
from sinusoidal network.

Figure 6.7: Top row: Frames from ground truth “bikes” video. Bottom: Video reconstructed
from sinusoidal network.

proposed initialization scheme above. The parameter ω is set to 8. The Adam optimizer is
used, with a learning rate of 3 · 10−4 trained for 100, 000 steps in the short duration training
results and for 200, 000 steps in the long duration training results.

6.3.4 Audio

In the audio experiments, we fit an audio signal in the temporal domain as a waveform
t→ w. We to learn a function f : R→ R, parameterized as a sinusoidal network, in order
to fit the audio.

Figure 6.8 shows the waveforms for the input audios and the reconstructed audios from
the fitted sinusoidal network.

Training parameters. Both audios use a sampling rate of 44100Hz. The Bach audio is
7s long and the counting audio is approximately 12s long. These signals are fitted from
the input domain [−1, 1]. The sinusoidal network used is a 5-layer MLP with hidden size
256, following the proposed initialization scheme above. For short and long training results,
training is performed for 5, 000 and 50, 000 steps respectively. For the Bach experiment,
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Figure 6.8: Ground truth and reconstructed waveforms for “Bach” and “counting” audios.

the parameter ω is set to 15, 000. The Adam optimizer is used, with a general learning
rate of 3 · 10−3. A separate learning rate of 1 · 10−6 is used for the first layer to stabilize
training due to the large ω value. For the counting experiment, the parameter ω is set to
32, 000. The Adam optimizer is used, with a general learning rate of 1 · 10−3 and a first
layer learning rate of 1 · 10−6.

6.3.5 Helmholtz equation

Real Imaginary

Figure 6.9: Top row: Ground truth real and imaginary fields. Bottom: Reconstructed with
sinusoidal network.

In this experiment we solve for the unknown wavefield Φ : R2 → R2 in the Helmholtz
equation

(∆ + k2)Φ(x) = −f(x), (6.6)

72



with known wavenumber k and source function f (a Gaussian with µ = 0 and σ2 = 10−4).
We solve this differential equation using a sinusoidal network supervised with the physics-
informed loss

∫
Ω
∥(∆ + k2)Φ(x) + f(x)∥1dx, evaluated at random points sampled uniformly

in the domain Ω = [−1, 1]2.
Figure 6.9 shows the real and imaginary components of the ground truth solution to

the differential equation and the solution recovered by the fitted sinusoidal network.

Training parameters. The sinusoidal network used is a 5-layer MLP with hidden size
256, following the proposed initialization scheme above. The parameter ω is set to 16. The
Adam optimizer is used, with a learning rate of 3 · 10−4 trained for 50, 000 steps.

6.3.6 Signed distance function (SDF)

In these tasks we learn a 3D signed distance function. We learn a function f : R3 → R,
parameterized as a sinusoidal network, to model a signed distance function representing
a 3D scene. This function is supervised indirectly from point cloud data of the scene.
Figures 6.11 and 6.10 show 3D renderings of the volumes inferred from the learned SDFs.

Training parameters. The statue point cloud contains 4, 999, 996 points. The room
point cloud contains 10, 250, 688 points. These signals are fitted from the input domain
[−1, 1]3. The sinusoidal network used is a 5-layer MLP with hidden size 256 for the statue
and 1024 for the room. The parameter ω is set to 4. The Adam optimizer is used, with a
learning rate of 8 · 10−4 and a batch size of 1400. All models are trained for 190, 000 steps
for the statue experiment and for 410, 000 steps for the room experiment.

Figure 6.10: Rendering of the “room” 3D scene SDF learned by the sinusoidal network
from a point cloud.
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Figure 6.11: Rendering of the “statue” 3D scene SDF learned by the sinusoidal network
from a point cloud.
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Chapter 7

Understanding and Applying
Sinusoidal Networks

In this chapter, we analyze the behavior of sinusoidal networks, including SIREN and our
proposed simple sinusoidal network from Section 6.2, from a neural tangent kernel (NTK)
perspective. Background on the NTK was previously discussed in Chapter 2.

In the following sections, we will derive the NTK for sinusoidal networks. This analysis
provides many insights into their behavior. First, it supports their shift-invariance, observed
empirically previously. Second, it shows that sinusoidal networks operate like low-pass
filters, with their bandwidth directly defined by the ω parameter. We support these findings
with empirical analysis as well. Finally, we demonstrate how these insights can be leveraged
to properly “tune” sinusoidal networks to the frequency spectrum of the desired signal.

7.1 Preliminaries

In order to perform the subsequent NTK analysis, we first need to formalize definitions for
simple sinusoidal networks and SIRENs. The definitions used here adhere to the common
NTK analysis practices, and thus differ slightly from practical implementation.

Definition 7.1. For the purposes of the following proofs, a (sinusoidal) fully-connected
neural network with L hidden layers that takes as input x ∈ Rn0, is defined as the function
f (L) : Rn0 → RnL+1, recursively given by

f (0)(x) = ω
(
W (0)x+ b(0)

)
,

f (L)(x) = W (L) 1√
nL

sin
(
f (L−1)

)
+ b(L),

where ω ∈ R. The parameters
{
W (j)

}L
j=0

have shape nj+1 × nj and all have each element

sampled independently either from N (0, 1) (for simple sinusoidal networks) or from U(−c, c)
with some bound c ∈ R (for SIRENs). The

{
b(j)
}L
j=0

are nj+1-dimensional vectors sampled

independently from N (0, Inj+1
).
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With this definition, we now state the general formulation of the NTK, which applies
in general to fully-connected networks with Lipschitz non-linearities, and consequently in
particular to the sinusoidal networks studied here as well.

Theorem 7.1. For a neural network with L hidden layers f (L) : Rn0 → RnL+1 following
Definition 7.1, as the size of the hidden layers n1, . . . , nL → ∞ sequentially, the neural
tangent kernel (NTK) of f (L) converges in probability to the deterministic kernel Θ(L) defined
recursively as

Θ(0)(x, x̃) = Σ(0)(x, x̃) = ω2
(
xT x̃+ 1

)
,

Θ(L)(x, x̃) = Θ(L−1)(x, x̃)Σ̇(L)(x, x̃) + Σ(L)(x, x̃),

where
{
Σ(l)
}L
l=0

are the neural network Gaussian processes (NNGPs) corresponding to each

f (l) and

Σ̇(l)(x, x̃) = E(u,v)∼Σ(l−1)(x,x̃) [cos(u)cos(v)] .

Proof. This is a standard general NTK theorem, showing that the limiting kernel recursively
in terms of the network’s NNGPs and the previous layer’s NTK. For brevity we omit the
proof here and refer the reader to, for example, Jacot et al. [2020].

The only difference is for the base case Σ(0), due to the fact that we have an additional ω
parameter in the first layer. It is simple to see that the neural network with 0 hidden layers,
i.e. the linear model ω

(
W (0)x+ b(0)

)
will lead to the same Gaussian process covariance

kernel as the original proof, xT x̃+1, only adjusted by the additional variance factor ω2.

This Theorem demonstrates that the NTK can be constructed as a recursive function of
the NTK of previous layers and the network’s NNGPs. In the following sections we will
derive the NNGPs for the SIREN and the simple sinusoidal network directly. We will then
use these NNGPs with Theorem 7.1 to derive their NTKs as well.

To finalize this preliminary section, we also provide two propositions that will be useful
in following proofs in this section.

Proposition 7.2. For any ω ∈ R, x ∈ Rd,

Ew∼N (0,Id)

[
eiω(w

T x)
]
= e−

ω2

2
∥x∥22

Proof. Omitting w ∼ N (0, Id) from the expectation for brevity, we have

E
[
eiω(w

T x)
]
= E

[
eiω

∑d
j=1 wjxj

]
.

By independence of the components of w and the definition of expectation,

E
[
eiω

∑d
j=1 iwjxj

]
=

d∏
j=1

E
[
eiω wjxj

]
=

d∏
j=1

1√
2π

∫ ∞

−∞
eiω wjxje−

w2
j
2 dwj.
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Completing the square, we get

d∏
j=1

1√
2π

∫ ∞

−∞
eiω wjxje−

1
2
w2

jdwj =
d∏

j=1

1√
2π

∫ ∞

−∞
e

1
2(i2ω2x2

j−i2ω2x2
j+2ixjwj−w2

j)dwj

=
d∏

j=1

e
1
2
i2ω2x2

j
1√
2π

∫ ∞

−∞
e−

1
2(i2ω2x2

j−2iω2xjwj+w2
j)dwj

=
d∏

j=1

e−
1
2
ω2x2

j
1√
2π

∫ ∞

−∞
e−

1
2
(wj−iωxj)

2

dwj.

Since the integral and its preceding factor constitute a Gaussian pdf, they integrate to 1,
leaving the final result

d∏
j=1

e−
ω2

2
x2
j = e−

ω2

2

∑d
j=1 x

2
j = e−

ω2

2
∥xj∥22 .

Proposition 7.3. For any c, ω ∈ R, x ∈ Rd,

Ew∼Ud(−c,c)

[
eiω(w

T x)
]
=

d∏
j=1

sinc(c ωxj).

Proof. Omitting w ∼ Ud(−c, c) from the expectation for brevity, we have

E
[
eiω(w

T x)
]
= E

[
eiω

∑d
j=1 wjxj

]
.

By independence of the components of w and the definition of expectation,

E
[
eiω

∑d
j=1 wjxj

]
=

d∏
j=1

E
[
eiω wjxj

]
=

d∏
j=1

∫ c

−c

eiω wjxj
1

2c
dwj =

d∏
j=1

1

2c

∫ c

−c

eiω wjxjdwj.

Now, focusing on the integral above, we have∫ c

−c

eiω wjxjdwj =

∫ c

−c

cos(ω wjxj)dwj + i

∫ c

−c

sin(ω wjxj)dwj

=
sin(ω wjxj)

ωxj

∣∣∣∣∣
c

−c

− i
cos(ω wjxj)

ωxj

∣∣∣∣∣
c

−c

=
2sin(c ωxj)

ωxj

.

Finally, plugging this back into the product above, we get

d∏
j=1

1

2c

∫ c

−c

eiω wjxjdwj =
d∏

j=1

1

2c

2sin(c ωxj)

ωxj

=
d∏

j=1

sinc(c ωxj).
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7.2 Shallow sinusoidal networks

For the next few proofs, we will be focusing on neural networks with a single hidden layer,
i.e. L = 1. Expanding the definition above, such a network is given by

f (1)(x) = W (1) 1√
n1

sin
(
ω
(
W (0)x+ b(0)

))
+ b(1). (7.1)

The advantage of analysing such shallow networks is that their NNGPs and NTKs have
formulations that are intuitively interpretable, providing insight into their characteristics.
We later extend these derivations to networks of arbitrary depth.

7.2.1 SIREN

First, let us derive the NNGP for a SIREN with a single hidden layer.

Theorem 7.4. Shalow SIREN NNGP. For a single hidden layer SIREN f (1) : Rn0 →
Rn2 following Definition 7.1, as the size of the hidden layer n1 →∞, f (1) tends (by law of
large numbers) to the neural network Gaussian Process (NNGP) with covariance

Σ(1)(x, x̃) =
c2

6

[
n0∏
j=1

sinc(c ω (xj − x̃j))− e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
+ 1.

Proof. We first show that despite the usage of a uniform distribution for the weights, this
initialization scheme still leads to an NNGP. In this initial part, we follow an approach
similar to Lee et al. [2018a], with the modifications necessary for this conclusion to hold.

From our neural network definition, each element f (1)(x)j in the output vector is a
weighted combination of elements in W (1) and b(1). Conditioning on the outputs from
the first layer (L = 0), since the sine function is bounded and each of the parameters is
uniformly distributed with finite variance and zero mean, the f (1)(x)j become normally
distributed with mean zero as n1 → ∞ by the (Lyapunov) central limit theorem (CLT).
Since any subset of elements in f (1)(x) is jointly Gaussian, we have that this outer layer is
described by a Gaussian process.

Now that we have concluded that this initialization scheme still entails an NNGP, we
have that its covariance is determined by σ2

WΣ(1) + σ2
b = c2

3
Σ(1) + 1, where

Σ(1)(x, x̃) = lim
n1→∞

[
1

n1

〈
sin
(
f (0)(x)

)
, sin

(
f (0)(x̃)

)〉]
= lim

n1→∞

[
1

n1

n1∑
j=1

sin
(
f (0)(x)

)
j
sin
(
f (0)(x̃)

)
j

]

= lim
n1→∞

[
1

n1

n1∑
j=1

sin
(
ω
(
W

(0)
j x+ b

(0)
j

))
sin
(
ω
(
W

(0)
j x̃+ b

(0)
j

))]
.
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Now by the law of large number (LLN) the limit above converges to

Ew∼Un0 (−c,c), b∼N (0,1)

[
sin
(
ω
(
wTx+ b

))
sin
(
ω
(
wT x̃+ b

))]
,

where w ∈ Rn0 and b ∈ R. Omitting the distributions from the expectation for brevity and
expanding the exponential definition of sine, we have

E
[
1

2i

(
eiω(w

T x+b) − e−iω(wT x+b)
) 1

2i

(
eiω(w

T x̃+b) − e−iω(wT x̃+b)
)]

= −1

4
E
[
eiω(w

T x+b)+iω(wT x̃+b) − eiω(w
T x+b)−iω(wT x̃+b) − e−iω(wT x+b)+iω(wT x̃+b) + e−iω(wT x+b)−iω(wT x̃+b)

]
= −1

4

[
E
[
eiω(w

T (x+x̃))
]
E
[
e2iωb

]
− E

[
eiω(w

T (x−x̃))
]
− E

[
eiω(w

T (x̃−x))
]
+ E

[
eiω(w

T (−x−x̃))
]
E
[
e−2iωb

]]

Applying Propositions 7.2 and 7.3 to each expectation above and noting that the sinc
function is even, we are left with

− 1

4

[
2

n0∏
j=1

sinc(c ω (xj + x̃j))− 2e−2ω2
n0∏
j=1

sinc(c ω (xj − x̃j))

]

=
1

2

[
n0∏
j=1

sinc(c ω (xj − x̃j))− e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
.

For simplicity, if we take the case of a one-dimensional output (e.g., an audio signal or a
monochromatic image) with the standard SIREN setting of c =

√
6, the NNGP reduces to

Σ(1)(x, x̃) = sinc
(√

6ω (x− x̃)
)
− e−2ω2

sinc
(√

6ω (x+ x̃)
)
+ 1.

We can already notice that this kernel is composed of sinc functions. The sinc function
is the ideal low-pass filter. For any value of ω > 1, we can see the the first term in the
expression above will completely dominate the expression, due to the exponential e−2ω2

factor. In practice, ω is commonly set to values at least one order of magnitude above 1, if
not multiple orders of magnitude above that in certain cases (e.g., high frequency audio
signals). This leaves us with simply

Σ(1)(x, x̃) = sinc
(√

6ω (x− x̃)
)
+ 1.

Notice that not only does our kernel reduce to the sinc function, but it also reduces to a
function solely of ∆x = x− x̃. This agrees with the shift-invariant property we observe in
SIRENs, since the NNGP is dependent only on ∆x, but not on the particular values of x
and x̃. Notice also that ω defines the bandwidth of the sinc function, thus determining the
maximum frequencies it allows to pass.
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Figure 7.1: The NNGP for SIREN at different ω values. The top row shows the kernel
values for pairs (x, x̃) ∈ [−1, 1]2. Bottom row shows a slice at fixed x̃ = 0.

The general sinc form and the shift-invariance of this kernel can be visualized in
Figure 7.1, along with the effect of varying ω on the bandwidth of the NNGP kernel.

We analyzed the SIREN NNGP above due to its simplicity. However, the NNGP of a
neural network does not paint a full picture of its behavior, since it models only its behavior
at initialization, not after training. This is the role of the NTK which, under its limiting
assumptions, models the behavior of the network after training. Nevertheless, the definition
of the NTK, as can be seen from Theorem 7.1 is heavily dependent on the NNGP (and the
closely related kernel Σ̇). We can see that the NTK of the shallow SIREN, derived below,
maintains the same relevant characteristics as the NNGP. We first derive Σ̇ in the Lemma
below.

Lemma 7.5. For ω ∈ R, Σ̇(1)(x, x̃) : Rn0 × Rn0 → R is given by

Σ(1)(x, x̃) =
c2

6

[
n0∏
j=1

sinc(c ω (xj − x̃j)) + e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
+ 1.

Proof. The proof follows the same pattern as Theorem 7.4, with the only difference being a
few sign changes after the exponential expansion of the trigonometric functions, due to the
different identities for sine and cosine.

Now we can derive the NTK for the shallow SIREN.

Corollary 7.6. Shallow SIREN NTK. For a single hidden layer SIREN f (1) : Rn0 →
Rn2 following Definition 7.1, its neural tangent kernel (NTK), as defined in Theorem 7.1,
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is given by

Θ(1)(x, x̃) =
(
ω2
(
xT x̃+ 1

))(c2

6

[
n0∏
j=1

sinc(c ω (xj − x̃j))− e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
+ 1

)

+
c2

6

[
n0∏
j=1

sinc(c ω (xj − x̃j)) + e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
+ 1

=
c2

6

(
ω2
(
xT x̃+ 1

)
+ 1
) n0∏
j=1

sinc(c ω (xj − x̃j))

− c2

6

(
ω2
(
xT x̃+ 1

)
− 1
)
e−2ω2

n0∏
j=1

sinc(c ω (xj + x̃j)) + ω2
(
xT x̃+ 1

)
+ 1.

Proof. Follows trivially by applying Theorem 7.4 and Lemma 7.5 to Theorem 7.1.

Though the expressions become more complex due to the formulation of the NTK,
we can see that many of the same properties from the NNGP still apply. Again, for
reasonable values of ω, the term with the exponential factor e−2ω2

will be of negligible
relative magnitude. With c =

√
6, this leaves us with

(
ω2
(
xT x̃+ 1

)
+ 1
) n0∏
j=1

sinc
(√

6ω (xj − x̃j)
)
+ ω2

(
xT x̃+ 1

)
+ 1,

which is of the same form as the NNGP, with some additional linear terms xT x̃. Though
these linear terms break the pure shift-invariance, we still have a strong diagonal and the
sinc form with bandwidth determined by ω, as can be seen in Figure 7.2.

Similarly to the NNGP, the SIREN NTK suggests that training a shallow SIREN is
approximately equivalent to performing kernel regression with a sinc kernel, a low-pass filter,
with its bandwidth defined by ω. This agrees intuitively with the experimental observation
from Sitzmann et al. [2020] and Chapter 6 that in order to fit higher frequencies signals, a
larger ω is required.

7.2.2 Simple sinusoidal network

Just as we did in the last section, we will now first derive the NNGP for a simple sinusoidal
network, and then use that in order to obtain its NTK as well. As we will see, the Gaussian
initialization employed in the SSN has the benefit of rendering the derivations cleaner, while
retaining the relevant properties from the SIREN initialization.

Theorem 7.7. Shalow SSN NNGP. For a single hidden layer simple sinusoidal network
f (1) : Rn0 → Rn2 following Definition 7.1, as the size of the hidden layer n1 →∞, f (1) tends
(by law of large numbers) to the neural network Gaussian Process (NNGP) with covariance

Σ(1)(x, x̃) =
1

2

(
e−

ω2

2
∥x−x̃∥22 − e−

ω2

2
∥x+x̃∥22e−2ω2

)
+ 1.
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Figure 7.2: The NTK for SIREN at different ω values. The top row shows the kernel values
for pairs (x, x̃) ∈ [−1, 1]2. Bottom row shows a slice at fixed x̃ = 0.

Proof. We again initially follow an approach similar to the one described in Lee et al.
[2018a].

From our sinusoidal network definition, each element f (1)(x)j in the output vector is
a weighted combination of elements in W (1) and b(1). Conditioning on the outputs from
the first layer (L = 0), since the sine function is bounded and each of the parameters is
Gaussian with finite variance and zero mean, the f (1)(x)j are also normally distributed
with mean zero by the CLT. Since any subset of elements in f (1)(x) is jointly Gaussian, we
have that this outer layer is described by a Gaussian process.

Therefore, its covariance is determined by σ2
WΣ(1) + σ2

b = Σ(1) + 1, where

Σ(1)(x, x̃) = lim
n1→∞

[
1

n1

〈
sin
(
f (0)(x)

)
, sin

(
f (0)(x̃)

)〉]
= lim

n1→∞

[
1

n1

n1∑
j=1

sin
(
f (0)(x)

)
j
sin
(
f (0)(x̃)

)
j

]

= lim
n1→∞

[
1

n1

n1∑
j=1

sin
(
ω
(
W

(0)
j x+ b

(0)
j

))
sin
(
ω
(
W

(0)
j x̃+ b

(0)
j

))]
.

Now by the LLN the limit above converges to

Ew∼N (0,In0 ),b∼N (0,1)

[
sin
(
ω
(
wTx+ b

))
sin
(
ω
(
wT x̃+ b

))]
,

where w ∈ Rn0 and b ∈ R. Omitting the distributions from the expectation for brevity and
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expanding the exponential definition of sine, we have

E
[
1

2i

(
eiω(w

T x+b) − e−iω(wT x+b)
) 1

2i

(
eiω(w

T x̃+b) − e−iω(wT x̃+b)
)]

= −1

4
E
[
eiω(w

T x+b)+iω(wT x̃+b) − eiω(w
T x+b)−iω(wT x̃+b) − e−iω(wT x+b)+iω(wT x̃+b) + e−iω(wT x+b)−iω(wT x̃+b)

]
= −1

4

[
E
[
eiω(w

T (x+x̃))
]
E
[
e2iωb

]
− E

[
eiω(w

T (x−x̃))
]
− E

[
eiω(w

T (x̃−x))
]
+ E

[
eiω(w

T (−x−x̃))
]
E
[
e−2iωb

]]

Applying Proposition 7.2 to each expectation above, it becomes

−1

4

(
e−

ω2

2
∥x+x̃∥22e−2ω2 − e−

ω2

2
∥x−x̃∥22 − e−

ω2

2
∥x+x̃∥22 + e−

ω2

2
∥x+x̃∥22e−2ω2

)
=

1

2

(
e−

ω2

2
∥x−x̃∥22 − e−

ω2

2
∥x+x̃∥22e−2ω2

)
.

We an once again observe that, for practical values of ω, the NNGP simplifies to

1

2
e−

ω2

2
∥x−x̃∥22 + 1.

This takes the form of a Gaussian kernel, which is also a low-pass filter, with its bandwidth
determined by ω. We note that, similar to the c =

√
6 setting from SIRENs, in practice a

scaling factor of
√
2 is applied to the normal activations, as described in Chapter 6, which

cancels out the 1/2 factors from the kernels, preserving the variance magnitude.

Moreover, we can also observe again that the kernel is a function solely of ∆x, in
agreement with the shift invariance that is also observed in simple sinusoidal networks.
Visualizations of this NNGP are provided in Figure 7.3.

We will now proceed to derive the NTK, which requires first obtaining Σ̇.

Lemma 7.8. For ω ∈ R, Σ̇(1)(x, x̃) : Rn0 × Rn0 → R is given by

Σ̇(1)(x, x̃) =
1

2

(
e−

ω2

2
∥x−x̃∥22 + e−

ω2

2
∥x+x̃∥22e−2ω2

)
+ 1.

Proof. The proof follows the same pattern as Theorem 7.7, with the only difference being a
few sign changes after the exponential expansion of the trigonometric functions, due to the
different identities for sine and cosine.

Corollary 7.9. Shallow SSN NTK. For a simple sinusoidal network with a single hidden
layer f (1) : Rn0 → Rn2 following Definition 7.1, its neural tangent kernel (NTK), as defined
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Figure 7.3: The NNGP for SSN at different ω values. The top row shows the kernel values
for pairs (x, x̃) ∈ [−1, 1]2. Bottom row shows a slice at fixed x̃ = 0.

in Theorem 7.1, is given by

Θ(1)(x, x̃) =
(
ω2
(
xT x̃+ 1

)) [1
2

(
e−

ω2

2
∥x−x̃∥22 + e−

ω2

2
∥x+x̃∥22e−2ω2

)
+ 1

]
+

1

2

(
e−

ω2

2
∥x−x̃∥22 − e−

ω2

2
∥x+x̃∥22e−2ω2

)
+ 1

=
1

2

(
ω2
(
xT x̃+ 1

)
+ 1
)
e−

ω2

2
∥x−x̃∥22

− 1

2

(
ω2
(
xT x̃+ 1

)
− 1
)
e−

ω2

2
∥x+x̃∥22e−2ω2

+ ω2
(
xT x̃+ 1

)
+ 1.

Proof. Follows trivially by applying Theorem 7.7 and Lemma 7.8 to Theorem 7.1.

We again note the vanishing factor e−2ω2
, which leaves us with

1

2

(
ω2
(
xT x̃+ 1

)
+ 1
)
e−

ω2

2
∥x−x̃∥22 + ω2

(
xT x̃+ 1

)
+ 1. (7.2)

As with the SIREN before, this NTK is still of the same form as its corresponding NNGP.
While again we have additional linear terms xT x̃ in the NTK compared to the NNGP, in
this case as well the kernel preserves its strong diagonal. It is still close to a Gaussian kernel,
with its bandwidth determined directly by ω. We demonstrate this in Figure 7.4, where the
NTK for different values of ω is shown. Additionally, we also plot a pure Gaussian kernel
with variance ω2, scaled to match the maximum and minimum values of the NTK. We can
observe the NTK kernel closely matches the Gaussian. Moreover, we can also observe that,
at x̃ = 0 the maximum value is predicted by k ≈ ω2/2, as expected from the scaling factors
in the kernel in Equation 7.2.
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This NTK suggests that training a simple sinusoidal network is approximately equivalent
to performing kernel regression with a Gaussian kernel, a low-pass filter, with its bandwidth
defined by ω. This also agrees intuitively with the observation from Chapter 6 that in order
to fit higher frequencies signals, a larger ω is required.
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Figure 7.4: The NTK for SSN at different ω values. The top row shows the kernel values for
pairs (x, x̃) ∈ [−1, 1]2. Bottom row shows a slice at fixed x̃ = 0, together with a Gaussian
kernel scaled to match the maximum and minimum values of the NTK.

7.3 Deep sinusoidal networks

We will now look at the full NNGP and NTK for sinusoidal networks of arbitrary depth.
As we will see, due to the recursive nature of these kernels, for networks deeper than
the ones analyzed in the previous section, their full unrolled expressions quickly become
intractable intuitively, especially for the NTK. Nevertheless, these kernels can still provide
some insight, into the behavior of their corresponding networks. Moreover, despite their
symbolic complexity, we will also demonstrate empirically that the resulting kernels can be
approximated by simple Gaussian kernels, even for deep networks.

7.3.1 Simple sinusoidal network

As demonstrated in the previous section, simple sinusoidal networks produce simpler NNGP
and NTK kernels due to their Gaussian initialization. We thus begin this section by now
analyzing SSNs first, starting with their general NNGP.
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Theorem 7.10. SSN NNGP. For a simple sinusoidal network with L hidden layers
f (L) : Rn0 → RnL+1 following Definition 7.1, as the size of the hidden layers n1, . . . , nL →∞
sequentially, f (L) tends (by law of large numbers) to the neural network Gaussian Process
(NNGP) with covariance Σ(L)(x, x̃), recursively defined as

Σ(0)(x, x̃) = ω2
(
xT x̃+ 1

)
Σ(L)(x, x̃) =

1

2
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃))

(
eΣ

(L−1)(x,x̃) − e−Σ(L−1)(x,x̃)
)
+ 1.

Proof. We will proceed by induction on the depth L, demonstrating the NNGP for successive
layers as n1, . . . , nL →∞ sequentially. To demonstrate the base case L = 1, let us rearrange
Σ(1) from Theorem 7.7 in order to express it in terms of inner products,

Σ(1)(x, x̃) =
1

2

(
e−

ω2

2
∥x−x̃∥22 + e−

ω2

2
∥x+x̃∥22e−2ω2

)
+ 1

=
1

2

[
e−

ω2

2 (xT x−2xT x̃+x̃T x̃) − e−
ω2

2 (xT x+2xT x̃+x̃T x̃)e−2ω2
]
+ 1

=
1

2

[
e−

1
2 [ω2(xT x+1)+ω2(x̃T x̃+1)]+ω2(xT x̃+1) − e−

1
2 [ω2(xT x+1)+ω2(x̃T x̃+1)]−ω2(xT x̃+1)

]
+ 1.

Given the definition of Σ(0), this is equivalent to

1

2
e−

1
2(Σ(0)(x,x)+Σ(0)(x̃,x̃))

(
eΣ

(0)(x,x̃) − e−Σ(0)(x,x̃)
)
+ 1,

which concludes this case.
Now given the inductive hypothesis, as n1, . . . , nL−1 →∞ we have that the first L− 1

layers define a network f (L−1) with NNGP given by Σ(L−1)(x, x̃). Now it is left to show that
as nL →∞, we get the NNGP given by Σ(L). Following the same argument in Theorem 7.7,
the network

f (L)(x) = W (L) 1√
nL

sin
(
f (L−1)

)
+ b(L)

constitutes a Gaussian process given the outputs of the previous layer, due to the distribu-
tions of W (L) and b(L). Its covariance is given by σ2

WΣ(L) + σ2
b = Σ(L) + 1, where

Σ(L)(x, x̃) = lim
nL→∞

[
1

nL

〈
sin
(
f (L−1)(x)

)
, sin

(
f (L−1)(x̃)

)〉]
= lim

nL→∞

[
1

nL

nL∑
j=1

sin
(
f (L−1)(x)

)
j
sin
(
f (L−1)(x̃)

)
j

]
.

By inductive hypothesis, f (L−1) is a Gaussian process Σ(L−1)(x, x̃). Thus by the LLN the
limit above equals

E(u,v)∼N(0,Σ(L−1)(x,x̃)) [sin(u)sin(v)] .
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Omitting the distribution from the expectation for brevity and expanding the exponential
definition of sine, we have

E
[
1

2i

(
eiu − e−iu

) 1

2i

(
eiv − e−iv

)]
= −1

4

[
E
[
ei(u+v)

]
− E

[
ei(u−v)

]
− E

[
e−i(u−v)

]
+ E

[
e−i(u+v)

]]
.

Since u and v are jointly Gaussian, p = u+ v and m = u− v are also Gaussian, with mean
0 and variance

σ2
p = σ2

u + σ2
v + 2Cov[u, v] = Σ(L−1)(x, x) + Σ(L−1)(x̃, x̃) + 2Σ(L−1)(x, x̃),

σ2
m = σ2

u + σ2
v − 2Cov[u, v] = Σ(L−1)(x, x) + Σ(L−1)(x̃, x̃)− 2Σ(L−1)(x, x̃).

We can now rewriting the expectations in terms of normalized variables

−1

4

[
Ez∼N (0,1)

[
eiσpz

]
− Ez∼N (0,1)

[
eiσmz

]
− Ez∼N (0,1)

[
e−iσmz

]
+ Ez∼N (0,1)

[
e−iσpz

]]
.

Applying Proposition 7.2 to each expectation, we get

1

2

[
e−

1
2
σ2
m − e−

1
2
σ2
p

]
=

1

2

[
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃)−2Σ(L−1)(x,x̃)) − e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃)+2Σ(L−1)(x,x̃))

]
=

1

2
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃))

(
eΣ

(L−1)(x,x̃) − e−Σ(L−1)(x,x̃))
)

Unrolling the definition beyond L = 1 leads to expressions that are difficult to parse.
However, without unrolling, we can rearrange the terms in the NNGP above as

Σ(L)(x, x̃) =
1

2
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃))

(
eΣ

(L−1)(x,x̃) − e−Σ(L−1)(x,x̃)
)
+ 1

=
1

2

[
e−

1
2(Σ(L−1)(x,x)−2Σ(L−1)(x,x̃)+Σ(L−1)(x̃,x̃)) − e−

1
2(Σ(L−1)(x,x)+2Σ(L−1)(x,x̃)+Σ(L−1)(x̃,x̃))

]
+ 1.

Since the covariance matrix Σ(L−1) is positive semi-definite, we can observe that the
exponent expressions can be reformulated into a quadratic forms analogous to the ones in
Theorem 7.7. We can thus observe that the same structure is essentially preserved through
the composition of layers, except for the ω factor present in the first layer. Moreover, given
this recursive definition, since the NNGP at any given depth L is a function only of the
preceding kernels, the resulting kernel will also be shift-invariant.

Let us now derive the Σ̇ kernel, required for the NTK.

Lemma 7.11. For ω ∈ R, Σ̇(L)(x, x̃) : Rn0 × Rn0 → R, is given by

Σ̇(L)(x, x̃) =
1

2
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃))

(
eΣ

(L−1)(x,x̃) + e−Σ(L−1)(x,x̃)
)
+ 1.

87



Proof. The proof follows the same pattern as Theorem 7.10, with the only difference being
a few sign changes after the exponential expansion of the trigonometric functions, due to
the different identities for sine and cosine.

As done in the previous section, it would be simple to now derive the full NTK for a
simple sinusoidal network of arbitrary depth by applying Theorem 7.1 with the NNGP
kernels from above. However, there is not much to be gained by writing the convoluted
NTK expression explicitly, beyond what we have already gleaned from the NNGP above.

Nevertheless, some insight can be gained from the recursive expression of the NTK itself,
as defined in Theorem 7.1. First, note that, as before, for practical values of ω, Σ̇ ≈ Σ,
both converging to simply a single Gaussian kernel. Thus, our NTK recursion becomes

Θ(L)(x, x̃) ≈
(
Θ(L−1)(x, x̃) + 1

)
Σ(L)(x, x̃).

Now, note that when expanded, the form of this NTK recursion is essentially as a product
of the Gaussian Σ kernels,

Θ(L)(x, x̃) ≈
((
. . .
((
Σ(0)(x, x̃) + 1

)
Σ(1)(x, x̃) + 1

)
. . .
)
Σ(L−1)(x, x̃) + 1

)
Σ(L)(x, x̃)

=
((
. . .
((
ω2
(
xT x̃+ 1

)
+ 1
)
Σ(1)(x, x̃) + 1

)
. . .
)
Σ(L−1)(x, x̃) + 1

)
Σ(L)(x, x̃).

(7.3)
We know that the product of two Gaussian kernels is Gaussian and thus the general form
of the kernel should be approximately a sum of Gaussian kernels. As long as the magnitude
of one of the terms dominates the sum, the overall resulting kernel will be approximately
Gaussian. Empirically, we observe this to be the case, with the inner term containing
ω2 dominating the sum, for reasonable values (e.g., ω > 1 and L < 10). In Figure 7.5,
we show the NTK for networks of varying depth and ω, together with a pure Gaussian
kernel of variance ω2, scaled to match the maximum and minimum values of the NTK. We
can observe that the NTKs are still approximately Gaussian, with their maximum value
approximated by k ≈ 1

2L
ω2, as expected from the product of ω2 and L kernels above. We

also observe that the width of the kernels is mainly defined by ω.

7.3.2 SIREN

For completeness, in this section we will derive the full SIREN NNGP and NTK. As
discussed previously, both the SIREN and the simple sinusoidal network have kernels that
approximate low-pass filters. Due to the SIREN initialization, its NNGP and NTK were
previously shown to have more complex expressions. However, we will show in this section
that the sinc kernel that arises from the shallow SIREN is gradually “dampened” as the
depth of the network increases, gradually approximating a Gaussian kernel.

Theorem 7.12. SIREN NNGP. For a SIREN with L hidden layers f (L) : Rn0 → RnL+1

following Definition 7.1, as the size of the hidden layers n1, . . . , nL →∞ sequentially, f (L)

tends (by law of large numbers) to the neural network Gaussian Process (NNGP) with
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Figure 7.5: The NTK for SSN at different ω and network depth (L) values. Kernel values
at a slice for fixed x̃ = 0 are shown, together with a Gaussian kernel scaled to match the
maximum and minimum values of the NTK.

covariance Σ(L)(x, x̃), recursively defined as

Σ(1)(x, x̃) =
c2

6

[
n0∏
j=1

sinc(c ω (xj − x̃j))− e−2ω2
n0∏
j=1

sinc(c ω (xj + x̃j))

]
+ 1

Σ(L)(x, x̃) =
1

2
e−

1
2(Σ(L−1)(x,x)+Σ(L−1)(x̃,x̃))

(
eΣ

(L−1)(x,x̃) − e−Σ(L−1)(x,x̃)
)
+ 1.

Proof. Intuitively, after the first hidden layer, the inputs to every subsequent hidden layer
are of infinite width, due to the NNGP assumptions. Therefore, due to the CLT, the
pre-activation values at every layer are Gaussian, and the NNGP is unaffected by the
uniform weight initialization (compared to the Gaussian weight initialization case). The
only layer for which this is not the case is the first layer, since the input size is fixed and
finite. This gives rise to the different Σ(1).

Formally, this proof proceed by induction on the depth L, demonstrating the NNGP
for successive layers as n1, . . . , nL → ∞ sequentially. The base case comes straight from
Theorem 7.4. After the base case, the proof follows exactly the same as in Theorem 7.10.
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For the same reasons as in the proof above, the Σ̇ kernels after the first layer are also
equal to the ones for the simple sinusoidal network, given in Lemma 7.11.

Given the similarity of the kernels beyond the first layer, the interpretation of this
NNGP is the same as discussed in the previous section for the simple sinusoidal network.

Analogously to the SSN case before, the SIREN NTK expansion can also be approximated
as a product of Σ kernels, as in Equation 7.3. The product of a sinc function with L− 1
subsequent Gaussians “dampens” the sinc, such that as the network depth increases the
NTK approaches a Gaussian, as can be seen in Figure 7.6.
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Figure 7.6: The NTK for SIREN at different ω and network depth (L) values. Kernel
values at a slice for fixed x̃ = 0 are shown.

7.4 Empirical Analysis

As shown above, neural tangent kernel theory suggests that sinusoidal networks work as
low-pass filters, with their bandwidth controlled by the parameter ω. However, the networks
in NTK analysis are only theoretical extrapolations, for example assuming infinite width
and infinitesimal learning rate. In this section, we demonstrate empirically that we can
observe this predicted behavior even in real sinusoidal networks.

For this experiment, we generate a 512× 512 monochromatic image by super-imposing
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two orthogonal sinusoidal signals, each consisting of a single frequency. That is,

f(x, y) = cos(128πx) + cos(32πy). (7.4)

This function is sampled in the domain [−1, 1]2 to generate the image in Figure 7.7.

Figure 7.7: The test signal used to analyze the behavior of sinusoidal networks. It is created
from two orthogonal, single-frequency signals, f(x, y) = cos(128πx) + cos(32πy).

To demonstrate what we can expect from applying low-pass filters of different bandwidths
to this signal, we take the Discrete Fourier Transform (DFT) of the image, cut off frequencies
above a certain value, and then perform an inverse Fourier transform to recover the (now
filtered) original image. We perform this same operation for various cutoff frequencies, using
each value from 0 (all signal is lost) to 256 (signal fully recovered). The mean squared error
(MSE) of the reconstruction, as a function of the cutoff frequency, is shown in Figure 7.8.
We can see that due to the simple nature of the signal, containing only two frequencies,
there are only three loss levels. When the cutoff frequency is smaller than the smallest
frequency in Equation 7.4, our loss is at its highest – no signal is getting through. For
cutoffs between the two base frequencies, we get an intermediate loss up until the point
our low-pass cutoff is above the highest frequency. At that point the reconstruction is
essentially perfect, with higher cutoffs not having a significant effect.

If indeed the NTK analysis is correct and sinusoidal networks act as low-pass filters,
with their bandwidth controlled by ω, we should be able to observe the same behavior
by the Fourier transform low-pass filter from above with sinusoidal networks of different
bandwidth.

We reproduce this experiment by fitting the same image from Figure 7.7 using sinusoidal
networks with different values of ω. We plot the final training loss for networks with
different ω in Figure 7.9 and training curves in Figure 7.10.

We can observe, again, that there are three consistent loss levels following the magnitude
of the ω parameter, confirming the intuition that, as in the DFT example above, the
sinusoidal network is also working as a low-pass filter. This is also observable in Figure 7.11,
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Figure 7.8: Reconstruction loss for different cutoff frequencies for a low-pass filter applied
to Figure 7.7. The three loss levels reflect the 2 frequencies present in the simple signal: 8
and 32.

where we see example reconstructions for networks of various ω values after training. For
small ω, none of the frequencies can pass, and the loss is high. For intermediate values, only
the lower frequency is fitted, resulting in intermediate loss. Finally, for ω values above a
certain high enough point, the image is perfectly reconstructed, resulting in loss close to 0.

However, unlike with the DFT low-pass filter (which does not involve any learning), we
see in Figure 7.10 that during training some sinusoidal networks shift from one loss level
to a lower one. This demonstrates the fact that sinusoidal networks differ from regular
low-pass filters in that their weights can change, which implies that the bandwidth defined
by ω can change to some extent with learning. We know the weights W1 in the first layer
of a sinusoidal network, given by

f1(x) = sin
(
ω ·W T

1 x+ b1
)
, (7.5)

will change with training. Empirically, we observe that the spectral norm of W1 increases
throughout training for small ω values. We can interpret that as the overall magnitude
of the term ω ·W T

1 x increasing, which is functionally equivalent to an increase in ω itself,
and thus an increase in bandwidth. NTK analysis circumvents this issue by relying on an
infinitesimal learning rate, such that the magnitude of W1 does not change much during
training. In practice, however, we should expect to see some drift in the bandwidth of the
sinusoidal network as learning progresses. This is also likely to affect smaller ω values more
strongly, as a smaller change in magnitude has a larger impact on the overall magnitude.
We observe this in Figure 7.9, where for smaller ω values we achieve lower reconstruction
loss faster than the expectation from the DFT would suggest.

92



0 50 100 150 200 250
DFT cutoff frequency | ω× 8

0.0

0.2

0.4

0.6

0.8

1.0

M
SE

Reconstruction loss

DFT
SSN

Figure 7.9: Final loss, after fitting the image in Figure 7.7 with sinusoidal networks, for
different values of ω, superimposed on the DFT loss values from Figure 7.8. Values of ω are
scaled to align with the DFT values. The three loss levels, analogous to the DFT, reflect
the 2 frequencies present in the simple signal, and demonstrate that the sinusoidal network
is indeed acting as a low-pass filter with bandwidth defined by ω.

In Figure 7.10, we observe that sinusoidal networks with smaller values of ω take a
longer time to achieve a lower loss (if at all). Intuitively, this happens because, due to the
effect described above, lower ω values require a larger increase in magnitude by the weights
W1. Given that all networks were trained with the same learning rate, the ones with a
smaller ω require their weights to move a longer distance, and thus take more training
steps to achieve a lower loss. In cases of very small ω, the “appropriate” weight magnitude
to compensate might be so large that the network never reaches that point, and remains
limited to a lower bandwidth, and incapable of learning the full signal, as we can observe
for small ω values in Figures 7.10 and 7.11.

7.5 Tuning ω

According to the NTK analysis and empirical results above, a sinusoidal network acts as a
low-pass filter, and its band can be tuned through its ω parameter. Though the bandwidth
of the filter change throughout training, as observed in the previous section, the initial
configuration of the network still influences how easily and quickly (if at all) it can learn a
given signal.

It is therefore of great importance to be able to pick appropriate ω values for a given
signal or task. Given the low-pass nature of the networks, a naive choice might be to
simply pick a high enough value. However, it is often not the case that we simply want
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Figure 7.10: Fitting the image in Figure 7.7 with sinusoidal networks with different values
of ω. The three loss levels reflect the 2 frequencies present in the simple signal, and
demonstrate that the sinusoidal network is indeed acting as a low-pass filter with bandwidth
defined by ω.

to fit only the exact training samples. Instead, it is most commonly the case that we
care about finding a good interpolation (i.e., generalizing well). Allowing the network to
model too large frequencies, larger than the ones present in the actual signal, is likely to
generate overfitting artifacts and poor generalization. This is demonstrated empirically in
Figure 7.13.

Thus, the most appropriate choice is to tune the network to the highest frequency
present in the signal. However, this poses a few challenges. First, we do not always have
the knowledge of what is the value of the highest frequency in the true underlying signal of
interest. Moreover, even when we have that information, it is not clear yet how to translate
that into a choice of ω. As seen in the previous analyses, the value of ω does not correspond
directly to the absolute numerical value of the network’s cut off frequency. Moreover, we
have also observed that, since the network learns and its weights change in magnitude, that
value in fact changes with training.

Therefore, the most we can hope for is to have heuristics to guide the choice of ω based
on the nature of the filter. Nevertheless, having a reasonable guess for ω is also likely
sufficient for good performance, precisely due to the ability of the network to change during
training.
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(a) ω = 1 (b) ω = 8 (c) ω = 64

Figure 7.11: Examples of the reconstructed signal for sinusoidal networks for different
values of ω. Each is a qualitative for each of the loss levels in Figure 7.10.

7.5.1 Choosing ω from the Nyquist frequency

One source of empirical information on the relationship between ω and the sinusoidal
network’s “learnable frequencies”, is the empirical analysis from the previous section.
Taking into account the scaling, we can see from Figure 7.9 that around ω = 16 the network
starts being able to learn the full signal (frequency 128). As can be inferred by the figure
scaling itself, this suggests a heuristic of setting ω to about 1/8 the maximum frequency in
the signal. We can also see from Figure 7.10 that at about ω = 4 the sinusoidal network
starts to be able to efficiently learn a signal with frequency 32 – but not the signal with
frequency 128.

For natural signals, such as pictures, it is common for frequencies close to the Nyquist
frequency of the discrete sampling to be present. We provide an example for the “camera”
image we have utilized so far in Figure 7.12, where we can see that the reconstruction loss
through a low-pass filter (as done previously with the DFT) continues to decrease significantly
up to the Nyquist frequency for the image resolution. In light of this information, analyzing
the choices of ω above which results do not improve for the experiments in Chapter 6 again
suggests that ω should be set around 1/8 of the Nyquist frequency of the signal. These
values of ω are summarized in Table 7.1 in the “Fitting ω” column.

For example, the image fitting experiment shows that, for an image of shape 512× 512
(and thus Nyquist frequency of 256 for each dimension), this heuristic suggests an ω value
of 256/8 = 32, which is the value found to work best empirically through search.

We find similar results for the audio fitting experiments. The audio signals used in
the audio fitting experiment contained approximately 300, 000 and 500, 000 points. Notice
that since we re-normalize all inputs to a common range, the actual audio sampling rate
of 44, 100 Hz can be disregarded. This implies these signals have maximum frequencies of
approximately 150, 00 and 250, 000. This would suggest reasonable values for ω of 18, 750
and 31, 250, which are close to the ones found empirically to work well.

In examples such as the video fitting experiments, in which each dimension has a
different frequency, it is not completely clear how to pick a single ω to fit all dimensions.
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Figure 7.12: Reconstruction loss through a low-pass filter for the “camera” image. Notice
the loss continues to go down up to the Nyquist frequency.

This suggests that having independent values of ω for each dimension might be useful for
such cases. We analyze that possibility in the following section. We note that even in this
setting, as will be show in the experiments below, applying the heuristic to each dimension
independently gives an (multi-dimensional) ω with good performance. Moreover, eve if
using scalar ω value, simply applying the heuristic to the minimum valued dimension yields
good performance.

Finally, when performing the generalization experiments in Section 7.6, we show the
best performing ω ended up being half the value of the best ω used in the fitting tasks
from Chapter 6. This follows intuitively, since for the generalization task we set apart half
the points for training and the other half for testing, thus dividing the maximum possible
frequency in the training sample in half, providing further evidence of the relationship
between ω and the maximum frequency in the input signal.

7.5.2 Multi-dimensional ω

In many problems, such as the video fitting and PDE problems we saw in Chapter 6, not
only is the input space multi-dimensional, it also contains time and space dimensions (which
are additionally possibly of different shape). Overall, the input signal might have a spectrum
that is fundamentally different for different dimensions. Consequently, having a single scalar
ω to tune the bandwidth of a sinusoidal network might be too crude an approach. This
suggests that employing a multi-dimensional ω, specifying different frequencies for each
dimension might be beneficial.

In practice, if we employ a scaling factor λ =
[
λ1 λ2 . . . λd

]T
, we have the first layer
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of the sinusoidal network given by

f1(x) = sin(ω (W1 (λ⊙ x) + b1)) (7.6)

= sin(W1 (Ω⊙ x) + ωb1), (7.7)

where ⊙ is the elementwise (Hadamard) product, and thus Ω =
[
λ1ω λ2ω . . . λdω

]T
works essentially as a multi-dimensional ω.

In the following experiments, we employ this approach to three-dimensional problems,
in which we have time and differently shaped space domains, namely the video fitting and
physics-informed neural network PDE experiments. For these experiments, we report the ω
in the form of the (already scaled) Ω vector for simplicity.

7.5.3 Choosing ω from available information

Finally, in many problems we either have some knowledge of the underlying signal, or we
have related data we can leverage. For example, if we are fitting the solution to a simple
PDE, to which we might know the form of the solution, we can use that information to
infer which choice of ω to employ.

Even though the particular setting in which we already know the solution to the problem
is not completely realistic, in many realistic cases we are working with inverse problems.
For example, let’s say we have velocity fields for a fluid and we are trying to solve for the
coupled pressure field and the Reynolds number using a physics-informed neural network
(this experiment is performed in Section 7.6). In this case, we have access to two components
of the solution field. Performing a Fourier transform on the training data we have can
reveal the relevant spectrum and inform our choice of ω. If the maximum frequency in the
signal is lower than the Nyquist frequency implied by the sampling for our training data,
this can lead to a more appropriate choice of ω than suggested purely from the sampling.
We perform this analysis on the identification experiments in Section 7.6.2, and use the
heuristic suggested above in order to pick well performing ω values.

7.6 Experiments

In this section, we first perform experiments to demonstrate how the optimal value of ω,
which is directly influenced by the sampling rate in the input signal, influences the general-
ization error of a sinusoidal network, following the discussion in Section 7.5. After that,
we finally demonstrate that sinusoidal networks with properly tuned ω values outperform
traditional neural networks in classic physics-informed learning tasks.

7.6.1 Evaluating generalization

Employing the simple sinusoidal network, we now perform experiments the ability of the
fitted models to generalize to points outside the training set. For this purpose, in all
experiments in this section, we segment the input signal into training and test sets using a
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Table 7.1: Generalization results and the respective tuned ω value. Generalization values
are mean squared error (MSE). We can observe the best performing ω for generalization
with the simple sinusoidal network is half the ω used previously for fitting the full signal
due to the fact that this task used half the sample points from previously.

Experiment SIREN SSN ω Fitting ω

Image 2.76 · 10−4 1.16 · 10−4 16 32
Audio (Bach) 4.55 · 10−6 3.87 · 10−6 8,000 15,000
Audio (counting) 1.37 · 10−4 5.97 · 10−5 16,000 32,000
Video (cat) 3.40 · 10−3 1.76 · 10−3

[
4 8 8

]
8

Video (bikes) 2.74 · 10−3 8.79 · 10−4
[
4 4 8

]
8

checkerboard pattern – along all axis-aligned directions, points alternate between belonging
to train and test set.

We perform audio, image and video fitting experiments, identical to the ones from Chap-
ter 6, except for the different train/test split. When performing these fitting experiments,
we search for the best performing ω value for generalization (defined as performance on the
held-out points). We report the best values on Table 7.1. We observe that, as expected
from the discussion in Section 7.5, the best performing ω values are half the minimum best
performing value found in the fitting experiments from Chapter 6. This is confirms our
expectation, since we are training on half the number of samples, and thus the bandwidth
of our signal should also halve.

Trying to use a higher ω leads to overfitting, and poor generalization outside the
training points. This is demonstrated in Figure 7.13, in which we can see that choosing
an appropriate ω value from the heuristics described previously leads to a good fit and
interpolation. Conversely, setting ω too high leads to interpolation artifacts, due to the
learning of spurious high-frequency components.

Notice that for the 3D video signals, which have different dimensions along each axis,
we employ a multi-dimensional ω. We scale each dimension of ω proportional to the size of
the input signal along the corresponding axis, while picking a minimum value that is half
the ω used for fitting.

7.6.2 Solving differential equations

Finally, we apply all the findings from the theoretical and empirical analysis so far to
differential equation problems, using the physics-informed approach. We take the Navier-
Stokes and Burgers identification problems and the Schrödinger inference problem from
Raissi et al. [2019a], and the Helmholtz problem from Sitzmann et al. [2020], and compare
the performance of the simple sinusoidal network to the standard tanh network that is
commonly used for these tasks. Results are presented in Table 7.2.
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(a) Ground truth image (b) Reconstruction with ω = 32 (c) Reconstruction with ω = 128

Figure 7.13: Examples of generalization from half the points in the original image using
sinusoidal networks with different values of ω. Even though both networks achieve equivalent
training loss, the rightmost one, with ω higher than what would be suggested from the
Nyquist frequency of the input signal, overfits the data, causing high-frequency noise
artifacts in the reconstruction (e.g., notice the sky).

Table 7.2: Comparison of the sinusoidal network against MLP with hyperbolic tangent
non-linearity on PINN experiments from Raissi et al. [2019a] and against SIREN for the
Helmholtz experiment from Sitzmann et al. [2020]. Values are percent error relative to
ground truth value for each parameter for identification problems and mean squared error
(MSE) for inference problems.

Experiment Baseline SSN ω

Burgers (Identification) [0.0521%, 0.4522%] [0.0071%,0.0507%] 10
Navier-Stokes (Identification) [0.0046%, 2.093%] [0.0038%,1.782%]

[
0.6 0.3 1.2

]
Schrödinger (Inference) 1.04 · 10−3 4.30 · 10−4 4
Helmholtz (Inference) 5.97 · 10−2 5.94 · 10−2 16

Burgers equation (Identification)

This experiment reproduces the Burgers equation identification experiment from the ap-
pendix of Raissi et al. [2019a]. In this experiment, we are trying to identify, given a known
solution, the parameters λ1 and λ2 of a 1D Burgers equation,

ut + λ1uux − λ2uxx = 0. (7.8)

The ground truth value of the parameters are λ1 = 1.0 and λ2 = 0.01/π.
In order to find a good value for ω, we follow the method described in Section 7.5.3.

We perform a procedure identical to the one in Section 7.4, in which we measure the loss
for DFT reconstructions of the solution with truncated frequencies, for all possible cutoff
values. From the results, presented in Figure 7.14, we observe that the solution does not
have high bandwidth, with most of the loss being minimized at a cutoff frequency 70. Note
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that the sampling performed to generate the training data (which will constitute the de
facto input signal), described below in the training details, has a Nyquist frequency higher
than this value, and is thus not limiting the underlying signal. This suggests an ω value of
approximately 9.

Indeed, we observe that ω = 10 gives the best identification of the desired parameters,
with errors of 0.0071% and 0.0507% for λ1 and λ2 respectively, against errors of 0.0521%
and 0.4522% of the baseline. This value of ω also achieve the lowest reconstruction loss
against the known solution, with an MSE of 8.034 · 10−4, which can further help identify
the best performing ω value from the training data. Figure 7.15 shows the reconstructed
solution using the identified parameters, together with the position of the sampled data
points used for training.
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Figure 7.14: Reconstruction loss for different cutoff frequencies for a low-pass filter applied
to the solution of the Burgers equation.

Training details. We follow the same training procedures as in Raissi et al. [2019a].
The training set is created by randomly sampling 2, 000 points from the available exact
solution grid (shown in Figure 7.15). The neural networks used are 9-layer MLPs with
20 neurons per hidden layer. The network structure is the same for both the tanh and
sinusoidal networks. As in the original work, the network is trained by using L-BFGS to
minimize a mean square error loss composed of the sum of an MSE loss over the data points
and a physics-informed MSE loss derived from Equation 7.8.

Navier-Stokes (Identification)

This experiment reproduces the Navier-Stokes identification experiment from Raissi et al.
[2019a]. In this experiment, we are trying to identify, given known velocity fields u and v,
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Figure 7.15: Reconstructed solution of the Burgers equation using the identified parameters
with the sinusoidal network, together with the position of the sampled data points used for
training.

the parameters λ1, λ2 and the pressure field p of the Navier-Stokes equations given by

ut + λ1(uux + vuy) = −px + λ2(uxx + uyy) (7.9)

vt + λ1(uvx + vvy) = −py + λ2(vxx + vyy). (7.10)

The ground truth value of the parameters are λ1 = 1.0 and λ2 = 0.01.

Unlike the 1D Burgers case, in this case the amount of points sampled for the training
set (N = 5, 000, shown in Figure 7.17) is not high compared to the size of the full solution
volume, and is thus the limiting factor for the bandwidth of the input signal. (Compare the
approximate maximum frequency that can be inferred from Figure 7.16 to the one found
for the sampling in the derivation below.)

Given the random sampling of points from the full solution, the generalized sampling
theorem applies. Given the original solution dimensions of 100× 50× 200, and the 5, 000
randomly sampled points, the average sampling rate per dimension is approximately 8.5,
corresponding to a Nyquist frequency of approximately 4.25.

Furthermore, given the multi-dimensional nature of this problem, with both spatial and
temporal axes, we employ an independent scaling to ω for each dimension. The analysis
above suggests and average ω in the range 0.5 − 1, with the dimensions of the problem

suggesting scaling factors of
[
0.5 1 2

]T
.

Indeed, we observe that Ω =
[
0.3 0.6 1.2

]T
gives the best results. With with errors

of 0.0038% and 1.782% for λ1 and λ2 respectively, against errors of 0.0046% and 2.093%
of the baseline. Figure 7.18 shows the identified pressure field. Given the nature of the
problem, this field can only be identified up to a constant.
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Figure 7.16: Reconstruction loss for different cutoff frequencies for a low-pass filter applied
to the solution of the Navier-Stokes equations.
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Figure 7.17: Left: One timestep of the ground truth Navier-Stokes solution. The black
rectangle indicates the domain region used for the task. Right: The sampling of data points
for the training set. Figures generated with code from Raissi et al. [2019a].

Training details. We follow the same training procedures as in Raissi et al. [2019a]. The
training set is created by randomly sampling 5, 000 points from the available exact solution
grid (one timestep is shown in Figure 7.17). The neural networks used are 9-layer MLPs
with 20 neurons per hidden layer. The network structure is the same for both the tanh and
sinusoidal networks. As in the original work, the network is trained by using the Adam
optimizer to minimize a mean square error loss composed of the sum of an MSE loss over
the data points and a physics-informed MSE loss derived from Equation 7.9.
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Figure 7.18: Identified pressure field for the Navier-Stokes equations using the sinusoidal
network. Notice that the identification is only possible up to a constant.

Schrödinger (Inference)

This experiment reproduces the Schrödinger equation experiment from Raissi et al. [2019a].
In this experiment, we are trying to find the solution to the Schrödinger equation, given by

iht + 0.5hxx + |h|2h = 0 (7.11)

Since in this case we have a forward problem, we do not have any prior information to
base our choice of ω on, besides a maximum limit given by the Nyquist frequency for the
sampling generating the training data. We thus follow usual machine learning procedures
and experiment with a number of small ω values, based on the previous experiments.

We find that ω = 4 gives the best results, with a solution MSE of 4.30 · 10−4, against
an MSE of 1.04 · 10−3 for the baseline. Figure 7.19 shows the solution from the sinusoidal
network, together with the position of the sampled data points used for training.

Training details. We follow the same training procedures as in Raissi et al. [2019a]. The
training set is created by randomly sampling 20, 000 points from the domain (x ∈ [−5, 5],
t ∈ [0, π/2]) for evaluation for the physics-informed loss. Additionally, 50 points are sampled
from each of the boundary and initial conditions for direct data supervision. The neural
networks used are 5-layer MLPs with 100 neurons per hidden layer. The network structure
is the same for both the tanh and sinusoidal networks. As in the original work, the network
is trained first using the Adam optimizer by 50, 000 steps and then by using L-BFGS until
convergence. The loss is composed of the sum of an MSE loss over the data points and a
physics-informed MSE loss derived from Equation 7.11.

Helmholtz equation

Details for the Helmholtz equation experiment are provided in Section 6.3.
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Figure 7.19: Solution to the Schrodinger equation with the sinusoidal network, together
with the position of the sampled data points used for training.
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Chapter 8

Conclusion

In this thesis, we have presented different approaches for combining prior knowledge of
physics with deep learning models. As deep learning approaches have become successful
in many different domains over the past decade, the intersection of machine learning and
physics has also become a popular domain of research interest. In many domains in which it
is applied, deep learning is presented as a disruptor that can displace traditional approaches
by outperforming them using vasts amount of data. In part due to the limitations on
the difficulty of acquiring data in physical domains, and in part due to the fact that they
have been studied for far longer, traditional methods still have a significant advantage. In
this work, we proposed instead methods that try and leverage the best of both worlds,
combining the strengths of traditional methods and deep learning approaches.

In Part I we explained a particular approach to embedding a physics model into a
deep learning architecture. We start by taking the view of neural network layers as
general differentiable functions. We then replace one of those functions by a fully-capable,
differentiable physics model of the relevant underlying dynamics. In Chapter 3, this amounts
to developing a complete rigid body dynamics engine using a differentiable LCP solver. We
are able to show that employing such an engine within a deep learning model can improve
learning efficiency, by allowing the model to focus the learning in other aspects of the tasks,
without having to learn the dynamics from scratch. This type of approach can have benefits
not only limited to the domain of physics, but more broadly also to any task in which an
agent interacts with the physical world.

In Chapter 4, we extended this approach naturally from rigid bodies to the domain
of fluids. Here we employed an industrial grade CFD solver as a layer in a graph neural
network model. This gives us twice the opportunity to guide the neural network, once
through the physics model embedded as a layer and twice through the inductive biases
provided by the mesh structure derived for the problem. We demonstrated in this study
that providing such rich information to the neural network allowed it to be robust to
changes from its training distribution, with the model being capable of generalizing to
previously unseen behavior. This type of approach can be extremely valuable in fields such
as aerodynamic design and prototyping, in which it is often desirable to have a fast and
approximate estimate of certain aerodynamic properties, such as drag or lift.

In Part II, we presented methods for addressing and improving known shortcomings
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in physics-informed learning. In Chapter 5, we address the issue of the high cost of
re-training a physics-informed neural network when solving parameterized differential
equations. By employing hypernetworks that learn the space of physics-informed neural
network parameterizations for a given differential equation family, we are able to fit a
range of parameters and perform faster inference for new parameterizations. This type of
approach can be important for classes of problems in which it is required to repeatedly solve
the same set of differential equations with slightly different parameterizations (including
different initial or boundary conditions).

In Chapters 6 and 7, we addressed the issue of spectral bias, in which physics-informed
neural networks have difficulty learning functions containing high-frequency components. In
Chapter 6, we propose a simplified version of neural networks with sinusoidal activations and
demonstrate they have performance similar to previously proposed analogous methods.Then,
in Chapter 7, we perform a theoretical and empirical analysis of these simplified sinusoidal
networks. Neural tangent kernel analysis suggests these networks behave similarly to low-
pass filter kernels, with empirical analysis confirming these findings. Using these insights, we
demonstrate how these networks can be properly tuned to match the appropriate spectrum
in the learning signal. This allowed us to develop sinusoidal networks that outperform
regular networks in physics-informed learning tasks. As sinusoidal networks become popular
across a diverse set of problems, not only limited to physics, it is important to understand
their behavior and how to tune their bandwidth to each given task.
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Appendix A

Building a Differentiable Rigid Body
Dynamics Engine

A.1 Physics Engine

In this section, we present a description of the structure of the physics engine. The
formulation of the physics engine described here follows closely the one presented by
Cline [2002], with some simplifications applied due to the engine presented here being
two-dimensional. The description presented here is brief and intended only to be a sufficient
guide to reproducing the work in the paper. For a more detailed introduction to physics
engines, including comparisons to other architectural choices, see Garstenauer and Kurka
[2006].

A.1.1 Step Overview

A physics simulation proceeds over time by iteratively taking small steps of size dt. In this
section, we describe conceptually the sequence of sub-steps that compose a step in the
simulation. In the following sections, we describe in greater depth each of these parts.

1. At the beginning of time step t we have the bodies at positions pt with velocities vt,
as defined in Section A.1.3 (Equation A.3). Importantly, at this point (the beginning
of the step), we assume current contacts are known and that constraints are satisfied
(i.e., there are no interpenetrations).

2. External forces acting on bodies are added up to form the force vector ft, as defined
in Section A.1.3 (Equation A.4).

3. Constraint matrices for the current step are formed, as defined in Section A.1.5.

4. We solve the dynamics LCP defined in Section A.1.6 to get the velocities vt+dt.

5. Numerical integration is used with the velocities vt+dt to get the positions pt+dt. For
example, simple explicit Euler integration gives pt+dt = pt + dt · vt+dt. The new
positions pt+dt have contacts detected and checked for interpenetrations (details in
Section A.1.4). If interpenetrations do occur, we divide dt in half and repeat the
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numerical integration from pt to pt+dt with the new dt. We repeat this process
until a position free of interpenetrations is found. Since we know there are no
interpenetrations at the beginning of the step (by the assumption in sub-step 1), we
know there is dt > 0 for which there are no interpenetrations.

6. If post-stabilization is being employed, then constraint matrices are re-calculated
from the new contacts at positions pt+dt, and the post-stabilization correction to
the positions is applied. Importantly, the post-stabilization update does not violate
constraints, thus we still end the step with no interpenetrations.

A.1.2 Bodies

The basic unit in the engine are the rigid bodies. Bodies possess mass, position and
velocity, and forces act on them. The position and velocity of a body are composed of three
components: an angular (a) components, and two linear (x and y) components,

pbody =

papx
py

 vbody =

vavx
vy

 . (A.1)

The mass of a body, m, defines the mass-inertia matrix of a body,Mbody, which is given by

Mbody =

I 0 0
0 m 0
0 0 m

 ,

where I is the moment of inertia for the body, which is a scalar in 2D. The moment of
inertia is a function of the mass and the shape of a body. For example, for a circle, we have
I = 1

2
mr2, where r is the radius.1

Moreover, bodies also possess dimensionless scalar parameters that define their behavior
when in contact with other bodies, namely the collision restitution coefficient and the
friction coefficient. The restitution coefficient k specifies the elasticity of the collision, with
k = 1 specifying a perfectly elastic collision, and k = 0 specifying a perfectly inelastic
collision. The friction here is defined by a single coefficient µ, with no distinction for
static and dynamic friction. When two bodies are in contact, the frictional force opposes a
body’s movement of sliding against the other. The friction coefficient coefficient defines the
maximal frictional force as a proportion to the normal force between the bodies, that is

ffric ≤ µfnormal.

Finally, each body has a set of external forces that act on it. External forces are
represented as acting on the center of mass of the body, and they are represented as a vector
with three components: a torque (τ) component, and two linear (fx and fy) components

fexternal =

 τ
fx
fy

 . (A.2)

1Other examples available at https://en.wikipedia.org/wiki/List_of_moments_of_inertia
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A.1.3 Global Parameters

To simplify the simulation equations specified below, parameters for all bodies are grouped
into global structures. Assuming there are n bodies in a simulation, ordered consistently
from 1 to n, the global position and velocity vectors are given by

p =

p1...
pn

 v =

v1...
vn

 . (A.3)

where pi and vi are three dimensional position and velocity vectors (as defined in Equa-
tion A.1) for each body i ∈ {1, . . . , n}. Forces acting on bodies are also concatenate

Similarly, the mass-inertia matrices for all n bodies are concatenated into a large global
matrixM, given by

M =

M1 0
. . .

0 Mn

 .

A global external force vector is constructed by summing all external forces acting on
each body, and concatenating them into a single vector. We thus have

f =

f1...
fn

 , (A.4)

where each fi is the sum of all external forces acting on body i.

A.1.4 Contact Detection

Let us define the distance between two bodies as the minimum length between two points,
one in surface of each body. Two bodies are then considered to be in contact if the distance
between them is less than some parameter ϵ > 0. In other words, for simulation purposes,
two bodies are in contact if they are either interpenetrating (i.e., distance smaller than
zero), or “touching” (i.e., distance between 0 and ϵ).

The purpose of detecting contacts is to be able to enforce non-interpenetration constraints.
From the definitions of the constraint matrices in Section A.1.5, we can see that for each
contact between two bodies, our formulation requires a normal contact vector and a contact
point in each body. The normal vector defines the direction in which the contact force will
be applied, while the contact points define the points in which such force will be applied in
each body.

The process of detecting contacts is divided into two phases: a “broadphase” that
cheaply generates candidate contacts by finding bodies that are in each others vicinity,
and a “narrowphase” that analyses candidate contacts carefully to determine if they are
truly contacts and to generate the contact information. A naive broadphase approach is to
simply list all possible pairs of objects, followed then by a narrowphase will have to verify
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every possible contact. More efficient broadphase algorithms exist, but these will not be
discussed here for the sake of brevity. Refer to Bergen [2004] for a more detailed exposition.

In the narrowphase, as described above, we want to not only verify that a contact between
two bodies is present, but also to generate the required information related to that contact.
We will rely on two algorithms for this purpose: the Gilbert–Johnson–Keerthi (GJK) and
the Separating Axis Theorem (SAT). For a detailed exposition of these algorithms, refer
to Catto [2010] and Gregorius [2013]. Suffice it to say here that the GJK algorithm can
provide the closest points between two disjoint convex shapes and that the SAT algorithm
can provide the axis of minimum penetration between two interpenetrating convex shapes.

The specifics of how contact detection is handled depends on the shapes involved. For
the sake of brevity, we will cover here two examples: (1) circle against circle and (2) circle
against convex hull. For a detailed exposition containing more collision types, including
convex hulls against convex hulls, please refer to Gregorius [2015].

Circle against circle

For two circles, checking for contacts is simple. The distance between the two bodies, with
positions p1 and p2 and radii r1 and r2, is given by

d = ∥p1 − p2∥ − r1 − r2.

We thus have a contact if d < ϵ and an interpenetration if d < 0. The normal vector is
simply given by

n =
p1 − p2
∥p1 − p2∥

.

Finally, the contact points (given in each body’s reference frame) are

c1 = −n · r1 and c2 = n · r2.

Circle against convex hull

In this case, we start by applying the GJK algorithm on the convex hull and the center of
the circle. There are two possible cases. First, if the circle’s center is outsde the hull, GJK
will return the point in the convex hull closest to the circle’s center. From this, we have
that the distance between the two bodies is

d = ∥pc − pGJK∥ − r,

where pc and r are the circle’s center and radius, and pGJK is the nearest point to pc in the
hull. As before, we have a contact if d < ϵ and an interpenetration if d < 0. The normal is
then given by

n =
pc − pGJK

∥pc − pGJK∥
,

and the contact points are

cc = −n · r and ch = pGJK .
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The second case happens when the circle’s center is inside the hull. In this case, we
know we have an interpenetration, but GJK does not provide us with enough information
to generate the contact. We thus employ the SAT algorithm to find the axis of minimum
penetration. This is done by running the SAT on the axes defined by the normal to each
the face of the hull (i.e., the vector perpendicular to the face that points out of the hull).
Once we find the face with the smallest distance to pc, the collision normal n is the normal
to that face, normalized to have length 1. In this case we know there is a penetration, thus
the distance d < 0 between the two bodies is given by the distance from the circle’s center
to the closest face of the hull minus the radius of the circle, or equivalently

d = (p(h)c − pvert) · n− r,

where (pc − pvert) · n takes the vector from one of the vertices of the closest face in the hull

(pvert) to the center of the circle in the hull’s reference frame (p
(h)
c ), and projects it onto the

normal (n). Finally, the contact points are given by the closest point to the circle in the
hull’s face, given in each body’s reference frame

ch = p(h)c − n · (d+ r) and cc = ch + pc − pc,

where ph is the hull’s position.

A.1.5 Constraints

In this section we describe in detail the equations that constrain the dynamics of the
bodies. These constraints are divided into three categories: equality, contact and friction
constraints.

Equality constraints

Equality constraints take the form g(v) = 0, where g is some function of the velocities.
These constraints can be used to implement, for example, joints of many kinds.

In general, for two bodies (a and b), equality constraints are defined by two Jacobian

matrices (J (body)
e ), one for each body, such that

J (a)
e v(a) + J (b)

e v(b) = 0. (A.5)

A hinge joint, for example, which in two dimensions gives the bodies only one degree of
freedom to rotate about their connection point, would be defined by the following two
Jacobians

J (a)
e =

[
−ray 1 0
rax 0 1

]
and J (b)

e =

[
rby −1 0
−rbx 0 −1

]
,

where ra and rb are the vectors pointing to the connection point from the center of each
body. Substituting these two matrices into Equation A.5 we can see that we get an equation
that constraints the translation velocities of the two bodies at the connection point to be
equal.
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Finally, to more easily apply all constraint simultaneously in concert with the global
parameters defined above, we define a global constraint Jacobian Je. For n bodies and m
constraints, Je is formed as a block matrix such that we have

Jev =

J11 · · · J1n
...

. . .
...

Jm1 · · · Jmn


v1...
vn

 = 0, (A.6)

where in each block-row i of Je all blocks Jij are zero matrices, except for the two blocks
Jia and Jib corresponding to the two bodies we want to constraint, which are then given
by Equation A.5.

Contact constraints

Contact constraints are inequality constraints and thus take the form g(v) ≥ 0. These
constraints enforce that rigid bodies do not interpenetrate.

In general, for two bodies (a and b), contact constraints are defined by two Jacobian

matrices (J (body)
c ), one for each body, such that

J (a)
c v

(a)
t+dt + J (b)

c v
(b)
t+dt + cab ≥ 0, (A.7)

where the term cab depends on the velocities before the contact and on the combined
restitution parameter for a and b, kab,

cab = kab

[
J (a)

c v
(a)
t + J (b)

c v
(b)
t

]
. (A.8)

The combined restitution parameter is usually defined as a simple function of the restitution
parameter of each body, for example kab =

1
2
(ka + kb).

At each time step, contact constraints as defined in Equation A.7 are constructed for
each pair of bodies in contact. Using the normal vector n and the contact points pa and pb
provided by the contact detection algorithms (see Section A.1.4), the Jacobians are 1× 3
matrices defined as2

J (a)
c =

[
(pa × n) nT

]
and J (b)

c =
[
(pb × n) nT

]
, (A.9)

As before, we define a global constraint Jacobian Jc. For n bodies and m constraints,
Jc is formed as a block matrix such that we have

Jcvt+dt =

J11 · · · J1n
...

. . .
...

Jm1 · · · Jmn


v1...
vn

 ≥ −c, (A.10)

where in each block-row i of Jc all blocks Jij are zero matrices, except for the two blocks Jia

and Jib corresponding to the two bodies in contact, which are then given by Equation A.9.
The term c is then given by

c = diag(k)Jcvt,

with k = [k1, . . . , km]
T , where ki = kab for the two contacting bodies in contact i.

2We define the two dimensional cross product as the scalar x× y = x1y2 − x2y1.
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Friction constraints

Friction constraints are also inequality constraints and thus take the form g(v) ≥ 0. While
contact forces act on the normal direction, friction constraints create forces that act
tangentially to the plane of contact of two bodies.

For simplicity, in this section we will for now simply describe the structure of the friction
Jacobian Jf , noting its similarity to the contact Jacobian Jc. In Section A.1.6, we will
describe the structure of the inequalities and the complementarity constraints that cause
the frictional forces to behave as expected.

As mentioned above, frictional constraints act on contacts, but in the tangential directions
instead of the normal direction. In two dimensions there are two tangential directions to a
contact, the two orthogonal directions to the contact normal vector. Intuitively, we can
imagine that the friction Jacobians will have a structure analogous to the contact Jacobians
in Equation A.9, with the normal vector substituted by the tangent vectors. Since there
are two tangent directions, we will have two constraints for each contact. Let us call d the
left orthogonal vector to the normal contact vector n, and pa and pb the contact points, as
provided by the contact detection algorithms (see Section A.1.4). We then have the friction
Jacobians for a contact between bodies a and b

J (a)
f =

[
(pa × d) dT

(pa ×−d) −dT
]

and J (b)
f =

[
(pb × d) dT

(pb ×−d) −dT
]
. (A.11)

As before, we define a global constraint Jacobian Jf . For n bodies and m constraints,
Jc is formed as a block matrix given by

Jf =

J11 · · · J1n
...

. . .
...

Jk1 · · · Jkn

 ,

where in each block-row i of Jf all blocks Jij are zero matrices, except for the two blocks Jia

and Jib corresponding to the two bodies in contact, which are then given by Equation A.11.
Two other matrices will be important when dealing with friction constraints, E and µ.

We will define them here for later reference. If there are m contacts for a given time step,
we have

E =
[
e1 · · · en

]
and µ =

µ1

. . .

µm

 .

Here, µi ∈ R is the combined friction coefficient two bodies involved in contact i, which
can be defined as the average of each body’s friction coefficient, for example. Moreover,
ei ∈ R2m is a column vector of zeroes except for the two entries 2i − 1 and 2i (e.g.,
e2 = [0, 0, 1, 1, . . . , 0]T and em = [0, . . . , 0, 1, 1]T ).

A.1.6 Dynamics LCP

Let us call v̇ the acceleration vector. From Newtonian dynamics, it generally holds that

Mv̇ = f (c) + f,
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where f (c) are constraint forces inherent to the dynamics, and f are external forces applied
to the bodies. These two are here assumed to comprise the totality of forces acting on
bodies. However, formulating the dynamics at the acceleration level can lead to systems
with no solutions in the presence of friction [Anitescu and Potra, 1997]. Fortunately, by
approximating the acceleration with a discrete step

v̇t+dt ≈
vt+dt − vt

dt
,

we can rewrite the dynamics equation as

M(vt+dt − vt) = dtf
(c)
t + dtft, (A.12)

to get a velocity-based formulation, which is guaranteed to have a solution even with friction
constraints. Since dt is a small time-step, dtf

(c)
t can be seen as approximate constraint

impulses. We omit the derivation here (see Garstenauer and Kurka [2006]), but these
constraint impulses can be written as

dtf (c) = J λ, (A.13)

where J is a constraint Jacobian such as the ones described in Section A.1.5, and λ is
some vector of multipliers. By rearranging the terms in Equation A.12 and combining with
Equation A.13 (broken down into the equality, contact and friction constraint matrices),
we get the final dynamics equation

Mvt+dt − Jeλe − Jcλc − Jfλf =Mvt + dtft. (A.14)

Moreover, for a realistic rigid body simulation, we know that the impulses Jcλc can act to
push bodies apart and avoid interpenetrations, but they cannot act to pull bodies together.
Hence, we must have λc ≥ 0. Additionally, if for each constraint i, (Jcv)i + ci = ai for
some ai > 0 strictly greater than zero, then the bodies are moving apart and no separating
forces should be applied, i.e. (λc)i = 0. Conversely, if this condition is not satisfied, then a
separating force is needed to counteract the penetration velocity, thus (λc)i = 0. This gives
rise to the following complementarity condition,

λc ≥ 0, a := Jcv + c ≥ 0 and aTλc = 0. (A.15)

The friction terms have similar complementarity constraints. However, due to the nature of
Coulomb friction these constraints involve the contact terms (for example, to assert there
is no frictional force when contact normal force is 0). We will omit the derivation here (see
Cline [2002]), but these interactions give rise to the following constraints,

ζ := µλc − ETλf ≥ 0, σ := Jfv + γE ≥ 0, σTλf = 0 and ζTγ = 0, (A.16)

with λf ≥ 0 and γ ≥ 0.
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Taking the constraints defined in Section A.1.5 (Equations A.6 and A.10), the dynamics
equation (Equation A.14), and the complementarity conditions formulated above (Equa-
tions A.15 and A.16), the dynamics for a step in the simulation can be summarized as the
following LCP

0
0
a
σ
ζ

−

M −J e −J c −J f 0
Je 0 0 0 0
Jc 0 0 0 0
Jf 0 0 0 E
0 0 µ −ET 0




vt+dt

λe

λc

λf

γ

 =


Mvt + dtft

0
c
0
0


subject to

 a
σ
ζ

 ≥ 0,

 λc

λf

γ

 ≥ 0,

 a
σ
ζ

T  λc

λf

γ

 = 0.

(A.17)

Where the inequality constraints are written as equality constraints using the slack variables
[a, σ, ζ]T defined above, and [vt+dt, λe, λc, λf , γ]

T are the unknowns. From the solution, we
obtain the velocities vt+dt for the next step, which are used to update the positions of the
bodies as described in Section A.1.1 (item 5).

A.2 Solution and Derivatives

A.2.1 Solution

The solution described here follows closely the method described in Mattingley and Boyd
[2012], with small modifications for our LCP formulation above. The following is a small
summary of that method, highlighting such differences.

In Equation 3.2, we formed the equivalent to the following system:

Mx+ ATy +GT z + q = 0

Ax = 0

Gx+ Fz + s = m

s ≥ 0, z ≥ 0, sT z ≥ 0.

(A.18)

To solve such system, after an initialization step (described in Mattingley and Boyd
[2012]), we iteratively minimize the residuals from the equations above over the variables x,
s, z and y. At each iteration, if the stopping criteria (residual sizes and duality gap) are
not met, we compute the affine scaling directions by solving the system


M 0 GT AT

0 D(z) D(s) 0
G I F 0
A 0 0 0




∆xaff

∆saff

∆zaff

∆yaff

 =


−(Mx+ ATy +GT z + q)

−(D(s)z)
−(Gx+ Fz + s−m)

−(Ax)

 . (A.19)
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Then we compute the centering-plus-corrector directions
M 0 GT AT

0 D(z) D(s) 0
G I F 0
A 0 0 0




∆xcc

∆scc

∆zcc

∆ycc

 =


0

σµ1−D(∆saff)∆zaff

0
0

 . (A.20)

where µ and σ is defined in [Mattingley and Boyd, 2012]. We then update the variables by
applying the following combined updates

x := x+ α(∆xaff +∆xcc)

s := s+ α(∆saff +∆scc)

z := z + α(∆zaff +∆zcc)

y := y + α(∆yaff +∆ycc)

(A.21)

according to the step-size α defined in Mattingley and Boyd [2012].

A.2.2 Derivatives

To obtain the derivatives, we use Equation A.18 in a slightly modified form, such that at a
solution point we have

Mx⋆ + ATy⋆ +GT z⋆ + q = 0

Ax⋆ = 0

D(z⋆)(Gx⋆ + Fz⋆ −m) = 0.

We use matrix differential calculus [Magnus and Neudecker, 1988] to take the differentials
of these equations:

dMx⋆ +Mdx+ dATy⋆ + ATdy + dGT z⋆ +GTdz + dq = 0

dAx⋆ + Adx = 0

D(Gx⋆ + Fz⋆ −m)dz +D(z⋆)(dGx⋆ +Gdx+ dFz⋆ + Fdz − dm) = 0,

(A.22)

which in matrix form is equivalent to M GT AT

D(z⋆)G D(Gx⋆ + Fz⋆ −m) + F 0
A 0 0

 dx
dz
dy

 =

 −dMx⋆ − dATy⋆ − dGT z⋆ − dq
−D(z⋆)dGx⋆ −D(z⋆)dFz⋆ +D(z⋆)dm

−dAx⋆

 .

In this formulation, a given partial derivative, for example ∂z⋆

∂q
, can be found by substituting

dq = I, setting all other differential terms to zero, and solving for dz. For the backpropa-
gation algorithm, for a given backward pass vector with respect to the solution x⋆ to the
LCP, say ∂ℓ

∂x⋆ , we are interested in applying the chain rule to pass the derivatives further
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backwards, for example to find ∂ℓ
∂q

by multiplying ∂ℓ
∂x⋆

∂x⋆

∂q
. To simplify this process, let us

first define the vector dx
dz
dy

 :=

 M GT AT

D(z⋆)G D(Gx⋆ + Fz⋆ −m) + F 0
A 0 0

−T  ( ∂ℓ
∂x⋆

)T
0
0

 . (A.23)

Then, we have that

∂ℓ

∂x⋆
dx =

 dx
dz
dy

T  −dMx⋆ − dATy⋆ − dGT z⋆ − dq
−D(z⋆)dGx⋆ −D(z⋆)dFz⋆ +D(z⋆)dm

−dAx⋆

 . (A.24)

Now, by applying properties from matrix differential calculus we can propagate back the
derivatives via chain rule to obtain the derivatives of our given backwards pass vector ℓ
with respect to the inputs. For example, to obtain ∂ℓ

∂q
= ∂ℓ

∂x⋆
∂x⋆

∂q
, we can see that

∂ℓ

∂x⋆
dx =

 dx
dz
dy

T  −dq0
0

 = −dTxdq, (A.25)

which implies ∂ℓ
∂x⋆

∂x⋆

∂q
= −dx. The same procedure can be applied to the others quantities

to arrive at the desired derivatives

∂ℓ

∂q
= −dx

∂ℓ

∂m
= D(z⋆)dz

∂ℓ

∂A
= −dyxT − ydTx

∂ℓ

∂M = −1

2
(dxx

T + xdTx )

∂ℓ

∂G
= −D(z⋆)(dzx

T + zdTx )

∂ℓ

∂F
= −D(z⋆)dzz

T .

(A.26)
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