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Abstract

δ-Complete decision procedures can solve SMT problems over the reals with a wide range of non-
linear functions, allowing “δ-bounded errors”. The scalability of such procedures usually depends
on efficient numerical procedures, whose implementation can be error-prone. It is important for
δ-complete solvers to provide certificates to prove the correctness of their answers. We show how
to do this for DPLL〈ICP〉, a general solving framework based on Interval Constraint Propagation.
We focus on the construction of proof trees for the “unsat” answers and the proof-checking of
their correctness. Besides certifying solvers, we find our approach a promising one for automated
theorem proving over the reals, exploiting the power of numerical algorithms in a formal way. One
direct application is to establish many nonlinear lemmas in the Flyspeck project, for the formal
proof of the Kepler Conjecture.
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1 Introduction
SMT formulas over the real numbers can encode a wide range of problems in theorem proving and
formal verification. Such formulas are very hard to solve when nonlinear functions are involved.
Our recent work on δ-complete decision procedures provided a new general framework for han-
dling nonlinear SMT problems over the reals [4, 5]. We say a decision procedure is δ-complete
for a set S of SMT formulas, where δ is any positive rational number, if for any ϕ from S the
procedure returns one of the following answers:

• unsat: ϕ is unsatisfiable.

• δ-sat: ϕδ is satisfiable.

Here, ϕδ is a syntactic variation of ϕ that encodes a notion of numerical perturbation on logic
formulas (more details in Section 2). Essentially, we allow such a procedure to give answers
with one-sided, δ-bounded errors. With this relaxation, δ-complete decision procedures can fully
exploit the power of scalable numerical algorithms to solve nonlinear problems, and at the same
time provide suitable correctness guarantees for many correctness-critical problems [4].

An important problem for practical SMT solvers is that the correctness of their answers should
be verified. A standard approach is that, instead of complete verification of the software programs,
a solver should provide certificates on-the-fly along with its answers. That is, when the solver
determines that a formula ϕ(~x) is “sat”, it produces an assignment~a to all the variables such that the
ground formula ϕ(~a) is easily checked to be true. On the other hand, when ϕ(~x) is determined to
be “unsat”, the solver can produce a proof P that establishes the validity of ∀~x.¬ϕ(~x) in a suitable
proof system. Here, P is called a proof of unsatisfiability. In the framework of δ-complete decision
procedures, obtaining certificates from numerically-driven SMT solvers is especially important.
Numerical algorithms usually contain complex heuristics and floating-point operations, and it is
very hard to perform static verification on the programs directly. On the other hand, if the solutions
witnessing “δ-sat” answers, and proofs of unsatisfiability for the “unsat” answers are extracted, we
can check their correctness using stand-alone symbolic or arbitrary-precision computations. The
inner mechanisms of the numerical algorithms are not relevant in the certification process.

From this perspective, our technique can be seen as a new approach to the challenging task of
automated theorem proving over the reals. Note that the “unsat” answers never contains numerical
errors. Such an approach would combine the best of two worlds: numerical procedures are fast
but error-prone, and are used as oracles for the scalable exploration of the search space (either
searching for a δ-solution, or a proof of unsatisfiability); symbolic algorithms are precise but slow,
and are used for validating the outcome certificates, which is a much less computationally-intensive
task.

In this paper, we show how to extract and validate such proofs of correctness for numerically-
driven SMT solvers that implement the DPLL〈ICP〉 algorithm [4], for solving nonlinear formulas
over the reals. The challenge lies in extracting symbolic proofs of unsatisfiability that do not carry
over the numerical errors, and the complete validation of them as theorems in a sound proof system
(ideally, containing only simple proof rules).
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Interval Constraint Propagation (ICP) [8] is a branch-and-prune algorithm for solving systems
of real constraints, which acts as the theory solver in the DPLL(T) framework. The algorithm
maintains an interval assignment to all the variables, and updates the assignments based on their
consistency with the constraints. In a “pruning” step, ICP contracts the intervals by pruning away
subintervals that do not contain any solution; in a “branching” step, ICP subdivides an interval
to create subproblems and solve them recursively. The similarity between ICP and SAT solving
techniques has been explored in the work [3].

Our approach is as follows. First, we formalize the ICP algorithm in the format of Abstract
DPLL [13], such that its computation corresponds to sequences of abstract transitions. We then
use a simple first-order proof calculus DA, relativized to a set A of axioms over the reals, and show
how to transform a run of the Abstract ICP to a proof in the system. Next, we show how to validate
the generated proofs using a stand-alone proof checker implementing simple rules and reliable
interval arithmetic. The proof checker interacts with the solver in an abstraction refinement loop to
obtain proof trees of sufficient detail. A main focus for our tool is to prove nonlinear lemmas in the
Flyspeck project for the formal proof of the Kepler conjecture [7, 6]. They involve large numbers
of nonlinear constraints including trigonometric functions. We show some promising experimental
results towards the goal.

The paper is organized as follows. We review the framework of δ-complete decision procedures
in Section 2. We then show how to formalize ICP, construct proofs, and proof-check them in
Section 3. We report experiments with lemmas in the Flyspeck project in Section 4.

1.0.1 Related Work

Our work is closely related to several lines of research in the existing literature. For proving
formulas with transcendental functions, MetiTarski [16, 1, 15] is the leading tool that reduces
problems to polynomials and calls quantifier elimination procedures. For problems with only
polynomials, Bernstein polynomials are used in PVS for formal proofs [12]. Our approach can
be seen as complementary to these approaches. The iSAT solver [3] also contains strategies for
certifying their answers in a different framework [10]. There are now several SMT solvers [9, 14]
for formulas with nonlinear polynomials over the reals based on CAD with no proof-producing
capacities, but a proof-producing algorithm is possible, as sketched in [11]. Proofs for correctness
in general SMT solvers have been well studied recently in [18].

2 A Brief Review of δ-Complete Decision Procedures
We briefly review the framework of δ-complete decision procedures. It formulates a reasonable
correctness requirement for decision procedures for nonlinear formulas over the reals. [19]).

First, to formalize computations over the reals, we need to encode the real numbers as infinite
strings. We can then model computations of real functions with machines that can use infinite tapes
as input and output. That is, a real function is computable if there exists a machine that computes,
using oracles that encode the arguments of the function, the values of the function to an arbitrary
precision. These notions are captured by the following definitions.
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Definition 2.1 (Encoding Real Numbers [19]) A name of a real number a ∈ R is a function
γa : N → Q satisfying that for all i ∈ N, |γa(i) − a| < 2−i. For vectors ~a ∈ Rn, γ~a(i) =
〈γa1(i), ..., γan(i)〉. Write Γ(~a) = {γ : γ is a name of ~a}.

Definition 2.2 (Computable Real Functions [19]) We say f :⊆ Rn → R is computable, if there
exists an oracle Turing machine Mf as follows. Let ~a ∈ dom(f) be any argument of f and
γ(~a) any name of ~a. On any input i ∈ N, Mγ(~a)

f (i) uses γ(~a) as an oracle, and computes a
2−i-approximation to f(~a).

Most common continuous real functions are computable, such as arithmetic, absolute value,
min, max, exp, sin and solutions of Lipschitz-continuous ordinary differential equations [19].
Compositions of computable functions are computable.

Now, suppose F denotes an arbitrary collection of computable real functions. Let LF = 〈<
,F〉 be the first-order signature over the structure RF = 〈R,≤,F〉. (Constants are seen as 0-ary
functions in F .) We can then consider SMT problems over RF , namely, satisfiability of quantifier-
free LF -formulas over RF . We consider bounded SMT problems, which is more conveniently
expressed as Σ1-sentences with bounded quantifiers as follows. We say a Σ1-sentence is bounded,
if it can be written in the form

ϕ : ∃I1x1 · · · ∃Inxn.ψ(x1, ..., xn)

where, for all i, Ii ⊆ R is a bounded (open or closed) interval; each bounded quantifier ∃Iixi.φ
denotes ∃xi.(xi ∈ Ii∧φ); ψ(x1, ..., xn) is a quantifier-freeLF -formula, i.e., a Boolean combination
of atomic formulas f(x1, ..., xn) ◦ 0, where f is a composition of functions in F and ◦ ∈ {<,≤
, >,≥,=, 6=}. All the functions occurring in ψ(~x) should be defined everywhere over the closure
of I1 × · · · × In. Any bounded Σ1-sentence can be put into the following standard form, where
inequalities are implicitly expressed by the bounds on quantifiers (using slack variables) and the
atomic formulas only involve equalities:

Proposition 2.3 (Standard Form) Any bounded Σ1-sentence ϕ in LF is equivalent over RF to a
sentence ∃I1x1 · · · ∃Inxn.

∧m
i=1(
∨ki
j=1 fij(~x) = 0).

We can now define the notion of “δ-perturbations” on these formulas:

Definition 2.4 (δ-Weakening and Perturbations) Let δ ∈ Q+ be a constant and ϕ be a Σ1-
sentence in standard form:

ϕ := ∃~I~x (
m∧
i=1

(

ki∨
j=1

fij(~x) = 0)).

The δ-perturbed form (or δ-weakening) of ϕ defined as:

ϕδ := ∃~I~x (
m∧
i=1

(
k∨
j=1

|fij(~x)| ≤ δ)).

Also, a δ-perturbation is a constant vector ~c = (c11, ..., cmkm), where cij ∈ R and ||~c||∞ ≤ δ, such
that ϕ~c := ∃~I~x (

∧m
i=1(
∨k
j=1 fij(~x) = cij)).

3



Definition 2.5 (Bounded δ-SMT in LF ) Let F be a finite collection of Type 2 computable func-
tions. Let ϕ be a bounded Σ1-sentence in LF in standard form. The bounded δ-SMT problem asks
for one of the following two decisions on ϕ:

• unsat : ϕ is false.

• δ-sat : ϕδ is true.

When the two cases overlap, either decision can be returned.

The main theoretical result is that for any positive δ, the bounded δ-SMT problems in LF are
decidable (namely, δ-decision procedures exist).

Theorem 2.6 (Decidability) LetF be a finite collection of computable real functions and δ ∈ Q+.
The bounded δ-SMT problem in LF is decidable.

The δ-SMT problems also have reasonable complexity bounds for various signatures that would
otherwise define undecidable theories.

Theorem 2.7 (Complexity) Let F be a finite collection of functions in Type 2 complexity class C,
P ⊆ C ⊆ PSPACE. The δ-SMT problem for uniformly bounded Σ1-classes in LF is in NPC. For
instance, when F only contains P-time computable real functions such as {+,×, exp, sin}, the
problem is NP-complete.

These results lead to a new perspective on decision problems over the reals in general. This
framework provides a theoretical basis for the development of numerically-driven decision proce-
dures.

3 Extracting Proofs from Interval Constraint Propagation

3.1 Formalizing Interval Constraint Propagation
Interval Constraint Propagation (ICP) [2] finds solutions of real constraints using the “branch-
and-prune” method, combining interval arithmetic and constraint propagation. The idea is to use
interval extensions of functions to “prune” out sets of points that are not in the solution set and
“branch” on intervals when such pruning can not be done, recursively until a small enough box
that may contain a solution is found or inconsistency is observed.

3.1.1 Abstract ICP

Our task now is to formalize ICP algorithms so that we can extract symbolic proofs from its compu-
tation process. The branch-and-prune structure of ICP is very similar to DPLL-based SAT solving,
so we follow the format of Abstract DPLL. We will represent ICP as a transition system, whose
states consist of interval assignments and the real constraints to be solved.

An interval I is any connected subset of R, and we write IR to denote the set of all the intervals.
We first formalize how ICP maintains interval assignments to a set of variables as follows.
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Definition 3.1 (Interval Assignment Sequence) Let x1, ..., xn be real variables. An interval as-
signment sequence over ~x is a sequence (s1, ..., sm), where

si ∈ {(xi ∈ Ij) : 1 ≤ i ≤ n, Ij ∈ IR} ∪ {(xi ∈ Ij)d : 1 ≤ i ≤ n, Ij ∈ IR}.

We write (S1, S2) to denote the concatenation of two sequences S1 and S2. The parentheses can
be omitted when appropriate.

It will be clear later that when we write (x ∈ I)d, it means an arbitrary choice on the value of x
(called a d-assignment), which is consequently a backtrack point.

Remark 3.2 ICP can maintain unions of intervals for variables. In principle this is not needed if
we only consider the decision problem, which only searches for one solution and the components
of a union can be tested sequentially. So we assume that only connected subsets of values are used
here.

Definition 3.3 (Box Domain) Let S be an interval assignment sequence over variables x1, ..., xn.
The box domain associated with S is defined by

β(S) = I1 × · · · × In, where Ii =
⋂
{I : (xi ∈ I) or (xi ∈ I)d occurs in S}.

Also, we write β(S)i to denote Ii.

Definition 3.4 (ICP Transitions) Let ~x = (x1, ..., xn) be a vector real variables. We write c(~x) to
denote an arbitrary constraint over Rn, and S an interval assignment sequence over ~x. Let S ‖ c
be the current state. We will always write β(Si) = Ii to denote the current interval assignment on
variable xi. We now define the following transition rules from S ‖ c to another state.

(Pruning) Let I1i be a subset of Ii such that ∀~a ∈ β(S, xi ∈ I1i ), c(~a) is false. Then, if we let I2i
be an interval satisfying Ii ⊆ I1i ∪ I2i , then

S ‖ c p
=⇒ S, (xi ∈ I2i ) ‖ c

is called a pruning step.

(Branching) Let I1i be a subset of Ii. Then

S ‖ c br
=⇒ S, (xi ∈ I1i )d ‖ c,

is called a branching step.

(Backtracking) Let I1i be a subset of Ii, such that ∀~a ∈ β(S, xi ∈ I1i , S ′), c(~a) is false. Let I2i
be an interval such that I ⊆ I1i ∪ I2i . If in addition, S ′ does not contain any d-assignment (of the
form (x ∈ I)d), then we can make a transition

S, (xi ∈ I1i )d, S ′ ‖ c bt
=⇒ S, (xi ∈ I2i ) ‖ c,

which is called a backtracking step.
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(Failure) Suppose ∀~a ∈ β(S), c(~a) is false, and there is no d-assignment in S. Then we can
make the transition

S ‖ c f
=⇒ ∅ ‖ c

which is called a failure step.

Remark 3.5 The main difference between the Abstract ICP and Abstract DPLL is that the assign-
ments are not starting from empty, but contracted, and the interval assignments on variables can
be nondeterministic.

Definition 3.6 (Abstract ICP) An n-dimensional ICP framework is a transition system

〈IRn,S, C,=⇒, ε〉

where S is the set of all interval assignment sequences over IRn, and C is any set of constraints
over Rn. A state is an element in S ‖ C. The transition rules =⇒: S × C → S ×C are as specified
in Definition 3.4. ε ∈ Q+ is an error bound. A run of ICP is any sequence

S1 ‖ c, ..., Sk ‖ c,

where either Sk is ∅, or Sk 6= ∅ and ||β(Sk)|| < ε.

Remark 3.7 We have defined ICP in a general way, without enforcing conditions on the pruning
operators, such as well-definedness. Thus, many invalid ICP runs can be generated. In this way,
we treat ICP as a proof searching algorithm, and rely on the proof checkers to determine the
correctness of an ICP run. In practice, of course, only “correct” ICP algorithms can provide
proofs that can always be validated.

Example 3.8 Consider a constraint c(x, y) : y = x ∧ y = x2, and x ∈ [1.5, 2] and y ∈ [1, 2] are
the initial interval assignment. A possible ICP run is:

x ∈ [1.5, 2], y ∈ [1, 2] ‖ c br
=⇒ x ∈ [1, 2], y ∈ [1, 2], (x ∈ [1.7, 2])d ‖ c
bt

=⇒ x ∈ [1, 2], y ∈ [1, 2], x ∈ [1.5, 1.7]

(backtracking, since ∀~a ∈ [1.7, 2]× [1, 2], c(~a) is false,
and [1.5, 2] ⊆ [1.5, 1.7] ∪ [1.5, 2] for x)

p
=⇒ x ∈ [1, 2], y ∈ [1, 2], x ∈ [1.5, 1.7], x ∈ [1.5, 1.6] ‖ c

(pruning, since ∀~a ∈ [1.6, 1.7]× [1, 2], c(~a) is false)
p

=⇒ x ∈ [1, 2], y ∈ [1, 2], x ∈ [1.5, 1.7], x ∈ [1.5, 1.6], x ∈ ∅ ‖ c
(pruning, since ∀~a ∈ [1.5, 1.6]× [1, 2], c(~a) is false)

f
=⇒ ∅||c (since ∀~a ∈ ∅ × [1, 2], c(~a) is false.)
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3.2 First-Order Proofs of Unsatisfiability
We focus on the proof the unsatisfiability of conjunctions of theory atoms in the DPLL(T) frame-
work, i.e., formulas of the form

∃I1x1 · · · ∃Inxn.
m∧
i=1

fi(x1, ..., xn) ∼ 0

where ∼∈ {=, 6=, >,≥, <,≤}. It is clear that once such proofs are obtained, the proof of unsatis-
fiability of Boolean combinations of the theory atoms can be obtained, by simply plugging them in
the high level resolution proof. Also, it is important to note that the ICP algorithm solves systems
of constraints, and it regards the conjunction

∧m
i=1 fi(x1, ..., xn) ∼ 0 as one constraint c(x1, ..., xn).

Consequently, our task is now reduced to obtaining proofs for the validity of formulas of the form
∀x1 · · · ∀xn.(x1 ∈ I1 ∧ · · · ∧ xn ∈ In) → ¬c(~x), from the failure of ICP search for a solution to
the original SMT formula ∃~x.~x ∈ ~I ∧ c(~x).

We will construct a simple first-order proof calculus, and show how to transform ICP runs into
proofs in the system.

Again, we consider formulas in a signature LF = 〈<,F〉, where constants are considered as
0-ary functions in F . When we write x ∈ I , where I denotes an interval, it is regarded as an
abbreviation for their equivalent LF -formula. Note that this means that I only uses LF -terms as
end-points. Also, as mentioned above, c(~x) abbreviates a conjunction of atomic formulas. We also
allow the use of vectors in the formulas, writing ~x ∈ ~I to denote

∧
i xi ∈ Ii.

Definition 3.9 (System DA) We define DA to be the first-order proof system consisting of only the
following two rules:

∀~x(ψ → ϕ) ∀~x(ψ′ → ϕ)

∀~x(ψ ∨ ψ′ → ϕ)
∨I

∀x(ψ → ϕ) ∀x(ψ′ → ψ)

∀x(ψ′ → ϕ)
∀MP

and a set A of axioms of the following two types:

Interval Axioms

∀~x(~x ∈ ~I → ~x ∈ ~I1 ∨ ~x ∈ ~I2)
IA

Constraint Axioms

∀~x(~x ∈ ~I → c(~x))
CA

Derivations in DA are as standardly defined, as natural deductions following these rules. Clearly,
the two first-order rules are valid. Thus, if all the axioms in A are valid, then the system only
produces valid formulas over R.
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Proposition 3.10 (Soundness) If DA ` ϕ and R |=
∧
A, then R |= ϕ.

Remark 3.11 Clearly, the constraint axioms are the most nontrivial part. They are the basic facts
of real functions that a numerical procedure relies on, usually concerning the range of functions
within a small interval. The interval axioms are sometimes not trivial either (for instance, compare
intervals ending with eπ and πe respectively). Proof-checking involves validation of these axioms,
which we discuss in Section 3.3.

We now describe the construction of proof trees from ICP runs, which will be represented
as labeled binary trees. A labeled binary tree is defined as a tuple T = 〈V, VL,Σ, δ, σ〉. Here,
V = {v0, ..., vk}, is a finite set of nodes, where v0 ∈ V always denotes the root node. Σ is a
set of labels, which in our case is the set of LF -formulas. δ :⊆ V × {l, r} → V is a partial
mapping from a node to its descendant nodes, where δ(v, l) and δ(v, r) denote the left and right
descendant nodes, respectively. σ :⊆ V → Σ is a labeling function that maps each node v ∈ V to
a formula σ(v) ∈ Σ. In addition, the edges in the tree can be labeled as well, through a function
τ : V × V → Ω where Ω is a set of edge-labels.

3.2.1 Tree Generation

Let an ICP run be
S0 ‖ c

t1=⇒ · · · tm=⇒ Sm ‖ c,
such that the ending transition tm is a failure step, i.e., Sm = ∅. We now define the procedure by
defining the functions δ and VL through induction on si. The edges can be labeled naturally with
Ω = {∨I, ∀M, IA, CA}.

Case i = 0. We label the root node v0 by

σ(v0) := ∀~x(~x ∈ β(S0)→ ¬c).

Let V 0
L = {δ(v0, l), δ(v0, r)} denote the current collection of leaf nodes. Note that this formula is

the negation of the input SMT formula.

Case i = k + 1 (1 < k ≤ m). Suppose V k
L and σ have been defined for s1, ..., sk. Write

sk = Sk ‖ c and sk+1 = Sk+1 ‖ c. Now we split the cases on the type of the step t from sk to sk+1

as follows. Again, we use the convention that β(S)i = Ii denotes the current interval assignment
on a variable xi.

(Pruning Case) Suppose sk =⇒ sk+1 is a pruning step. That is,

Sk ‖ c
p

=⇒ Sk, (xi ∈ I2i ) ‖ c,

where Ii ⊆ I1i ∪ I2i and ∀~a ∈ β(Sk, xi ∈ I1i ), c(~a) is false. If we write

~I1 = β(Sk, (xi ∈ I1i )), ~I2 = β(Sk, (xi ∈ I2i )), and ~I = β(Sk),
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then this step corresponds to the following sub-tree of the proof
...

∀~x(~x ∈ ~I2 → ¬c) ∀~x(~x ∈ ~I1 → ¬c)
CA

∀x((~x ∈ ~I1 ∨ ~x ∈ ~I2)→ ¬c)
∨I

∀x(x ∈ Ii → (x ∈ I1i ∨ x ∈ I2i ))
IA

∀~x(~x ∈ ~I → ¬c)
∀M

Formally, the sub-tree is added as follows. Let v ∈ V k
L be an existing leaf node that is labeled by

the formula corresponding to Sk ‖ c; namely,

σ(v) = ∀~x(~x ∈ ~I → ¬c).

(We will inductively prove that such a node exists.) We then define

δ(v, l) = v1k+1, σ(v1k+1) = ∀~x((~x ∈ ~I1 ∨ ~x ∈ ~I2)→ ¬c);
δ(v, r) = v2k+1, σ(v2k+1) = ∀~x(~x ∈ ~I → (~x ∈ ~I1 ∨ ~x ∈ ~I2));

δ(v1k+1, l) = v3k+1, σ(v3k+1) = ∀~x(~x ∈ ~I2 → ¬c)
δ(v1k+1, r) = v4k+1, σ(v4k+1) = ∀~x(~x ∈ ~I1 → ¬c)

and set V k+1
L = (V k

L \ {v}) ∪ {v2k+1}.

(Branching Case) Suppose sk =⇒ sk+1 is a branching step. That is,

Sk ‖ c
br

=⇒ Sk, (xi ∈ I1i )d ‖ c,

under the condition that I1i ⊆ Ii. If we write

~I1 = β(S, (xi ∈ I1i )), ~I2 = β(S, (xi ∈ I2i )), and ~I = β(S),

where I ⊆ I1i ∪ I2, then this step corresponds to the following sub-tree:

...

∀~x(~x ∈ ~I1 → ¬c)

...

∀~x(~x ∈ ~I2 → ¬c)
∀x(~x ∈ ~I1 ∨ ~x ∈ ~I2 → ¬c)

∨I
∀x(x ∈ Ii → (x ∈ I1i ∨ x ∈ I2i ))

IA

∀~x(~x ∈ ~I → ¬c)
∀M

Formally it is defined as follows. Again, let v ∈ V k
L be a leaf node such that σ(v) = ∀~x(~x ∈ ~I →

¬c). We then define

δ(v, l) = v1k+1, σ(v1k+1) = ∀~x(~x ∈ ~I1 ∨ ~x ∈ ~I2 → ¬c);
δ(v, r) = v2k+1, σ(v2k+1) = ∀~x(~x ∈ ~I → (~x ∈ ~I1 ∨ ~x ∈ ~I2));

δ(v1k+1, l) = v3k+1, σ(v3k+1) = ∀~x(~x ∈ ~I1 → ¬c)
δ(v1k+1, r) = v4k+1, σ(v4k+1) = ∀~x(~x ∈ ~I2 → ¬c)

and set V k+1
L = (V k

L \ {v}) ∪ {v3k+1, v
4
k+1}.
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(Backtracking Case) Suppose sk =⇒ sk+1 is a branching step. That is,

Sk′ , (xi ∈ Ii)d, S ′ ‖ c
bt

=⇒ Sk′ , (xi ∈ I2i ) ‖ c,

when ∀a ∈ β(S, (xi ∈ Ii)
d, S ′), c(~a) is false, and Ii ⊆ I2i ∪ I1i , where Ii = β(Sk′)i. Sk′ is a

previous interval assignment sequence, with k′ < k. If we write

~I1 = β(S, (xi ∈ I1i )), ~I2 = β(S, (xi ∈ I2i ), and ~I = β(Sk′),

then this step corresponds to the following sub-tree of the proof.

∀~x(~x ∈ β(Sk′ , (x ∈ I1i )d, S′)→ ¬c)
CA

···
∀~x(~x ∈ ~I1 → ¬c)

...

∀~x(~x ∈ ~I2 → ¬c)
∀x(~x ∈ ~I1 ∨ ~x ∈ ~I2 → ¬c)

∨-I
...

∀~x(~x ∈ ~I → ¬c)
∀-MP

Formally, we simply set V k+1
L = V k

L , and do not update the labeling.

(Fail Case) Suppose it is a failure step. That is,

S ‖ c f
=⇒ ∅ ‖ c

when ∀~a ∈ β(S), c(~a) is false and S has no d-assignments. Let ~I = β(S). This step corresponds
to

∀~x(~x ∈ ~I)→ ¬c
FA

We set V k+1
L = V k

L and do not update σ.

Complete tree. In all, after all the steps in the ICP run are followed, the tree that we construct is
T = 〈V, V m

L , δ, σ〉. The axiom set is given by

A = {σ(v) : v ∈ V m
L }.

It is easy to see that T is a valid proof tree in DA.

Proposition 3.12 For every ICP run ending with ∅ ‖ c, the tree construction procedure above
produces a valid natural deduction tree in DA.

Proposition 3.13 The size of the proofs is linear in the computation steps, which can be exponen-
tial in the size of the problems.

Again, once the proof tree is constructed, the details of the ICP algorithm no longer matters.
The only rules involved are the two first-order rules in DA. Following relative soundness of the
system, to establish validity of the formula, we only need to validate the axiom set A.
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3.3 Validating the Axioms
There are two types of axioms that we allow in the proofs constructed from ICP runs: interval
axioms and constraint axioms. To validate such axioms, we still need numerical computations.
However, we will show that they only rely on simple computations that can be validated through
stand-alone arbitrary-precision or symbolic computation. Note that the validation of the axioms
can fail – they can fail even when the solver correctly returns unsat, if the solver uses advanced
numerical heuristics leading to axioms that can not be verified by reliable numerical computation.
In practice, we ensure the correctness of the proof checker first, and use an abstraction refinement
loop that allows the proof checker to ask for more detailed proofs from the solver.

The interval axioms do not contain any real functions, and are of the form ∀~x(x ∈ I1 ∨ x ∈
I2 → x ∈ I). We only need to check that I is a subset of I1 ∪ I2 by comparing the end points of
the intervals, which is an easy numerical task.

The constraint axioms are of the form ∀x(~x ∈ ~I → c(~x)), and can only be verified by con-
sidering the functions that occur in c. Although they are of the same form as the formulas we
solve, these axioms should contain evident properties of the functions involved, usually on small
intervals. Such facts can be verified using reliable interval computations, for instance as follows.

Definition 3.14 (Interval Extensions) Let f : Rn → R be a real function. An interval function
F : IRn → IR is a function that satisfies:

∀I ∈ dom(F ), {f(x) : x ∈ I} ⊆ F (I).

A simple example of interval extensions is the natural interval extension for arithmetic operations,
based on computations of functions on the end points of intervals.

Proposition 3.15 Let F be an interval extension of f , and I ⊆ dom(f). If F (I) ⊆ A, then
∀x(x ∈ I → f(x) ∈ A).

Thus, the axioms are validated if we can verify that they are consistent with all the interval exten-
sions.

Example 3.16 The second pruning step in Example 3.8 generates an axiom

∀x∀y(x ∈ [1.7, 2] ∧ y ∈ [1, 2]→ ¬(y = x2) ∨ ¬(y = x))

This can be easily validated through the natural interval extension of (y − x2), which is [1, 2] −
[1.7, 2]2 = [−3,−0.89] and does not contain 0.

In practice, ICP usually implements complicated heuristics that are more powerful than what
can be verified through direct interval arithmetic. In principle, we could simulate the numerical
heuristics to a certain extent with reliable computations. However, a more practical approach first
is to use an abstraction refinement loop that allows the proof checker to ask the solver for proof
traces of the right amount of details. We call this the “Branch and Prove” loop.

When we fail to prove an axiom through simple interval arithmetic, the proof checker gener-
ates new subproblems that are returned to the solver. At this stage, the axioms becomes the new
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theorems to be proved. This is an abstraction refinement procedure. By executing the loop, we
obtain proof trees that contain more and more detailed steps. There are two ways that the prover
can generate the subproblems, branching on a variable in the formula or using a smaller δ. Note
that under the condition that the pruning operators in the solver is well-defined, both procedures
never change the unsat result. The branching may give exponentially many new problems; while
the δ-change does not give new problems, but may exponentially slow down the solver in each
round. In practice we observe that such a refinement loop is very useful, as we will show in the
experiments.

4 Case Study: Proving Lemmas for the Kepler Conjecture
We build the proof-producing capacity into our open-source tool dReal1. All the experiments below
are run on a machine of with a 32-core 2.3GHz AMD Opteron Processor and 94GB of RAM. A

Problem# #OP TimeS Result Trace Size PC #PA #SP TimePC #D
489 60 0:00.51 UNSAT 545 O 2 1 0:01.44 1
50 33 0:00.42 UNSAT 14,029 O 7 4 0:02.26 2
51 33 0:00.33 UNSAT 11,701 O 5 3 0:02.21 2
52 33 0:00.08 UNSAT 62,539 O 47 30 0:04.33 3
48 33 0:01.45 UNSAT 506,453 O 432 325 0:24.86 4
53 17 0:00.38 UNSAT 81,132 O 146 133 0:15.64 9
54 17 0:00.26 UNSAT 3,052 O 41 40 0:11.35 9
55 17 0:00.39 UNSAT 75,675 O 76 64 0:09.74 9

172 17 0:00.15 UNSAT 221 O 77 76 0:10.08 9
164 16 0:02.23 UNSAT 1,102,561 O 715 508 0:23.56 4
101 595 3:27.63 UNSAT 24,070,451 X —– —– ——— –
142 576 9:05.64 UNSAT 14,385,073 X —– —– ——— –
45 56,120 22:13.15 UNSAT 5,678,790 X —– —– ——— –
44 1,353,167 N/A TO N/A – —– —– ——— –
46 31,594 N/A TO N/A – —– —– ——— –
43 907,591 N/A TO N/A – —– —– ——— –
42 908,008 N/A TO N/A – —– —– ——— –

Table 1: Experimental results. #OP = Number of nonlinear operators in the problem, TIMES =
Solving time in seconds, TO = Timeout (30min), PC = Proof Checked, #PA = Number of proved
axioms, #SP = Number of subproblems generated by proof checking, TIMEPC = Proof-checking
time in seconds, #D = Number of iteration depth required in proof checking.

main motivation for us to build the proof checker is to contribute to the Flyspeck project [6],
1Links to the tool and benchmarks are on our homepages, http://www.cs.cmu.edu/˜sicung and http:

//www.cs.cmu.edu/˜soonhok
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for the fully formalized proof of the Kepler conjecture. As lemmas for the proof, hundreds of
nonlinear real inequalities need to be verified. Although the formulas usually contain only around
ten variables, they contain a huge number of nonlinear arithmetic operations and trigonometric
functions, and are mathematically challenging. The following is typical:

∀~x ∈ [2, 2.51]6.
(
−
π − 4 arctan

√
2
5

12
√

2

√
∆(~x)

+
2

3

3∑
i=0

arctan

√
∆(~x)

ai(~x)
≤ −π

3
+ 4 arctan

√
2

5

)
where ai(~x) are quadratic and ∆(~x) is the determinant of a nonlinear matrix.

In the original proof, Hales implemented procedures that combine linear programming and in-
terval arithmetic to establish all these formulas, but the algorithms are hard to be formally verified.
In fact, the formal verification of these formulas is the last main piece of work needed to complete
the full project. The state of the art is explained in a very recent thesis [17], reporting the proofs of
about 10 inequalities so far, using formal Taylor series and interval arithmetic.

Without any particular optimization on ICP, we have already observed promising results. Out
of a total number of 505 nonlinear formulas in the Flyspeck project repository, we solved 137 of
them returning unsat with a timeout of 30 minutes and δ = 10−3. Out of these formulas, we
applied the proof checking algorithm, and formally proved 55 of them directly.The proof traces of
these formulas can be very large; for instance, we proved one with 47k lines in the proof (1MB
file). In Table 1, we list some of the representative benchmarks to show scalability. A full table for
all the results is on the tool page. It also contains results for other standard benchmarks, such as
from [9].

As the proof-generation capacity is for debugging SMT solvers, the proofs have also been valu-
able for us to observe bugs during the process. For instance, we have observed unstable behavior
in the trigonometric function evaluation in realpaver (the cosine function around 4π/3). On the
other hand, our proof checker only involves simple operations written in OCaml, and performs the
checking completely independently from the solver. Thus, for the unsat answers with proofs, we
are confident about the correctness of the answer, which does not involve bugs from realpaver.
Ultimately, we aim for having a verified proof checker in systems such as HOL.

5 Conclusion
We presented our approach for extracting formal proofs from a numerically-driven decision proce-
dure in the DPLL〈ICP〉 framework. We formalized the ICP algorithm, and showed how to validate
proof trees from the unsat answers. A main focus for our tool is to prove nonlinear lemmas in the
Flyspeck project, and we have observed promising experimental results. We believe the approach
can be combined with exiting symbolic methods. We regard our work as a first step in a promising
approach towards the formal verification of the nonlinear lemmas in the Flyspeck project. Fur-
ther work would involve proof abstractions, local heuristics, and an implementation of our proof
checker in HOL.
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