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Abstract

It has been a long standing challenge to make Internet audio/video bsiedracommaodity ser-
vice This means that anyone with commodity Internet connection and computimesnis can
broadcast high quality video to a large group of receivers in real time= KBy challenge is the
bandwidth cost in distributing the video streams. To distribute 300Kbps vitlears to 100 re-
ceivers directly, a publisher must provision 30Mbps bandwidth to therlateil his is too expensive
for most individuals to afford.

The conventional wisdom is to add functionality in the underlying networlasifucture, i.e.
at the IP layer. With IP Multicast, the publisher sends just one copy of thep\gtteam to the IP
network, and the network intelligently replicates the video streams to all thiveeseBYy shifting
the task of data replication to the IP routers, IP Multicast greatly reducéstidwidth requirements
for the publishers and receivers. However, 15 years after its init@dgeal, IP Multicast is still
plagued with concerns pertaining to scalability, network management, depityanel support for
higher level functionality.

This dissertation takes a different architecture approach to meet thengwlle broadcasting
high quality video over the Internet. Our thesis is that “it is feasibtiayto provide video broad-
casting as @ommodity servigewithout changing the underlying IP infrastructureéWe propose
a new architecture called End System Multicast. In End System Multicast, efateation is per-
formed not by the routers, but by the receivers in the broadcast, @hicbnd systems on the Inter-
net. Thus, the publisher only needs to send the video stream to a fewerscaind these receivers
iteratively forward the video streams to other receivers. This avoidfydzndwidth provisioning
for the publisher and requires no changes to the IP infrastructure.

We demonstrate the feasibility of End System Multicast not only in simulators raednet
testbeds, but also in live broadcast scenarios. In the past two yaatsave built an operational
video broadcasting system based on this architecture. The systemeimesuoeessful in broadcast-
ing 20 events, benefiting 4000 users.

This dissertation describes a complete solution in building a video broadstisirsbased on
End System Multicast. This includes protocol-level designs to handle glyngmics and network
heterogeneity, and system-level designs to integrate with media codecagadspln addition, we
address the issue of incentive for publishers and receivers to patédipthis system.
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Chapter 1

Introduction

Before the Internet, information publishing used to bprizilege rather than a&ommodity The
cost of printing and distribution is so high that only a few people can affortérnetcommoditizes
information publishing; it brings the cost of publishing to almost zero. Tgiothe World Wide
Web, individuals are empowered to publish information that can be sharpdtentially millions
of people on the Internet, with almost no cost.

Unfortunately, the Internet today is handicapped to publish only text angesydut not live
video. The key challenge is bandwidth. A 10-minute 300Kbps video clip ot 22MB of data,
which is orders of magnitudes more than typical text and images. The danarserver-based
solution for the Web, as shown in Figure 1.1(a), is no longer applicableinBtance, to broad-
casts 300Kbps video streams to 100 receivers simultaneously, a pullisbeprovision 30Mbps
bandwidth to the Internet. This is still far too expensive for most individteadsford.

The goal of this dissertation is to enable live Internet broadcasting cmsmanodityservice.
By commodity, | mean anyone can broadcast their live video online, as letigeaperson has a
“high-speed” Internet connection, a camera, and a computer. Any eunfibeceivers can view the
broadcast stream, regardless of their network speed and connecbngtraints.

Providing this service has been a long standing challenge in the netwedtchover the past
decade. In his seminal work in 1989 [22], Deering proposes to addiunality in the underlying
network infrastructure. With IP Multicast, the publisher sends just ong obfhe video stream to
the IP network, and the network intelligently replicates the video streams to alt¢kesers. This
is shown in Figure 1.1(b). By shifting the task of data replication to the routeigulticast greatly
reduces the bandwidth requirements for the publishers and receievgever, 15 years after its
initial proposal, IP Multicast is still plagued with concerns pertaining to sdéatto the number
of groups), network management, deployment, and support for higreflectionality.

In summary, the key challenge for video broadcasting is replicating higbvidth video
streams to a large number of receivers. In the conventional sersedisalution, the video stream
is replicated at the server, which requires costly bandwidth provisiohhijlulticast advocates to
replicate video streams inside the network. However, it requires chantesuaderlying network-
ing infrastructure, which is difficult from both technical and logisticalgpectivesThe question is,
can Internet provide video broadcasting as a commodity service, witiostly provisioning at the
serverand without changing the underlying network infrastructure?

In this dissertation, we answer this question affirmatively. To provide asghnvice, we propose
a new architecture callend System Multicastn this architecture, data replication is performed



Chapter 1. Introduction
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(a) Server-based solution (b) IP Multicast (c) End System Multicast

Figure 1.1: Examples to illustrate three different architecture solutionsferriet broadcasting.
Our dissertation advocates for End System Multicast as shown in (c).

not by the routers, but by the receivers in the broadcast, which dreystems on the Internet. Thus,
the publisher only needs to send the video stream to a few receiverthes®receivers iteratively
forward the video streams to other receivers, as shown in Figure 1.3 greatly reduces the
bandwidth requirement for the publisher. Moreover, since end systemmanicate using only
unicast IP service, there is no change to the IP infrastructure.

1.1 Main Contribution

The main contribution of this dissertation is to provide the first complete solutiarofteas video
broadcasting as a commodity service on the Internet, without making anyehtmthe existing
network infrastructure. The dissertation is composed of three main comisone

End System Multicast Architecture: We challenge the conventional wisdom that IP Multicast is
the architecture for wide-area Internet multicast/broadcast. We pra@posw architecture called
End System Multicast, where end systems, and not routers, performegiitation. However, the
key concern with the architecture is the performance penalty. In parti€rdrSystem Multicast in-
troduces duplicated packets and incurs transient data loss when adaepteig/ork congestion and
membership changes. To study the performance implication of this architeetifeave designed
one of the first self-organizing protocols (called Narada). Our etialuaesults from simulation
and Internet testbed experiments indicate that the performance penadtiesvdrom both the ap-
plication and the network perspective.

Broadcast System Design, Implementation, and Deploymenfo demonstrate that End System
Multicast is a feasible architecture for video broadcast, we design, imptear@hdeploy a broad-
cast system based on this architecture. To our knowledge this is amongstrsy$item with real
application deployment and experience based on End System MulticastySteen has been in op-
eration for over two year, and it is used by over 4000 users in 20 evEngspost-mortem analysis
of the event traces was positive, and provides valuable insight forefutoprovements. We be-
lieve our experience offers a good roadmap for others to design @haldature Internet broadcast



1.2. Background

systems.

Incentive Mechanisms For the End System Multicast architecture to succeed, the premise is that
the viewers are willing to contribute bandwidth resource and participate irrejalfiaation. While

in many cases it is reasonable to assume receivers are altruistic in congritastrurce, we consider

the scenario in which all receivers are strategic agents, i.e. they cdatrifmre resources only if
they see clear benefits in doing so. We propose atagationscheme, where resource-rich peers
subsidizes for the resource-poor receivers. Our simulation resultatadhat taxation can achieve
good social welfare without incurring a significant overhead to the syste

1.2 Background

In this section, we provide background information about the demandlardateristics of video
broadcast. We then review the IP Multicast approach, and point outitiseuinental concerns of the
approach.

1.2.1 Video Broadcast: Demand and Characteristics

Consider a scenario where a university holds a series of prestigiqusdgcwith talks given by
eminent scientists, professors and industry leaders. As part of itaohtpgogram, the university
wants to broadcast these lectures live on the Internet. The expectethedhclude alumni of
the university scattered all over the world, members of the local industrty,9thools and colleges
around the world who normally may not have access to such prestigicaenpees. These broadcast
scenarios typically share the following characteristics:

e Single sourceA typical broadcast has a single source (speaker), talking for mést dfroad-
cast. The live broadcast could further be enhanced with Internetatia where participants
can discuss the lecture, and perhaps could even raise questionsuticabedorwarded to a
speaker using a moderator.

e Dynamic group membershipA typical broadcast conference or lecture lasts from tens of
minutes to several hours. Although we expect individual participants togothleave at
various points during the broadcast, receivers typically participate sttfi@aa few minutes
as they are interested in the content of the broadcast.

e Medium to large scaleA typical broadcast may involve hundreds and possibly thousands of
receivers. Moreover, our experience indicates that the group siydlutduate within one
broadcast event. If a event has multiple speakers, the participation ncayafiel from one
speaker to another.

e High bandwidth:A high quality, real-time video streaming requires high bandwidth. Our ex-
perience indicates that a reasonable quality motion audio/video stream t#dast 800Kbps
to encode. However, some hosts cannot sustain this video bitrate duestentaretwork con-
gestion or limited link speed. In this case, video streams must be degradexioraodate a
lower bitrate.
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1.2.2 |IP Multicast

IP Multicast, first proposed in 1988 [22], was motivated by the use of mstticathe local area
network (LAN) environment. In the LAN environment, multicast makes distridb@pplications
moreefficientandrobust It is more efficient because multicast reduces the transmission overhead
on the sender and the network. It is more robust because distributédagipps can locate and
share information with one another without knowing their addresses alfidiate.

Supporting multicast is easier in a LAN environment than on the wide area rie(W&N).
Typically, hosts on the same LAN share a common transmission channel, stheanet. Thus,
the mechanism to deliver unicast data is the same as multicast data and so & thetwnetwork.
However, in a store-and-forward IP architecture, supporting arieftiand robust multicast service
is not a trivial task.

In IP Multicast, routers in the network participate in the IP Multicast protoodliauild multicast
trees between the sources and their respective receivers. Multatasteht by the source host is
replicated along the multicast tree by the routers at the splitting points. P Muligcdésghly
efficient: only a single packet traverses each physical link at most doeezover, the delay from
the source to each receiver is as short as its unicast delay.

However, despite the enormous efforts from both the research andrindaesnmunities, IP
Multicast has yet been widely deployed on the Internet due to severdfoental concerns:

e Scaling concerns with per-group statd® Multicast requires routers to maintain per group
state, which introduces high complexity and serious scaling concerns|& lgnger.

¢ Vulnerable to flooding attackThe current IP Multicast model allows for an arbitrary source
to send data to an arbitrary group. This makes the network vulnerable thrfipattacks by
malicious sources, and complicates network management and provisioning.

e Limited address spacdP Multicast requires every group to dynamically obtain a globally
unique address from the multicast address space and it is difficult toecthgsiin a scalable,
distributed and consistent fashion.

¢ Difficult to support higher-level functionalityP Multicast is a best effort service. Providing
higher level features such as reliability, congestion control, flow coranaol security has been
shown to be more difficult than in the unicast case.

e High deployment barrierlP Multicast calls for changes at the infrastructure level, and this
slows down the pace of deployment.

While there have been attempts to partially address some of the issues at tex [B3a57, 74],
fundamental concerns pertaining to the “stateful” architecture of IP Msltexad support for higher
layer functionality have remained unresolved.

1.3 Organization

The rest of the dissertation is organized as follows. Chapter 2 desthibd&sd System Multicast
architecture and a proof-of-concept Narada protocol. We argueidliidity of the End System
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Multicast architecture by comparing the performance tradeoff betweesdil@nd IP Multicast.

Chapter 3 describes the broadcast system based on End System Njutichsur experience
deploying the system in real broadcast events. The chapter addthsssystem-level issues of
integrating an generic overlay multicast protocol in a real application, indudioeiver hetero-
geneity and network congestion, NAT/firewall, front-end interface tdiphers/viewers, and test-
ing/logging. The system has been used to broadcast lectures andecoefe and the chapter also
describes the analysis methodology, analysis results, and the lessowesllear

Chapter 4 addresses the issue of incentive for publishers andaectiparticipate in the broad-
cast system. We consider the scenario in which all receivers are straggemts, and propose a hew
taxation scheme, where resource-rich peers subsidizes for theaegmor receivers.

Finally, Chapter 5 summarizes the dissertation, discuss its limitation, and poictiatise for
future work.

1.4 Joint Work and Acknowledgement

Research in End System Multicast spans over several years. Mampepare involved in this
project, and some continue to pursue this research as | am wrappingdipségation work. When
writing this dissertation | find it difficult to separate my own work from otheé$s.in this disserta-
tion, | present all the research results where | have taken significatddehip both intellectually and
in the actual execution of the research work. Below | wish to explicitly askexge and highlight
aspects of joint work.

There are three main chapters in this dissertation. Chapter 2 is joint workedlitkvfstudent
Sanjay Rao. Chapter 3 is joint work with Aditya Ganjam, Eugene Ng, Sanjay Ranwadee
Sripanidkulchai, Jibin Zhan. In addition, several Master students addrgraduates contribute
significantly to the design and implementation of the broadcast system (se@wekigement).
Chapter 4 is my work alone but with significant contributions from ProfnJ8huang with respect
to problem formulation. All of the work in this dissertation is supervised by mysad Prof. Hui
Zhang.






Chapter 2

End System Multicast

In response to the serious scalability and deployment concerns with IP dtjtiwe propose a
new architecture called End System Multicast [17]. In this architecturenallicast functionality
is pushed to the end systems. This shifting of multicast support from thersdotend systems
has the potential to address most problems with IP Multicast. However, thedkeern is the
performance penalty associated with such an architecture. In parti€ndrSystem Multicast
introduces duplicated packets and incurs larger end-to-end delayRhdualticast.

In this chapter, we study these performance concerns in the conteut af mroof-of-concept
protocol called Narada. Narada is a self-improving protocol that optiniizetelay and bandwidth
in a fully distributed fashion. We evaluate the performance of Narada in dimmlan Internet
testbeds. Our results indicate that the performance penalties are low tnotthie application and
the network perspectives.

To contrast with IP Multicast, this chapter intentionally adoptgaericdefinition of end sys-
tems. In practice, there is a wide spectrum of end systems on the Interrestrarge from well-
provisioned infrastructure service nodes such as Akamai proxiem[2pmmaodity user machines
behind mainstream cable/DSL connections. At the end of this chaptergwe #rat the choice of
end systems can have non-trivial implication on the protocol design,rpgaifice, and deployment
path. We discuss different architecture instantiation of the end systethgisdifly our choice in the
context of the video broadcast applications.

The rest of the chapter is organized as follows. We begin by describs@rtthitecture in
Section 2.1, and compare the potential benefits and drawbacks of thiteetute. Next in Sec-
tion 2.2, we describe Narada, a proof-of-concept protocol for tbieitecture. We evaluate Narada
in simulation and on Internet testbeds. The evaluation methodology and teere&pt results are
presented in Section 2.3. Finally, we discuss different choices of estelnrsg and justify our choice
in Section 2.6.

2.1 Architecture Overview

In End System Multicast, all multicast related functionality, including membershipagement,
multicast routing, and packet duplication, are implemented at end systemsjiagnly unicast
IP service. End systems organize themselves into an overlay spannirigrtdzga delivery. The
tree is an overlay in the sense that each edge in the overlay correspamanicast path between
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(a) Network topology (b) Naive unicast (c) IP Multicast (d) End System Multicast

Figure 2.1: Example to illustrate naive unicast, IP Multicast and End System Istltic

two end systems in the underlying Internet.

We illustrate the differences between IP Multicast, naive unicast and Esi@i8 Multicast
using Figure 2.1. Figure 2.1(a) depicts an example physical topol@gynd R2 are routers, and
A, B, C andD are end systems. The numbers indicate the link del&ys- R2 represents a costly
transcontinental link. All other links are cheaper local links. Furtheysetssumel is the source
and wishes to send data to all other nodes.

Figure 2.1(b) depicts naive unicast transmission. Naive unicast iméghsdata redundancy
on links near the source. For example, lidk— R1 carries three copies of a transmission Ay
Moreover, naive unicast results in duplicate copies on costly links. ample, linkR1 — R2 has
two copies of a transmission by.

Figure 2.1(c) depicts the IP Multicast tree constructed by DVMRP [22]MBR¥ is the classical
IP Multicast protocol, where data is delivered from the source to redipiesing an IP Multicast tree
composed of the unicast paths from each recipient to the source. ®Raddransmission is avoided,
and exactly one copy of the packet traverses any given physicallag&h recipient receives data
with the same delay as thoughwere sending to it directly by unicast.

Figure 2.1(d) depicts an “intelligent” overlay tree that may be constructed) iEnd System
Multicast. The number of redundant copies of data near the sourceusagdompared to naive
unicast, and just one copy of the packet goes across the costly tndingcal link R1 — R2.
Yet, this efficiency over naive unicast based schemes has been dbtatheabsolutely no change
to routers, and all intelligence is implemented at the end systems. However, intkil@ently
constructed overlay trees can result in much better performance thanuracast solutions, they
fundamentally cannot perform as well as solutions with native IP Multiaggpart. For example,
in Figure 2.1(d), linkA — R1 carries a redundant copy of data transmission, while the delay from
sourceA to receiverD has increased from 27 to 29.

In summary, End System Multicast provides several advantages oiultieast:

e Scalable to the number of groupEnd System Multicast uses unicast to replicate multicast
data, and thus IP routers no longer need to maintain per-group stateo\dgrend System
Multicast does not need any globally unique address at the IP layehemug avoids class D
address assignment issues with IP Multicast.

o Simplify support for higher layer functionalityfhe splitting points are intelligent end systems
with large storage and computation power. This allows application-specgfiomization at
the replication points.

e Immediately deployabieTo start a multicast group, the participating end systems just need
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to install compatible software. This is in contrast with IP Multicast. To deploylaguitous
multicast service, all routers on the Internet must be modified to support asuiltt the 1P
layer.

However, there are two major concerns with End System Multicast fromrtiétecture per-
spective:

e Protocol complexity End systems have limited topological and performance information

about the network. Thus, end systems must self-organize, discodexxahange information
among themselves to construct good overlays. Moreover, end systempoae to host fail-
ure and network congestion. All these factors make the distributed ptatmee challenging
to build and scale to large group size.

e Performance and OverheadAn overlay approach to multicast, however efficient, cannot

completely avoid introducing duplicated packets to the network and extrasdeldlye appli-

cation. Itis impossible to completely prevent multiple overlay edges from smgthe same
physical link and thus some redundant traffic on physical links is unatated Further, com-
munication between end systems involves traversing other end systemsigligtercreasing

latency.

We illustrate examples the benefits of End System Multicast in the context af bidedcast
applications in Chapter 3. In this chapter, we focus on the concerns gipleceto the protocol
complexity and performance.

2.2 Narada Protocol

We study the feasibility and performance concerns of End System Multicdis¢ context of the
Narada protocol. This protocol is designed with the following objectives irdmin

e Self-organizing The construction of the end system overlay is fully distributed. It is rofaus
dynamic changes in group membership.

e Overlay efficiencyThe tree constructed is efficient from both the network and the application

perspectives. From the network perspective, the constructed pwartaires that redundant
transmission on physical links is kept minimal. From the application perspettizveverlay
satisfies the bandwidth and latency requirements of the applications.

e Self-improving in an incremental fashiomhe overlay construction includes mechanisms by

which end systems gather network information in a scalable fashion. Thecpt@llows
for the overlay to incrementally evolve into a better structure as more informagioomes
available.

e Adaptive to network dynamic§he overlay adapts to long-term variations in Internet path

characteristics, while being resilient to network noise and inaccuraciess tinderent in the
measurement of these quantities.
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There are several approaches to construct overlay spanninddrekeda delivery. Section 2.2.1
discusses thenesh-firstapproach that Narada uses. We explain the distributed algorithms that
Narada uses to construct and maintain the mesh in Section 2.2.2. We presbanhisms Narada
uses to improve mesh quality in Section 2.2.3. Narada runs a variant of staffid&ance vector
algorithms on top of the mesh and uses well known algorithms to construsbpese (reverse)
shortest path spanning trees for data delivery, and we discuss thistiors2.2.4.

2.2.1 Overlay Structure

There are several ways overlays can be constructed for datargielivéhe following we discuss the
tree-firstandmesh-firspproaches, as both of them are used in this dissertation. Other apggoac
are discussed in the related work in Section 2.4.

In the tree-first approach, members construct the tree directly. Ths¢raotion is simple: mem-
bers explicitly select their parents from among the members they know. In thle-fingt approach,
members construct trees in a two-step process. First it constructs aaicireected graph (@esh.

In the second step, it constructs spanning trees of the mesh, eachateg abthe corresponding
source using well known routing algorithms.

We note that there is no clear-cut win between the tree-first and meshgdprgoaches, as the
choice likely depends on the underlying assumptions about the applicatiarad& chooses the
mesh-first approach for the following reasons. (i) Narada wishes tothest against a single point
of failure. A tree-first approach typically requires a consensus obaamong members, which
is a single point of failure. (ii) Constructing per-source tree out of assgpmesh is a well-known
problem. We can leverage standard routing algorithms for constructioatafdelivery trees, such
as DVMRP. However, in designing the video broadcast system in Chapige have gradually
evolved the Narada protocol from a mesh-first approach to a treeyipsoach. In video broadcast,
the source node is intrinsically a single point of failure. By relying on thisi@agdion, group
management and overlay construction can be greatly simplified.

The remainder of this chapter focuses on the mesh-first approachis lagproach, trees for
data delivery are constructed entirely from overlay links chosen in théa.midence, it becomes
important to construct a good mesh so that good quality trees may be pdoduggarticular, we
attempt to ensure the following properties: (i) there exist paths along the Ipeésieen any pair
of members such that the qualities of the paths are comparable to the qualitiesunfi¢hst path
between the members. By path qualities, we refer to the metrics of interestefaptiiication,
and can be delay, bandwidth, or both. and (ii) each member has a limited nofrieEghbors in
the mesh. Limiting the number of neighbors in the mesh controls the overheadrofg routing
algorithms on the mesh.

2.2.2 Group Management

In this section, we present mechanisms Narada uses to keep the mesttegniegncorporate new
members into the mesh, and to repair possible partitions that may be caused bgrm&rabing
the group or by member failure.

As we do not wish to rely on a single non-failing entity to keep track of groumbeship, the
burden of group maintenance is shared jointly by all members. To achiegé dégree of robust-
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Let ¢ receive refresh nessage from nei ghbor j at ¢ s | ocal
time ¢t. Let <k,sp; > be an entry in j's refresh nessage.

if ¢ does not have an entry for k
then ¢ inserts the entry <k, sg,t> into its table
else if i"s entry for k is <k, sk,tg >
then if s > s 4
then ignores the entry pertaining to k
el se ¢ updates its entry for k to <k, s,t>

Figure 2.2: Actions taken by a membiesn receiving a refresh message from memper

ness, our approach is to have every member maintain a list of all other meimbsrggroup. Since
Narada is targeted towards small sized groups, maintaining the completergemaipership list is
not a major overhead. Every member’s list needs to be updated when me@er joins or an
existing member leaves. The challenge is to disseminate changes in group stambéiciently,
especially in the absence of a multicast service provided by the lower Migetackle this by ex-
ploiting the mesh to propagate such information. However, this strategy is catealiby the fact
that the mesh might itself become partitioned when a member leaves. To handieeequire
that each member periodically generate a refresh message with monotonicedsing sequence
number, which is disseminated along the mesh. Each meikaeps track of the following infor-
mation for every other membérin the group: (i) member address(ii) last sequence numbay;
thati knowsk has issued; and (iilpcal timeat: wheni first received information that issuedsy;.

If memberi has not received an update from membdor T, time, then; assumes thdt is either
dead or potentially partitioned from It then initiates a set of actions to determine the existence of
a partition and repair it if present as discussed in Section 2.2.2.3.

Propagation of refresh messages from every member along the mestpoterdally be quite
expensive. Instead, we require that each member periodically exeli@nknowledge of group
membership with its neighbors in the mesh. A message from mentbex neighborj contains a
list of entries, one entry for each membethat: knows is part of the group. Each entry has the
following fields: (i) member addregs and (ii) last sequence numbsy; that: knowsk has issued.
On receiving a message from a neighpomember updates its table according to the pseudo code
presented in Figure 2.2.

We note that because each member must maintain state for all other membeiid t siagle
point of failure, Narada is not scalable to a large group size. In videadwasting applications,
the source is fundamentally a single point of failure. Thus in designing thersyfer video broad-
cast (Chapter 3), the Narada protocol is modified to maintain only a subgedup members in
exchange for better scalability and efficiency.

Given that a distance vector routing algorithm is run on top of the mesh (8&cfal), routing
update messages exchanged between neighbors can include membacsagumber information
with minimum extra overhead.

11
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Figure 2.3: A sample virtual topology

2.2.2.1 Member Join

When a member wishes to join a group, Narada assumes that the member is abkelist @f group
members by an out-of-band bootstrap mechanism. The list needs neitt@nmpkete nor accurate,
but must contain at least one currently active group member. In this,papeato not address the
issue of the bootstrap mechanism. We believe that such a mechanism is applipatific and our
protocol is able to accommodate different ways of obtaining the bootstrapiafion.

The joining member randomly selects a few group members from the list availatilarid
sends them messages requesting to be added as a neighbor. It repgmtcéss until it gets a
response from some member, when it has successfully joined the grauvinghoined, the member
then starts exchanging refresh messages with its neighbors. The methdeiscribed earlier will
ensure that the newly joined member and the rest of the group learn awbubier quickly.

2.2.2.2 Member Leave and Failure

When a member leaves a group, it notifies its neighbors, and this informatioopagated to the
rest of the group members along the mesh. In Section 2.2.4, we will desenibenbancement
to distance vector routing that requires a leaving member to continue fanggydckets for some
time to minimize transient packet loss.

We also need to consider the difficult case of abrupt failure. In sudase, dailure should be
detected locally and propagated to the rest of the group. In this papassuene a failstop failure
model [68], which means that once a member dies, it remains in that state,eafatthhat the
member is dead is detectable by other members. We explain the actions taken oerrdeath
with respect to Figure 2.3. This example depicts the mesh between group msemtlzegiven
point in time. Assume that membeér dies. Its neighbors in the mesH, G stop receiving refresh
messages fror'. Each of them independently send redundant probe messa@esteh that the
probability every probe message (or its reply) is lost is very small’ foes not respond to any
probe message, thed,andG assume&’' to be dead and propagate this information throughout the
mesh.

Every member needs to retain entries in its group membership table for dead reci@lie
erwise, it is impossible to distinguish between a refresh announcing a newenamib a refresh
announcing stale information regarding a dead member. However, deacemiafobmation can be
flushed after sufficient amount of time.

12



2.2. Narada Protocol

Let Q be a queue of nenbers for which i has stopped
recei ving sequence nunber updates for at least T,
tine. Let 7 be maxinmumtinme an entry may remain in Q

while(1l) begin
Update Q
whi | e( 'Empty(Q) and
Head(Q)is present in Qfor > T tine)

begi n
j= Dequeue(Q)
Initiate probe cycle to determne if j is dead
or to add a link to it.

end
i f( 'Empty(Q) begin
prob = e}

Wth probability prob begin
j= Dequeue(Q)
Initiate probe cycle to determne if j is dead
or to add a link to it.
end
sleep(P). // Sleep for tinme P seconds
end

Figure 2.4: Scheduling algorithm used by membter repair mesh partition

2.2.2.3 Repairing Mesh Partitions

It is possible that member failure can cause the mesh to become partitioneelxaraple, in
Figure 2.3, if membeH dies, the mesh becomes partitioned. In such a case, members must first
detect the existence of a partition, and then repair it by adding at leasirtune link to reconnect
the mesh. Members on each side of the partition stop receiving sequemt®mupdates from
members on the other side . This condition is detected by a timeout of du&tion

Each member maintains a queue of members that it has stopped receiviegcequmber
updates from for at leadt,, time. It runs a scheduling algorithm that periodically and probabilisti-
cally deletes a member from the head of the queue. The deleted member id anobi¢ is either
determined to be dead, or a link is added to it. The scheduling algorithm is atpstidat no
entry remains in the queue for more than a bounded period of time. Furtbgrrabability value
is chosen carefully so that in spite of several members simultaneously atteroptémair partition
only a small number of new links are added. The algorithm is summarized ineF2gdur

2.2.3 Improving mesh quality

The constructed mesh can be quite sub-optimal, because (i) initial neigkibotian by a member
joining the group is random given limited availability of topology information attetap; (ii)
partition repair might aggressively add edges that are essential for timembdut not useful in the
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EvaluateUtility (j) begin
utility = 0
for each menber m (m not i) begin
CL = current |atency between ¢ and m al ong nesh
NL = new | atency between i and m al ong nmesh
i f edge i-j were added
if (NL < CL) then begin
utility + = SENE
end
end
return wutility

Figure 2.5: Algorithm; uses in determining utility of adding link tH

long run; (iii) group membership may change due to dynamic join and leave(i\gnahderlying
network conditions, routing and load may vary. Narada allows for incréghémprovement of
mesh quality. Members probe each other at random and new links may ek dejaEnding on the
perceived gain inutility in doing so. Further, members continuously monitor the utility of existing
links, and drop links perceived as not useful. This dynamic adding amgpihg of links in the
mesh distinguishes Narada from other topology maintenance protocols.

The issue then is the design of a utility function that reflects mesh quality. A guaiity mesh
must ensure that the shortest path delay between any pair of memberth&ongsh is comparable
to the unicast delay between them. A membe&omputes the utility gain if a link is added to
memberj based on (i) the number of members to whjdmproves the routing delay af and (ii)
how significant this improvement in delay is. Figure 2.5 presents pseuddicatd uses to compute
the gain in utility if a link to membeyj is added. The utility can take a maximum valuepivhere
n is the number of group memberss aware of. Each membet can contribute a maximum df
to the utility, the actual contribution beings relative decrease in delay ta if the edge toj were
added.

We now present details of how Narada adds and removes links from thre mes

e Addition of links: Narada requires every member to constantly probe other members. Cur-
rently, the algorithm that we use is to conduct a probe periodically, arseome random
member each time. This algorithm could be made smarter by varying the intetwaddre
probes depending on how satisfied a member is with the performance of theasagell as
choosing whom to probe based on results of previous probes.

When a membei probes a membey, j returns toi a copy of its routing table: uses this
information to compute the expected gain in utility if a linkjts added as described in Figure
2.5. i decides to add a link tg if the expected utility gain exceeds a given threshold. The
threshold value is a function afs estimation of group size, and the current and maximum
fanout values of andj respectively. Finally; may also add a link tg if the physical delay
between them is very low and the current overlay delay between thenmigdry

e Dropping of links: Ideally, the loss in utility if a link were to be dropped must exactly
equal the gain in utility if the same link were immediately re-added. However, thisres
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EvaluateConsensusCos$f ) begin

Cost;; = nunber of nmenbers for which ¢ uses j as
next hop for forwardi ng packets.

Costj; = nunber of menbers for which j uses i as
next hop for forwardi ng packets.

return max( Cost;;, Costj;)

end

Figure 2.6: Algorithmi uses to determine consensus cost to a neigjbor

estimating the relative increase in delay to a member if a link were dropped ardiffiasit

to obtain such information. Instead, we overestimate the actual utility of a link lmpés
The cost of a link between and j in i’s perception is the number of group members for
which i usesj as next hop. Periodically, a member computescbresensus cosof its link

to every neighbor using the algorithm shown in Figure 2.6. It then picks dighhor with
lowest consensus cost and drops it if the consensus cost falls belexain threshold. The
threshold is again computed as a function of the member’s estimation of grauprsizts
current and maximum fanout. The consensus cost of a link represemisatkimum of the
cost of the link in each neighbor’s perception. Yet, it might be computedlyoas the mesh
runs a distance vector algorithm with path information.

Our heuristics for link-dropping have the following desirable properties:

e Stability: A link that Narada drops is unlikely to be added again immediately. This is eshsure
by several factors: (i) the threshold for dropping a link is less than oaleg the threshold
for adding a link; (ii) the utility of an existing link is overestimated by the cost mefiii};
dropping of links is done considering the perception that both membersrbégasding link
cost; (iv) a link with small delay is not dropped.

e Partition avoidance: We present an informal argument as to why our link dropping algorithm

does not cause a partition assuming steady state conditions and assuming tmksphee

not dropped concurrently. Assume that membdrops neighboy. This could result in at
most two partitions. Assume the sizeitf partition is.S; and the size of’s partition is.S;.
Further, assume bothand; know all members currently in the group. Then, the sun¥,of
andS; is the size of the group. ThuSost;; must be at least; andCost;; must be at least
S;, and at least one of these must exceed half the group size. As longaehiiareshold is
lower than half the group size, the edge will not be dropped.

2.2.4 Data Delivery

We have described how Narada constructs a mesh among participatipggeabers, how it keeps
it connected, and how it keeps refining the mesh. In this section we exgiaitNarada builds data
delivery tree.
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Narada runs a distance vector protocol on top of the mesh. In ordepid gne well-known
count-to-infinity problems, it employs a strategy similar to BGP [62]. Each menmndtarnly main-
tains the routing cost to every other member, but also maintains the path tretdesiech a cost.
Further, routing updates between neighbors contains both the cost tedtieation and the path
that leads to such a cost. The per-source trees used for data daligegnstructed from the reverse
shortest path between each recipient and the source, in identicalfasii'MRP [22]. A member
M that receives a packet from sourgehrough a neighbolN forwards the packet only iV is the
next hop on the shortest path fral to S. Further,M forwards the packet to all its neighbors who
useM as the next hop to reach

The routing metric used in the distance vector protocol is the latency betveggitbors. Each
endpoint of a link independently estimates the latency of the link and coulddifferent estimates.
Using the latency as a metric enables routing to adapt to dynamics in the underdymork. How-
ever, it also increases the probability of routing instability and oscillationsufrwork, we assume
that members use an exponential smoothing algorithm to measure latency.r,RtigHatency es-
timate is updated only at periodic intervals. The period length can be varieddecfif routing
stability with reactivity to changing conditions.

A consequence of running a routing algorithm for data delivery is tha¢ tteuld be packet loss
during transient conditions when member routing tables have not yetrgaaen particular, there
could be packet loss when a member leaves the group or when a link isedrégpperformance
reasons. To avoid this, data continues to be forwarded along old reutesdugh time until routing
tables converge. To achieve this, we introduce a new routing cost daledient Forward (TF)
TF is guaranteed to be larger than the cost of a path with a valid route, blleisthan infinite cost.
A memberM that leaves advertises a cost™¥ for all members for which it had a valid route.
Normal distance vector operations leads to members choosing alternateowidid not involving
M (asTFis guaranteed to be larger than the cost of any valid route). The leavingeneottinues
to forward packets until it is no longer used by any neighbor as a ngxtdweach any member, or
until a certain time period expires.

2.3 Evaluation
Our evaluation seeks to answer the following two questions:

e From the application perspective, what performance penalty does@$yatem Multicast
architecture incur as compared to IP Multicast?

e From the network perspective, what is the overhead associated witBy&beim Multicast in
constructing good overlays?

To answer these question, we compare the performance of a schenissimihating data
under the IP Multicast architectural framework, with the performanceadbus schemes for dis-
seminating data under the End System Multicast framework. We descrilgedtiezmes in Section
2.3.1 and the performance metrics we use in evaluating the schemes in Secfion 2.3

We have conducted our evaluation using both simulation and Internetimvgres. Internet
experiments help us understand how schemes for disseminating data beldswamic and un-
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predictable real-world environments, and give us an idea of the endet@erformance seen by
actual applications. On the other hand, simulations help analyze the scaljpgripes of the End

System Multicast architecture with larger group sizes. Sections 2.3.3 addp2e3ent results for
our Internet and simulation experiments.

2.3.1 Schemes Compared

We compare the following schemes for disseminating data in our simulation amddnexperi-
ments.

DVMRP. We assume that IP Multicast involves constructing classical DVMRP-liles fi22],
composed of the reverse paths from the source to each receiver.

Narada This represents a scheme that construct overlay trees in an informegmiaraking
use of network metrics like bandwidth and latency. It is indicative of theoperdnce one
may expect with an End System Multicast architecture, though an alterrattecor may
potentially result in better performance.

Random This represents a naive scheme that constructs random but cahBeeteSystem
Multicast overlays.

Naive UnicastHere, the source simultaneously unicasts data from the source to alemsce
Thus, in a group of siza, the source must semd1 duplicate copies of the same data, with
Naive Unicast

2.3.2 Performance Metrics

To facilitate our comparison, we use several metrics that capture bothatapiiand network level
performance.

e Latency This metric measures the end-to-end delay from the source to the msceaigeseen

by the application. We also defifelative Delay Penalty (RDPyvhich is a measure of the
increase in delay that applications perceive while using Narada. RDRatfoaof the delay
between two members along the overlay to the unicast delay between them.Nd&ives
Unicast has an RDP df, and DVMRP also has an RDP bf assuming symmetric routing.

BandwidthThis metric measures the application level throughput at the receiver.

StressVe refer to the number of identical copies of a packet carried by a iysik as the
stress of a physical linkFor example, in Figure 2.1, link1 — R2 has a stress of 1 and link

A — Rl has a stress . In general, we would like to keep the stress on all links as low as
possible.

We also define th&Vorst Case Streswmetric to measure the effectiveness of Narada in dis-
tributing network load across physical links. Worse case stress is defimeax’_; s;, where

L is the number of physical links used in transmission anis the stress. DVMRP has a
worse case stress of On the other hand, Naive Unicast has a worse case stressvbkre

r is the number of receivers.
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e Resource UsageNe define resource usageE§L:1 d; * s;, where,L is the number of links
active in data transmissiot; is the delay of linki ands; is the stress of link. The resource
usage is a metric of the network resources consumed in the process afetiagay to all
receivers. Implicit here is the assumption that links with higher delay tend &s$eciated
with higher cost. For example in Figure 2.1, the resource usa&tjefa the overlay tree and
29 for one possible DVMRP tree. We then compute Mamalized Resource Usage (NRU)
of a scheme as the ratio of the resource usage with that scheme relativededbice usage
with DVMRP.

Latency and bandwidth are application level performance metrics, whil¢halt metrics mea-
sure network costs. Not all applications care about both latency ardividth. Our evaluation
thus considers the needs of applications with more stringent requiremecisa@svideo broadcast-
ing), which require both high bandwidth and low latencies. An architectatecdn support such
applications well can potentially also support applications that care abteuicia or bandwidth
alone.

2.3.3 Internet Experiments

Our Internet experiments are conducted on a wide-area test-bed afsi8lbocated at university
sites in the U.S. and Canada. The varying nature of Internet perfoamafigences the relative
results of experiments done at different times. Ideally, we should testtedhses for disseminating
data concurrently, so that they may observe the exact same networikiaosid However, this is
not possible, as the simultaneously operating schemes would interfere wlitto#eer. Therefore,
we adopt the following strategy: (i) we interleave experiments with the vapooi®col schemes
that we compare to eliminate biases due to changes that occur at shorteraiess aod (ii) we run
the same experiment at different times of the day to eliminate biases due taeshhagoccur at
a longer time scale. We aggregate the results obtained from several atiatle been conducted
over a two week period.

Every individual experiment is conducted in the following fashion. Initiadly, nembers join
the group at approximately the same time. The source multicasts data at a toststamd after
four minutes, bandwidth and round-trip time measurements are collectedeaefiment lasts for
20 minutes. We adopt the above set-up for all schemes, eSaeptential Unicastin Sequential
Unicast we unicast data from the source to each receiver for two minutes ireseguThe source
host, located at UCSB, is sending at a CBR traffic of 1.2 Mbps.

We begin by presenting our experimental methodology. We then preseitisrin a typical ex-
periment run in Section 2.3.3.1. Section 2.3.3.2 compare various schemesstnucting overlays
with regard to application level performance and network cost. We als@dttite performance of
Narada under different source rates and host sets. These resyltesented in [18].

2.3.3.1 Results with a Typical Run

The results in this section give us an idea of the dynamic nature of ovenfesgraotion, and how
the quality of the overlay varies with time.
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Figure 2.7: Mean Bandwidth averaged over alFigure 2.8: Mean RTT averaged over all re-
receivers as a function of time. ceivers as a function of time.

Figure 2.7 plots the mean bandwidth seen by a receiver, averaged atlrosceivers, as a
function of time. Each vertical line denotes a change in the overlay treedaahrce UCSB. We
observe that it takes about 150 seconds for the overlay to improvégithg hosts to start receiving
good bandwidth. After about 150 seconds, and for most of the sesgsiorthis time on, the mean
bandwidth observed by a receiver is practically the source rate. Thiated that all receivers get
nearly the full source rate throughout the session.

Figure 2.8 plots the mean RTT to a receiver, averaged across alleesaiw a function of time.
The mean RTT is about 100 ms after about 150 seconds, and remainghewehis value almost
throughout the session. We have also evaluated how the RTTs to indikédea/ers vary during a
session and results are presented in [18]. For all receivers, d%m08the RTT estimates are less
than 200 ms, while over 98% of the RTT estimates are less than 400 ms.

Figures 2.7 and 2.8 also highlight two key performance concerns withrdslara

e Long startup time When members first join the group, they do not know any network in-
formation. Thus the initial overlay is likely a random mesh with suboptimal perdoice in
bandwidth and RTT.

e Performance degradation due to network conditiokge note that there is a visible dip in
bandwidth, and a sharp peak in RTT at around 460 seconds. An enallysir logs indicates
that this was because of congestion on a link in the overlay tree. The pi®dhle to adapt
by making a set of topology changes, as indicated by the vertical lines immgdddiewving
the dip, and recovers in about 40 seconds.

These performance concerns have since been addressed byatsexrrésearchers. To improve
long startup time, we have investigated probing heuristics to select goodoesgiuickly [52]. Our
finding is that light-weight RTT probing is effective in predicting bandwidthus by incorporating
RTT probing, the protocol can shorten the startup time to less than 20 s=oo®d% of the joining
members with similar group size.

There are several research works that aim to reduce the impact afrket@ngestion and group
dynamics on application performance. For example, [53, 11] use multiple didjpiath increase
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data resiliency. [5] actively buffers and repairs data packets froer atlembers when the overlay
structure is in transient. In Chapter 3, we use multiple video bitrates and pedriiizwarding to
cope with transient performance degradation.

Given the startup time we observe here, we gather bandwidth and RTT staéiftéc four
minutes for the rest of our experiments.

2.3.3.2 Comparision with Other Schemes

We present the results that compare the bandwidth and latency perf@imfararious schemes for
disseminating data on the Internet. In evaluating the performance of vathesnes, we are not
just interested in how each receiver perform for individual runsaveemore interested in how an
overlay tree perform as a whole. Therefore, we introduce the noti@rafk that captures the
performance of an overlay tree as a whole.

Let us consider how we summarize an experiment with regard to a particutéc siech as
bandwidth or latency. For a set ofreceivers, we sort the average metric value of the various
receivers in ascending order, and assigarik to each receiver fror to n. The worst-performing
receiver is assigned a rank bfand the best-performing receiver is assigned a ramk Bbr every
rankr, we gather the results for the receiver with ranicross all experiments, and compute the
mean. Note that the receiver corresponding to a ractuld vary from experiment to experiment.
For example, the result for rarkrepresents the performance that the worst performing receiver
would receive on average in any experiment.

Figure 2.9 plots the mean bandwidth against rank for three differentreeheEach curve cor-
responds to one scheme, and each point in the curve correspondsnedhnebandwidth that a
machine of that rank receives with a particular scheme, averagedksatosns. The error-bars
show the standard deviation. Thus they do not indicate confidence in the radfzer they imply
the degree of variability in performance that a particular scheme for cmtisty overlays may in-
volve. For example, the worst-performing machine (rank 1) withRaedomscheme receives a
bandwidth of a little lower than 600Kbps on average. We use the same wagsgfting data in all
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Schemes NRU
DVMRP 1.00
Naive Unicast| 2.62
Random 2.24
Narada 1.49

Table 2.1: Average normalized resource usage of different schemes

our comparison results.

We wish to make several observations. First, $eguential Unicasturve indicates that all but
one machine get close to the source rate, as indicated by one of the top iihes dip at rank
1. SecondNaradais comparable t&equential Unicastlt is able to ensure that even the worst-
performing machine in any run receives 1150 Kbps on average. [uitthesults in consistently
good performance, as indicated by the small standard deviations. tighgsNaradaresults in
much better performance for the worst-performing machine as compa&shtential Unicastit
turns out this is because of the existence of pathologies in Internet routihgs been observed
that Internet routing is sub-optimal and there often exists alternate pathedreend system that
have better bandwidth and latency properties than the default path§ [6i, theRandonscheme
is sub-optimal in bandwidth. On average, the worst-performing machine vatRahdomscheme
(rank 1) gets a mean bandwidth of about 600Kbps. Further, the peafare ofRandomcan be
quite variable as indicated by the large standard deviation. We believe thabthiperformance
with Randomis because of the inherent variability in Internet path characteristics,isvelatively
well connected settings.

Figure 2.10 plots mean RTT against rank for the same set of experimenss, the RTT of
the unicast paths from the source to the recipients can be up to about 15 rimglicated by
the lowest line corresponding ®equential Unicast Second Naradais good at optimizing the
overlay for delay. The worst machine in any run has an RTT of aboitmi$ on average. Third,
Randomperforms considerably worse with an RTT of about 350 ms for the worshima on
averageRandontan have poor latencies because of suboptimal overlay topologies thatvoke
criss-crossing the continent. In additidRandomis unable to avoid delays related to congestion,
particularly near the participating end hosts.

Table 2.1 compares the mean normalized resource usage (Section 2.3.2)ovktlay trees
produced by the various schemes. The values are normalized with résbe resource usage
with DVMRP. Thus, we would like the normalized resource usage to be as asadissible, with a
value of1.00 representing an overlay tree that has the same resource usage adFOVAM&lacan
resultin trees that make about 50% more use of resource SWBIRP. FurtherNaive Unicastrees
which have all recipients rooted at the source, and schemes sidnadsnmthat do not explicitly
exploit network information have a high resource usage.

2.3.4 Simulation Results

In this section, we study the performance issues using simulation experiménksve investigated
the effects of the following factors: (i) group size, (ii) fanout rang#é) {opology model; (iv)
topology size.

The curves are slightly offset from each other for clarity of presentatio
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Fanout Range

With Narada, each member in the data delivery tree has a degree that midgiya configured
based on the available bandwidth near a member. If a member has too mangrghitis could
result in congestion near the member and a decrease in the available bandveiditia can adapt
dynamically to such a situation by detecting the fall in bandwidth and having ehilthove away.
However, given that our simulator does not consider Internet dynamvigsnodel the impact of
this artificially by imposing restrictions on the degree. We do this using a paracated the
fanout range The fanout range of a member is the minimum and maximum number of neighbors
each member strives to maintain in the mesh. An increase of the fanout ragelecrease mesh
diameter and result in better delay performance. However, it could pdbgngisult in higher stress
on links near members. We vary the fanout range frath— 4 > to < 8 —16 > and study the
performance impact.

Topology Model and Topology Size

We used three different models to generate backbone topologies fsinmuiation. For each model
of the backbone, we modeled members as being attached directly to the hadkpology. Each
member was attached to a random router, and was assigned a randomfdelayms.

¢ Waxman:The model considers a setwfvertices on a square in the plane and places an edge

between two points with a probability @feﬂ:_dL, where,d is the distance between vertices ,
L is the length of the longest possible edge arahd§ are parameters. We use the Georgia
Tech. [84] random graph generators to generate topologies of thid.mode

e Mapnet:Backbone connectivity and delay are modeled after actual ISP bae&ibloat could
span multiple continents. Connectivity information is obtained from the CAIDAphd
project database [28]. Link delays are assigned based on geamagistance between
nodes.

e Automous System map (ASMaBpackbone connectivity information is modeled after inter-
domain Internet connectivity. This information is collected by a route sdrear BGP rout-
ing tables of multiple geographically distributed routers with BGP connectionsetsdtver
[27]. This data has been analyzed in [24] and has been shown to saitsiyn power laws.
Random link delays o8 — 12 ms was assigned to each physical link.

In our simulations, we used backbone topology sizes consisting ofiliiyanembers and mul-
ticast groups of up t@56 members. The fanout range of a member is the minimum and maximum
number of neighbors each member strives to maintain in the mesh. An incfehedanout range
could decrease mesh diameter and result in lower delay penalties. Howearld potentially
result in higher stress on links near members.

In addition, we identify network routing policy and group distribution as fectiat could
impact Narada’s performance but do not investigate these in this papeting policy could be
significant because in the event that routing is not based on shorthsspae pairs of members
could have an RDP of less than 1 with Narada. Group distribution is imporsaptesence of
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clusters in groups could improve Narada’s performance compared tstinichis is because Narada
could minimize the number of copies of a packet that enter a cluster via costéerclaster links
and distribute them along cheaper intra-cluster links.

Simulation Setup

Our simulation experiments are conducted using a locally written, packet-ésreglt-based simula-
tor. The simulator assumes shortest delay routing between any two membesimulator models
the propagation delay of physical links but does not model bandwiddyeajog delay and packet
losses. This was done to make our simulations more scalable.

All experiments we report here are conducted in the following manner.ed fiiximber of mem-
bers join the group in the first 100 seconds of the simulation in random segué& member that
joins is assumed to contain a list of all members that joined the group previdditdy.100 seconds,
there is no further change in group membership. One sender is chaserai to multicast data
at a constant rate. We allow the simulation to run for 40 minutes. In all expetsmesighbors
exchanges routing messages every 30 seconds. Each member prelrasadom group member
every 10 seconds to evaluate performance.

2.3.4.1 Results From a Typical Experiment

This section presents results from a single typical experiment. The resailtgpécal in the sense
they capture some of the key invariants in the performance of Naradasaaliauns. In the ex-
periment, we used a topology generated by the Waxman model consistingdofiodes and145
links. We used a group size 28 members, and each member had a fanout range3es>.

Figure 2.11 plots the cumulative distribution of RDP at different time instanggsgithe sim-
ulation. The horizontal axis represents a given value of RDP and thiealeaxis represents the
percentage of pairs of group members for which the RDP was less tharaliés ¥ach curve cor-
responds to the cumulative distribution at a particular time instance. It mighbthapat at a given

23



Chapter 2. End System Multicast

160 T T T T T T T 400

140 ¢ 350 Cre e e e

120 300 -
80 200

60 150 -

Overlay Delay (in ms)

40 - 100

20 50

Cumulative # of Changes to Topology

0 10 20 P%?/sical [;?Iay (in fnos) 00 7 80 0 ° 10 Siml}e?ltion Tirznoe (in Mian:Jtes) %0 % 40
Figure 2.13: Overlay delay vs. physical delayFigure 2.14: Cumulative number of virtual
Each point denotes the existence of a pair dinks added and removed vs. time

members with a given physical delay and over-

lay delay

time, some members have not yet learned of the existence of some other memtb@rsot have
routes to others. Thu$,minute after the last join, approximatel9% of pairs do not have routes to
each other, indicated by the lower curve. All pairs have routes to eaehthinutes after the last
join. As time increases, the curve moves to the left, indicating the RDP is redsdée quality of
the overlay improves.

When the system stabilizes, ab®t% of pairs of members have RDP less thanHowever,
there exist a few pairs of members with high RDP. This tail can be explainadRigure 2.12. Each
dot in this figure indicates the existence of a pair of members with a given RDPBtgysical delay.
We observe that all pairs of members with high RDP have very small phygtats. Such members
are so close to each other in the physical network that even a slightlydubabconfiguration leads
to a high delay penalty. However, the delay between them along the ovenay tiso high. This
can be seen from Figure 2.13, where each point represents the egisfeanpair of members with
a given overlay delay and a given physical delay. It may be verifigditleadelay between all pairs
of members along the overlay is at m@gdms, while the physical delay can be as highrasns.

In future experiments, we summarize RDP results of an experiment [30tipercentile RDP
value. We believe this is an appropriate method of summarizing results be¢guses an upper
bound on the RDP observed By% of pairs of members; (ii) for pairs of members with a RDP value
higher than th®0 percentilethe overlay delay is small as discussed in the previous paragraph; and
(iii) it is fairly insensitive to particular experiment parameters, unlike the omittiéd ta

Figure 2.14 plots the cumulative number of virtual links added and remowedtfre mesh as a
function of simulation time. We observe that most of the changes happen withfingh4 minutes
of the simulation. This is consistent with the behavior seen in Figure 2.11 aiwdtes that the
mesh quickly stabilizes into a good structure.

We study the variation of physical link stress under Narada and compareghlts we obtain
for a typical run with physical stress under DVMRP and naive unicaBigare 2.15. One of the
members is picked as source at random, and we evaluate the stress phgsichl link. Here, the
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horizontal axis represents stress and the vertical axis representsnifieenof physical links with

a given stress. The stress of any physical link is at mdst DVMRP, indicated by a solitary dot.
Under both naive unicast and Narada, most links have a small stresds tnily to be expected.
However, the significance lies in the tail of the plots. Under naive unicast]ink has a stress of
127 and quite a few links have a stress abdge This is unsurprising considering that links near
the source are likely to experience high stress. Narada however disgrithe stress more evenly
across physical links, and no physical link has a stress large®thafhile this is high compared to
DVMRP, it is a 14-fold improvement over naive unicast.

2.3.4.2 Impact of factors on performance

We are interested in studying variation in Narada’'s performance duelimétwe following factors:

(i) topology model; (ii) topology size; (iii) group size; and (iv) fanout gan Keeping other factors
fixed at the default, we study the influence of each individual factor aratie’s performance.
By default, we used a Waxman topology with24 nodes and145 links, a group size ofi28

and a fanout range of3-6> for all group members. For all results in this section, we compute
each data point by conductiry independent simulation experiments and we plot the mean with
95% confidence intervals. Due to space constraints, we present plots ofeskéxperiments and
summarize results of other experiments.

Topology Model and Group Size

We used a Waxman topology consistingl6R4 routers and145 links, an ASMap topology con-
sisting 0f1024 routers and037 links and a Mapnet topology consisting 170 routers and170
links.

Figure 2.16 plots the variation of th¥ percentile RDP with group size for three topologies.
Each curve corresponds to one topology. All the curves are closekoather indicating that the
RDP is not sensitive to the choice of the topology model. For all topologiedaralgroup size
of 128 members, th@0 percentile RDP is less thah For each topology, th80 percentile RDP
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increases with group size. This is because an increase of group Sigts ia an increase of mesh
diameter and hence an increase of RDP.

Figure 2.17 plots the variation of worst case physical link stress agaiosp gize for three
topologies. Each curve corresponds to one topology. We observihéhatirves are close to each
other for small group sizes but seem to diverge for larger group.sagher, for all topologies,
worst case stress increases with group size. Thus, for a groupfdsiZe mean worst case stress
is about5 — 7 across the three topologies, while for a group siz@5#, it is about8 — 14. We
believe this increase of stress with group size is an artifact of the small gipslm a simulation
environment relative to the actual Internet backbone. We analyze thitail oh Section 2.3.5.

Figure 2.18 plots the normalized resource usage (NRU) against groeifosithe Waxman
model alone. The lower and upper curves correspond to Naradaracaekurespectively. First,
Narada consumes less network resources than naive unicast, anddmsigtent for all group sizes.
For a group size 028, the NRU for Narada is about8 and2.2 for naive unicast. Second, NRU
increases with group size. While these results imply a n€afly savings of network resources, we
believe that the savings could be even more significant if members are etlisté#e have repeated
this study with the Mapnet and ASMap topologies and observe similar trendsllFopologies,
the NRU is at most.8 for a group size of 28.

Topology Size

For each topology model, we generate topologies of sizes varying frout &% nodes to about
1070 nodes and evaluate the impact on Narada’s performance. Figure 2t&h#oworst case
physical link stress against topology size for each topology model. Aaibsopology models, we
observe that the worst case stress increases with decrease in topiakagyhile the same general
trend is observed for all topology models, it seems more pronounceddrm@dh. We analyze the
significance of this result in Section 2.3.5.

We have also studied the effect of topology size on RDP and NRU. Aatbisgpology models,
RDP appears largely unaffected by topology size, while NRU decradiieincrease in topology
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size. We omit the plots due to space constraint.

Fanout Range

So far, we have assumed that each member strives to mai86x> neighbors in the mesh. We
have investigated the effect of variation of fanout range on Nargoa®rmance. In summary,
when the fanout range increases, mesh diameter decreases anarstlieks close to members
increases. Consequently, RDP decreases while worst case stresséxc For a group dP8
members, as fanout range increases froPrd> to <8-16>, the90 percentile RDP decreases from
about5.5 to 2 while the worst case physical stress increases from abtmut5.

2.3.5 Results Summary

Overall our results suggest that End System Multicast is a promising artthigdor enabling group

communication applications on the Internet.

e Bandwidth and latencyOur Internet results demonstrate that End System Multicast can in-

deed meet the bandwidth requirements of applications while at the same timeirag togw
latencies. In Internet experiments, all hosts sustain 8% of the source rate while seeing

latencies lower thaf0ms. Our simulation results indicate that RDP is low across a range of

topology models. For example, for a group sizd @fthe 90 percentile RDP is less than 2.5.
Even for group sizes df28 members, the 90 percentile RDP is less than

e StressAcross a range of topology models, Narada results in a low worst t@ss $or small
group sizes. For example, for a group sizel 6f the worst case stress is abautWhile for
larger group sizes, worst case stress may be higher, it is still much loarmthicast. For
example, for a group of28 members, Narada reduces worst case stress by a factdr of

compared to unicast.
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We hypothesize that worst case stress on the Internet is lower thainsaemulations. The
largest topologies that we use in our simulations (around 1000 nodest)lbpeders of mag-
nitude smaller than the Internet. Consequently, the ratio of the group sizediogysize,
which we termdensity is much higher in simulations than in actual practice. Our simulations
indicate that higher group density results in higher worst case link sfrasscan be deduced
from Figures 2.17 and 2.19, where we observe that the worst cass isiceeases with group
size and decreases with topology size. We hypothesize that an incregreeiindensity in-
creases the probability that an internal physical link could be shared tiphlawncorrelated
virtual links. The links are uncorrelated in the sense that they conndttalipairs of end
systems. This could increase worst case stress with Narada becaaska Maonly able to
regulate fanout of members and consequently can only control stréiskohear member
and not stress of internal physical links. For the range of group sirensider, we expect
that the density ratio is much lower on the Internet and thus we expect lowestigss.

e Resource usageOur Internet results demonstrate that Narada may incur a resourge usa
that is abouBB0 — 50% higher than with DVMRP, while it can improve resource usage by
30 — 45% compared to naive unicast. Again, our simulation results are consistent with o
Internet results, and indicate that the performance with respect to this isejaod even for
medium sized groups. The resource usage is abbut 55% higher than with DVMRP for
group sizes of 6 members, and about a factor of two higher for group sizd2®fmembers.
Further, we believe that the performance in resource usage may bbeattenif we consider
clustered group members.

2.4 Related Works

Parallel to our End System Multicast work, Yoid [29], Scattercast [aA§ Overcast [36] share the
same motivation to move multicast functionality from routers to end systems. Warareg the
first to build a working protocol and conduct detailed evaluation in simulatichliaternet testbeds
to study the feasibility of this architecture.

Despite the common motivation, these projects approach the new architettudéfigrent as-
sumptions about the end systems. Yoid emphasizes end systems as useesretdhie application
endpoint, while Scattercast and Overcast argues that end systenit sb@art of the network in-
frastructure. In our view, end systems are generic entitities located aetlge™ of the network,
and both instantiations of end systems have merit. In Section 2.6, we discusmtheteristics and
performance implications of different instantiations of the end systems.

As the research community has begun to acknowledge the importance tdyoliased ar-
chitectures, many excellent research works have proposed nevigieeltio improve theverlay
multicast protocols In the following we categorize them by the structure in which the protocols
construct. Note that we have leveraged some of these techniques to build#geast system and
the incentive mechanism, described in Chapter 3 and Chapter 4.

e Single Tree StructureProtocols like Yoid [29], BTP [32] and Overcast [36] construct $ree
directly - that is, members explicitly select their parents from among the memlatrhéy
know, and data is sent along the tree to the children iteratively. Overegstddor reliable
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single-sourcamulticast applications, where real-time data delivery is not an objectives Thu
the tree is optimized for good bandwidth from the source to each recbivenot necessary
low latency. Yoid supportmultiple sourceapplications, and constructs a single shared tree
for all sources.

e Routing over a Sparse MesBcattercast [14] proposes a self-organizing protocol called Gos-
samer. Gossamer is similar to Narada in that it construct trees in a two-stegsprahey
first construct efficient meshes among participating members, and in tbedsstep con-
struct spanning trees of the mesh using well known routing algorithms. &hdiference is
that Gossamer relies on centralized rendezvous points for repairingpaggion. Although
this assumption significantly simplifies the partition recovery mechanisms in Gosghme
members of the mesh could become partitioned from each other in the evainudd bf all
rendezvous points.

Our choice of a mesh-based approach has been motivated by the nepdda snulti-source
applications, such as video conferencing. Since video broadcasbia sisgle source appli-
cation, we have taken ideas from Overcast, and modified the Narad@grtiaonstruct a
tree directly. The details are presented in 3.2.1.

e DHT and Logical StructuresDelaunay Triangulations [43], CAN [60], Bayuex [85], and
Scribe [12] assign logical addresses to members from an abstradirwaterspace, and neigh-
bor mappings are based on these logical addresses. For example,SSiyNsaogical ad-
dresses from cartesian coordinates on an n-dimensional torus.ggigha points to a plane
and determines neighbor mappings corresponding to the Delaunay trigmigwathe set
of points. Thus, multicast routing within this logical space is implicitly definedirgathe
overhead of maintaining the routing states. The key benefit is that the pl®tmale better
to larger group sizes. However, in contrast these protocols imposeotesighbor relation-
ships that are dictated by logical addresses assigned to hosts rathpetf@mance. This
may involve a performance penalty in constructed overlays and could catgptiealing with
dynamic metrics such as available bandwidth.

e Hierarchy and Clustering Nice [4] and Kudos [35] achieve better scaling properties than
Narada by organizing members into hierarchies of clusters. Kudos uotsst two level
hierarchy with a Narada like protocol at each level of the hierarch@B\tonstructs a multi-
level hierarchy, and does not involve use of a traditional routing pobto& concern with
hierarchy-based approaches is that they complicate group managentenge to rely on
external nodes to simplify failure recovery.

e Multiple Disjoint Trees CoopNet [53] and SplitStream [11] improve data resiliency by send-
ing data along multiple disjoint trees. So even if a subset of the hosts fail, rostst\will still
receive some portion of the data. Such a technique can be combined witipaafe data
encodings to improve application performance. For example, applicationeseaerasure
coding for bulk data transfer [7], or multiple description codec for stregmiedia [50]. In
Chapter 4, we leverage this technique to incorporate the incentive semdate nultiple
disjoint trees protocol.
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e Centralized Structure Maintenaricé/hile Narada advocates for self-organization on an over-
lay network, ALMI[56] and CoopNet [53] propose to construct da&es in a centralized fash-
ion. In ALMI, end systems periodically report network performance tess®n controller.
The session controller computes a minimum spanning tree and informs thé-plaitdela-
tionship to end systems.

The MBone [10] and 6Bone [37] are popular existing examples of oyed#works. However,
these are statically configured in a manual and ad-hoc fashion. Naratlee other hand, strives for
a self-configuring and efficient overlay network. Internet routingig@eols are self-configuring. The
most striking difference between Narada and standard routing proiedbkst while the latter work
on a fixed physical topology, Narada alters the very topology over wihichutes data. Routing
protocols merely route around a link that has failed and have no notiomainig adding or drop-
ping of links. Narada might dynamically add links to ensure connectivity olitigal topology,
and drop links it perceives as not useful.

Self-configuration has been proposed in other contexts. AMRoutd¢8jsfor robust IP Multi-
cast in mobile ad-hoc networks by exploiting user-multicast trees. Seediedile IP Multicast pro-
tocols [42, 44, 83] involve group members self-organizing into structinegshelp in data recovery.
Adaptive Web Caching [48] is a self-organizing cache hierarchy.KBydeature that distinguishes
Narada from these protocols is that Narada does not assume a nativastuttedium - AMRoute
assumes a native wireless broadcast channel, while all other protesolna the existence of IP
Multicast. Self-configuration in the absence of such a native multicast medianmuch harder
problem.

2.5 Summary

We have made two contributions in this chapter. First, we have shown thainfalf and medium
sized multicast groups, it is feasible to use an end system overlay appmefficiently support
all multicast related functionality including membership management and pagiitation. The
shifting of multicast support from routers to end systems, while introducimgesperformance
penalties, has the potential to address most problems associated with IP 8dultieshave shown,
with both simulation and Internet experiments, that the performance penatiésnain the case
of small and medium sized groups. We believe that the potential benefitiefdrang multicast
functionality from end systems to routers significantly outweigh the perfocepanalty incurred.
Second, we have proposed one of the first self-organizing andngaiéving protocols that
constructs an overlay network on top of a dynamic, unpredictable anhbgeteous Internet envi-
ronment without relying on a native multicast medium. We also believe this is amerigshworks
that attempts to systematically evaluate the performance of a self-organizrigyonetwork proto-
col and the tradeoffs in using overlay networks. Further, we believdltbdechniques and insights
developed in this chapter are applicable to overlay networks in contextstb#memulticast.
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This Dissertation
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S . Applicati
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Spectrum of End Systems

Figure 2.20: A spectrum of end systems on the Internet. This dissertaiporex one of the
spectrum where end systems are user machine.

2.6 Discussion: What is an End System?

End System Multicast advocates for an architecture where data replisatoid be performed not
by the routers, but by the end systems. Bidiat is an end system® turns out there is a wide
spectrum of end systems on the Internet as shown in Figure 2.20, arfibibe of end systems can
have significant implication on the characteristics and performance of thigesture.

This dissertation explores one end of the spectrum, where end systethe arger machines
who participate in the broadcast. We call this #mplication endpoingrchitecture instantiation.
The literature also refers to this architecture gear-to-peefP2P) architecture. We use these two
terms interchangeably in this dissertation.

In the following we review two other common types of end systems and theiectep archi-
tecture instantiations. The end systems differ byitieentivein participating in the system, the
persistencyn staying in the system, how well they geovisionedin network bandwidth, and the
degree osharingamong different multicast groups. We discuss the tradeoff and justifgtmice
of the architecture instantiation.

2.6.1 End Systems as Infrastructure Nodes

The other end of the spectrum is tirastructure-basedrchitecture instantiation. In this archi-
tecture instantiation, end systems consist of highly provisioned and higailable infrastructure
nodes. These infrastructure nodes run the End System Multicast prratod offer multicast as
an application-level service to thadients In our application, clients are viewers (or application
endpoints) who want to receive the video broadcast. The clients attatisehes to nearby in-
frastructure nodes and receive data using plain unicast (or periteggglomain LAN Multicast, or
another level of application multicast).

This architecture instantiation has been adopted by third-party valuetaddeice providers
such as Akamai [2] and Real Broadcast Networks [61]. There any mdvantages in this architec-
ture instantiations:

e Better PerformanceThe infrastructure-based architecture can likely deliver better multicast
performance than an application endpoint architecture for two reas@nsnfrastructure
nodes arepersistent This helps to avoid the transient data loss associated with ancestor
nodes failure or leaving the group. (ii) Infrastructure nodesvest-provisionedwith high
and stable bandwidth. This helps to avoid performance loss due to netagkstion near
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the parent nodes. On the other hand, an application endpoint archetectist cope with
performance loss due to group dynamics and network congestion.

e Simpler Protocal Because the infrastructure nodes are persistent and well-prowvisitiree
overlay protocol issimpler to construcand canscale to larger group sizeln fact, earlier
version of the Akamai system constructs a static overlay because the amdeery stable.
Moreover, the structure can sustain high fanout because eachrinftase node can support
a large number of clients simultaneously. This greatly reduce the numbede$ o manage
when group size is large. An smaller overlay structure is easier to maintaiontrast, peers
in application endpoint architecture have limited bandwidth and short joirtidoraThis
results in a dynamic overlay structure that grows with group size, which i miidfecult to
maintain in a distributed fashion.

¢ Inherently Cooperative Infrastructure nodes are inherently cooperative in participating in
the broadcast system because they owned by a central entity. Howeees in application
endpoint architecture may not. With the prevalence of free-riding [1pnted in peer-to-
peer file sharing applications, it is not clear whether peers in the videalbast applications
would be cooperative in contributing bandwidth. Chapter 4 is devoted t@sslthis issue.

e More Securelnfrastructure nodes are typically centrally managed and the servigplis-e
itly invoked, thus they are easier to secure. On the other hand, peerglicasipn endpoint
architecture may be malicious or non-cooperative. For example, maliciales mould dis-
rupt the consistency of the distributed structure by sending bogus tdateg and they could
disrupt the data path of a large subset of nodes by selectively attackimgglicating nodes
close to the source.

Despite the potential benefits with infrastructure-based architecture, ihecaorern is cost.

e Cost The service provider incurs cost when the infrastructure nodeglitaine broadcast
data. This is unavoidable as they must replicate data among themselvesnandata to
clients. Moreover, the cost will increase with more viewers tuning in thedwast. This cost
must beexplicitly paid forby some entities, such as the publisher, the viewers, or another
third-party such as advertisers. For many broadcast events, theraanbhg an entity who
wants to explicitly pay for this cost of replication.

In the application endpoint architecture, the replication cogh@icitly sharedamong the
peers. Most peers pay a flat-rate fee for a fixed bandwidth pipe totdwmét, which includes
both upstream and downstream bandwidth. By replicating data in peerar¢hitecture im-
plicitly delegates the replication cost to individual peers. This cost sharaigaself-scaling
peers expect to replicate a fixed amount data regardless of grouasittes bandwidth re-
source increases proportionally with more peers in the system. The inb&risltaring model
nicely matches the incentive for both the publishers and the viewers. Byaliglg the task
of replication to the peers, publishers can avoid costly bandwidth prouigjda support a
large number of viewers. The peers have an incentive to help the puliliseechange for
enjoying the video that might otherwise not be available.
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We believe that application endpoint is the most suitable architecture for jbetigb of this
dissertation: to provide broadcasting asanmodityservice. The lowered cost justifies the potential
tradeoff with worse performance, higher complexity, and degradeatisecHowever, we believe
this architecture instantiation it suitable for all circumstances. In particular, infrastructure-based
solution fits well with publishers who demand high performance and security.

Our deployment experience in Chapter 3 is a testimony of this architectusmtfaiihe reason
why we can successfully deploy the service within several months is betiaere is no “cost” (i.e.
money) for either the publisher or the viewers. However, we have tceaddnany of the issues
inherited to this architecture. Our experience indicates that with cargjiiegring of the protocol,
performance is acceptable in the presence of group and network dymavidceover in Chapter 4,
we address the issue of collaboration by providing an incentive mechaniahaseércompatible with
both the publisher and the viewers. Security is one outstanding challenpeweenot addressed,
and we discuss this in the future work section (Section 5.3).

2.6.2 End Systems as Voluntary Waypoints

There is a trend of increasing altruism on the Internet. People with idle nesgyusuch as band-
width, CPU, and storage, sometimes donate thenteuaevoluntarily. Large-scale, voluntary con-
tribution of resource has been observed in many (peer-to-peerjsg;ssach as SETI@home [70]
and PlanetLab [58]. We argue that broadcast applications “naturaityj®out altruism in people.
Live broadcast is typically associated with a specific event people bard.aFor example, for the
application example we sketched above, a broadcaster of a seminansayiesquest members of
its community in various universities to join the broadcast and leave their macbmeWe call
such hostsvaypoints These waypoints hosts have characteristics similar to infrastructure:node
well-provisioned and stable. Application end-point architectures cacefirly leverage the re-
sources of waypoints. In the absence of waypoints, the system psquédformance comparable to
a purely application end-point based solution: in the presence of wagptiie performance can be
enhanced.

Our system described in Chapter 3 can gracefully leverage these walipsts. The system is
transparentin a sense that it makes no distinction between waypoints and normal applieaten
points. Waypoints may join and leave the system, like any participating host.udovperformance
may be improved if waypoint is explicitly considered when constructing thdayeFor example,
they should be placed closer to the source host as they are more stabénausdtain higher fanout.
This is beyond the scope of this dissertation. For some real broadesds ewe use the PlanetLab
hosts as transparent waypoints to ensure the success of the deployment.
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Chapter 3

Broadcast System

The process of this dissertation research is like a building a house. Iféh®ps chapter is about
drawing an architecture blueprint and creating a model house, then #ptecls about building the
actual house, inviting people to live in there, and learning the design implidayiobserving how
the occupants interact with the house.

To validate the End System Multicast architecture proposed in ChaptertZaweamplemented
and deployed a video broadcast system, where data replication isrpedarompletely by the
viewers. To date, the system has been in operation since August 200a@s lbeen used to suc-
cessfully broadcast many events including academic conferencesasud@M SIGCOMM and
SOSP, DARPA Unmanned Vehicle Grand Challenge, CMU Commencement, abldST\ Dis-
tinguished Lectures. These broadcasts have reached thousanslsr®iruhome, academic and
commercial environments, spread over four continents [16]. The deglioyexperiment has been
insightful. It demonstrates the great potential of using the application émntdgahitecture to pro-
vide cost-effective video streaming over the Internet. Moreover, thereence has led us to identify
first-order issues that are guiding our research and are of importaes overlay multicast pro-
tocol or system.

This chapter presents the details of the system implementation and the pederreanlts.
Section 3.1 presents an overview of the system design. Section 3.2 rtviddetail descriptions
of each component in the design. Section 3.3, 3.4, and 3.5 present tlogrdept experience,
analysis methodology, and performance analysis of our system. Sectigme3énts key design
lessons learned from the experience.

3.1 System Design Overview

Building an operational software system in a research setting is a delidateceéd act. On the
one hand, the system must be robust and easy to use to satisfy the htedpublishers and the
viewers. We can gain research insight only if people use our system. edsttibr hand, building
such an operational system seems to require a comprehensive emgireffart with significant
manpower. This is a luxury we as university researchers do not have.

Thus our system is designed to satisfy the needs of the users with minimaéengineffort.
Section 3.1.1 identifies design objectives that are important to the publiSeaton 3.1.2 presents
our design choices to simplify the engineering efforts. Section 3.1.3 givegaview of the system
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from the operations perspective.

3.1.1 Design Objectives

Our broadcast system is designed to achieve the following three obgctive

e Easy to Use The system should be easy to use by the publishers and the viewers. This
encourages more people to use the system, which in turn generates vakedderaces for
research analysis. We measure the ease of use biyrtbpublishers and viewers must invest
to broadcast and join an event. With our current system, typical puldisales an hour or so
to setup the system and a few minutes to start each broadcast event.idmswtakes a few
minute to install our software and a few seconds to join the broadcast. Thukievad by a
Web portal to streamline the process of event broadcasting.

e Ubiquitously AccessibleWe learn that one of the essential requirements for publishers is
that the video broadcast must be accessiblarpperspective viewers. Internet users are
very heterogeneous in their connectivity constraints, network speddsaftware/hardware
platforms. If we do not support, let’s say, Linux or Mac users, they coimpaudly to the
publishers.

In contrary to our early expectation, it takes tremendous effort (botesearch and in en-
gineering) to make the broadcast system ubiquitously accessible. Orstsrate front, we
have designed the system to support hosts behind NAT and a subsst®blehind firewall.
Moreover, the system provides different video bitrate to users withrdiffenetwork speed.
Users can get reasonable quality video if they have at least DSL/cablerkespeed. On the
engineering front, we have ported our code to run on Windows, Limuok\ac.

e Robust Unlike a research prototype, an operational system must be robustuseddl in a
large scale. Failure would significantly deter event organizers and limitefaioption of our
system. One consequence is that it is critical to adopt robust, stable dingsted code —
a performance refinement that seemed trivial to incorporate may take ntordbgually be
deployed.

To build a robust code, we have created extensive testing environnrehtaethodological
testing procedures. However, it is difficult to emulate the environment efbhroadcast
event in testbed, and we make the real broadcast events as the ultimatedegtinogment.

To this end, we build a robust logging infrastructure to gather logs of peséormance and
analyze the logs post-mortem. During the run-time, we also have a monitoriteyrsys
collect simple real-time statistics on components of the system, and attempt to auttiynatica
recover if they fail.

3.1.2 Design Choices

In making a design decision, we are often faced with a difficult choice tveamplicity and
feature/performance. In the first iteration of the design, the choice iayaloward simplicity.
There are two reasons behind this choice. First, we want to minimize the erigmeffort and
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quickly reach an operational state. Second, without operationalierper it is difficult to gauge
the importance of a new feature or a better design. As we gained deplogrparience, we have
iteratively revised and improved our system design.

e Leverage Off-the-Shelf Componentss a first iteration, we leverage as much off-the-shelf
components as possible to rapidly prototype an operational broadcagsiegns For ex-
ample, we have leveraged commercially available media players (i.e. QuickTirdeggua
dio/video codecs (i.e. Sorenson). Moreover, we resort to TCP fayestion control, instead
of other proposed real-time streaming protocols such as TFRC, fom®&atoode robustness
and stability.

Some of these off-the-shelf components are not well suited for this bagadystem based on
an End System Multicast architecture. Since customization of these o$lh#iiEeomponents
are nearly impossible, the system must bear certain performance peratgxdmple, we
adapt a simple media codec with single bitrate video encoding, which incurseatewhen
adapting for receiver heterogeneity. Moreover, prioritization of addia over video data is
less effective with TCP sockets. Ongoing works aim to replace these cwmfsofor better
performance and greater flexibility in user-interface customization. Fample, Chapter 4
assumes a more sophisticated video codec (i.e. MDC) to express incevitciegof peers
in a broadcast system.

e Design for Today’s EnvironmenDur deployment horizon is in months and not in years. Thus
the system must be engineered to work in today’s environment. One exanth@eigoport for
hosts behind NAT and firewalls. Communication is infeasible between certaggidosts
(for example, two typical NATSs) and restricted between other pairs afshder example,

a host outside a firewall cannot initiate a TCP connection to a host insidevaaliy. The
problem with NATs might seem to be temporary or one that would vanish withspréad
use of IPv6 [23] or Universal Plug and Play (UPnP) [76]. Howgtlese solutions are at least
a few years off, and NATs and firewalls are going to be prevalent ®fdheseeable future.
Good systems design allows for incremental deployment and we are motteatia:ctly
address support for such hosts.

e Simple Protocol DesignThe protocol used in the system starts from the Narada protocol
code-base in Section 2.2. The major modification is from a mesh structuréd({gddamulti-
source conferencing applications) to a tree structure (suitable for ssnglee broadcast ap-
plication). We refrain from making potential performance enhancementsnisistent with
code simplicity. As an example, there is no explicit coordination among peeepé#ir the
tree structure when one overlay link sees congestion. Also peers dgplitly repair pack-
ets when packet is lost along the tree structure. In light of the deploympaetience, they
are not the first order performance concerns. However, futur& sfwuld implement them
to continue improving the system performance.

e Assume Altruistic Viewers and Harness Resource Efficiefithere is a concern early on
whether peers in an application endpoint architecture have enoughvidéimadesources to
replicate high bandwidth video streams. To this end, we have made two desigleploy-
ment decisions. (i) We do not specify to the viewers how much bandwidthwthiesontribute
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Broadcast System
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Figure 3.1:

. Produce broadcast toolkit 3.
Install publisher software 5.

Install peer software
Analyze event logs and and Join event

Refine toolkit

An overview of the broadcast system components. In a hjpicadcast, these com-

ponents are invoked in a sequence listed in this figure. A flow representstilie component
invocation is shown in Figure 3.2

to the system. By default, the our software harnesses up to six times the satgrrom each
peer, and assume peers are obedient running the software. In Chapéerelax this assump-
tion where peers are strategic when contributing their bandwidth. (ii) ligxieg to support
hosts behind NAT and firewall, we choose to enable them to be bandwidttibcors (par-
ents). Support for such hosts could have been simpler had we limited thigrgzgtion only
as bandwidth consumers (children). We make this choice at the cost itbadtdesign

complexity.

3.1.3 System Overview

Figure 3.1 presents an overview of the system from the operationsepévsp The broadcast sys-
tem is composed of six software components. These components arethenguplishers, viewers,
and us (i.e. researchers at CMU). We currently run two componentb dal and monitor-
ing/logging) to simplify the tasks of publishers, and to get logs for rese&algoing works allow
the publishers or other third parties to invoke these components indeplgraeneeded.

e Media Encoder and PlayeiThe publisher runs media encoders, which encodes media signal

(audio/video) into compressed digital streams. The viewers run media playkich de-
code the media streams and display the audio/video content at their computdiescerage
commercially available software for these two components.

e Publisher and Peer Softwarélhe software components are invoked during the broadcast.

These components are responsible for forwarding and receivirig/aigido streams over the
Internet. They collaboratively maintain an efficient overlay structure irs@ibluted fashion.
The bulk of our research is in these software components.

e Web Portal This is the rendezvous point for the publishers and the viewers. Tlhepdfeal
provides a convenient interface for publishers to register broadewasts. The viewers can

38



3.1. System Design Overview
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Figure 3.2: In a typically broadcast event, the system components atedthio the four steps as
shown in the figure.

search the event listing and join the events of their interests.

e Monitoring and Logging There is a separate component to monitor the system in real-time.
It tracks vital statistics about the events such as number of people, theiatu positions in
the tree. The statistics are accessible through the Web portal. They tigsavent publishers
of a successful ongoing broadcast, and help us debug the systeniratiele arises. We also
collect detail user performance logs in the background for post-momem<sas.

The system components are typically invoked the following sequence demdtégure 3.2.

1. The publisher first registers the event to our Web portal via a Weldaro The portal assigns
an event URL, which is essentially an application-level name of the eveatpiilisher then
announces the URL to the perspective viewers separately (e.g. via e@maivsgroup).

2. When the event starts, the publisher goes to the Web portal, and invo&edbder and the
publisher software with appropriate configuration. The configuratioludes the encoding
type (encoding format, bitrate, frame size) and the network informatiorolamand source
IP addresses and port numbers).

3. To join the broadcast event, a peer simply goes to the event URL. TheptéRides further
directions to install and invoke the software with appropriate configurations.

4. The publisher can monitor the event through the Web portal and shut thenevent at the
end.

The thick arrows in Figure 3.2 highlights the data path among the componergsertioder
takes the media signal from a source (e.g. camera and microphonedrtsanto audio and video
streams, and sends to the source host running the publisher softvegethdr with the peer soft-
ware, the replicate the streams using an overlay multicast protocol. Thegféegare forwards a
copy of the stream to the media player (running on the same machine) and distila viewer. In
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Figure 3.3: Block diagram of the architecture for the publisher softwafg &nd the peer software
(right). Shaded blocks are shared by both components. Arrows indiatadlow.

addition, the peer software periodically sends performance data to the mamitdog servers for
on-line and off-line analyses.

3.2 Detail System Descriptions

The bulk of the research and engineering is on the publisher and vieftwase components. This
section describes the two components in detail. We break them down into fietofual blocks.
Figure 3.3 shows the block diagrams. The shaded blocks are sharedhbihe publisher and the
viewer software. We note that many of the functionality are shared, ingjutimoverlay protocol
and NAT/firewall traversal.

These functional blocks are organized in layers. The top layer inteséttishe media encoder
for the publisher and the player for the viewer (Section 3.2.3). The nget kerializes and priori-
tizes the media streams to cope with receiver heterogeneity and netwokstiong Section 3.2.2).
The overlay protocol layer maintains the distributed state of parent/child pekere they are iden-
tified as a logical name (Section 3.2.1). The next layer maintains the bindingértive logical
name and the physical address, which is used to traverse NAT/fireveali¢s 3.2.5). The lowest
layer interacts with the TCP/UDP sockets provided by the host operatitensy$Section 3.2.4).

This section also describes the detailed design of other software compadneloiging logging
and monitoring (Section 3.2.6), and Web portal and user interface (S&cHf).
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3.2.1 Overlay Protocol

Because our application is single-source, the protocol builds and maistaioserlay tree in a
distributed fashion. The tree is optimized primarily for bandwidth, and seridpndor delay. To
maintain good performance, hosts monitor their receiving bandwidth and spatemnts if they
observe a performance drop. When selecting parents, the child laodsddhat can provide better
performance. Each node also maintains a degree bound of the maximumrmofabéddren to
accept. A group management protocol is used to learn about other metimdiecsuld be used as
parents. We highlight some of the key components below.

e Group ManagementiNew hosts join the broadcast by contacting the source and retrieving a
random list of hosts that are currently in the group. It then selects aihesé members as its
parent using the parent selection algorithm. A key necessity for a ggfiming protocol is
knowing other members that could be contacted as new parent candidagesLifrent parent
leaves or provides poor performance. Each member maintains a partial figtrobers,
including the hosts on the path from the source and a random set of memhits can help
if all members on the path are saturated.

To learn about members, we use a gossip protocol adapted from @3).HestA periodically
(every 2 seconds) picks one member (d2)yat random, and sendB a subset of group
members (8 members) that knows, along with the last timestamp it has heard for each
member. WhenB receives a membership message, it updates its list of known members.
Finally, members are deleted if its state has not been refreshed in a periodutes). This
helps to expire information about members that have left the group.

e Handling Group Membership DynamicBealing with graceful member leave is fairly straight-
forward: hosts continue forwarding data for a short period (5 sgEmhile its children look
for new parents using the parent selection method described below. s 20 minimize
disruptions to the overlay. Hosts also send periodic control packets taHileiren to indicate
liveness.

e Performance-Aware Adaptation: We consider three dynamic network metrics: available
bandwidth, latency and loss. There are two main components to this adaptatess (i)
detecting poor performance from the current parent, or identifyingahaist must switch
parents, and (ii) choosing a new parent, which is discussed ipetfeat selectioralgorithm.

Each host maintains the application-level throughput it is receiving inemtéiene window. If
its performance is significantly below the source rate (less than 90% in oummraptation),
then it enters the probe phase to select a new parent. While our initial implemoerdal
not consider loss rate as a metric, we found it necessary to deal withleah#-rate streams,
as dips in the source rate would cause receivers to falsely assume a diarmmance and
react unnecessarily. Thus, our solution avoids parent changepi#aket losses are observed
despite the bandwidth performance being poor.

e Parent Selection:When a host (sayl) joins the broadcast, or needs to make a parent change,
it probes a random subset of hosts it knows (30 in our implementation)prbiéng is biased
toward members that have not been probed or have low delay. EaclBtbst responds
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Figure 3.4: Single overlay approach to host heterogeneity.

to the probe provides information about: (i) the performance (applicatiaugput in the
recent 5 seconds, and delay) it is receiving; (ii) whether it is degat@rated or not; and
(iif) whether it is a descendant of to prevent routing loops. The probe also enable®
determine the round-trip time 8.

A waits for responses for 1 second, then eliminates those members thausagesh or who
are its descendant. It then evaluates the performance (throughpdelkay)l of the remaining
hosts if it were to choose them as parentsd Hoes not have bandwidth estimates to potential
parents, it picks one based on delay. Otherwise, it computes the exppplezhtion through-
put as the minimum of the throughpBtis currently seeing and the available bandwidth of
the path betwee3 and A. History of past performance is maintained sdlihas previously
chosenB as parent, then it has an estimate of the bandwidth of the overlayBlinkA. A
then evaluates how much improvement it could make if it were to chBose

There are two conditions under whighcan considerably improve performance. First, per-
formance is improved if the estimated application throughput is high enoughtimreceive

a higher quality stream (see the multi-quality streaming discussion in Section 2c)nd,

if B maintains the same bandwidth level 4% current parent, but improves delay. This
heuristic attempts to increase the tree efficiency by by making hosts move tases an-
other.

Degree Bound Estimationin order to assess the number of children a parent can support,
we ask the user to choose whether or not it has at least a 10 Mbps up-lin Internet. If
so, we assign such hosts a degree bound of 6, to support up that nraimemnof children.
Otherwise, we assign a degree bound of 0 so that the host does pottsaipy children. We
have been experimenting with heuristics that can automatically detect thes desehwvidth
of the host, but this turns out not to be straightforward. We discuss tiefun Section 3.6.

3.2.2 Support for Receiver Heterogeneity

Internet hosts are highly heterogeneous in their receiving bandwidihafingle-rate video coding
scheme is not the most appropriate. Various streaming systems havequrogosy scalable coding
techniques such layered coding or multiple description coding (MDC) in tlesigd [47, 53, 11],
however these technologies are not yet available in commercial mediagpldyestrike a balance
between the goals of rapid prototyping and heterogeneous recepamarsLin our system, the source
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encodes the video at multiple bit-rates in parallel and broadcasts them sinoulsinelong with
the audio stream, through the overlay as shown in Figure 3.4. We run tuodcagestion control on
the data path between every parent and child, goribaitized packet forwardingcheme is used to
exploit the available bandwidth. That is, audio is prioritized over video stseand lower quality
video is prioritized over higher quality video. The system dynamically seleetsdhbt video stream
based on loss rate to display to the user. Thus, audio is highly protectezh &Meceiver does not
have sufficient bandwidth to view the high quality video stream, or when Hrergransient dips in
available bandwidth due to congestions or poor parent choices, asdahg &ower quality video
stream is received, a legible image can still be displayed. We note that whildetsign involves
some overhead, it can be seamlessly integrated with layered codecs ibkvaila

Much of the deployment experience reported in our work uses TCP amtigestion control
protocol. We implement priority forwarding by having parents in the overleg thaintain a fixed
size per-child priority buffer. Packets are sent in strict priority and F-brder within each priority
class. If the priority buffer is full, packets are dropped in strict priorityg @& FIFO order (drop
head). The priority buffer feeds the TCP socket, and wenaseblocking writefor flow control.
Note that once packets are queued in kernel TCP buffers, we cangerloontrol the prioritization.
While we were aware of this limitation with using TCP, we were reluctant to emplogsted
UDP congestion control protocols in actual large scale deployment. ®aequent experience has
revealed that while the choice of TCP has only a minor hit on the perforn@ribe prioritization
heuristics, a more first-order issue is that it limits connectivity in the presei¢ATs and firewalls.
Faced with this, we have begun incorporating TFRC [26], a UDP-basegkstion control protocol,
into the system.

To prevent frequent quality switches that could annoy a user, wetedl@pdamping heuristic.
Here, we aggressively switch to lower quality when high quality video hasistent loss for 10
seconds, and conservatively switch to higher quality when no loss isvelosia the higher quality
video stream for at least 50 seconds. Dynamically switching video qualktesred us to imple-
ment an RTCP mixer[69]. When video qualities are switched, the mixer enthe®utgoing video
stream to QuickTime is (i) masked as one contiguous stream; and (ii) time syirdavith the
audio stream. One limitation in our current implementation is that if a host is displaylog
quality stream, the parent still forwards some data from the high quality stré&rare currently
refining the implementation by adding heuristics to have the child unsubsaribelie higher qual-
ity stream, and periodically conduct experiments to see when network centa®improved so
that it can start receiving the high quality stream.

3.2.3 Interface to Media Components

We useQuickTime[59] as the media player in our system because it is widely available and runs
on multiple popular platforms. We u&orenson 372] and MPEG4, both of which are supported
by QuickTime, as video codecs. To support receiver heterogenatgoilirce encodes the video at
two target bit-rates (100 Kbps and 300 Kbps), and the audio at 20 Kidgempirically determine

the suitable encoding rates by experimenting with various encodings cremk talks. We find

that a frame size of 640x480 is necessary to read the words on the shdemimal rate of 100
Kbps yields watchable, 5 frames per second video motion. A rate of 308 piialuces good video
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quality with 15 frames per second. To hide from the media player the factitbatverlay parent
changes over time, we direct the player to a fikechlhost:portURL which points to the overlay
proxy running at the same host. The overlay proxy handles all topolbggges and sends data
packets to the player as though it were a unicast streaming media server.

3.2.4 Transport Protocol

We distinguish between two types of message exchanged among paairel messageanddata
messagesPeers exchange control messages to maintain the overlay structutiee airadfic volume
is low, ranging from 6-20Kbps. On the other hand, the traffic volume &ba dnessages is high, as
they carry the audio/video streams. For example, if a parent forwatddaé children, each at a
source rate of 420Kbps, the data rate is up to 2.5Mbps.

We use UDP to exchange control messages between two peers. Datiinasry is prompt
but not reliable. Prompt delivery ensures accurate delay estimatesaddgnsistency for main-
taining a distributed structure. Control messages can tolerate loss, asithegaft state which are
refreshed periodically.

Since data messages have high traffic volume, we choose to apply congestiiml. This helps
to avoid inflaming network administrators and/or interrupting other applicati@gé¢wers may be
running. We experiment with two congestion control protocols, and séleet over TFRC [26].
TFRC is a UDP-based congestion control protocol optimized for streamigam€ompared to
TFRC, TCP is not ideal for real-time streaming because (i) the system losé®Icof the data
once it is queued in the kernel buffer, and (ii) packet retransmissionbmageffective because it
is too late. Despite the performance drawbacks, TCP is chosen bec&isadély available and
well-tested, a conservative choice in a large-scale Internet deployment.

To implement priority forwarding (for receiver heterogeneity) with TGi;leparent maintains
a fixed size per-child priority buffer. The priority buffer sits above tti@PTsocket, and uses non-
blocking write for flow control. Packets are sent in strict priority and in@Iérder within each
priority class. If the priority buffer is full, packets are dropped in strigopty and in FIFO order
(drop head). Note that once packets are queued in kernel TCRduife can no longer control
the prioritization. Our subsequent experience has revealed that whitbdlee of TCP has only a
minor hit on the performance of the prioritization heuristics, a more firstrasdee is that it limits
connectivity in the presence of NATs and firewalls. Faced with this, we bagun incorporating
TFRC [26], a UDP-based congestion control protocol, into the system.

In summary, our system uses UDP to transport control messages batwepaers, and TCP
for data messages.

3.2.5 NATs and Firewalls

Our initial prototype did not include support for NATs and firewalls. Weewmotivated to address
this as we consistently needed to turn down a good fraction of the vieweus @ady broadcasts for
the lack of such support. NATs and firewalls impose fundamental restrgotionpair-wise connec-
tivity of hosts on the overlay. In most cases, it is not possible for NATmewalls to communicate
directly with one another. However, there are specific exceptionsndepggon the transport pro-
tocol (UDP or TCP), and the exact behavior of the NAT/firewall. Adoptimg classification from
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Public | NAT Firewall Public | NAT Firewall
© [ Public v v v T | Public v v v
S [NaT v | % X G [NaT NEEE ?
Firewall | +/ X * Firewall | +/ 2 | * 2
TCP Transport UDP Transport

Figure 3.5: Connectivity Matrix,/ means connectivity is always possiblé.means the connectiv-
ity is never possible? means connectivity is possible for some cases of NAT/firewallxaméans
connectivity is only possible if the hosts are in the same private network.

STUN [65], Full Cone NAT<can receive incoming packets to a port from any arbitrary host once it
sends a packet on that port to any destination. Many hosts can addressbehind a full cone NAT
using the same port number. In contr&tmmetric NATallow incoming packets only from the host
that it has previously sent a packet to. Different hosts addresd ddéloind a symmetric NAT using
different port numbers. Table 3.5 characterizes these restrictiorisdalifferent transport proto-
cols, where columns represent parents and rows represent chileexample, communication
is not possible between two NATed hosts using TCP unless they happenrndhsesame private
network. In addition, ?” denotes that communication is possible using UDP between two NATed
hosts if one of them is behindrull Cone NAT Thefirewallswhich we refer to in Table 3.5 allow
UDP packets to traverse in either direction. The system does not stipewslls that block UDP.

The primary goals in supporting NATs and firewalls are: (i) enable cdivityca generic prob-
lem shared by many applications wishing to support these hosts and (i§sadoirotocol-specific
enhancements to become “NAT/firewall-aware” to improve efficiency aniimeance. The detail
of enabling connectivity for NAT and firewall hosts can be found in [16]

3.2.6 Logging and Monitoring

We implement a reliable logging infrastructure that automatically collect perfocenings from all
hosts participating in the broadcast. The logs are sent online to a log semeg the event. The
data is sent via TCP to avoid interfering with the overlay traffic, and the réitmited to 20Kbps.

A reliable logging infrastructure is important for post-mortem analysis. Sime@rotocol runs
in a distributed fashion, it is difficult to recreate the protocol state with missitg flom subset of
hosts. We chose to write our own logging program instead of leveragingoinalar File Transfer
Program (FTP) for two reasons. (i) FTP is designed to transfer filasdba stream of text. We tried
to save the log data locally as a file and transfer the file when the host leav@®#ucast. However,
we found a low transfer success rate, likely because users kill dislikerliimggopen process when
they leave the broadcast event, and would actively terminate the tramgtgam. (ii) We observe
that the TCP connections are frequently broken. We need an exterchhniem to restart the
connection, and transmit only the data that has yet received by the lgy.s&etransmitting the
data from the start can waste valuable upstream bandwidth for hosts likeTD$ is difficult to
achieve without modifying the FTP program.

We also monitor the broadcast system in real-time. The broadcast systaweswnany com-
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Figure 3.6: A Web interface for publishers to configure Internet brasting. A publisher needs
to specify the source and encoding machines, the audio/video rates eodirey; and the event
descriptions.

ponents running on different machines. Failure of any critical comgarenhandicap the entire
system. Through a set of monitoring tools we provide, a publisher canlyuliEdgnose the prob-
lems and repair faulty components (i.e. reboot a crashed machine, onesta network wire).

Some monitoring tools even automatically restart software components wheaitt{ghyrough OS-

level process monitoring). Specifically, the publisher software, the \Wales and the log server
are monitored and restarted automatically if the processes die unexpeaéathonitor statistics are
accessible via a friendly interface through the Web portal, which is desttnither in Section 3.2.7.

3.2.7 Web Portal and User Interface

Setting up a video broadcast system is quite complex. It involves propéigacations of many
software components. The system can stop functioning if any one comiponsconfigures or
fails.

To attract as many publishers and viewers to use our system, the systeineneasty to set up
and use. Our first iteration of the system took 5 graduate students 2 daysntally configure the
machines, which was a serious barrier for deployment. We have singmeédNeb interfaces to
accept event-specific customization, and automated machine configuréticscripts. With these
improvements, the first setup time is typically less than 30 minutes for publishédessithan 5
minutes for viewers. Subsequent invocation can be done within a minutew Bedavalk through
an example of a setup process from the publisher and the viewer pirspec
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Figure 3.7: A Web interface for publishers to manage Internet brotidgas publisher can start,
stop, and monitor the broadcast in progress.

e Publisher Registers Everithe publisher first enters the necessary information about the ma-
chines used (encoder/source IP address/port), the video forndgccdata rate), and the
broadcast event on the Web interface. Figure 3.6 depicts an example @h&J (the pub-
lisher) announces a live Internet broadcast about its 2004 commentediracludes a start
time, duration, and the text descriptions about the event. The publishehoase whether
the event is public. If the event is public, anyone can find the event ilkcgalirectory at our
portal and tune in.

e Publisher Broadcasts EventOnce the information is configured, the publisher can start
broadcasting the event with a click on the button, as shown in Figure 3.7 Webeportal
also assigns an URL, which uniquely identifies the broadcast event. dtiistper can refer
this event to the interested viewers with this URL. If the event is private, thiolye who know
the URL can tune in the broadcast.

e Viewer Searches Event)Vhen viewers come to our Web portal (esm.cs.cmu.edu), they can
find a list of upcoming public broadcast events. An example is show in Figi@ewhich
announces the CMU commencement broadcast. Right now the list is shdbtpariewers
can easily find the event from the list sorted by time and name. If in the futedéstitontains
many registered events, then the Web portal should provide a searcipialility.

e Viewer Joins Event: Once a viewer clicks on the event URL, there are itwples steps to
join the broadcast (Figure 3.9). First, it must install the media player an&wodrSystem
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Figure 3.8: A listing of broadcast events. The listing allows viewers to finddicast events of their
interests.

Multicast software on her computer. The software is universal forafidicast events and the
viewer needs to install it just once. Next, she clicks on a link, which autonfigticaokes
the media player and the protocol software to join the corresponding éest.users takes
a few minute to install our software and a few seconds to join the broadcast.

During an event the publisher has online performance statistics abougetkers in graphical
form. This includes group size over time, performance of individual hi@stadwidth and loss),
and the tree structure produced by the protocol. This monitoring featurepfuhin providing
immediate feedback to the publishers when there are problems with the bsbadca

3.3 Deployment Experience

Unlike a research prototype, a system in real deployment must be relitiodepublishers have a
strong desire for the Internet broadcast to succeed, particularly thikeeevent is heavily advertised.
Section 3.3.1 describes our methodology in testing the broadcast systetinonSe8.2 describes
the scope of the system deployment.

3.3.1 Testing

To build a robust code, we have used several testing environmentse Engironments test dif-
ferent aspects of the system as described below. The first two emérudns, local area testbed and
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Figure 3.9: A Web interface for viewers to join a broadcast. There arsteys to join the broadcast:
(i) install the software, and (ii) invoke the software by clicking on a Web link.

PlanetLab testbed, focus mainly on testing the scalability and heterogeneigyafdHay multicast
protocol. The last three test the entire systems with respect to compatibilitiyusanan perceived
experience under heterogeneous operating environments.

e Local Area Testbed/Ve test the scalability of the overlay protocol on local area testbeds. We
have used two testbeds: our lab with 100-160 machines, and Emulab [81]3Gitimachines.
For each machine, we run multiple instantiations of the protocol software eBgirsg data
at low bitrate, we were able to simulate up to 1000 simultaneous instantiations irsteensy
with various join and leave patterns. However, such an environment isgemous, as the
packet latency and loss is very low.

e PlanetLab TestbedPlanetLab [58] has a set of 100+ machines scattered on the Internet with
more diverse and realistic network characteristics in bandwidth, latemdypas. This helps
to test the performance of the protocol under a more realistic Interngbament.

e Dummynet We use Dummynet [64] to test system performance under specific anat re
ducible network conditions. Dummynet is a flexible tool that simulates netwddy dad
loss by manipulating the IP queue inside the kernel. With Dummynet, it is easy to emu-
late a host behind DSL or with high latency and/or high loss. This allows ustepesial
conditions where it is difficult to reproduce in local testbed or PlanetLabdds
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SIGCOMM 2002 broadcast 8/2002 9am-5pm (total 141 hosts)
Region North America (101)| Europe (20) Oceania (1) | Asia(12) Unknown (7)
Background | Home (26) University (87) Industry (5) | Government (9) | Unknown (14)
Connectivity | Cable Modem (12) 10+ Mbps (91) | DSL (14) T1(2) Unknown (22)

Slashdot broadcast 12/2002 2pm-10:30pm (total 1316 hosts)

Region North America (967)| Europe (185) Oceania (48)| Asia (8) Unknown (108)
Background | Home (825) University (127) | Industry (85) | Government (80)| Unknown (199)
Connectivity | Cable Modem (490) | 10+ Mbps (258) | DSL (389) T1 (46) Unknown (133)
NAT NAT (908) Public (316) Firewall (92)

Table 3.1: Host distributions for two broadcast events, excluding watgyshown only for a por-
tion of the broadcast.

e Human TestingSometime there is a gap between the performance information recorded in
the trace and the video quality perceived by users. Thus it is importandkoste the system
visually as an end user. For example, we have found issues with lip $ymization (syn-
chronization between audio and video streams) which can be annoyingr& Uiis kind of
issue is often overlooked if we look at trace data alone.

e Compatibility TestingWe face many system compatibility issues in the early stage of system
deployment. The incompatibility mostly comes from a variation in OS platforms andhiite
browsers. We systematically address the compatibility issues by (i) maintaininiteao$
machines with all versions of Windows OS (from 98 to XP), several vegiahLinux, and
Macintosh OS X. (ii) For major code updates, we test each platform withussiersions of
Internet browsers, including Netscape and Internet explorer.

3.3.2 Scope of Deployment

Since the first public broadcast in August 2002, the system has beéiyd content publishers and
ourselves to broadcast more than 20 real events, the majority of whicbfierences and lectures,
accumulating 220 operational hours. In all, the system has been usecby@O0 participants.
We summarize some of our key experience with regard to how successfulene in attracting
publishers and viewers to use the system, the extent of our deploymespmedf the factors that
affected our deployment.

e Attracting content publishersOne of the key challenges we face is finding content. It has
been difficult to access popular content such as movies and entertairasehgy are not
freely available and often have copyright limitations. However, we haea b#re successful
at attracting owners of technical content, such as conferencesshap® and lectures. Typi-
cally event organizers have expressed considerable interest iretloé aisr system. However
given the wariness toward adopting new technology, convincing art exgamnizer to use the
system involves significant time and ground-work. The key element o§weoess has been
finding enthusiastic champions among conference organizers who awohce their more
skeptical colleagues that it is worth their while to try the new technology evemwhey are
already overwhelmed by all the other tasks that organizing a confemevages. We have
also learned that the video production process is important, both in termstioigccosts
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given that conferences operate with low-budgets, and in terms of dewilingpoor Internet
connectivity from the conference sites to the outside world.

e Viewer Participation: Table 3.2 lists the major broadcasts, duration, number of unique par-
ticipants, and the peak group size. The broadcast events attracted $reon1600 unique
participants throughout the duration and peaked at about 10 to 280 sipmutaparticipants.
Most of the audience tuned in because they were interested in the contetyld not attend
the events in person. The Slashdot broadcast is different in that \gantiexplore a larger
scale and wider audience, we asked readers of Slashdot [71], d&¥el discussion forum,
to experiment with our system. While some of the audience tuned in for the ¢tootlears
tuned in because they were curious about the system.

While our deployment has been successful at attracting thousandsrsf tiee peak group
sizes in our broadcasts have been relatively low with the largest bretdtinzing a peak size
of about 280. One possible explanation for this is that the technical dontivese broadcasts
fundamentally does not draw large peak group sizes. Another possibilitgtisisers do not
have sufficient interest in tuning in to live events, and prefer to view viatebives. Our
ongoing efforts to draw larger audience sizes include contacting nbnitaet organizations,
and incorporating interactive features such as questions from thenaadi®the speaker.

e Diversity of DeploymentThe diversity of hosts that took part in two of the large broadcasts
(SIGCOMM 2002 and Slashdot), excluding waypoints, can be seen Titote 3.1. The
deployment has reached a wide portion of the Internet - users acrdigglencontinents, in
home, academic and commercial environments, and behind various actessdgies. We
believe this demonstrates some of the enormous deployment potential ofyoverlgcast
architectures - in contrast, the usage of the MBone [10] was primarilyatestito researchers
in academic institutions.

e Use of WaypointsRight from the early stages of our work on Overlay Multicast, we have
been debating the architectural model for deploying Overlay Multicast. ®orik hand, we
have been excited by the deployment potential odpplication end-point architecturehat
do not involve any infrastructure support and rely entirely on hosts ggbant in the broad-
cast. On the other hand, we have been concerned about the feasiktligsefarchitectures,
given that they depend on the ability of participating hosts to support ottileiren. When
it came to actual deployment, we were not in a position to risk the successeaf avent
(and consequently our credibility and the content provider’s credibiliybdditing on such an
architecture. Thus, in addition to real participants, we employed Plane8&jbrachines,
which we call waypoints, to also join the broadcast (also listed in Table 3.2).

From the perspective of the system, waypoints are the same as normapptnichosts and
run the same protocol — the only purpose they served was increasingtlumbof resources
in the system. To see this, consider Figure 3.10, which plots a snapshetafdHay during
the Conference broadcast. The shape and color of each node represents the giecgra
location of the host as indicated by the legend. Nodes with a dark outer oiutesent
waypoints. There are two points to note. First, the tree achieves redsmhatiering, and
nodes around the same geographical location are clustered togetltemdSee see that
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Event Duration | Unique Hosts/| Peak Size/
(hours) Waypoints | Waypoints
SIGCOMM 2002 25 338/16 83/16
SIGCOMM 2003 72 705/61 101/61
DISC 2003 16 30/10 20/10
SOSP 2003 24 401/10 56/10
Slashdot 24 1609/29 160/19
DARPA Grand Challenge 4 800/15 280/15
Distinguished Lectures Series 9 358/139 80/59
(8 distinct events)
Sporting Event 24 85/22 44/22
Commencement 5 21/3 8/3
(3 distinct events)
Special Interest 14 43/3 14/3
Meeting 5 15/2 10/2

Table 3.2: Summary of major broadcasts using the system. The first 4 exentaes of technical
conferences.

waypoints are scattered around at interior nodes in the overlay, and anayused normal
hosts as parents. Thus they behave like any other user, rather thaallgtgtiovisioned
infrastructure nodes. While our use of waypoints so far has prevatitect conclusions
about purely application end-point architectures, we can arrive atriampadmplications for
these architectures leading to reduced use of waypoints in subseqoadtasts, as we have
done in Section 3.6.

3.4 Analysis Methodology

We conduct off-line analysis on the performance logs collected frons Ipasticipating in the broad-
casts. Our evaluation and analysis focus on the following questions:

e How well does the system perform in terms of giving good performancestagbr?

e What kind of environments do we see in practice? How does the envirorafieat system
performance? Are there quantitative indices we can use to captureranend information?

e Using trace-based simulations on the data, can we ask “what-if” questidramalyze design
alternatives that could have led to better performance?

The data that we use for the analysis is obtained from performance Itigsted from hosts
participating in the broadcast. We have instrumented our system with measti@de that logs
application throughput sampled at 1 second intervals, and applicatioratessampled at 5 second
intervals. Note that the sample period is longer for loss rates becausemeeffom experience that
it is difficult to get robust loss measurements for shorter sampling periods.
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Figure 3.10: Snapshot of the overlay tree during Conference 1. ipartts, marked by geograph-
ical regions, were fairly clustered. Waypoints, marked by outer cir¢tesk on many positions
throughout the tree.

We define arentityas a unique user identified by kspublicl P, privatel P > pair. An entity
may join the broadcast many times, perhaps to tune in to distinct portions ofdhédast, and have
manyincarnations The following sections, report analysis on incarnations unless otreestased.

Some of the analysis requires logs to be time synchronized. During thedasiad/henever a
host sends a message to the source as part of normal protocol ape &dioexample, gossip or
probe message), the difference in local offsets is calculated and pésatpdrt of the log. In the
offline analysis, the global time for an event is reconstructed by addingffisist. We have found
that the inaccuracy of not considering clock skew is negligible.

In this section, we provide an overview of our analysis methodology. \Wsemt results from
broadcasts in Section 3.5. Finally, in Section 3.6, we quantitatively analypetf@mance benefits
that may accrue from key design modifications motivated by our experience

3.4.1 User Performance Metrics

We evaluate the performance that individual users observe by megthginaverage and transient
network-level performance. In addition, user-level feedback is jptesented to provide a more
complete picture of the user experience.

e Average performancis measured as the mean application-level throughput received at each

incarnation. This provides a sense of the overall session performance

e Transient performance measured using the application-level losses that users experience.

Using the sampled loss rate from the performance logs, we mark a samplaga bss if its

value is larger than 5% for each media stream, which in our experience isaoitdo human
perception. We use three inter-related, but complementary metrics: @ipfradf session for
which the incarnation sees loss; (i) mean interrupt duration; and (iii) iqgefraquency.

Fraction of session for which the incarnation sees loss is computed as folf@amsincarna-
tion participates for 600 seconds, it would have about 120 loss samfgl@sofithose samples
are marked as being a loss, then the incarnation sees loss for 10% o$itsses

53



Chapter 3. Broadcast System

We define an interrupt to be a period of consecutive loss samples.uipiteluration is com-

puted as the amount of time that loss samples are consecutively markedess Tdss inter-

rupt durations are then averaged across all interrupts that an iticareaperiences. Note
that this metric is sensitive to the sampling period.

Interrupt frequency is computed as the number of distinct interruptstbeeincarnation’s
session duration, and reflects the dynamicity of the environment. A distinctuptds de-
termined to be a consecutive period for which the loss samples are markeldss This
metric is biased by incarnations that have short session durations. &uopk if an incarna-
tion stays for 1 minute, and experiences 2 distinct 5-second interruptajeheipt frequency
would be once every 30 seconds.

e User Feedbaclcomplements the network-level metrics described above. We encouraged
users to fill in a feedback form and rate their satisfaction level for varguality metrics
such as ease of setup, overall audio and video quality, frequendgltsf, @and duration of
stalls. The results are, however, subjective and should be consideredjunction with the
more objective network-level metrics.

3.4.2 Environmental Factors

A self-organizing protocol needs to deal with events such as an antegiing, or congestion on
upstream overlay links by making parent changes. Two key factorsaffeat performance then
are: (i) the dynamicity of the environment; and (ii) the availability of resoufpasents) in the
environment. The more dynamic an environment, the more frequently a hagieréd to react;
the poorer the resources, the longer it could potentially take to discowwdaarent.

3.4.2.1 Dynamics

The two key aspects of dynamics are: (i) group dynamics; and (ii) dynamit®e network. We
measure group dynamics using mean interarrival time and session duk&tamote however that
the membership dynamics and overlay performance may not follow a strisé @ad effect rela-
tionship. For example, users that see poor performance may leaverdatiag more dynamics in
the system.

Our measurements are not conducive to summarizing network dynamics indefraguency
and duration because of several reasons. First, we have meastgemgrior the subset of overlay
links chosen and used by the protocol for data transfer. Second, gmuneenents could be biased
by the protocol’s behavior. For example, the observation of congeati@tidn may be shorter than
in reality because the protocol attempts to move away from congestion aiscsatopling that path.
Instead, we characterize network dynamics by looking at the causdscatobn. The details are
described in [16].

3.4.2.2 Environment Resources

Two key factors capture the resources in an environment: (i) outgoingwidth of hosts, which
directly bounds the number of children hosts can take; and (ii) the presdidATs and firewalls
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Figure 3.11: Example of Resource Index computation.

which places connectivity restrictions on parent-child relationships. Irs#ason, we introduce a
metric called theResource Indeto capture the outgoing bandwidth of hosts, and then extend it to
consider NATs and firewalls.

We define theResource Indexas the ratio of the number of receivers that the members in the
group couldpotentially sustainto the number of receivers in the group for a particular source rate.
By number of hosts that can be potentially sustained, we mean the sum ofgtiegekosts in the
system and the number of free slots in the system. For example, consideg Bidgd(a), where
each host has enough outgoing bandwidth to sustain 2 children. The nafiftee slots is 5, and
theResource Indexs (5 + 3)/3 = 8/3. Further, for a given set of hosts and out-going bandwidth,
the Resource Indexis the same for any overlay tree constructed using these hosResaurce
Index of 1 indicates that the system is saturated, and a ratio less than 1 indicatestthitthe
participating hosts in the broadcast can receive the full source rate¢hefResource Indexgets
higher, the environment becomes less constrained and it becomes nsilpéefemconstruct a good
overlay tree. Note that the Resource Index is sensitive to the estimatiomdfenwof slots in the
system.

We have extended the definitionRé&source Indexo incorporate the connectivity constraints of
NATs and firewalls, by only considering free slots available for NAT hosts example, in Figure
3.11(b), the number of slots available for NAT hosts is 3, andRsource Indeis 6/3. However,
we note that th&esource Indexot only depends on the set of hosts, but also becomes sensitive to
the structure of the overlay for that set of hosts. Thus, while Figurd®.bas the same set of hosts
as Figure 3.11(b), we find the number of free slots for NATs is 5 antRésource Indebs 8/3.

We observe that the optimal structure for accommodating NATSs is one whblie posts pref-
erentially choose NATs as parents, leaving more free slots at public hbsth WATs can then
choose as parents. Based on this observatiorgptimal Resource Index for a set of hosts involv-
ing NATs and firewalls is defined &/ N, whereS = Spupiic + Min(Snat, Npubiic). Here,Spupiic
andS,,,; are the maximum number of children that can be supported by the public ahthdés,
Npuniic is the number of receivers that are public hosts &ind the total number of receivers. Figure
3.11(c) is an optimal structure for the set of hosts, and it can be veritadhi formula confirms to
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Event Duration | Incarnations| Mean Session| Incarnation Sessior] Entity Session | % Eligible Parents
(hours) Excluding Interarrival Duration (min) Duration (min)

Waypoints Time (sec) Mean Median Mean | Median | All Public
SIGCOMM 2002 8 375 83 61 11 161 93 57% 57%
SIGCOMM 2003 9 102 334 29 2 71 16 46% 17%
Lecture 1 1 52 75 12 2 26 19 62% 33%
Lecture 2 2 72 120 31 13 50 53 44% 21%
Lecture 3 1 42 145 31 7 42 31 73% 43%
Slashdot 8 2178 17 18 3 11 7 19% 7%

Table 3.3: Summary of group membership dynamics and composition for thee® tanmpdcasts
using the system.

the result stated above.

We wish to close with two practical issues that must be borne in mind witRé&seurce Index
First, it captures only the availability of resources in the environment, bes d@t account for
factors such as performance of Internet paths. Secondéleurce Indeis computed assuming
global knowledge, but in practice, a distributed protocol may not be ablsdahe resources as
optimally as it could have.

3.5 Analysis Results

We present results from 6 of our larger broadcasts, 5 of which werkerence/lecture-type broad-
casts, and the other beir§jashdot For multi-day events, such as SIGCOMM 2002 and 2003,
we analyzed logs from one day in the broadcast. For Slashdot, wenpeasaysis results for the
first 8 hours. In this section, we will present environment charact@aimand performance re-
sults of the broadcasts. The analysis will indicate strong similarities in the envewot for the
conference/lecture-type broadcasts. However, they differ signifc&dom Slashdot. When we
wish to illustrate a more detailed point, we use data from3l@&COMM 2002andSlashdobroad-
casts. The&sSIGCOMM 2002roadcast is one of the largest conference/lecture-type broadaadts
is representative of these broadcasts in terms of application perforraadcesources.

3.5.1 Environment Dynamics

Table 3.3 lists the mean session interarrival time in seconds for the 6 betsidttne fourth column.
For the five broadcasts of conferences and lectures, the mean intditamme was a minute or more,
whereas the interarrival time for Slashdot was just 17 seconds. Sld#mlthe highest rate of group
dynamics compared to all other broadcasts using our system. Note thassiwngaterarrival times
fit an exponential distribution.

Two different measures of session duration are listed in Table 3.3: individcarnation dura-
tion and entity duration (cumulative over all incarnations) which capturestttity’s entire attention
span. For entity session duration, again, we find that all 5 real breedafeconferences and lectures
have a mean of 26 minutes or more, and a median of 16 minutes or more. In tG©SIKA 2002
broadcast, the median was 1.5 hours which corresponds to one tecdessaln in the conference.
To contrast, the Slashdot audience has a very short attention spamod Zlminutes for the mean
and median. This indicates that the Slashdot audience may have been lestadtan the content.
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Figure 3.12: Resource Index as a function of time for (i) SIGCOMM 2(@2,Slashdot with
bandwidth constraint, (iii) Slashdot with bandwidth and connectivity coimgsra

The incarnation session duration also follows a similar trend with shortetiolusaNote that SIG-
COMM 2003 and Lecture 1 have very short median incarnation sessrati@hs. This is caused
by 1 or 2 entities testing the system, joining and leaving frequently. Once weveghsach entities,
the median went up to 12 minutes or more, bringing it closer to the other 3 emigfes and lectures.

3.5.2 Environment Resources

We look at the percentage of incarnations in the system that were eligiblerastg the last 2
columns in Table 3.3. The 5 conference and lecture broadcasts hawnteerend, with 44% or
more incarnations that can serve as parents. On the other hand, onlyf 188arnations could be
parents in Slashdot. Further, when we consider the fractipualolic hosts that could be parents, we
find this ranges from7 — 57% for the conference-style broadcasts, but is jiystfor the Slashdot
broadcast. This indicates that there were much less available resoutitesystem in the Slashdot
broadcast. Note that we did not have NAT/firewall support in the SIGGONI02 broadcast.

Figure 3.12 depicts the Resource Index of the system as a function of tithe bfoadcast.
The top and the lowest curves representResource Indefor the SIGCOMM 2002 and Slash-
dot broadcasts, and are consistent with the definitiof 84.2.2. We note that the lowest curve
corresponds to the actual overlay tree that was constructed duringoidgclast. The middle curve,
Slashdot (Bandwidthjonsiders a hypothetical scenario without connectivity constraintsigthedlt
NAT/firewall hosts are treated as public hosts). The SIGCOMM 2002dwast has a Resource
Index of 4, potentially enough to support 4 times the number of membersntrast theSlashdot
(Bandwidth)has a Resource Index of 2, aBthshdothas a Resource Index that is barely over 1.
Thus, not only was the distribution of out-going bandwidth less favoralifeeiSlashdotbroadcast,
but also the presence of connectivity constraints made it a much harsfiemenent.

3.5.3 Performance Results

The previous analysis indicates that 5 of our broadcasts have similarrcesdistributions and
dynamics patterns, but the Slashdot environment was more diverse aadymamic. This section
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Figure 3.13: Cumulative distribution of mean session bandwidth (normalized sotirce rate) for
the 6 larger broadcasts.

Setup| Audio | Video
ease | Quality | Quality
SIGCOMM 2002| 95% | 92% 81%
Slashdot 96% | 71% 66%

Table 3.4: Summary of user feedback for two broadcast events. Eadben indicates the percent-
age of users who are satisfied in the given category.

evaluates how the system performs.

Figure 3.13 plots the cumulative distribution of mean session bandwidth, noetabzthe
source rate for the 6 broadcasts. Five of the broadcasts are seethggrformance with more than
90% of hosts getting more than 90% of the full source rate in the SIGCOMM,2G&cture 2, and
Lecture 3 broadcasts, and more than 80% of hosts getting more than 90&sfoll gource rate in
the SIGCOMM 2003 and Lecture 1 broadcasts. In the Slashdot brsiadeaer hosts, 60%, are
getting the same performance of 90% of the full source rate.

To better understand the transient performance, and performandéeoént stream qualities,
we zoom in on theSIGCOMM 2002 which we will refer to asConference andSlashdotbroad-
casts. Figure 3.14 depicts the cumulative distribution of the fraction of time atnations saw
more than 5% packet losses in all three streams in Slashdot and the @oefereadcast, for in-
carnations that stay for at least 1 minute. For the Conference braatteaperformance is good.
Over60% of the hosts see no loss in audio and low quality video, and 4¥&rof the hosts see no
loss in high quality video. Further, over @0of the hosts see loss for less thai of the session
in the audio and low quality streams, and o%6f%s of the hosts see loss for less théli of the
session in the high quality stream. We analyze the performance of the hdastsdhseeing the
worst performance, and find that these are mostly hosts that are funtidimeonstrained by their
access bandwidth. For the Slashdot broadcast on the other handwthjadbty video and audio
streams see reasonable performance, but the performance of theuhlgi stream is much less
satisfactory. Over0% of the users see loss for less thel¥ of the session in low quality video,
but only50% of users see loss for less thabis of the session for high quality video. Note that the
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Figure 3.14: Cumulative distribution of fraction of session time with more than &&kei loss of
hosts in the two broadcasts.

audio and low quality streams are seeing better performance than the higj loeeause of the use
of the priority buffer described in Section 3.2.2. For sessions with a highrlde of high quality
video, the low quality one was actually displayed to the user.

Next, we analyzed the interrupt duration and found that the interrugtiduaris typically short
for all 3 streams in Conference, and low quality video and audio in SlasiMote than70% of
hosts see a mean interrupt duration of less than 10 second8)#naf hosts see a mean interrupt
duration of less than 25 seconds for all 5 streams. However, the hidjityqudeo in Slashdot sees a
pronounced higher interrupt duration. Roughly 60% of hosts see aimeampt duration of longer
than 10 seconds.

We have also analyzed the cumulative distribution of the frequency of iptersgen by each
incarnation. We find that the interrupt frequency is higher for Slaslpdohably reflecting the more
dynamic environment. For example, in the Conference broadcasg@eof hosts see an interrupt
less frequent than once in five minutes @4 see an interrupt less frequent than once in two
minutes. In Slashdo60% of hosts see an interrupt less frequent than once in five minutestétd
see an interrupt less frequent than once in two minutes.

User Feedback: Table 3.4 summarizes statistics from a feedback form users were egedura
to fill when they left the broadcast. Approximately 18% of users respbadd provided feedback.
Most users were satisfied with the overall performance of the systemmarel satisfied with the
overall performance in the Conference broadcast, which is consisitérthe network level metrics
in Figures 3.13 and 3.14.

3.6 Lessons Learned

Our experience over the last year, substantiated with data and anafsisointed us toward four
key design lessons that are guiding future refinements of our system.

Our first lesson sheds light on the potentiapafely application end-point basedverlay mul-
ticast architectures that rely entirely on the hosts taking part in the brstadées discussed in
Section 3.3, our deployment used waypoints, additional hosts that hedagecthe resources in the
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Figure 3.15: Resource Index as a function of time with and without waygajsport.

system but were otherwise no different than normal clients. We anatyzémportant the resources
provided by waypoints was to the success of our broadcasts.

Our next three lessons deal with techniques that can enable goodnpanfce in environments
with low resource index, even in the absence of waypoints. The anatydisdse lessons assume
that the resources provided by waypoints is unavailable, and conggga@urely application end-
point architecture.

Lesson 1: There is opportunity to reduce the dependence on waypaittssg them in an on-
demand fashion.

In order to understand whether or not waypoints are necessary tatbess of a broadcast,
we look at Figure 3.15 which plots tliResource Indein the Conference and Slashdot broadcasts,
with and without waypoints. The Conference broadcast had enoygtity to sustain all hosts
even without waypoint support. Furthermore, most of the broadcastgaisto the Conference
broadcast, are sustainable using a purely application end-point ataléteén one of the lecture
broadcasts, all the waypoint left simultaneously in the middle of the broadigas$o a configuration
problem, and we found that the system was able to operate well without ypinés.

On the other hand, we find that the connectivity constraints in the Slashaddast resulted
in a low Resource Indexthat occasionally dipped belowvin Figure 3.15. This indicates that it
was not feasible to construct an overlay among all participating hostsahbt sustain the source
rate. Dealing with such environments can take on two complementary appso@ctesign tech-
niques that can enable good performance in purely application endaychitecture, even in the
absence of waypoints (which forms the thrust of the subsequent feBstitis section), or (ii) use a
waypoint architecture, with the insight that waypoints may not be needdalda@ntire duration of
the broadcast, and can be invoked on-demand. For ease of deploguneobjective is to explore
both approaches and gradually decrease the dependence on wsypsing them as a back-up
mechanism, only when needed.

We note that in the long-term, waypoint architectures may constitute an intgressiarch area
in their own right, being intermediate forms between pure application end-aahitectures and
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Figure 3.16: Number of rejected hosts under three different prot@esiagios in the simulated
Slashdot environment.

statically provisioned infrastructure-centric solutions. The key aspattiktinguishes waypoints
from statically provisioned nodes is that the system does not dependsmtibsts, but leverages
them to improve performance.

Lesson 2: Exploiting heterogeneity in node capabilities through differengakiment is critical to
improve the performance of the system in environments with low Resoudlee IFurther, there is
considerable benefit to coupling such mechanisms with application-speuifiviedge.

If the Resource Index dips below 1, the system must reject some hostgi@de application
quality. In this section, we evaluate performance in terms of the fractionsi§hbat are rejected,
or see lower application quality. We consider three policies. Iitrs-Come-First-Served (FCFS)
policy that is currently used in our system, any host that is looking for apsent, but finds no
unsaturated parent is rejected. In Bentributor-Awarepolicy, the system distinguishes between
two categories of hosts: contributors (hosts that can support childxad)free-riders (hosts that
cannot support children). A contributér that is looking for a new parent may preempt a free-
rider (sayF). C can either accommodat€ as a child, or kick it out of the system @ is itself
saturated. This policy is motivated by the observation that preferentialiniregecontributors over
free-riders can help increase overall system resources. FinalpmsderRate-Adaptationwvhere
a parent reduces the video rate to existing free-riders in order to acodateroore free-riders. For
example, a parent can stop sending the high quality video (300 Kbps) tohildeand in return,
support three additional 100 Kbps children. This policy is an example ttadmly differentially
treats hosts based on their capabilities, but also exploits application knawvledg

We evaluate the potential of these policies by conducting a trace-based tgimuising the
group membership dynamics pattern from the Slashdot broadcast. Wethetgiame constitution
of contributors and free-riders, but remove the waypoints from thamgrdVe simulate a single-
tree protocol where each receiver greedily selects an unsaturatewt,pand we assume global
knowledge in parent selection. If there is no unsaturated parent in siensythen we take action
corresponding to the policies described above. Figure 3.16 showsrfoenpance of the policies.

61



Chapter 3. Broadcast System

1200

received bandwidth ——
number of children =

1000
800 r 14

600 13

M allw

" s AT

0
03:54 03:55 03:56
Time Since Broadcast Start (Hours)

Received Bandwidth (kbps)

Number of children

Figure 3.17: An example of a misconfigured DSL host taking children,iisgymor performance
to itself and its children.

10+Mbps| Below 10Mbps| Total
User truthful 11.1% 60.8% 71.9%
User lied 5.4% 4.9% 10.3%
User inconsistent 4.3% 13.5% 17.8%
Total 20.8% 79.2% 100.0%

Table 3.5: Accuracy in determining access bandwidth based on useiinirplaishdot.

We see that throughout the event, 78% of hosts are rejected usik@C @ policy. Contributor-
Aware policy can drastically reduce the number of rejections to 11%. Howevere $ee-riders
are rejected because there are times when the system is saturated. \Ristetifedaptationpolicy
however, no free-rider is rejected. Instead, 28% of the hosts geddied) video Resource for some
portion of the session.

Our results demonstrate the theoretical potential of contributor-awaiiogi@nd rate adap-
tation. A practical design has to deal with many issues, for example, relayst of automatically
identifying contributors (see next lesson), techniques to discover theaian level of the system
in a distributed fashion, and the trade-offs in terms of larger number aftsteichanges that pre-
emption could incur. We are currently in the process of incorporating thelgges in our design
and evaluating their actual performance.

Lesson 3: Although many users are honest about contributing ressutechniques are needed for
automatically estimating the outgoing access bandwidth of nodes.

As the previous lesson indicates, it is important to design protocol techmigatdifferentially
treat nodes based on their contributions. An issue then is determining thréatian level of a
node to the system, and in particular, determining the outgoing access b#ndfédnode. In our
current system, the user is asked if his access bandwidth has a 10jHip& to the Internet to
help determine whether the host should have children (Section 3.2.1). gprizaah is susceptible
to free-loaders[66], where a user declares that he has lesscesdhan he really does. However,
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Figure 3.18: Resource Index comparison of two connectivity solutiansAd /firewall: (i) Slash-
dot (TCP), (ii) Hypothetical Slashdot (UDP).

an equally damaging problem in the context of Overlay Multicast is when lades#ares he has
more resources than he does. To see this, consider Figure 3.17 whictsdke performance of a
DSL host that lied about having a 10Mbps up-link to the Internet, duringstashdot broadcast.
Whenever the host accepts a child, it affects not only the child’s pegoce, but also its own
performance. Further, a similar problem arises when a host can sdgg®children (e.g. 4) than
it claimed (e.g. 6). In a future design that prioritizes hosts that contribute h@sson 2), these
effects can get further exacerbated.

To appreciate how reliable users were in selecting the correct acasdsilth in the Slashdot
broadcast, consider Table 3.5. Each column represents a true aarelsidih, and each row
represents a particular type of user behavior. “User Inconsistdet’srto users that had joined the
group multiple times during the broadcast, and had selected both 10+Mbps eptidower than
10 Mbps option between consecutive joins, perhaps trying to figure loethsr the choice yielded
any difference in video quality. We determined the real access bandwiitig an off-line log
analysis involving the following techniques: (i) DNS name, (ii) the TCP banthwad the upload
log, (i) online bottleneck bandwidth measurement, and (iv) Nettimer [41] foomuniversity to
target hosts. Since no single methodologyl 1% accurate, we correlate results from all these
techniques. We omit the details for lack of space.

From the table, we see that overall 9% of hosts are truthful. However, for tt28.8% of hosts
that were behind0M bps links, only half of them {1.1% of total) were truthful. Our trace-based
simulation on the Slashdot log indicates that on average, this results in a 2@asaérResource
Index. Further, we find that whil&9.2% of the users were behind links lower tha/bps, about
4.9% chose the higher option or were being inconsistent (13.5%) about theiectvity.

We have been experimenting with techniques to explicitly measure the static @uégoiess ca-
pacity of hosts and passively monitor the performance of parents to dyalyntiack their available
bandwidth. These techniques show promise and we hope to deploy thenfututtee

Lesson 4: Addressing the connectivity constraints posed by NATs aewlafis may require using

63



Chapter 3. Broadcast System

explicit NAT /firewall-aware heuristics in the protocol.

In light of our experience, NATs and firewalls can constitute an oveliwimg fraction of a
broadcast (for exampl&0%-70% in Slashdot), and thus significantly lower thResource Index
Clearly, using UDP as the transport protocol could improve the situatiorchgasing the amount of
pair-wise connectivity, particularly connectivity between Full-Cone NATewever, a less obvious
improvement, which we briefly presented in Section 3.2.5 is to make the seliipirgga protocol
explicitly aware of NAT/firewalls. In particular public hosts should prefeialy choose NATs as
parents, leaving more resources available for NATs/firewalls.

We now evaluate the potential of these two design improvements to help detertréitaewor
not the additional complexity is worth the performance gains. Figure 3.18sstiee Resource In-
dex for the system for the various design alternatives as a function ofdga@) omitting waypoint
hosts. The lowest curve corresponds to the optimal Resource Indegathde achieved with a
TCP-based protocol. The topmost curve corresponds to the optimaliiRedadex with UDP and
a NAT /firewall-aware self-organizing protocol. We see a significantease 0f74%. The combi-
nation of the two techniques above can significantly improveRiésource IndexBoth techniques
are being implemented in the latest version of our system and will soon befarsagcoming
broadcasts.

3.7 Related Works

In this section, we discuss how our work relates to (i) other existing Inténeadcast systems and
(if) work in the Overlay Multicast community.
Broadcast Systems:The MBone [10] Project, and its associated applications such as vic [46],
vat [34], and MASH [45] made a substantial effort to achieve ubiquiiotesrnet broadcasting.
However, the MBone could only touch a small fraction of Internet useiss({ly networking re-
searchers) due to the fundamental limitations of IP Multicast and depesdaribe special MBone
infrastructure. In contrast, our system has over a short time alreadiied a wide range of users,
including home users behind a range of access technologies, andbeszrd NATs and firewalls.
Commercial entities, such as Akamai [2] and Real Broadcast Netwoik #eady provide
Internet broadcasting as a charged service. They rely on dedicegdiehrovision infrastructure
nodes to replicate video streams. Such an approach has some fundamleatabges such as
security and stable performance. However, these systems are viabferdalger-scale publishers,
rather than the wide-range of low budget Internet broadcasting applisave seek to enable.
Recently, several peer-to-peer broadcast systems have beerylgtnimercial entities [3, 13,
75] and non-profit organizations[55]. To our knowledge, many o$¢hsystems focus on audio
applications which have lower bandwidth requirements. However, givelintited information on
these systems, we are unable to do a detailed comparison.
Overlay Multicast: Since overlay multicast was first proposed four years ago many ef&9ts
36, 14, 43, 60, 85, 12, 4, 53, 79, 39, 11] have advanced our lkage on protocol construction
by improving performance and scalability. Most of this work has bg®tocol-centric and has
primarily involved evaluation in simulation, and Internet testbeds such astP#&meln contrast,
this work adopts aapplication-centric approach, which leverages experience from actual deploy-
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ment to guide the research. We address a wide range of issues sugpas $or heterogeneous
receivers, and NATs and firewalls, which are not typically considerg@dotocol design studies. To
our knowledge this work is among the first reports on experience withlapgdication deploy-
ment based on overlay multicast involving real users watching live cortémbelieve our efforts
complements ongoing research in overlay multicast, by validation througldegédyment, and
providing unigue data, traces and insight that can guide future résearc

The overlay protocol that we use is distributed, self-organizing anfbypeance-aware. We
use a distributed protocol, as opposed to a centralized protocol [5&058jnimize the overhead
at the source. The self-organizing protocol constructs an overlayatrengst participating hosts
in a tree-first manner, similar to other protocols [36, 79, 29], motivated byntteds of single
source applications. In contrast there are protocols that constrigtiex mesh structure first and
then construct a tree on top [14], or construct DHT-based meshes logiical IDs and employ a
routing algorithm to construct a tree in the second phase [12]. Suclcpistare typically designed
for multi-source or multi-group applications.

In our protocol, members maintain information about hosts that may be ulateddo the
tree, in addition to path information, while in protocols like Overcast [36] ah@BN[4], group
membership state is tightly coupled to the existing tree structure: While Yoid [29%aribe [12]
also maintain such information, the mechanisms they adopt are differentyQensuses a gossip
protocol adapted from [63], while Yoid builds a separate random cbsiimacture called the mesh,
and Scribe constructs a topology based on logical identifiers.

Overcast [36] discusses adaptation to dynamic network metrics sucmawidéh. Our expe-
rience indicates that a practical deployment must consider several detelilsas dynamic tuning
of network detection time to the resources available in the environment, cohsists that cannot
sustain the source rate, and consider VBR streams, and indicate theondéedher research and
understanding in this area.

Recent work such as CoopNet [53], and SplitStream [11] has deratewsignificant benefits
by tightly coupling codec-specific knowledge and overlay design. Irethesks, the source uses
a custom codec to encode the multimedia stream into many sub-streams using makipie-d
tion coding, and constructs an overlay tree to distribute each sub-streamagproach not only
increases overall resiliency of the system, but also enables suppbdtéyogeneous hosts by hav-
ing each receiver subscribe to as many layers as its capacity allows. Whbeligve this a great
direction for future research, our design has been influenced Iojigabsystem constraints on an
immediately deployable operational system, and our desire to interoperateowitharcial media
players and a wide range of popular codecs. We hope to leveragefideathis approach as the
research attains greater maturity, and when custom codecs becomelavailab
NATs and Firewalls: Several efforts such as UPnP [76] and STUN [65] focus their &ffior
enabling connectivity of NATs and firewalls. Our focus has been on teeglay between the appli-
cation and NAT/firewall support. In particular, we have examined how ¢im@ectivity constraints
imposed by NATs and firewalls can impact overlay performance, and nesselated to the inte-
gration of protocol design with NATs and firewalls. While Yoid [29] suppddATs and firewalls,
it supports such hosts as children only, whereas we try to use NATs@astpavhen possible. We
believe this is one of the first reports on experience with an overlay mulgasm in the presence
of NATs and firewalls.
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3.8 Summary

In this chapter, we have reported on our operational experience withaadtast system based on
Overlay Multicast. To our knowledge this is among the first reports on eqper with real appli-
cation deployment based on Overlay Multicast, involving real users. gpearence has included
several positives, and taught us important lessons both from antiopataleployment stand-point,
and from a design stand-point.

Our system is satisfying the needs of real content publishers and gieavel demonstrating the
potential of Overlay Multicast as a cost-effective alternative for enghliernet broadcast. The
system is easy to use for both publishers and viewers. We have dudlgesdracted over 4000
users from diverse Internet locations to use our system. Howevdraweshad limited success in
attracting larger scales of participation, primarily because of the difficultettirgy access to non-
technical content. Our experience with several conference/lectpecbtypadcasts indicate that our
system provides good performance to users. In such environmentpngestently observe that
over80 — 90% of the hosts see loss for less than 5% of their sessions. Further, hogte tioain
poorly are typically bandwidth constrained hosts. Even in a more extreni®ement with a low
Resource Indexusers see good performance in audio and low Resource video.

Getting the system deployed has frequently required finding an enthusihatiepion of the
technology to convince their colleagues to use it. This has raised the stadesui@ the success
of a broadcast, which could in turn trigger further interest in the use afykem. Consequently,
we have needed to use stable and well-tested code in our deploymentthatheode that imple-
ments the latest performance enhancements. Another consequeneshasibuse of waypoints,
additional hosts that help increase the resources in the system, butthenaiee no different than
normal clients. The use of waypoints has been motivated by the need todaktmveen conflicting
goals - on the one hand we want to understand the resource availabilityeilly ppplication end-
point architectures; on the other hand we need to have a series ossiutd®oadcasts in the first
place before such knowledge can be obtained.

Our subsequent analysis has investigated the potentplrefy application end-point architec-
tures that do not rely on the use of waypoints. Our analysis both show the prdarisuch archi-
tectures, but also the need to incorporate additional key design elementsost of our broadcasts,
there is sufficient bandwidth resources to enable a solution purely withispblecation end-point
framework. In broadcasts with lower Resource Index, techniquekmdoit the heterogeneity in
node capabilities through differential treatment and application-specifiwlinlge bear significant
promise. Our broadcasts have also forced us to better appreciate tiextraity constraints posed
by NATs and firewalls, and have led us to investigate explicit NAT/firewalt#@sheuristics in the
protocol. While our lessons have been derived in the context of oteraysve believe they are of
broader applicability to the community as a whole.
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Incentive Mechanisms

One fundamental assumption about End System Multicast is that end sys&ens) @e willing

to contribute resource for data replication. Previous chapters implicitlyresshat peers areom-
pletely altruistic i.e. they contributall of their resource when they join the broadcast group. With
the prevalence of free-riding in peer-to-peer file-sharing applicatibisnot clear whether peers
would always behave with complete altruism. In most cases, peers conteisoigrece only if they
see a clear incentive. In this chapter, we ask the following two questions:

e How to design an incentive mechanism that can effectively harnessroestrom peers to
achieve good overall system performance?

e How to incorporate the incentive mechanism into existing overlay multicastquistoand
what is the performance overhead?

We propose a newaxationmodel [15], where resource-rich peers contribute more resource to
the system, and subsidize for the resource-poor peers. This redistmibfiresource significantly
improve system performance compared tBiwfor-Bit model. In a Bit-for-Bit model, peers con-
tribute only as much as received, which is adopted by several existitmcpis [11, 53, 20].

Taxation has one important precondition. There must esiginmetry of rolesvhere one entity
(role) is empowered to enforce tax payment on individuals according tedefined tax schedule.
We believe the P2P broadcast application is in an unique position to satisfyrdioienglition. In
P2P broadcast, theublisherof the media stream is the natural empowered entity. The publisher
owns the content and can therefore choose the means in which pe@wpatE in the system (via
proprietary software). In another word, the publisher can freeligdesgame and enforce the rules
of the game. Peers patrticipating in this game are strategic. They individuatiyttevbandwidth
resource and are strategic in minimizing the cost of contributing resourde mhaximizing the
benefit of the video quality received.

We note that taxation providesdirect mapping between contribution and benefit, in contrast
to other incentive mechanisms based on currencies [82, 78, 30, 2/bfaagutation [9, 40, 31],
which provideindirect mappings between contribution and benefit. The indirection is necessary
if a peer’s contribution and consumption are temporally separated. Howibisis not the case
for P2P broadcast. Therefore, the adoption of a taxation scheme #keidserhead and security
vulnerabilities of maintaining persistent state (e.g., tokens).
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Source (4) Source (4) Source (4)
4 4 4

Ethernet (16) Ethernet (4) Ethernet (8)
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DSLDSL DSL DSL(0) DSLDsSL DSL DSL (0) DSLDSL DSL DSL (0

(a) Complete altruism (b) Bit-for-Bit (c) Limited bsidy

Figure 4.1: Examples to illustrate the effect of altruism on the contributing ecwlved bandwidth
of peers. Each unit bandwidth is 100Kbps.

We study the performance and implementability of standard taxation schemethigmublic
finance literature. We find that a linear tax schedule, with a single marginahtexand a de-
mogrant, provides significant social welfare improvements over the BiBitoascheme, especially
with heterogeneous populations. Furthermore, the taxation scheme is implblaeBa employ-
ing techniques such as multiple description codec (MDC), priority, andnpten, the scheme
works well under dynamic peer environments. Evaluations show that theédaxscheme achieves
high efficiency and high compliance without incurring significant oved{&8].

The rest of the chapter is organized as follows. In Section 4.1, we dngusuboptimality of
Bit-for-Bit and motivate the need for taxation. Section 4.2 identifies unigaeacteristics of the
P2P broadcast application where taxation is enforceable. Section 4eh@ simple construction
of the taxation scheme. This taxation scheme can be incorporated into a tisthilvatocol, as de-
scribed in Section 4.4. We study the performance and feasibility of taxatiorbinséhg simulation
with traces from real broadcast events. Finally, we present the reladd in Section 4.6, discuss
important limitations in Section 4.7, and summarize our contributions in Section 4.8.

4.1 Background

In this section, we argue why the Bit-for-Bit model is suboptimal in todayterimet environment
and motivate the need faubsidy To illustrate the importance of subsidy, we provide an example
how the degree of subsidy affect peer performance with a single tezkagwtructure. Our example
also indicates the limitation of a single tree approach in supporting a flexible raingvailable
subsidy. We then describe two basic building blocks proposed in [53hAaljve leverage in this
chapter: multiple tree structure and MDC.

4.1.1 Conventional Approach: Bit-for-Bit

The conventional incentive modellst-for-Bit, where peers receive only as much as they contribute.
This model is attractive in its apparent fairness and has been adoptecdtbyq designers [11, 53,
20]. Free-riders who contribute no resource will receive no bartiwid return. However, our
deployment experience predicts that it will perform poorly in today’'srheeenvironment.
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Source (4) Source (4) Source (4)
l 4
Ethernet (8)

Ethernet (8) Ethernet (8) / \\
Sl AW

DSLDSL DSL DSL(1
DELDSL DSL DSL(0) DSLDSL DSL DSL(0) &g i

4 4

(c) Limited Subsidy (d) Minimize rejection (e) Ingwe utilization
with scalable codec with mesh structur
Figure 4.2: Examples to illustrate the two optimizations used in the Chapter. Thisdmanuation
from the examples in Figure 4.1.

In a P2P environment for audio/video broadcasting, bandwidth is the bextkeasource. In our
current system, a reasonable quality motion audio/video stream takeste808&bps to encode.
However, many of the peers are behind DSL and cable modems. Theseceepoor peers have
asymmetrical bandwidth capacity with low forwarding capacity (100-20@&Kkpd high receiving
capacity (600-1200Kbps). In our broadcasts, up to 80% of the @eersesource-poor. If we
adopted theBit-for-Bit model, these resource-poor peers would only receive lower videdebitra
(100-200Kbps), even though they have enough capacity to redeavenach higher bitrate. The net
result is that these resource-poor peers wowliparticipate in the broadcast due to the poor quality.

We illustrate the suboptimality of Bit-for-Bit with an example. Figure 4.1 depictsxamgle
overlay multicast tree with a single source and 5 peers. The sourcechsiad video stream at
a rate of 400Kbps with no special encoding (no MDC). The maximum fatingrcapacity of the
source is 400Kbps. The peers are behind either a DSL connectiauicespoor) or Ethernet
connection (resource-rich). Peers behind DSL can receive the gitdeam but not forward one.
The peer behind Ethernet has at least 1600 Kbps forwarding capdevy adopted th&it-for-Bit
scheme, most of the resource-poor peers would be rejected fromahaeddast. The resource-rich
peer contributes just 400Kbps as shown in Figure 4.1(a). With limited faimgucapacity, only
one DSL can receive the video stream. The three other DSL peergextdsfrom the broadcast.

To accommodate resource-poor peers, who would be otherwise nod alalgicipate, we would
like to design a system that incentivizes high-resource peers to contrimrie bandwidth and
subsidizefor the low-resource peers. The amount of subsidy determines therspstéormance.
For example, if the Ethernet peer contributes twice the source rate, tHayoean in turn accept
two DSL peers, as shown in Figure 4.1(b).

The degree of subsidy of resource-rich peers has significant imnpaststem performance. We
note that our system described in the previous chapter assume a maximiga degubsidy, as
shown in Figure 4.1(c). The resource-rich peer contributes 1600hite overlay and yields an
optimal performance where all peers receive a source rate of 4@0Kbp
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4.1.2 Required Building Blocks

To support a flexible range of available subsidy, we leverage two teabsig the literaturemulti-
ple tree structurandmultiple description codec (MD(%3, 11].

Content publishers typically want to accept as many viewers in the brsmiezrlay as possible,
and it is not desirable to reject peers as shown in Figure 4.2(c). Inentagwenvironment where
the forwarding capacity is fixed, we can reduce the number of rejectigiving some peers lower
video bitrate, but the resulting video quality is still acceptable to them. For examplean accept
all the DSL peers if the Ethernet peer forwards 200Kbps video streaadb DSL, as shown in
Figure 4.2(d). However, this requires a scalable video codec, suttiléiple descriptions coding
(MDCQ), that allows peers to receive different video bitrate.

Several overlay multicast protocols have used MDC to support rededterogeneity and im-
prove resilience to machine failure and network congestion [53, 11V@lise MDC for a different
purpose. MDC gives peers the flexibility to contribute and receive smakinents of bandwidth,
instead of discrete increments of the source rate. Such flexibility helps xptess the altruism
policy in finer granularity. For example, if each stripe of video is 50Kbpsnttine Ethernet peer
can contribute 450Kbps, and one DSL peer would receive an addibOkdips.

The overlay structure constructed by the protocol affects the effigi@natilizing the valuable
forwarding capacity. In the previous examples, the overlay structuréressaand the forwarding
capacity at the leaf nodes cannot be used. Various protocols [391%®uild alternate overlay
structures, such as mesh or multiple disjoint trees, to improve bandwidth utilizaisam example,
consider a mesh structure in Figure 4.2(e). The DSL hosts can reativtional 100Kbps by
forwarding non-overlapping data to each other. In the next sectiomsseme the overlay runs an
efficient protocol that can utilizell forwarding capacity (subject to MDC channel granularity). In
Section 4.4, we show how to incorporate policy constraints into a protodotdmstructs multiple
disjoint trees structure.

4.2 Model of P2P Broadcast

There are two entities in the P2P broadcast system we consider: pulalisheeers. A publisher
makes a live video stream available on the Internet, and peers who arestatein the stream
join the P2P system. Peers constructs an overlay structure in a distribsigohfand disseminate
the video stream along the overlay. Both entities have mutual incentive to ede2f system.

By delegating the task of data forwarding to the peers, publishers céah theocostly bandwidth

provisioning to support a large number of viewers. The peers haveantine to help the publisher
in exchange for enjoying the video that might otherwise be unavailable.

In this scenario, bandwidth is the valuable resource. High quality real-tire®\idbadcasting
requires the availability of high bandwidth (at least hundreds of Kbps)ishzersistent over time.
Thus we consider the peers’ bandwidth capacity as their “wealth” faidulftaxation).

We model the bandwidth capacity of a péewith two parameters: forward capacity;j and
receive capacityR;). F; and R; represent the upper bound bandwidth that a peer can contribute
to and receive from the P2P system, respectively. We do not modeéstog in the core of the
network, as congestion happens mostly at the access links on the Intetagt Therefore, a peer
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N Number of receivers in the broadcast overlay

Smaz Maximum source rate

m Number of channels in MDC encoding

t Linear tax rate (between 1.0 and)

G Demogrant (between 0 ang,..)

i R; Forwarding and receiving capacity of hast

fir s Bandwidth host is commited to forward and expected to receive in return
fi%,r* | Actual bandwidth host forwards and receives at run time
¢, b, u; | Cost, benefit and utility of host

S Social welfare of the overall system

r; T Entitled bandwidth of host

Table 4.1: Terminology and explanation used in Chapter 4.

can forward traffic to another peer as long the capacity bounds on hdthage met. A peer may

choose to contribute only a portion of its capacify.denotes the bandwidth peeis committed

to forward, andr; denotes the bandwidth pegis expected to receive in return. Thés > f;,

R; > r;,and}’ f; = > r;. Table 4.1 summarizes the terminology used throughout this chapter.
However, in a real distributed environment, the bandwidth resource &ways utilized. More-

over, the resource is not always allocated as intended. To accauhidaiscrepancy, we denote

fi¥ andr;* as the actual bandwidth hasforwards and receive at run time. We explain their char-

acteristics as follows:

e f;*is always less than or equal fp. When f;* < f;, the resource said to hender utilized
For example, if an existing child departs, the bandwidth resource is idle unéiachild
arrives. f;* cannot be greater thaf) because peeraccepts new child only if it does not
over-commits itself.

e 7;* may be greater or less thapn Whenr;* # r;, the resource is said to et complianto
the allocation policy, assuming the resource is fully utilized. Thus, when Hoairee is under
utilized, the allocation cannot be compliant because some receivers widssebandwidth.
But even if resource is fully utilized, it is possible that > r; for somei. This is mainly
an artifact of the “work-conserving” nature of the proposed taxatamesie. A parent with
free forwarding resource (i.ef;* < f;) will serve bandwidth to any child requesting the
resource. Thus in the transient, a peer may get more bandwidth beferepettrs discovers
and requests that resource.

e > f;* mustbe equal td_ r;*, assuming there is no packet loss in the network. This is because
any peer who receives one bhit of data must be sent by another peergrotimp.

For simplicity of the discussion, we assume a centralized planner whengrecess allocated
fully and in compliance in the remainder of the chapter. This implies ffiat= f; andr;* = r;.
We will come back to discuss this discrepancy when evaluating the perfoentdrour distributed
protocol in Section 4.5.5.
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A peer gains benefl; when it receives bandwidth from the broadcast system, and incuirg;cos
when it contributes bandwidth to the system. When faced with a taxation scheinspdiiies the
contributed bandwidtlf; as a function of the received bandwidth a strategic peer will choose an
optimalr; to maximize its utilityu;, subjecttor; < R; and f; < F;.

wi(ri, fi, F3) = bi(rs) — ¢i( fi, Fy) (4.1)

The benefit functiont;) captures the user-perceived video quality. The function should be
concaveor S-shaped in the receive bandwidih) (o capture the diminishing returns of increased
video bitrate on the perceived video quality. The benefit function shaulddependent of a peer’s
forward capacity £;) to reflect the equal desire of viewers to watch a high quality video stream.

The cost function ;) captures the cost of forwarding data. The function should be cencav
in F; to capture economies of scale in bandwidth but conveg; ifor more specificallyf; / F;) to
capture the effects of link congestion. We will consider specific functiforens for user benefits
and costs in Section 4.5.

Finally, we model a publisher who is interested in maximizing the social welf@yef the
system, which is simply the summation of individual utilities of the peers. The p@blistay
also choose a tax schedule to maximize some other objective function, etgmdysoughput,
demogrant.

DU

S:N

(4.2)

4.3 Proposed Taxation Scheme

In this section, we show how to incorporate taxation into a P2P broadashsyWe first construct
a suitable taxation model for P2P broadcasting in Section 4.3.1 based ortiedipance literature.
The main departure from the traditional taxation is that P2P broadcasting i®lesant to a budget
deficit. In Sections 4.3.2 and 4.3.3, we propose a simple taxation scheduleethiae throughout
the chapter. This schedule is based on linear taxation, which is widely sindregloptimal income
taxation literature. We modify the semantic to ensure a budget balance. Fingkytion 4.3.4, we
show how the publisher sets the tax schedule in practice.

4.3.1 Model Taxation in P2P Broadcasting

For peer, the taxable income ig and the tax payment i§. In other words, a tax schedule specifies
how much bandwidth a peer must contribufeugits) in order to receive unit of bandwidth. In the
following we list a set of requirements for taxation in the public finance liteegfttir].

e Asymmetry of roles and poweFhere must exist an entity empowered to set and collect taxes
from the individuals. In P2P broadcasting, the publisher is the natuti®y.efhe publisher
owns the broadcast rights of the video stream, and has control over #resrftbe software)
in which the video is distributed. The peers are assumed to be strategicp&acbhooses
its optimal contribution levelf;, and receive a corresponding amountletermined by the
published tax schedule, in order to maximize its utility. Peers are also assumatisfyg s
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the participation constrainti.e., their utility from participation and adherence to the taxation
scheme exceeds a reservation utility derived from not doing so (e.gpanitipating in the
system, or modifying the software to engage in tax evasion).

We argue it is reasonable to assume viewers cannot change the plmbeslor by circum-
venting the software. If the publisher finds serious and wide-sprefadage breach, it can
force all the viewers to update a new version of the software (by beirgripatible with

previous versions of the software). We conjecture that a serious @edspread software
breach is usually not difficult to detect.

e Public and fixed tax scheduleA tax schedule should be fixed and made public such that
peers can adjust their strategy to maximize their utility. The tax schedule shotutthainge
(or should change at a very large time scale) to minimize system instability dueste pe
reacting to the changes in tax schedule.

e Fair: There are two types of fairness: horizontal and vertical. Horizomiahdéss requires
that individuals with similar wealth should bear similar tax liability. We adopt the same
requirement in P2P broadcasting. Vertical fairness requires thatidodis with different
wealth should bear (potentially) different tax liability. In public finance ticet fairness is
more a matter of public opinion, where taxpayers can influence the taxdeh@drough
voting). In P2P broadcasting, the tax schedule is determined solely by ltishmr. In this
dissertation, the publisher aims to maximize social welfare as described inrf5¢&itb.

e Budget balancedBudget is not balanced (budget deficit) if the budget expenditureessc
the revenue from taxation. In P2P broadcasting, this means$ Ihat(budget expenditure)
must be greater or equal }0 ; (tax revenue). This is intuitive because every byte of band-
width received by a peer must be contributed by another peer. Thaewswnt for budget
balance is more stringent in P2P broadcasting than in public finance,deetzaeed money
collected in public finance is persistentresource but the taxed bandwidth collected in live
P2P broadcasting is perishable. Thus in P2P broadcasting, it is nablpass“store” the
bandwidth resource and “use” it later on.

o Efficient The distribution of tax expenditure (bandwidth) typically incurs an admirtistia
cost. In P2P broadcasting, the cost is the protocol overhead in allodaimdvidth. We
quantify this cost in the evaluation with tluilization metric.

In summary, if we model a P2P broadcast system as an economic game péwestn the
publisher and the viewers, then the publisher has a significant role ifrdgtiire rules of the taxation
game. Our design leverages this asymmetry of role to implement subsidy. Eiowhe publisher
cannot set the tax schedule arbitrarily; the tax schedule should be dixald;,and budget balanced.

4.3.2 Linear Tax Schedule

We choose a linear tax schedule, which takes on two parameteran@yginal tax rate and (ii) G,
lump sum grant, also known aemogrant Note that if a peer does not contribute any bandwidth
(f = 0, or free ride), it would still receive a demogrant £ G). The publishers sets only the
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G = 100Kbps
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Figure 4.3: A linear tax schedule with a tax rate of 2.0 and a demogrant &30 The received
bandwidth of a peer is a function of its contributing (forwarding) bandwidth

first parameter. The second parameter is dynamically inferred from gveepeironment to achieve
budget balance. This is a departure from the traditional literature in lingatid@a where both
parameters are configured simultaneously.

f=maz(tx(r—G),0) (4.3)

The tax rate#) must be at least 1, otherwise fundamentally the budget cannot be édleven
if the demogrant is 0. When= 1, the tax schedule becomB#-for-Bit andG = 0. This is because
when f; = r;, there is no extra tax expenditure for demogrant. When1, the demogrant may be
greater than 0. If a peer contributes more than it receifies (r;), the bandwidth difference goes to
ademogrant poolThis pool of bandwidth is then evenly distributed among all peers as damtogr
An example of a linear tax schedule is shown in Figure 4.3.

Linear taxation has been widely studied in the optimal income taxation literaturepitBets
simplicity over nonlinear taxes, linear taxes provide surprisingly robusili®in many settings
[49, 73].1 Our evaluation results in Section 4.5.4 are aligned with this observation. Wehadte
there are many other taxation schedules and budget balance stratedidefex their investigation
to future work. Our goal in this chapter is to demonstrate the existence dghraton scheme that
is effective and implementable in a P2P environment.

4.3.3 Budget Balance Strategy

Given a fixed tax rate, a fixed demogrant, and a fixed peer environmertgxitbudget (tax revenue
minus the expenditure) can be in one of the three conditions: (i) balancgyrfilus, or (iii) deficit.
Ideally we want the budget be balanced. Given the taxed bandwidth isshgae resource, a
surplus wastes resource (and hurt social welfare) and a deficitgttakeystem infeasible to operate.
Our solution is to tune the demogrant such that the budget is balanced: areetwo reasons
why demogrant should not be configured statically. (i) The peer envieo is dynamic, and so
is the composition of peers in the system. This may tip the balance of the budgets@irplus to

!Indeed there are many proponents for the adoption of a linear tax $orféeral income taxation.
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deficit, for example). (ii) Even if the peer environment is relatively stablis, difficult to set the
demogrant in the first place. The publisher must know not only the batitwapacity of all the
peers, but also their utility functions. This is private information that peegsmawant to reveal
to the publisher.

Deriving the demogrant value in a centralized manner takes severals.olim each round,
the planner announces the demogrant vadug {o all peers. Each peer determines the best (utility-
maximizing) strategy and tells the planner fts The planner then finds the highest demogrant
(G+1) without causing a budget deficit. The algorithm stops wbgn; = G;. We observex
sometimes oscillates between two values. In this case, we dampto increment by a small
amount. In Section 4.4, we show how to derive demogrant dynamically in édistd protocol.

4.3.4 Setting the Tax Schedule

How does the publisher set the tax schedule? In theory, the publisheettre optimal tax sched-
ule once it knows the distribution of user types. In many distributed systéingse user types
are private information and users may not truthfully reveal their types teystem. A possible
response is to desigstrategyproofmechanisms to induce truthful revelation by the users [25, 51].
A publisher can design an incentive compatible tax schedule such thatypsercan be inferred
from user action.

In the case of P2P broadcasting, the user types are their bandwidtitesp@ and R), and the
user actions are the actual amounts of forwarding and received dthdwf andr). Bandwidth
capacities are static host characteristics that can be easily determinedsbytivere agent running
on the peer host, so strategyproofness is not a major concern. Maestirigly, we find that accu-
rate knowledge of user type distribution may actually be unnecessarydtigaraln Section 4.5.4
we show that a fixed linear tax schedule is surprisingly robust agaiaggels in type distributions,
and good social welfare outcomes can be obtained for a wide rangéuesviar the marginal tax
ratet.

4.4 Incorporate Taxation into Protocol

This section shows how a linear taxation scheme can be implemented in a distpbotiecbl for
video broadcasting. We leverage ideas from protocols that builds a muligtend tree struc-
ture [11, 53, 19].

4.4.1 Multiple Tree Protocol

In the original multiple tree proposal, the source splits the video streammistoipes using multiple
description codec (MDC), and multicasts each stripe along a separatdtiel.peer selectane
tree at random, and joins the trees asiaterior node It joins all other tree aseaf nodes For
example, Figure 4.4 illustrates an example structure that a multiple tree protowtiucts. Note
that a peer contribute bandwidth to one of therees, and receive bandwidth from all the trees it
joins, including the one it contributes bandwidth to.

We use MDC for a different purpose than originally proposed. MDC s@support receiver
heterogeneity, improve resilience to machine failure and network congedtiaiaxation, MDC
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Figure 4.4: An example of a multiple disjoint tree structure.

offers peers the flexibility to contribute and receive small increments afve@ith. Such flexibility
helps us express the taxation schedule in finer granularity.

Now we attempt to incorporate the taxation semantic into this protocol and motieatedd to
extend the protocol. To forwarfl unit bandwidth, a peer would configure the fanout of the interior
node to bef. To receiver unit bandwidth, the peer would jointrees. The issue is thatdepends
on the available demograntr}, and it requires global information to inféf. In the following, we
describe the technique to inféfin a distributed fashion.

4.4.2 Distributed Bandwidth Allocation

Conceptually, the distributed protocol incrementally allocati&sthe peers (by increasing) until

the budget is balanced. First, the heuristic assuéés 0, and allocates the receive bandwidth
to only the peers who pay tax. For peeithis amount is equal tg;/t. We call this theentitled
bandwidth(r). A peer is entitled to receivet even in a worse-case environme6t £ 0). After

all peers receive their sharewof, the leftover bandwidth in the system is the demogrant pool. Next,
the protocol iteratively increas@ by 1, until the demogrant pool is exhausted. With every unit
increment ofz, all peers are allowed to join one more tree.

To facilitate this join order, the peer assigngrarity value for each of the: trees it joins. The
peer marks the first™ joins with the highest priority. Then the peer iteratively marks all other joins
with decreasing priority. Table 4.5 shows an example of priority assignroetité three peers. To
receive the entitled bandwidth of 2, sets a high priority (priority = 0) to join the first 2 trees, in
which one is an interior node and the other is an leaf nodldnas a lower priority (priority = 1)
to join the third tree (until the demogrant becomes 1). In the case where &ve pave the same
priority and contend for one “spot” in a tree, an arbitration rule is neelheolur implementation, we
favor the peer who has lower as this peer has a higher marginal utility gain in using the bandwidth.

Now that the nodes in each tree has proper priority values that refle¢tthechedule, the
protocol needs to perform admission control based on the priority. Nibde are accepted in the
tree should have higher priority than those rejected. To achieve thisjréadbr node individually
runs apreemptionrule on the joining peers. If the fanout bound is reached, a peer withheehig
priority can preempt existing peers with lower priority. Though we do nanfdly prove here,
by induction a peef is rejected from a given tree only if all other peers in the tree have equal o
higher priority than in the steady state. With dynamic peer environment, a peer that was previously
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f [rt | 1ststripe 2nd stripe 3d stripe
Peer A| 4 | 2 | interior node (0) | entitled leaf (0) demogrant leaf (1
PeerB|2 |1 |[interior node (0) | demogrant leaf (1) demogrant leaf (2
Peer C| 0 [ 0 | demogrant leaf (1) demogrant leaf (2) demogrant leaf (3

Figure 4.5: An example depicting three peers with different forward wadtt. Peers join each tree
either as an interior node or a leaf. The numbers in bracket are theiitypioreceivingnth stripe.
The shaded blocks are their entitled bandwidth.

preempted may become eligible. Thus a preempted peer periodically (eveeg@0ds) attempt to
rejoin the tree and get its fair share of the demogrant.

The peer may change its strategy (by changihdepending in part by the available demogrant.
Each peer can passively estimétdy counting the number of trees it joins. However, this estimate
is not reliable due to the transient condition in the distributed protocol. Toaserthe accuracy of
the estimate, each peer periodically (every 30 seconds) queries d stibfeer peers (20 peers)
about their estimates @f, and merge with its own.

4.5 Evaluation

Our evaluation seeks to answer the following three questions. For eastiaiy we outline the
evaluation methodology to answer the question.

e Does taxation yield good social welfare outcome under realistic Intern@bament? We
compare our proposed linear taxation scheme with two benchmark scheimedewer bound
benchmark is a Bit-for-Bit scheme, and the upper bound benchmark isialgmptimal
scheme where peers are obedient (or altruistic).

e |s the proposed tax schedule effective in maximizing social welfare? Wipa our fixed
linear tax schedule with dynamic and non-linear tax schedules.

e What is the performance implication when incorporating taxation in a distributeday
multicast protocol? We quantify the performance implications using three mattilization,
compliance, and stability.

We seek answers to these questions using two different simulation setug§rst three ques-
tions are about the fundamental efficacy of taxation, and we comstlatit simulationwith a fixed
group of peers using a centralized algorithm. The last question is abouhiaplation feasibility,
and we condudrace simulatiorusing the proposed distributed protocol. This section first presents
the simulation setup and the utility functions used in the evaluation, and then fsréseaimulation
results to answer the three questions in turn.

4.5.1 Utility Functions and Example

To quantify the potential benefit of taxation, we consider a simple set of utilitgtions below. We
acknowledge that the utility functions are based on intuition. However, weetleve the shape of
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Figure 4.6: The cost as a function of for-Figure 4.7: The utility as a function of forward
ward bandwidth. The cost function depends obandwidth assuming a Bit-for-Bit scheme.
peer’s forward capacity.

the curve (convex vs. concave) is accurate. We are in the procesfiaiting measurements from
the real P2P environment to refine the utility functions and their parameters.

We approximate the benefit functiob;X as a square root function to the received bandwidth
(r;). This concave function represents the diminishing benefit for the perteideo quality as the
bitrate increases.

The cost functiond;) captures the cost of forwarding data, as shown in Equation 4.5. The fo
warding cost ;) is modeled as a fractiop) of the (dollar) cost in purchasing the access bandwidth
F;. With economy of scale, the cost 6t is concave, and is modeled as a square rodf;of\We
added thex parameter to calibrate the cost function with the benefit functioshould be less than
1, indicating the desire to view the video content. In the evaluatida set to 0.75.

ci(fi, F3) = ax VF; x pi(fi, Fy) (4.5)

p; is the fractional cost to usg given F;, and the value is between 0 and 1. It is modeled as a
weighed averaged) between the two components, as shown in Equation 4.6. The first coriponen
models the direct forwarding cost, where the cost of forwardinig linear to the cost of;. The
second component models the congestion cost. Congestion happens velwose taF;. Since the
access links on the Internet are typically shared by different useappications, link congestion
will affect the performance (utility) of other users and applications. We intiite effect as the
fourth power of the linear fraction. The parameter is set to 0.5, where both components have
equal weight in the cost function.
fi

plho F) =0 () +(1- 0) <§j>4 (4.6)
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tax schedule outcome tax schedule outcome
flr F IR |f]|r]|u flr F IR |f]|r]|u
01 PeerA[{ 10 |3+ |4 |3 [ 1.45 (1) 2 PeerA[{ 10 |3+ |3 |3 [ 1.54
212 PeerB|4 |3+|2 |2 ]1.16 22 PeerB|4 |3+|2|2|1.16
4|3 PeerC|1 |3+|0 |1 (1.0 3|3 PeerC|1 |3+|1]|1|0.25
(a) Linear taxation with t=2.0, G=1: S=1.20 (b) Bit-for-Bit with t=1.0, G=0: S=0.98

Figure 4.8: An example illustrating the two tax schedules and their impact on #tegtand utility
of the three peers. In this example where peers are heterogeneatisrtéwitht = 2.0) has higher
social welfare than Bit-for-Bit.

We now show with examples how peers behave with the utility functions defineka Fig-
ure 4.6 shows the cost;] as a function off;. Each curve represents one access capagitye
make two important observations. (i) It is socially more beneficial for higiaciy peers to con-
tribute, because the per-unit cost of contributing bandwidth is lower with ¢tégacity peers. This
is shown in the figure where the curve is lower with largér (ii) Bandwidth is cheaper when a
link is less congested. This is shown in the figure where the curves havexcshapes. The net
effect on peer’s utility is shown in Figure 4.7. It plats as a function off;, assuming a Bit-for-Bit
semantic (; = r;). Again each curve represents oRg For a high capacity peer (e.d:;=64),
the best strategy is to contribute as much bandwidth in order to receive tddityqrideo. On the
other hand, the best strategy for a low capacity peers {=1.6) is to contribute enough bandwidth
(f; = 9) before the cost of congestion becomes a dominating factor.

We now provide a concrete example in Figure 4.8 to illustrate that taxation hgotbetial
to improve social welfare over Bit-for-Bit. In this example, there are 3 p@éth heterogeneous
bandwidth capacities. The maximum source rate is 3 bandwidth units. Figyes di®ws a tax
schedule with a marginal tax rate of 2.0 and a demogrant of 1 bandwidth tn@todicome of the
three peers are shown in the adjacent table. The outcome includes thaidthnchpacity (F, R),
the chosen strategy (f, r), and the marginal utility (U). For examglis,a resource-rich peer, which
can contribute up to 10 units of bandwidth. Itis incentivized to contributeit4 un order to receive
the full source rate of 3 units. This translates to a utility of 1.45. Figure 4s8({@ys the Bit-for-Bit
tax schedule and the corresponding outcome of the three peers.

Although both tax schedules collect the same tax reveRlé; (= 6), taxation provides better
social welfare than Bit-for-Bit. This improvement can be explained fromitverrelated angles:
(i) The cost of raising the same tax revenue is reduced with taxation. doetren comes from a
shift of tax liability from the poor () to the rich 4). A has lower marginal cost (1.54-1.45=0.09)
of contributing one additional bandwidth unit comparedtd0.75). (ii) There is a benefit to re-
distributing the tax expenditure. Node receives a higher marginal benefit from receiving the
additional bandwidth unit than nodé The use of demogrant facilitates this redistribution.

4.5.2 Evaluation Environment

To realistically model the simulation environment, we use data and traces cofiexteseveral live
events using a P2P broadcast system [16]. Due to space constraistsow the results of one trace
(Slashdot) in detail. The Slashdot event is the largest among all the teaxckattracted 1316 peers.
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Figure 4.9: Measured TCP throughput of peers in Slashdot. Peeratagorized into low and high
capacity, and the distribution is used to model environment heterogeneitysimbéation.

The mean and medium stay time is 18 minutes and 3 minutes, respectively. Thiastader 8
hours. The peak group size is 160. The trace contains the TCP thriugkpsurements (upstream
and downstream) between each peer and a well-provisioned server (imigersity). We use the
bandwidth measurements to model the forward and receive capacity dene 5 and R;).

Static Simulation: We conduct the first two parts of the evaluation with a fixed group sizé (10
peers). To simulate a wide range of peer environments, we systematicalltheabandwidth ca-
pacity of the 100 peers. We consider two categories of peers, higlkitapad low capacity, and
model a range of peer environment by varying tieenpositionof these peers. Thus, a homoge-
neous peer environment contains either 100% high capacity peers%rld@0capacity peers. To
assign the bandwidth capacity of a peer in a category, we draw from #bdigin derived from the
Slashdot trace.

To derive this distribution, we first categorize each peer in the Slashalg tsing its DNS
name and other access bandwidth measurements. A peer is categorizedcapdaity if it is
behind DSL, cable modem, or the access measurement is below T1. A patgerized as high
capacity otherwise. Then, the bandwidth distribution is derived from alptiegs under the same
category. We note that in the Slashdot trace, about 20% of the pedrighareapacity and 80% are
low capacity. Figure 4.9 shows a CDF of peer TCP upstreginand downstream;) bandwidth.
We observe significant heterogeneity among peers, and the upstreatwidih is significantly
lower than the downstream bandwidth.

Trace Simulation: We conduct the last part of the evaluation by playing back the join an& leav
time of peers in the Slashdot trace. The peers are assigned the bandwitity as recorded in the
trace. The simulator captures the overlay tree changes due to peers miwingaving the group,
but not due to network congestion. So peers would switch parents onlgyifate preempted by
other peers, or if their parents leave the group. To find a parent, appelees a small number
of other peers (up to 5) that are the interior nodes in the tree. This limit Isotlmedoverhead in
maintaining each tree.

Parameters Common to Both Simulations Our simulator assumes uniform delay between any
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Figure 4.10: Cumulative distribution of for- Figure 4.11: Cumulative distribution of receive

ward bandwidth between the taxation scyemieandwidth between the taxation scheme and
and the socially optimal scheme. The top curvthe socially optimal scheme. The top curve (R)
(F) indicates the forward bandwidth capacityndicates the receive bandwidth capacity of the
of the peers. peers.

pair of peers and no packet loss. The maximum streaming rate is 1600Kh@stream is evenly
divided among 32 stripes using MDC (so there are 32 trees). So each @dapdwidth unit) is
50Kbps.

4.5.3 Social Welfare of Taxation

We expect that taxation should improve social welfare compared to BBifpbut it will not be
socially optimal We define a socially optimal scheme where peerso@etientin contributing
bandwidth. The system designer can then dictate how much bandwidtheacshould contribute
and receive to maximize overall social welfare.

For a realistic comparison, we limit the degree of obedience in the socially opgthame.
Specifically, an obedient peer contributes only up to 6 times the full soatee This limit avoids
skewing the results if a very high capacity peer is in the broadcast systemex&mple, with a
source rate of 1.6Mbps, a peer behind a 1Gbps link would contribute prtly &.6Mbps. Without
the limit, this one peer could virtually supply bandwidth to all other peers. Thisxciaky desirable
(sacrifice one for the benefits of all others) but not realistic. To dexigocially optimal outcome in
a given peer environment, we use the following algorithm :

Socially Optimal Scheme The algorithm iterates on the total amount of forward bandwidth (called
W) in the system. Initialiy¥ is 0, and is incremented by 1 (unit bandwidth) until peers contribute
all of their forward capacity. In each iteration, the algorithm minimizes theeggge cost of raising

W from the peers (called'yy) and maximize the aggregate benefit of usifigamong the peers
(called Byy). The social welfare ofV (Syw) is By - Cyy. The socially optimal outcome then is the
bandwidth distribution of/” such thatSyy is the highest. To geByy, the algorithm allocate®”
evenly among peers (because the benefit curve is concave). Tggehe algorithm incrementally
raises bandwidth from the peer who has the lowest marginal cost.
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Figure 4.12: Social welfare as a function environment heterogeneitligdaxation scheme and the
two benchmark schemes. Taxation has a social welfare outcome in betwea®othenchmarks.

We first illustrate the difference between a socially optimal scheme and atiedion scheme
with an example. In this example, the peer environment composes of 20%hoEdygcity peers
and 80% low capacity peers. The linear tax rate is set to be 2.0. This is an aatiofinice which
will be clear later in Section 4.5.4. Figure 4.10 shows the cumulative distribufiéonearding
bandwidth capacity (F) and bandwidth contribution (f). The top curve idhtrewidth capacity,
and the lower two curves are the bandwidth contribution for the two schéfrheshigher the curve,
the greater the contribution is. We make two observations. (i) For the 80% qfettrs with lower
forwarding capacity, peers contribute about the same in both schemé=r(ife 20% of the peers
with higher forwarding capacity, peers in the socially optimal scheme cotesignificantly more
For the top 5% of the peers who have significant amount of bandwidtlunesothey virtually
contribute almost everything to the group. This is expected because tmipepst is lower for
the high capacity peers. As a result, it is socially more beneficial for tressmirce-rich peers to
contribute more. In taxation, the resource-rich peers do not havetiveémcontribute beyond their
specified tax amount.

Another key difference is how the bandwidth resource is distributed arpeecs. In taxation,
peers who contribute more receives more. This is not the case in the sapéiyal scheme.
Figure 4.11, where shows the cumulative distribution of receiving bantbwapacity (R) and the
actual bandwidth received (r) for the two schemes. The top curiigughere 30% of the peers have
the capacity to receive full source rate. The key observation is thatithie for the socially optimal
scheme is almost flat line but the curve for taxation varies from 100Kbpsiémogrant) to the full
source rate of 1600kbps. The socially optimal scheme results in a flat loauge an even con-
sumption of bandwidth resource is the most socially optimal outcome. In anetindr bandwidth
resource Yyields higher marginal utility when used on peers with lowensiegdbandwidth. This is
not possible to achieve in a taxation scheme where peers are assumettabeggcs

We now present results with varying peer environments to illustrate the imphetarogeneity
on social welfare. Figure 4.12 shows the social welfare of the thremseh (including Bit-for-Bit)
under various peer environments. 20% on the x-axis means the peamnengint is composed of
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Figure 4.13: Social welfare as a function of environment heterogerwitiifee different tax sched-
ules. The proposed fixed linear tax schedule is surprisingly robustsigamvironment changes.

20% of high capacity peers and 80% low capacity peers. Each curkesesyis one scheme. We
make two observations. (i) Taxation issaongly dominatingstrategy over Bit-for-Bit when peers
areheterogeneoud-or example, when the composition ratio is 20% (Slashdot environmenig| soc
welfare improves from 1 to 1.5, a 50% improvement. (ii) Taxationwgeakly dominatingtrategy
when peers areomogeneousThis is because with similar forwarding capacity, peers will elect
similar strategy in selecting andr, and the degree of redistribution becomes minimal. (iii) The
taxation scheme is still considerably worse than the socially optimal schemeis#xplained in
the earlier paragraphs.

45.4 Effectiveness of Linear Taxation

The linear taxation schedule we propose is (i) linear and (ii) fixed{isconstant across time and
event). However, this choice of tax schedule may not be effective in marigniocial welfare. In

this part of the evaluation, we quantify the potential penalty of this desigicehd/e compare the
proposed tax schedule with the following two schemes:

Best Linear Tax Scheme In this scheme, the tax schedule is linear but the rate can be dynamically
adjusted to optimiz&. To find the best tax ratey), the scheme varies the tax rate from 1.0 to 4.0
with an increment of 0.1 (41 possible rates), and selects the rate that maxinizes

Approximate Best (Non-Linear) Taxation SchemeHere the tax schedule can be non-linaad

the rate can be adjusted dynamically. This scheme approximates an idedheaxlscthat maxi-
mizesS. We are unable to come up with an algorithm to find this ideal tax schedule diréctly
brute force solution seems infeasible. With a source rate of 32 unit andsklibfe tax rates, the
number of possible tax schedule is as largeg2. To approximate the ideal tax schedule, the
heuristic performs 20 rounds of hill climbing. At the beginning of each dotime heuristic chooses

a random tax schedule. Then it iteratively adjust the 32 entries in the taxsleh until no single
adjustment can yield a highét. Finally, the heuristic picks the tax schedule that yields the highest
S among the rounds.
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Figure 4.14: Mean bandwidth of peers vs. tim&igure 4.15: CDF of policy compliance for the
in the Slashdot trace simulation. peers in the experiment.

Figure 4.13 shows the social welfare of the three schemes under vageusnvironments.
Each curve corresponds to one scheme. The lowest curve is the firad taxation with a rate of
2.0. The middle curve is the best linear tax schedule, with the rate numberegicto environment.
As expected, a tax schedule is more effective when it is non-linear amahtlg. However, the
difference is not significant, as the three curves are very close toatheh This is an indication
that afixedandlinear taxation scheme is effective under a variety of peer environments, ared the
is marginal benefit when tuning this parameter specific to a peer environ@enturther analysis
indicates that the.0 linear tax rate is not a magic number. In fact, a tax rate between 1.5 and 2.5
yields similar results.

455 Distributed Protocol Performance

The distributed taxation protocol (with a tax rate of 2.0) is evaluated with thesfwitpthree per-
formance metrics:

Utilization : Ideally, an efficient protocol should utilize all the bandwidth peers douti to the
overlay. A distributed protocol cannot be as efficient because it &k@ae time for peers to (i) find
unsaturated trees and parents, or (i) find parents who preempt oifdrentbecause the joining
peers have higher priority. Figure 4.14 shows the mean bandwidth metnedf as a function
of experiment time. The top curve is the mean bandwidth that peers are committeeaod (f).
The bottom curve is the mean bandwidth that peers actually forwféydThe closer the two curves
are, the higher the efficiency is. Our protocol is quite efficient, which usilaeleast 95% of the
contributed bandwidth most of the time. There is a visible dip in utilization at the biegjrof the
experiment. This is because the group size is small at the same compare tonther of trees in
the overlay. As a result, the aggregate forward capacity can varyly\gegaong trees. Thus one
tree can be saturated while others are not. We currently investigate wayaamitally balance
forwarding capacity among trees.

Compliance A good protocol should not only utilize the contributed bandwidth efficieriyt
also allocate the right amount of bandwidth to peers in compliance with the tayadlmy. To
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Figure 4.16: CDF of path change rate for all the trees peers participate.

measure compliance, at every time interval (5 seconds) we compare trenlif between the the
bandwidth a peer should receive ideally to the bandwidth the peer actuedlives, i.e.r; — r;*
(see Section 4.2 for definitions). Figure 4.15 shows a cumulative distribotitirat difference for
all peers during the experiment. A negative difference means the ptattmeates less bandwidth
than it is supposed to. We observe that a majority of time (80%), peers dferarte no more
than 100Kbps, indicating the protocol is fair in allocating bandwidth to peEns. curves show a
tail as low as several hundred Kbps, indicating that peers at some poéite significant less than
they should. This is mainly the artifact of the inefficiency in allocating bandwidth

Stability: Since peers join, leave, and change their strategy dynamically (by icigaf)g the pro-
tocol must also dynamically adjust the bandwidth allocatigrtq the peers. Our protocol achieves
high compliance and high utilization through preemption. However, preemptaumsira cost in
performance. Peers that are preempted may experience transientssatefiore finding another
parent. Worse yet, if interior nodes are preempted, their descendardatsaraffected. To capture
this cost, we count the rate path changegor each tree that peers participate during the experi-
ment. Some of the path changes are fundamentally unavoidable. Specifimafgth to a peer will
change if any one of their ancestors leaves the group. Figure 4.16 shewumulative distribution
of path change rate for each tree that peers participate in the experimentoté/that the total
cost of implementing the policy is about twice the fundamental cost in maintainingtrineture.
This is shown as the difference between the two curves. The lowes muticates the path change
rates due to peers leaving the group. A majority of the path changes duestmtion is in peers
“chasing” the unused spare capacity, which can change with peersg@nahleaving the group.

4.6 Related Works

Incentive Mechanisms To our knowledge, this is among the first work to incorporate the concept
of taxation into an incentive mechanism for P2P systems. Most of the pride agopts either a
token-based or a reputation-based incentive mechanism. In toked dzdsmes, users earn system-
specific currencies such asjo[82] or karma[78] which can be used for redeeming service. The
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use of market currencies, supported via micropayments, has beerdsindigtically in [30, 21]. In
reputation-based schemes, the transactional history of each peeat te gsenpute its reputation [9,
401, which in turn dictates the level of service obtainable by the peer. Bémbis the first system
that explicitly adopts th8it-for-Bit scheme for P2P file sharing [20].

P2P Streaming Protocols Most of the P2P streaming protocols today assume a “cooperative”
(i.e. obedient) peer behavior. This implies that the system designer haseteropntrol over the
behavior of individual peers. Assuming peers are not strategic, thaggocus on protocol designs

to achieves the best outcome based on the level of cooperation codsidenéet [39], peers are
completely cooperative in contributing resource to the P2P system. Thdiebjetboth protocols

is to deliver the highest multicast throughput to all peers by harnessingatidwidth effectively.

By assuming peers are obedient, the game designer (the protocols)hteweamptimal outcome
that meets its objective. SplitStream [11] and CoopNet [53] assume minimpka®mn from
peers and implementsRit-for-Bit outcome. We leverage many of the ideas there for the protocol
design. Lately, [19] devises a new protocol which allows the publishepeoify the spectrum of
cooperative policy to meet different performance objectives. Finallgpatation-based incentive
mechanism has been proposed that leverages service-differentedgbection in many-to-one
P2P streaming sessions to encourage user contribution [31].

4.7 Discussion

This is an early work that shows the promise of taxation in a heterogen&Rie®ironment.
However, this work is still incomplete in many ways. In the following, we highligid important
issues that are overlooked in this work. We believe further studies adeddo better understand
the implication of a taxation scheme.
Utility Function : One limitation of this work is that all evaluation are conducted based on one
set of utility functions (Section 4.5.1). Moreover, the parameters used intilitg functions are
derived based on intuitions rather than from actual user data. We beimweestudies are needed to
understand the sensitivity of the taxation results on various utility functiothganmous user models.
We anticipate that it is not a trivial task to realistically model user behavior lti#@adcasting
environments. Our reasoning is as follows. In the taxation framework,ake turrency is band-
width, i.e. peers contribute bandwidth in exchange for bandwidth. Hawesers make decisions
(i.e. the utility functions) based on user-perceived cost (i.e. dollarafdsandwidth forwarding)
and benefit (i.e. video quality). The difficulty is to map bandwidth to usecgieed cost and ben-
efit. As an example, how much utility does a peer gains by receiving a 4@0ktpo instead of
200Kbps? In our current utility function, the benefit function is condaveapture the diminishing
returns of increased video bitrate on the perceived video quality. Hawis may depend on the
codecs and the type of video. For low-motion video streams (such as takaush even the low
bitrate may yield acceptable video quality, and the additional bandwidth mayamotrguich. How-
ever, for high-motion video streams (such as sports events), the diffene bitrate may mean one
video stream is watchable and the other is not.
Demogrant ConvergenceAnother issue we overlooked is the convergence properties of damogr
and its performance implication. In the current formulation of the taxation isydtee demogrant
(G) is determined dynamically. The advantage is that is resource is highly dt{=eshown in
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Figure 4.17: Forwarding bandwidth of peers and the resulting demogsartime in the Slashdot
trace simulation.

Figure 4.14). However, the key concern is that demogrant may noeogewvleading to transient
performance degradation. This is because when demogrant chémgesceiving bandwidth to
some peer would drop. This is implemented by changing the delivery struotthe overlay that
may introduce data loss during the transient.

In real system deployment, dynamic changes in peer composition drisages to demogrant.
For example, when many poor peers join the system in a close time intervalsthece becomes
more scarce, causing demogrant to drop. This inter-dependencenis shbigure 4.17, where the
demogrant curve() follows closely with the mean forward bandwidth cury® (n the Slashdot
trace simulation. In particular, demogrant oscillates between 100KbpL&#dbBs. Such a change
in demogrant seems unavoidable because group membership is dynamids wortk, we have
captured the performance implication with the three metrics: utilization, compliandestability.

However, even with static group membership, demogrant still may not agmiuea centralized
setting. The main reason is that demogrant is not an independent vaRalkled in Section 4.3.3,
at the beginning of each round (rouh)] peers evaluates their utility against the current demogrant,
and change their bandwidth contribution in round- 1 that maximizes their utility. This change
may inadvertently affect demogrant in roukd- 1, causing further changes to roukd- 2. And this
cycle may repeat indefinitely. We argue that in the current problem fotionlat is very difficult
to eliminate this oscillation. To avoid this oscillation in round+ 1, peers should predict the
demogrant value in round + 1, and evaluate their utility against this future demogrant. Predicting
future demogrant will unlikely to be easy. In theory, such prediction gamhbde if the user types
of all peers (i.e. bandwidth capacity and utility functions) are known. Hewesuch knowledge is
difficult to come by in practice. We believe a practical solution to avoid denmbgiscillation, even
in a centralized setting, remains to be an open problem.

4.8 Summary

We identify three contributions in this chapter.
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e We leverage the uniqueness of the P2P Broadcasting context andetayettionas an incen-
tive mechanism to achieve a desirable outcome. The enabling observatierasytihmetry
of power, where the publisher has the power to design a taxation gamefandecthe rules
on the participating peers. We believe the concept of taxation is novel ahedt been
introduced in other P2P context.

¢ We show that taxation is an effective means to maximize social welfare wiees g strate-
gic in a heterogeneous P2P environment. In an environment consisti§wfdv capacity
peers, the social welfare improves by 50% compared to Bit-for-Bit.

e We demonstrate that linear taxation can be implemented efficiently in a distributextqir
with reasonable overhead. The protocol consistently utilizes above 98% cesource and
the allocation is compliant to the tax schedule within 2 bandwidth unit 80% of the time.
However, this comes at a cost of structural instability due to an increasghnate changes.
We show the cost is twice the fundamental cost in maintaining the structure.

One possible objection to the taxation scheme is that mandatory taxation may &l igpliac-
tary contributions by altruistic peers. It has been hypothesized thatrguoeat grants (financed
through taxationgrowd outprivate philanthropy [80, 6]. However, empirical studies have pravide
conflicting evidence on this matter [38, 54]. Therefore, it may be prugedsign the system such
that altruistic peers, if they exist, are not prohibited from contributing mag itk required by the
taxation scheme.

While we show the importance of altruism in peer-to-peer live broadcasgting,not clear
whether the same concept applies to other peer-to-peer applicationasdibh sharing. Peer-
to-peer broadcasting seems unique in two ways. (i) The application “Hgtumdangs out altruism
in people. Live broadcast is typically associated with a specific evemti@eare about. Though
altruism is also observed in file sharing, we believe people will likely be moraistit toward
an event (e.g. broadcast of Chinese New Year celebration) thartearsys.g. KaZaa). (ii) Live
streaming has more stringent performance requirement. A file is still usablalkieis three times
as long to download, but a video stream may not be watchable if the bitrateéstiimes less.
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Chapter 5

Conclusion and Future Work

This chapter summarizes the contributions of this dissertation and points te fubuks.

5.1 Contributions

This dissertation takes on the challenge to make Internet audio/video bstisdcacommodity
service The dissertation provides the first complete solution that address thisrgelathout
making any changes to the existing network infrastructure.

End System Multicast Architecture: Despite the conventional wisdom that multicast should be
implemented at the IP layer, we propose an alternative architecture whergystems, and not
routers, perform data replication. We call this new architecture End i@yistelticast. There are
several benefits with this architecture. Since end systems replicate multitaagsdey only unicast
services, there is no scaling and management concerns associatedttiriy $tate in the routers.
Moreover, the deployment is immediate.

However, the key concern with this architecture is the performance pehaiparticular, End
System Multicast introduces duplicated packets and incurs transient datavken adapting to
network congestion and group dynamics. To study the performance impficdtibis architecture,
we have designed one of the first self-organizing protocols (calledddqr Our evaluation results
from simulation and Internet testbed experiments indicate that the perfoenpemalties are low
from both the application and the network perspective.

Broadcast System Design, Implementation, and Deploymeniio demonstrate that End System
Multicast is the right architecture for video broadcast, we design, implemedtjeploy a broadcast
system based on this architecture. To our knowledge this is the first sygtbmeal application
deployment and experience based on this architecture. The systemdmam loperation for over a
year, and it is used by over 4000 users in 20 events. The post-morsdysiarof the event traces
was positive, and provides valuable insight for future improvements. &lfeve our experience
offers a good roadmap for others to design and deploy future Interoaticast systems.

Incentive Mechanisms For this architecture to succeed, the premise is that the end systems are
willing to contribute bandwidth resource and participate in data replication. Vithiteany cases
it is reasonable to assume the broadcast viewers are altruistic in contribegimgrce, we consider
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the scenario in which all viewers are strategic agents, i.e. they contribute nesources only if
they see clear benefits in doing so. We propose a new taxation schenme,ref@urce-rich peers
subsidizes for the resource-poor viewers. Our simulation results indfetéaxation can achieve
good social welfare without incurring a significant overhead to the syste

5.2 Reflection

So our broadcast system is out there. Any publisher can downloadiatige system. The overhead
to install and run the system is reasonably low. The performance is agogood. Overall,
the system seems to satisfy the needs of the publishers and the vieweraftéButvo years of
development and deployment effortehy is our toolkit not widely adopted by people “like a wild
fire”? Even though periodically people come to us to inquire about using systerohtbe time
we must take the initiative to contact the publishers for deployment.

In this section, | take a more holistic view of this End System Multicast work,rafidct on
issues that contribute to the limited deployment of this technology. | discusssisgth the tech-
nical constraints, the demand, the packaging, the economic incentidetheaapplication endpoint
architecture.

e Limited demand in synchronous broadcastinthe trend for information access has been
increasingly asynchronous, as seen by the popularity of TiVo and atter-on-demand ser-
vices. With on-demand access, viewers are no longer constrained byotcast schedule,
a great convenience. This trend is in contrast with broadcasting, whicinésently syn-
chronous. Thus, there is a concern that that broadcasting is becommgllangche with
limited importance.

However, | believe there will continue to be irreplaceable demands farthsgnous broad-
casting. Certain contents are far desirable to view in real-time. Example§ aes§, such

as ongoing process of war on Iraqg, (ii) events, such as New Yeatdown, commencement
ceremony, fashion shows, rock concerts, court hearings, amtirgpevents, and (iii) learn-
ing, such as virtual classrooms. Students can learn by watching tapet$ectowever, if

they are allowed to interact with the lecturers (by asking questions), therdoena strong

incentive to participate in real-time.

¢ Increasing presence of NAT and firewdHueled by IP address shortage and security break-
ins, it is increasingly common for networks to deploy NAT and firewall gayeswadur de-
ployment experience indicate that an overwhelming 50%-70% of the usdnimeacare be-
hind NAT and firewall. The dissertation has explored one promising solutittmRull-Cone
NATSs, which constitutes about 50% of all NATs deployed. However etlae still a large
percentage of end systems cannot establish bi-directional communicatiese &hd systems
cannot contribute their bandwidth resource to other end systems with similaectivity
constraints. If NATs and firewalls become more and more restrictive in thefatire, there
could be a show-stopper for an application endpoint architecture ingtantia

Compared to cable and satellite, our system is clearly far behind in audiofyiddity, both
in steady state (fidelity) and in transient (interruption). While the fidelity may beavgul
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with better codec and higher bandwidth, the quality degradation due to iptiemeseems
fundamental. Our broadcast system is built on the best-effort Inteshéth fundamentally
cannot provide end-to-end performance guarantee. Worse yeppdination endpoint ar-
chitecture is even more prone to transient performance degradation doedstor machine
failure and network congestion near the last hop, as confirmed by pearierce.

As a result there is a serious concern for businesses to adopt thislegphn The perfor-
mance requirement is understandably high for paid viewers. Evendeniewers, this re-
guirement may not be much lower. Consider fashion shows and compang bwetings,
a poor quality of the video broadcast reflects badly on the companies tvesis&Vithout
viable performance guarantees, the use of Internet broadcasting nsaydrely limited to
amateur markets.

e Risks of participationIn comparing with IP Multicast, we argue that deployment based on
End System Multicast is much easier because it does not require argedhiarthe IP routers.
However, in our experience, the deployment is not a walk in the park.nlapplication
endpoint instantiation, publishers and viewers must install our softwarskyaproposition
for some cautious Internet users. The fears they must overcome ingli)dehe fear of
spywares and Trogen horses. Currently Internet users havesynavas to establish trust with
the software providers. (ii) The fear of security vulnerability throughitistalled software.
(iif) The fear of legal and copyright infringements, particularly with the pageks of peer-to-
peer networks. (iv) The fear of flooding the access link and affixetrs sharing the same link.
We hope that emerging sandboxing computing platforms can help to restorertfidence
of Internet users to install software and participate, such as Java dNViamosoft .NET.

e Cost of bandwidth is droppindn Section 2.6, we argue for an application endpoint archi-
tecture because of the bandwidth cost in delivering video. Howevézchaology advances,
the cost of bandwidth will continue to drop. Thus it is possible that in the éytilme cost
is low enough that a third party provider can make broadcast as a fremadity service,
such as email. In return, the third party provider can recoup the operatgtdpy means such
as advertisement. When this happens, the need for an application enadmbiécture is
potentially marginalized.

Despite all of these concerns, | still believe an application endpoint artiniégfor video broad-
casting will continue to strive in the foreseeable future. The cost ofultid will remain high, and
so is the infrastructure-based approaches. As a result, there will gerttirbe a strong incentive
for publishers and viewers to use an application endpoint solution, eseghithe performance is
lower and the risk is greater. In addition, there are still ample rooms for egcgsearch to improve
performance in the best-effort heterogeneous Internet envirortmeadtdress the NAT and firewall
issues.

5.3 Future Directions

This section suggests a list of future research directions.
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e On-demand video distributiorVideo on-demand and live video broadcasting share one im-
portant characteristic: both require the same amount of bandwidth iotaspef the on-
line/offline nature of the video data. As a result, many aspects of this digsersgply to
the video on-demand. From the architecture perspective, the codtthensing an appli-
cation endpoint architecture still stands. From the protocol perspettdth applications
require an efficient overlay multicast protocol optimized for bandwidthrédwer, the issues
of NAT/firewall and incentive will likely be the same, and so are the solutions.

However, the key difference is that video on-demand does not recair¢ime data delivery.
As a result, the detail solutions may be quite different. Since data is no longealitime,
end systems can buffer data. Buffering greatly reduces the impactnsidrda performance
degradation due to host dynamics and network congestion. Howetsribhg comes at a
cost of additional protocol complexity. Since the amount of data in the tbdéfeends on the
join time and the receiving rate, end systems will have different amounttaf ddus, the
protocol must be intelligent in finding parents who have the desired dataiirbtifers.

e Compare distributed and centralized protocol$ere seems to be a religion among network
researchers that centralized protocols should be avoided at all gost.tBe beginning of this
work, we subscribed to the same religion without giving a second thougadsgrotocol
is completely distributed, as well as most other protocols in the research literdtoelieve
the cost/benefit tradeoffs with a centralized approach are far from, eled deserve to be
studied in detail. Moreover, the study should consider the requirementsrancthstances of
the system deployment.

A distributed protocol typically has two potential benefits: robustnessigabespoint of fail-
ure) and load balancing (no server load bottleneck). In the contexidebwbroadcasting,
these benefits may not be insignificant. There is no gain in robustnesstsnseurce is in-
herently a single point of failure. Also, it is questionable whether the s&reald become a
bottleneck. CoopNet [53] shows that a commaodity server can servesatées of thousands
of machines. On the other hand, a distributed protocol has many techhalidrgges and
performance drawbacks. Even in a relatively high dynamic environnuehtas video broad-
casting, it is unclear whether any protocol can scale up to a large gizeipvkile retaining
its efficiency.

¢ Video broadcast and social scienck this dissertation, we use the broadcast system as a
research vehicle for networking. However, we believe it has valuendittg into other areas
of research. For example, one potential direction is in social scien¢kerls a demand for
interactivity in video broadcast and what are effective means of interactivity? Utrkki-
tional TV broadcast, Internet broadcast provides opportunitiesiéavers to actively engage
in the event. We believe interaction among viewers are new and valuablé caymiial that
did not previously exist in traditional TV broadcast. If interactivity is uséféctively, it can
enhance the viewing experience, create positive feedback, andrgmavvirtual community.

e Selfish routing vs. coordinated adaptatidmagine the scenario where the application end-
point architectures are widely adopted, and many groups of people ewidbo broadcast
systems simultaneously. Will these groups co-exist happily without any @éqaierdination
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among themselves? Consider a simple example where a DSL user participatesvidews
broadcasts. How should the two broadcast overlays share the bdttlesearce of the DSL
bandwidth?

The key observation is that links in the overlay do not repreiselgpendenpieces of network
resource, as two different overlay links may share the same physicalifirtke underlying
network. So far we have abstracted out this inter-dependency andthearksource (e.g.
available bandwidth) of each overlay link independently. This abstractidarsvorks well
for an overlay network supporting just one multicast group, but the adigin may break
when supporting multiple groups, where traffic generated by these gisupore likely to
contend for the same physical resources. In this case, an expliciticatton among groups
may be necessary to optimize the use of limited bandwidth resources.

e Scalability to group sizeOne important question that we have not been able to pursue fully in

our deployment efforts is scalability. There are external factors tha¢ mdKficult to control

the group size or user participation. Availability of compelling content playsyaréle. The
broadcasts that we have conducted so far have been for technidehtevhich tends to
attract a limited audience. Content that may attract a wider audience, for Examvies

and entertainment, is not freely available and often has copyright limitatiomemhins an
open question whether an application endpoint architecture can scaky farge group size

in actual deployment.
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