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Abstract

Recattly, distributed files g/stems have aygressvely exploited cading to provide high
availability to their clients. Such systems allow users to access and modify caded data
even when clients become disconneded (e.g. a laptop removed from its docking station)
or wedly conneded (e.g. a laptop conneded via amodem) to servers. In doing so, these
file systems violate one of the key properties of cading: transparency.

When disconneded or wedkly conneded, these systems cannot aways maintain the
illusion of connedivity. For instance, the system may not be ale to service a cale miss
or may only be @le to do so with a lengthy delay. When the illusion of conredivity
bre&ks down, the usability of the system is undermined. Early designers of these systems
either did not recognize or faled to appredate the extent to which users would be
affeded. After extensive experience with the Coda file system, however, we have
witnessed the aduous leaning curve experienced by new Coda users. We have dso
observed occasional, but serious, confusion caused by modal behaviors introduced to cope
with the range of network connedivity encountered by mobile dients.

This dissertation describes the design, implementation, and evaluation of the
CodaConsole, a graphicd interface that makes cading tranducent to users of such
systems. To make cading tranducent, the interface &poses critica aspeds of cading to
support availability, while hiding noncriticd details to preserve usability. For example, the
system informs users about the availability of their tasks, but does not bother them with
minutia of cadhe consistency. The interface éso offers opportunities for users to control
where network resources are spent.

To evaluate the CodaConsole, | performed a usability test. This dudy showed that users
were dle to lean how to use the interfacein about one hour. They were ale to operate
the interfacewith little difficulty. They were dso able to understand problems indicated by
the interface ad then determine what adions might resolve those problems. Perhaps the
most surprising result, however, was the fad that novice Coda users performed amost as
well as expert Coda users. This interfacesuccessully makes cading, in the presence of
disconneded or wedkly conneded operation, tranducent.
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1 Introduction

Programmers have traditionally exploited cadiing to improve performance. The power of
this technique has been its ability to substantially improve performance in a way that is
completely transparent to higher levels of the system. Coda was the first system to exploit
cadiing not only to improve performance but also to improve availability. The term
availability refersto providing continuous accessto data.

Exploiting cading for this purpose fundamentally violates transparency. For example, the
system can o longer guaranteeits ability to service a calie missin a reasonable anount
of time. Instead, the system must either halt until such time a the misscan be serviced, or
return an error indicaing that the miss cannot currently be serviced. Neither of these
options maintains transparency to higher levels of the system or to the user, and both
options reduce the usabili ty of the resulting system.

The goal of this thesis is to explore ways in which cading can be made tranducent to
higher levels of the system by exposing criticd aspeds of cading to support availability,
while hiding noncriticd aspeds of cading to preserve usability. For example, when the
cost of using the network is high, the system might expose cate misses to the user,
allowing users control over network usage. In addition, if the system had high-level
knowledge of the tasks that users must perform, it could inform them of the availability of
those tasks.

Because Coda is a Unix-based file system, the strategies | use must be compatible with
Unix idiom and usage austom. One key feaure of Unix is the adility for programs to run
without user attention [19, 42]. Balancing the desire to retain this feaure against the
desire to provide better support for attentive users proved to be amagjor challenge for my
reseach, with sometimes far-reading consequences. For example, the use of pop-up
dialog boxes that block waiting for the user’s answer was smply unacceptable. Such out-
of-band communicaion assumes that a human is paying attention to the system and
predudes programs that run unattended. My philosophy throughout this reseach was to
maintain the Unix heritage to the gredest extent posshle, while alding enough out-of-
band communicaion to improve the usability of the system. When the user is available,
the functionality and/or performance of the system is improved. When the user is
unavailable or when a program is running unattended, the system nust preserve
transparency by ading on the best avail able information.



2 Introduction

1.1 TheThess

Previous reseach on systems that cade for availability focused amost exclusvely on
proofs of concept. The outstanding questions were whether it could be done. Users of
these systems were primarily the developers plus a few of ther friends. These users
proved not only that availability could be improved, but aso that this classof users could
make dfedive use of it. Now, our focus must shift to making these systems accessble to
lessmotivated and lessexperienced users.

The ladk of transparency intrinsic to systems that cade for availability reduces usahility in
ways that were ather unforeseen or underestimated by ealy designers. To improve the
usability of future systems that exploit cading for availability, we must make cading
tranducent to users. This observation leads diredly to the thesis satement:

Medanisms that seledively expose interna details of the cate state and
operating environment can improve the usability of systems that exploit
cading for availability. Further, it is possble to measure the dfediveness
of these mechanisms.

Because systems that transparently exploit cadiing for availability are rare, | examine these
medianisms within the ontext of the Coda file syssem. The ideas behind these
medhanisms, however, are gplicable beyond Coda. As cading for avail ability becomes a
well-understood toadl, it is likely to be gplied more widely. The Web, whose airrent
consistency model can, at best, be described as primitive and whose aurrent performance
is frequently abysmal, may well endearor to provide high avail ability in the yeas to come.
Personal Digital Asgstants may aso strive to provide high availability, as users become
less willing to manually manage the increasingly large “cade” of data stored on these
systems. This thesis provides a aiticd opportunity to lean about medianisms for
improving the usability of cading for availahility, allowing us to pave the road for future
application.

1.2 Background and Historical Perspective

The full effea of cading for availability on the user was not well understood in ealy
versions of Coda. Once Coda had matured sufficiently and had experienced substantial
use by many different users with a variety of badgrounds, we redized that we were
sedng usability problems with the various tools as well as with the violations of the
transparency. In this sdion, | briefly describe the history of Coda, focusing on the
influence eab advance had on the usability of the system.

In 1991, Kistler introduced disconneded operation in the Coda file system [22, 23].
Disconneded operation provided autonomy to clients of a distributed file system by
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alowing them to continue using caded data during temporary network or server failures.
In summary, Coda exploited its file cade to provide high availability as well as to improve
performance  The usability of the system seamed grealy increased becaise of the new
functionality.

Kistler observed that the voluntary disconnedion of a laptop computer from a network
was equivalent to a total network failure between client and server; thus, disconneded
operation also supported portable dients of a distributed file system. To make this mode
of operation useful (particularly for disconnedion lengths typicd of portable dients), the
system allowed users to provide hints to the cate manager about important data. These
hints helped the system manage the cade in preparation for potential disconnedion,
helping to ensure that the most useful data is avail able to the user.

Although disconneded operation provides important functionality, it is not a panacea
Disconreded clients suffer from several serious limitations, ead of which reduces the
usabili ty of the resulting system:

e Cade misses may impede progress

e Locd updates are not visible remotely, and vice versa

e Updates are vulnerable to theft, loss and damage of the portable computer
e Update mnflicts are more likely

e Exhaustion of cade spaceisa oncern

Further, users of the system must provide extensive hints to make dfedive use of
disconneded operation. The system requires that these hints be spedfied at the level of
files and dredories. Users quickly lean that applicaion programs acces numerous
files—files these users never redized existed. New users of the system encounter a steg
learning curve before they are ale to make dfedive use of it.

To address a number of these limitations, Mummert extended Coda to exploit weak
networks [33, 34]. A we&k network is one that exhibits high latency, low bandwidth,
intermittence, or high cost. When operating we&ly conneded, Coda services cade
mises either in the foreground or in the badkground depending on the importance of the
missng file axd the expeded service time. It trickles updetes to the servers in the
badkground, making updites visible to ather clients and lessening both the likelihood of
future updete conflicts and the cate spacerequired on the dient. It aso maintains cade
coherence by updeting the dient's cadhe & other users change files on the servers.

1.3 Lack of Transparency

Wed& conredivity ameliorates many of the limitations experienced by disconneded
clients, but, like disconneded operation, it is not a panacea It is fundamentaly limited by
the available network bandwidth. Further, it cannot obviate the nead for disconneded
operation because wedly conneded clients may well find themselves disconneded—
either involuntarily during a network outage, or voluntarily becaise of concerns regarding



4 Introduction

cost, privagy, or the perception that the network is temporarily unusable. It does not
address the need for detaled hoard hints and it brings to light several previoudy
unrecognized problems, such as excessve delays, the need for both disconneded and
we&ly conneded operation, and inadequate feedbadk.

Excessive Delays. Servicing a cate miss of even a moderately large file over a dow
network can cause excessve delays. Consider the canonicd example of a user accessng a
1 MB file while we&kly conneded. At 9600b/s, such a demand fetch would require the
user to wait amost fifteen minutes! At 28.8 Kb/s, it would till take just under five
minutes. Neither of these delays is tolerable for interadive systems [35]. Although
modem spedals are increasing, color picture and movie “illustrations’ in documents can
increase file sizes abstantially beyond the camonicd 1 MB. And if the we& network
connedion is intermittent, the expeded delays rise proportionaly. The system is
fundamentally limited to the avail able network bandwidth.

Need for Disconnected Operation. Although portable dients may have the &ility to
operate wegly conneded at al times, there remain situations in which the user may
choose to ogperate disconneded. For example, the user may wish to extend battery life by
not sgquandering this limited resource on network transmissons, the user may wish to
reduce network charges when costs are high; or, the user may want to avoid network
transmissons when the network quality degrades sibstantialy. Thus, even wegkly
conneded clients benefit from the &lity to operate totally disconneded from the
network.

Inadequate Feedback. Disconneded and we&ly conneded operation introduce modal
behaviors', which have long been known to cause usability problems [53]. These modal
behaviors are aiticd to supporting programs that operate unattended. Unfortunately, they
introduce a mismatch between the user’s expedations and the redity of the airrent
operating conditions. This mismatch contributes substantially to the usability problems we
have identified in Coda. For example, until recently, our loca network was sufficiently
overloaded that network bandwidth regularly fell below the threshold for strong
connedivity, causing Coda dients to behave & if they were we&ly conneded. In this
mode of operation, the system delays propagation of updetes for a brief period of time to
alow future updates to make propagation unnecessry. This delay has confused a number
of users because such users were not expeding wedkly conneded behavior while
conneded viathe building’'s Ethernet. The standard technique for helping users cope with
modal behaviors (when they cannot be avoided) is to introduce feedbadk to help users
recgnizethe arrent mode of operation [32].

Disconneded and wegkly conneded operation increase the range of behaviors exhibited
by Coda These strange and seamingly “abnormal” behaviors occasiondly cause
substantial confuson and frustration for even experienced users. However, the

L A system is said to exhibit modd behaviors when the same action (e.g., keystroke or mouse dick) can
cause different things to happen under different circumstances. For example, when using vi, typing the
letter ‘i’ does one of (at least) two things. If the program is aready in “insert mode’, then the letter ‘i’ is
inserted into the text of the document. If not, then the program is put into “insert mode” and the letter
does not appear in the document.
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transparent transitions that cause this confusion among our users are critical to supporting
programs that have not been extended to adapt to changing conditions. One view of my
thesis then is to explain the system to users and to allow them control over its behaviors,
while not saaificing the transparency that is © important to programs.

1.4 Perspective of Users

For the benefit of those readers unfamiliar with the lineage of Coda and for whom my brief
description of the problem was perhaps insufficient, let me describe the use of Coda and
its predecessors from the user’s perspedive. To make this description concrete, let me tell
a story about two fictitious employees, Pea and Yoni, and their equally fictitious boss
Alex. Thetopic of the story istheir love-hate relationship with a distributed file system.

Pee, Yoni, and Alex al have desktop machines. Their company has dedded to move to
using a distributed fil e system to ease the maintenance problems faced by their faciliti es
staff. Their data is now stored on central file servers and they accessit via their local
area network. Thefile servers are maintained and monitored by the company’s faciliti es
staff. Their desktop machinesinteract with these server machinesto give them accessto
thelr data, caching the data locally to provide improved performance

Oncethe initial problems are worked out, the entire company becmes enamored with
the new file system. Userslike it because they can easily share data with co-workers. In
fact, novice users, unwilli ng to deal with ftp, no longer use sneaker-net? to share their
data. They simply send a pathname that is accessble from any company computer. The
faciliti es gaff likes the system because it greatly reduces the dfort necessary to maintain
the wmpany computers. They are no longer required to reinstall new versions of
software on every single machine. They simply install the new version in the distributed
system and let the automatic scripts deposit it on each client machine. Backups have
also become much smpler since they need only deal with a small number of server
machines and need not backup the dient machines at all.

Soon, however, Pea and Yoni learn a few painful lesons about the downside of
distributed systems. The first leson occurred when their network went down the night
before a critical deadline. The seand occurred when their file server crashed in the
midde of an important presentation. The cuse was the same in bath situations. even
though the amputer sitting right in front of them was fully operational and had the data
cached, they could not access that data. You see to preserve mnsistency in the
distributed file system, the local client must maintain an active @mnnedion to the file
server. During periods of server or network fail ures (when an active mnnedion is not
posshle), the dient cannot allow accessto data even if that data is in its local cache
becuse it cannot know whether or not that data is valid. Shortly after those two
disasters, Pee and Yoni convincether boss Alex, to purchase the high avail ability add-
on that will alow them to continue to accesstheir cached data even during periods of
server and network fail ures.

With the new extension, they find that they can accesstheir data even when the server
crashes or the network goes down. They are, once again, quite pleased with ther
system. In fact, it is working so well that Alex deddes to invest in laptop computers,

2 Sneaker-net is defined as the network achieved by writing data to a floppy or tape on one machine,
walking it over to another machine, and reading the data on that second machine.
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giving them accessto their data during their frequent businesstrips. They soon learn
that operating disconreded has advantages, but that it is not without pitfalls. Pea’s
first trip with the laptop was a near disaster. He knew that he needed to provide hints to
the ache manager so that it would know what data to keep cached and he arefully did
s0, but he forgot to authenticate before disconneding so he did not have permisson to
write to any of his data during his trip. He was able to read the data, however, so he
copied it onto the local disk so that he could work.

Yoni's first trip with his laptop was equally disastrous. He forgot to tell the system
about afile aitical to starting up his window manager. Without his window manager,
he @uld not present his dides on-line. Luckily, becuse he was not completely
comfortable with the new technology yet, he had printed backup dides and was able to
use them for the presentation. After hearing about their experiences, Alex was very
careful to test his hints before leaving to make sure that everything worked as expeded.
His presentation went smocthly and he was very pleased, until he tried to implement
some of the suggestions made during his presentation that happened to affed files he
had not anticipated nealing. He found that the system provided no support for fetching
missng files over the internal modem; the process was, thus, tedious and time
consuming. He made a note to lodk into the newly released add-on supporting weak
conredivity.

Upon returning to the office he asked Pee to evaluate the weak connedivity support
and get back to him. Shortly thereafter, Pea recommended that they purchaseit. Alex
began using weak connedivity immediately and found it extremely useful. On his next
trip, he dialed-in from his hote room to update the servers with his changes and
download any files that Pee and Y oni had modified. Onceagain, all threeof them were
in love with the new system and found it greatly increased their ability to share data on
theroad. They experienced only a few minor annoyances, in that they were never quite
sure when the updates had finished transmitting, but nothing major.

Shortly thereafter, Yoni's wife, Leah, accepted a job dfer in a different city. Rather
than lose such an experienced and valued employee Alex dedded that it would be more
productive to allow Yoni to work from arented officein the new location, accessng his
data via a1 Internet Service Provider (ISP and taking full advantage of weak
connedivity. Yoni typically remained weakly conneded to the home office via the
Internet. He found that, although performance was usually acceptable, he occasionally
had to disconned because network characteristics degraded beyond usabilit y.

Once Yoni started interacting closely with Peeg on a new projed, however, he became
frustrated with the system. He found that, because the network performance between his
ISP and the home @mmpany was variable, he was never guite sure whether he was
operating weakly conneded or strongly conneded. He was frustrated because
sometimes his updates did not appear on the servers when he thought they should have.
In fact, one day, he and Pee wasted a large of amount of time tracking down what
appeared to ke bugs, but in fact, turned out to be version skew resulting from these
consistency problems. They finally remembered that, when the system is operating
weakly conneded, updates are not propagated to the servers immediately; instead, the
system ages them for a few minutes and then ships them over. They have since learned
to ched the state of their connedivity whenever such confusion arises. After hearing
about these problems, Alex suggested that Yoni lodk into a recantly released interface
add-on that addresses these problems.

This gory summarizes the development of AFS and Coda. It gives a broad overview of
how users might use systems like AFS and Coda & well as the problems those users might
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encounter. The story ends where my thesis begins, with the promise of an interfaceto
help users of a highly available distributed file system that supports weak connedivity.

1.5 Roadmap of Dissertation

The Coda file system is the reseach vehicle used to test and to validate the ideas in this
thesis. Chapter 2 provides badkground on the aiurrent Coda system. It focuses on
disconneded and wedkly conneded operation, discussng those aspeds of Coda relevant
to thisthess.

Chapter 3 discusss the design rationale for the tranducent cading interface It begins
with a discusson of what aspeds of cading need to be exposed to the user. It then
continues with a discusson of the potential burdens that tranducent cading places on
users. It concludes with design principles for limiting those burdens.

Chapter 4 describes the detalled design of the CodaConsole interface which was inspired
by the dashboard of an automobile and fedures a set of nine indicaor lights. The
indicaors of the interfacediffer from those of a dashboard becaise the interface dows the
user to expand the indicators to obtain more detailed information. This chapter presents
ead indicaor, describing what it indicaes as well as what additional information is
available.

Chapter 5 describes the implementation of the interface It presents an overview of the
system architedure. It continues with a discusgon of the details of the implementation,
including a summary of the Tranducent Caching API. It then presents three examples of
the use of the Tranducent Caching API: an initidlization sequence a smple event
notificalion, and a cmplex series of event notifications. It concludes with a brief
reflecion on the implementation.

Chapter 6 examines three techniques used by the interface to reduce the burden
tranducent cadiing places on users. The first technique dlows users to spedfy the name
of a program and then automaticdly tradks the references made by that program to
identify the files on which that program depends. The second allows the system to offer
the user adviceregarding her hint spedfications. The third allows the system to model the
user’s patience for waiting for network adivity.

Chapter 7 presents the results of a usability test evaluating the interface The usability test
has two primary goals: first, to determine how well users, particularly novice Coda users,
are dle to lean, operate, and understand the interface and second, to uncover usabili ty
problems in the interface primarily as a way to focus future work on improving the
interface

Chapter 8 describes work related to this thesis, including work on automaticaly predicting
the files and dredories users will use during a disconneded sesson and work related to
exposing the internal workings of other systems to their users.

Chapter 9 concludes the thesis with a discusson of the ntributions it makes and
suggestions for future reseach diredions.
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2 Context and Background

This work was performed within the context of the Coda file system, a distributed file
system, whose primary goa is to provide ontinued access to data during network
partitions or server failures. Sewndary goals, largely inherited from its predecessor—the
Andrew file system (AFS)—include scdability, seaurity, performance, and ease of system
administration.

The designers of AFS used a dient/server model, partitioning the system into two
mutually exclusive sets of madines. The first set, cadled servers, consists of a relatively
smal number of trusted madines administered by a ceitral authority and dedicaed to
servicing requests from the second set. The second set, cdled clients, consists of a much
larger group of untrusted machines administered and operated by independent groups or
individual users. Client and server machines communicate over aloca areanetwork via a
remote procedure cdl (RPC) medhanism [5].

Both AFS and Coda make similar usage assumptions. The workload is assumed to be that
of an office or engineaing environment, including applications such as eledronic mail,
word processng, program development, and data analysis. Spedficdly excluded are
applicaions requiring highly concurrent, fine-grained access to data, such as database
applicaions. Further, ead client is assumed to be apowerful computer with a moderate
amount of disk space AFS also assumes that ead client communicates with servers over
a high-bandwidth, low-latency network connedion. Coda, however, assumes only that
clients will have occasiona accessto a high-bandwidth, low-latency network connedion.
In addition, Coda assumes that a single user controls ead client.

In the next sedion, I discusshow these design goals and usage assumptions influenced the
basic design of AFS, and therefore, of Coda. The following sedion continues from the
point where Coda diverges from AFS, with an overview of Coda's mecanisms for
providing high availability. Finally, | summarize Coda's user interfaces. The discussonsin
these sedions are limited to only those details necessary to understand the work described
inthisthesis. For further details, please refer to previous AFS and Coda publications [13,
46].

2.1 Influence of AFS

The dominant fador in the design of AFS was the desire to support up to approximately
10,000 clients. In the ealy 198G, this was a very ambitious goal—at least an order of
magnitude beyond the largest existing dstributed file system. Sewndary fadors in the
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design of AFS include seaurity, performance, and ease of administration. In the sedions
that follow, | examine how ead of these goals influenced the design of AFS, and therefore
that of Coda. Given the ambitious goal of creaing a distributed file system expeded to
service an entire university, it is not surprising that scdability became the dominant
concerninitsdesign. Asl review the design, issues of scaability will arise time and again.

2.1.1 Client/Server Model

The dient/server model addresses two important issies. system administration and
seaurity. First, the relatively small number of server madcines makes the scde of the
system appea, from the point of view of system administrators, to be significantly smaller
than the total number of madhines in the system. Seaond, the integrity of the system as a
whole relies primarily on the integrity of the server macdiines. These madines are seaured
behind locked doors, are accesble only to system administrators, run only trusted
programs, and are dosely monitored. The integrity of client madines, however, is not
asumed. If a dient is subverted, the potential for damage is locdized and cannot extend
to arbitrary portions of the namespace Unauthorized release of data is limited to the data
caded on the subverted macdhine and to data accesble to any authenticated user logged
onto that madiine. Similarly, unauthorized modificaion of data is limited to that data
accesble to an authenticated user on that madiine. Authentication tokens automaticaly
expire 25 hours after they were originaly aayuired, so the timeframe for unauthorized
modificaion is limited.

2.1.2 Volumes

AFS divides the file system hierarchy into manageable pieces, cdled volumes. A volume
isasubtreeof the file system containing related files and dredories, such as a user’'s home
diredory. A volume rresponds roughly to a mountable Unix file system. Like disk
partitions, volumes are mounted within the file system hierarchy at what is cdled a mount
point. Unlike partitions, a volume mounted by one dient is visible to ather clients. In this
way, volumes are glued together to form the complete file system hierarchy. The dient
recognizes mount points during name resolution and crosses them transparently.

Ead file system objed, which can ke afile, diredory, or symbolic link, is identified by a
unique file identifier (fid), a 96-bit quantity consisting of a 32-bit volume identifier and a
64-bit vnode number. To locae afile system objed, the dient begins by looking up its
volume identifier in a database to determine the servers for the objed. It then contads
those serversto fetch the file.

The volume astradion is crucial for supporting name axd location transparency. Since
mount points are stored gobally in the file system rather than locdly at ead client (asin
NFS), every user has the same view of the file system hierarchy. Furthermore, since file
names never contain locaion information, system administrators are freeto move volumes
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to different servers or disk partitions to balance the load among the servers. Thus, both
users and system administrators benefit from this important abstradion.

2.1.3 Client Caching

Clients cade data from serversin AFS. Thus, when a user accesses an uncaded file (i.e.,
the user encounters a catie mis9, the dient cadhe manager, cdled Venus, fetches that file,
in its entirety, from the servers. A copy of the file is then stored on the dient’s locd disk.
Should the user accessthe file again in the nea future, the request can be serviced from
the loca disk and the user need not wait for the file to be fetched from the servers again.

To maintain cade mherence, the dient obtains a callback promise from the server for
every objed inits cadhe. If another client updates a file for which a server has promised a
cdlbad, the server must issue acallback break before mmpleting the updete. Thus, a
client can confidently allow accessto objeds for which it holds a cdlbadk promise & long
asit remainsin contad with the server making the promise.

The design of this cading scheme has important implicaions for the overall goals of AFS.
Cacdhing improves the performance of the dient since there ae substantial amounts of
locdity of reference in the anticipated workloads. Cacdhing also improves sdability since
it reduces the anount of server load imposed by ead client, thus alowing more dients to
be supported by ead server.

2.1.4 User Authentication

Every AFS user has an AFS identity and passvord. To access data stored in AFS, the
user authenticaes to an AFS authentication server, providing a username and passwvord
[44]. If the user provides the mrred passwvord, the server isaues tokens to Venus on the
user’s behalf. Venus then stores these tokens, alowing it to establish seaure wnnedions
to the file servers. Tokens are valid for a period of 25 hours, after which the user must
reauthenticate. Users may view their tokens with a speaal program.

2.2 Extensions for High Availability

AFS had a strong influencein the design of Coda. In fad, the previous sdion could have
been written to describe Coda. Coda now diverges from AFS, however, as it strives to
provide high data avail ahili ty.

High avail abili ty becomes the dominant goal. Scaability, though still im portant, assumes a
secndary role to high availability. Certain assumptions also change dightly. Clients are
now asumed to have only the ahbility to conred to a high-bandwidth, low-latency
network at least occasionaly. At other times, clients may be disconneded from the
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network or conneded via alow-bandwidth network. Clients are further assumed to be
controlled by a primary user; in fad, certain adivities are limited to that user.

Coda provides high avail abili ty through the use of three ©@mplementary medhanisms. The
first medhanism, server replication, provides resliency in the face of server failures and
network partitions. The seaond medianism, disconneded operation, maintains the illusion
of conredivity when a dient is completely isolated from the servers. The third
medhanism, weakly conreded operation, aleviates me of the shortcomings of
disconneded operation when only a low-bandwidth network connedion is avail able.

2.2.1 Server Replication

Coda uses optimistic replication at the volume level to provide resiliency to server failures
and network partitions [28, 46]. With optimistic replicaion, updetes to file objeds are
allowed provided that at least one replicais visible to the dient performing the update.
Thus, conflicting updites (caused by write sharing) can and do occur. Coda deteds such
upcktes, automaticdly resolves most types of conflicts, and provides tools to help users
manually resolve the remaining ones. Fortunately, in an office ad engineeging
environment, write sharing is a relatively infrequent occurrence  This thesis depends
minimally on Coda's replication medianism so | will not delve into further details on this
topic; instead, interested readers can refer to Kumar’s thesis [2§].

2.2.2 Disconnected Operation

Disconneded operation provides resili ency to failures that completely isolate a dient from
al Coda servers. Because of this resiliency, Coda supports mobile dients [22]. When
operating disconneded, clients ad as pseudo-servers and allow the user to work entirely
out of the dient cadhe. The trick to making a disconneded sesson succesdul, then, is to
make sure that al necessary file objeds are catied. Coda uses two tedhniques to prepare
for voluntary as well as involuntary disconnedion. These two techniques are prioriti zed
cache management and user-asssted hoading.

In the version of Coda described by Kistler [22, 23], eath volume cated by Venusis in
one of two stable states (conreded or disconrneded) or in a trandtory state
(reintegrating). While onneded, operations are serviced as in AFS with minor
differences caused by the details of replication. While disconneded, operations are
serviced as long as the objed is caded locdly. All mutations to a volume ae logged in
the volume's client modify log (CML). Upon remnredion, the entries in the CML are
replayed to the servers, in aprocesscdled reintegration. If reintegration is siccessul, the
volume trangitions to the cmnneded state and nothing further need be done. Otherwise,
the problematic operations are excised from the log, marked for user attention and the
volume then transitions to the mnneded state. Obvioudly, this description has glossed
over many important details regarding the system’s adivities in ead of these states. For
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the most part, these details are irrelevant for the purposes of this thesis. One exception,
however, iswhat happens in preparation for disconneded operation.

The key to maintaining the illusion of connedivity is ensuring that all file system objeds
the user will access while disconneded are caded prior to disconneding from the
network. This is a tricky, but criticd task. Coda uses prioritized cadie management
together with user-asgsted hoarding to enable the user to spedfy what objeds are likely to
be accesd. Prioritized cate management allows Venus to combine explicit information
(optionally provided by the user) with implicit information (gathered by Venus) to manage
the content of itsfile cade.

The user’s role in this /stem is to assgn priorities to file system objeds®. Venus gores
these user-assgned priorities, cdled hoard priorities, in the Hoard Database (HDB).
User-assgned priorities range from O to 100Q with higher values representing greder
importance. Venus determines an objed’s overall priority using alinea combination of the
objed’s hoard priority and the objed's reference priority [22]. The reference priority,
implicitly set by Venus, measures how receitly the objed has been acces=d.
Symbolicaly,

p(x) =& -h(x) +(1— a )-r (x)

where p(x) is the objed's overal priority, h(x) is the objed's hoard priority, r(X) is the
objed's reference priority, and « isa mnstant cdled the horizon paameter. When space
is required to fulfill a demand request, Venus evicts the objea with the lowest overall
priority.

The horizon parameter, which ranges from zero to one, balances the hoard priority and the
reference priority. Values closer to zero favor recantly referenced objeds and force the
cade to rely upon locdity of reference to provide data during failures. Values closer to
one favor objeds explicitly mentioned by the user as being important during dsconneded
operation, and force the cate to rely upon user-supgied information to provide data
during fallures. Currently, the horizon parameter is st to 0.75.

Venus' goal isto maintain cache equili brium, by ensuring that the cate contains only the
highest priority objeds at all times. Maintaining a perfed equili brium, however, would be
impradicd becaise it would cause unaccetable overhead and could potentially suspend
user adivity for long periods of time. Instead, Coda takes a periodic goproach to
maintaining cade equilibrium. Every 10 minutes, Venus performs a hoard walk. Users
may also initiate hoard walks, and typicdly do so immediately before voluntarily
disconneding from the network.

During a hoard walk, Venus equilibrates the wntents of the cade, ensuring that the
highest priority objeds are available. Hoard walks occur in two phases. During the first
phase (cdled the status walk), Venus ensures that the highest priority objeds have avalid

% The user spedfies this information to better prepare for disconneded and weakly conneded operation.
The information is optional. If provided, it need not be mmplete. In the absence of information, the
objed is managed using only the implicit information.
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status block caded. During the second phase (cdled the data walk), Venus fetches the
data for those same objeds.

When all the pieces fit together, users are blissully ignorant of whether they are conneded
or disconneded. Unfortunately, the illuson crumbles the moment the user attempts to
accessan objed that was not anticipated. The request results in an ETIMEDOUT error
messge, and the user becomes painfully aware of the fragile nature of disconneded
operation.

2.2.3 Weakly Connected Oper ation

Mummert extended Codato alow clients to operate over weak network connedions [33,
34]. She defined a we&k network connedion to be one with high latency, low bandwidth,
or high costs. Thus, a dient operating over awedk network is sid to be operating weakly
conreded, whereas one operating over a network not charaderized by high latency, low
bandwidth, or high cost is sid to be operating strondy conreded. Many aspeds of the
system had to be rethought to support weekly conneded clients.

Of these, the aped most relevant to my work is reintegration. Originally, reintegration
was atrangitory state used to transition from the disconneded state to the cnneded one.
The system performed this transition by replaying the mutations gored in the CML. The
problem is that it replayed the entire CML. If the CML was large, this process could
dominate the wea&k network for a substantial period of time, blocking al other network
adivity. Although this design worked well for clients recmnneding to a strong network,
its performance for clients conneded via awe& network was abysmal. To corred this
problem, Mummert introduced the ideaof reintegrating the CML in pieces proportional to
network bandwidth. She cdled this processtricke reintegration.

The implementation of trickle reintegration required her to transform the transitory
reintegrating state into a stable state, cdled the we&ly conneded state. The new volume
state diagram is $rown in Figure 2.1. A volume in the we&ly conneded state services
real requests as if it were wnneded, but logs mutating operations to the CML as if it
were disconneded. Mutations remain there until they have aged a reasonable anount of
time. Aging ead mutation alows the system to continue to take advantage of the proven
benefits of log ogimizations. Log optimizaions reduce the size of the CML substantially,
thus conserving disk space ad reducing the anount of data that must be transmitted to
and procesxd by the file servers [23]. Once aset of operations has aged sufficiently, it is
considered ripe for reintegration. The reintegrating processlocks a subset, or churk, of
these ripe operations to prevent ongoing mutations from optimizing them out from under
the reintegrating process The size of this st depends upon the arrent network
bandwidth and is determined by cdculating how many updates can be transferred within a
time limit imposed by Venus. If the reintegration succeels, the operations in the set are
removed from the log. If it fals, the operations are unlocked and any pending
optimizations are processd. Between reintegrating these dunks, the reintegration
processdefers to high priority network traffic. In this way, updates are “trickled” bad to
the servers.
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Figure2.1: Venus States and Transitions
This figure ill ustrates Venus volume states and transitions as described by Mummert

[33).

A seaond asped that required modification and is relevant to this work is the way in which
Venus validates its cade dter a disconnedion. Disconneded operation encourages users
to increase the size of their cade (limited only by the anount of free spaceon the disk)
and fill that cadhe with hoarded data. Upon remnneding to the network, Venus validates
that entire cate, one objed at atime. Over an Ethernet, this processwas not noticealy
painful, but over a modem, it could take up to 20 minutes! To address this problem,
Mummert introduced volume allbacks. Volume cdlbads incresse the granularity at
which clients tradk server state. Eadh volume now has a version stamp that the dient can
store and compare with the arrrent version stamp on the servers. If those stamps are
equal, the dient knows that all objeds from that volume ae valid. If the stamps are
unequal, the dient must resort to validating individual objeds within a volume. These
large granularity cdlbads allow Venus to validate alarge subset of the name spacewith a
single RPC amost 97% of the time, substantially reducing the @sts associated with
validating the entire contents of even alarge cade following a network partition [33].

2.3 User Interfaces

To judge the mntributions of this thesis, it is important to understand the interfaces
available to users of Coda. Coda users are provided with a toal, r epai r, to help them
manually repair files that have experienced conflicting updites. Users of disconneded
operation are provided with two additional programs. The first, hoar d, enables the user
to spedfy the hoard priorities of file system objeds. The seaond, spy, asgsts the user in
identifying objeds to which she should assgn priorities.
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2.3.1 The Repair Tool

During a network partition, an objed may be updeted in ways that cannot be auttomaticdly
resolved by the system. In such situations, the user must manually repair conflicts using a
speaa tool, cdled repair. This program offers a command-line interface that
diagnoses the problem, generates siggested adions to repair the objed’s replicas, and,
after confirmation, issues the cmmmands to fix the objed in question.

2.3.2 TheHoard Program

The spedal tool with which users provide hoard information to Venus is cdled the hoar d
program. It provides a smple front end to the HDB interface[22]. This interface #ows
entries to be alded to or deleted from the HDB. In addition, it alows the @ntents of the
HDB to belisted, cleaed, and walked. The command set for the hoar d program diredly
refleds thisinterface ad is $own in Figure 2.2.

Figure 2.3 illustrates some typicd input to the hoar d program. These examples are
taken from my own hoard profiles. Eadh line of input consists of a ommand, a pathname,
a hoard priority, and possbly meta-information. In ead of the dove examples, the
command was add (abbreviated by the ‘a’). The number, which follows the pathname, is
the hoard priority | have asgned this objed. Optional meta-information, such as “: ¢”
and “: d+”, can be added to input lines whose pathnames gedfy adiredory. ‘c’ indicaes
that the aurrent children of this diredory should be hoarded, while ‘d’ indicates that the
current descendants of this diredory should be hoarded. Adding a ‘+' indicaes that
future children or descendants sould aso be hoarded. In essence the hoard program
provides an asseembly language for hoarding.

2.3.3 The Spy Tool

In addition to the hoar d program, Coda provides atooal, cdled spy, which enables users
to observe d Coda file references. The tool works with the moperation of Venus. It
conneds to Venus over a socket and Venus informs it of every file open event that arrives
from the kernel. These open events are printed to standard output. The tool makes no
attempt to separate open events based upon the processor user generating them.

This tool has proven particularly helpful in tradking down file references made by other
programs. One example of a program that requires this ort of tool is | at ex, a
document formatting uility. When processng a document, | at ex accesses other
exeautable programs as well as many different fonts and library files. Some of these file
references are relatively easy to tradk down because they are explicitly referenced in the
document sourcefile. Others, however, are used as auxili ary files and are not spedficdly
mentioned in the document source file. These ae the files that require aspy-like toal.
Figure 2.4 shows the output produced while spying on the LaTex program.



User Interfaces

17

Command

Function

add filename [priority] [:{cld}[+]]

clear [uid]
delete fil ename

lit fill ename [uid]

walk

Add fil enane to the database with optionally
spedfied priority and meta-expansion attributes
(‘c’ and ‘d’ indicate diildren and descendant
expansion respedively, with ‘+' indicating the dy-
namic rather than static variant).

Clear all database entries or those for spedfied ui d.
Delete database entry with spedfied fi | enane.

List all database entries or those for spedfied ui d to
spedfied outptt file.

Perform an immediate hoard walk.

This table describes the parameters asociated with each hoard command. Thistableis

Figure2.2: Hoard Program Command Set

provided courtesy of Jay Kistler [22].

DYDY H DO D H

O H

Hoar di ng i ndi vi dual prograns
{usr/local/tex/bin/latex 50
{usr/local/tex/bin/xdvi 50
{usr/ 1 ocal/tex/bin/bibtex 40

Hoardi ng project files

/ coda/ pr oj ect/ synrgen 20:c+

/ coda/ pr oj ect/synrgen/cfg 20:c+

/ coda/ pr oj ect/ synrgen/ doc 20:c

/ coda/ proj ect/synrgen/lib 20:c+

/ coda/ pr oj ect/ synrgen/include 20:c+
/ coda/ pr oj ect/ synrgen/ man 20: c+

/ coda/ pr oj ect/synrgen/src 20:c+

Hoardi ng private files
[ coda/ usr/ nre/thesis 100: d+

Figure2.3: Sample Hoard Profile

These lines were taken from three of my personal hoard profiles, tex. hdb,
synrgen. hdb, and personal . hdb. In the first set, | hoard individual programs
associated with formatting my documents. The secnd set hoards edfic diredories
inside the SynRGen projed diredory. In each case, the diredory as well asits current
and future dildren are hoarded. The third set hoards my thesis diredory and al of its

current and future descendants.
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<7f0000f 1, ./i386_mach/onega/.COVMWON bin/l atex>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COWON bi n/ pst ex>, 2660, 50
<7f 0000f 1, ./i386_mach/onegal/bin/virtex>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/ bi n/ xdvi >, 2660, 50
<7f 0000f 1, ./i386_mmch/onega/ bi n/ bi bt ex>, 2660, 40
<7f 0000f1, ./i386_mach/onegal/lib/formats/psplain.fm> 2660, 50
<7f0000f1, ./i386_mach/onega/lib/formats/Iplain.fnt> 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COMMON |ib/ macros/article.sty> 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COMMON I i b/ macros/art10.sty>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COMMON I i b/ macros/ psfonts.sty>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COMMON |Iib/ macros/tinmes.sty>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COMMON I i b/ macros/plain.bst>, 2660, 40
<7f 0000f 1, ./i386_mach/onega/.COWON |ib/fonts/tinmes.tfnr, 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COMON |Iib/fonts/tinmesb.tfnr, 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COWON |ib/fonts/tinmesit.tfm>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/.COWON |ib/fonts/courier.tfm, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COMWON | i b/ pk/|w conmron/ pk300>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COWON | i b/ pk/ | w comron/ pk300/ cmbsy10. 300pk>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COWON | i b/ pk/|w comron/ pk300/circl ewl0. 300pk>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COMWON | i b/ pk/|w comron/ pk300/ cnr 10. 746pk>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COMWON | i b/ pk/|w comron/ pk300/1 asy6. 300pk>, 2660, 50
<7f 0000f 1, ./i386_mach/onega/. COWON | i b/ pk/ | w comron/ pk300/ cmm b10. 329pk>, 2660, 50

Figure 2.4: Sample Spy Output
The figure shows output typical of the spy program. For each Coda objed referenced,
spy shows the volume in which that objed resides (e.g., 7f000(1) as well as a volume
relative pathname (e.g., /i386_mach/omega/. COMMON/bin/latex). In addition, it
shows the id of the user who has hoarded the objed and the hoard priority it has been
assgned.

2.4 Summary

The Coda file system has been gredly influenced by its AFS heritage. Many of the
underlying assumptions and much of the basic design are the same. Coda’s primary goal,
however, differs. Rather than focusing on issuies of scde, Coda focuses on high
availability. It offers continued accessto data during periods of complete isolation from
servers as well as during periods of weg connedivity with servers. Coda asaumes that
users are willi ng to help the system prepare for these periods of poor connedivity and that
users are willi ng to accept the responsibility for fixing any conflicting updites that occur.
It provides basic toals to the user for performing these tasks.
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Before designing an interfacethat makes cading tranducent, | must addressthe question
of which aspeds $ould be exposed to the user. Isauesto consider include:

e What errors must be brought to the user’s attention?
e What system behaviors cause confusion and why?
e What aspeds of the system do users need and want control over?

| begin this chapter by discussng these questions and presenting aspeds of cading that
should be exposed to the user.

In sketching out a preliminary design of an interfaceto make cading tranducent, | quickly
redized that doing so could adualy endanger the usability of the resulting system in
significant ways. Although users may be lessconfused about the inner workings of the file
system, they may spend so much time paying attention to those adivities that they are
unable to use the file system effedively. Thus, | continue this chapter with a discusgon of
the burdens imposed by tranducent cading and then present five design principles
intended to minimize those burdens. An overview of the adivities and events that could
be exposed to the user completes the dhapter.

3.1 Windows of Tranducence

In this fdion, | discuss those apeds of cading | consdered exposing to users. |
examine how to present errors to the user, how to reduce ®nfusion caused by modal
behaviors, and what aspeds of the system users need to control.

3.1.1 Presenting Error Conditions

Contemporary computer systems, as awhole, fail to present errors to users in useful ways.
What user cannot tell a story about a horrible eror message they have encountered? In
the process of writing this thesis, | have cetanly run into more than my fair share.
Although one might exped these sorts of errors from a Unix-based system, the eror
messages to which | am referring al came from supposedly user-friendly systems like
Windows95 and Officed7.

19
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PowerPoint helpfully informed me that it could not print my document because ather it
had run out of memory or the printer was not on the network. Thankfully, 1 was
disconneded from the network and had acadentally clicked the print button so it was an
easy error for me to diagnose. However, in another situation, it could have been far more
confusing. In all likelihood, the printing software recaved an error and handed that error
off to the user rather than investigating the problem itself so that it could present the eror
with some potential solutions to the user.

Similarly, Microsoft Badkup does not bother to determine whether the cause of its inabili ty
to write to the seleded badkup device was that (a) the device was write proteded, (b) the
network restricted accessrights, (¢) the device was full, or (d) the device name was not
valid. Once aain, the interface dropped the ball by not investigating the cause of the
failure more thoroughly.

Experience has gown that, like these systems, neither AFS nor Coda present errors to
users well. One user complained about AFS habit of slently expiring tokens, making
little efort to inform the user and alowing her to figure it out based upon seamingly
unrelated symptoms of the problem. One very experienced Coda user reported a
confusing behavior he had experienced receitly. At the bottom of his bug report, he
writes: “Eventually, by dumb luck, | redized that | had forgotten to clog [authenticate].
Boom, everything's fine, resolve works, I'm bad in business | think a better error
message here would be nice” [post to cmu.cs.proj.coda.bugs on 17 July 97]. Clealy, the
lack of tokens was not evident to either of these users. Inthis particular instance an error
reported to the requesting process may have been the right thing to do. In other
gtuations, however, there may be no user processto which an error can be returned.
Although both of these examples relate to token expiration, other less frequent errors
could cause similar confusion. A succesdul interfacefor tranducent cading will present
error reports with appropriate anounts of detail to its users.

3.1.2 Rationalizing Behaviors

Coda users aso experience @nfusion caused by fundamentally modal behaviors. Coda
attempts to hide vagaries of network performance by quietly changing its behavior. When
the system deteds that network bandwidth is low, it automaticdly switches to wegkly
conneded operation. When it deteds that network conredivity has disappeaed, it
automaticdly switches to disconneded operation. By attempting to continue to operate
even while network performance is substandard, Coda increases the availability of data
and thereby increases usability. But becaise these transitions are hidden from the user,
Coda deaeases usability. Even Coda developers have expressed confusion over these
slent transitions!

The zeohyr logs® captured an excdlent example of this confusion. A Coda developer and
expert user wrote: “Help, why would venus [sic] clam a timeout on a direcory when all

# Zephyr is an on-line dhat system used by many members of the department to communicate. The Coda
projed uses a particular zephyr instancethat all developersread at least occasionally.
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of the servers are up? Further, you can Is -Id the diredory, but not Is - or Is...” [Coda
zephyr instance, March 1994. After chatting with him, it becane dea that what had
happened was that Venus had silently transitioned into weakly conneded operation.”
Because the diredory in question could not be fetched within a cetain time limit, Venus
returned an ETIMEDOUT message. Because the user had not noticed the transition to
we&ly conneded operation, he was baffled by the seamingly strange behavior he
observed.

A second example, aso ceptured in the zgohyr logs, occurred in August 1997. Another
Coda developer wrote to report strange behavior. Venus had inexplicably timed out
during a compile into his Coda objed area and had done so, albeit unpredictably, in the
past. This time he had captured a Venus log file and wanted me to look at it. While we
were trying to sort out this first strange behavior, we discovered that the log file, which he
had saved into Coda, had zero length. These behaviors suggested that his Venus was
operating wedkly conneded. Indeed, upon further examination, he determined that Venus
had, unbeknownst to him, transitioned into wegly conneded operation.

This incident, and smilar ones not cgptured by zephyr, results diredly from transparent
trangitions between different modes of operation. Moda behaviors were known to cause
usability problems as ealy as 1973[53] and the best solution, obvioudly, is to avoid them.
However, becaise Coda provides these modal behaviors as a feature to support legacy
programs that know nothing about adapting to changing network conditions, it cannot
avoid them. Instead, Coda must take steps to reduce @nfusion caused by the behaviors.
Reseach suggests that exposing the modes and their transitions to the user will help.
Providing such feadbadk in other interfaces has reduced mode erors by as much as 70%
[32]. Our interfacefor tranducent cading should strive to make users aware of the
current mode of operation and notify users when a transition between modes occurs.

3.1.3 Controlling Resources

The three most predous resources to the mobile dient are cabe space network
bandwidth, and battery power. Since issues of power resources are only indiredly related
to file systems, | do not discussthem further. Instead, | focus my attention on cade and
network resources.

3.1.3.1 Cache Space

During periods of disconneded operation, Venus exploits the cate to provide avail ahili ty;
during periods of wed&ly conneded operation, Venus exploits it to avoid network-
consuming demand fetches. Because the ontents of the cate ae so crucia to the
success of these modes of operation, the arrent system exposes cading dedsions to the

® The user was running a version of Venus that contained support for weakly conneded operation.
Becuse the network is overloaded, bandwidth frequently drops below the threshold that triggers weak
connedivity.
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user by allowing the user to prioritizefile system objeds. Venus then uses these priorities
to make cating dedsions (seeChapter 2 for details).

The arrent system offers the user 1000 dfferent priority levels and requires her to
prioritize individual files and dredories. Users currently have difficulty determining all
the files and dredories they need to hoard. Infad, even expert users fail to hoard criticd
files occasionally. Users aso have difficulty determining whether or not their hoard
contents are available for use during an upcoming dsconneded sesson. Thus, they tend
to pradicedisconneding one or more times prior to leaving their office

Because preparing the cate for periods of disconneded and wegkly conneded operation
continues to be an important duty, users continue to need a way to spedfy which file
system objeds are important. Further, they neal feedbad regarding which objeds are
currently available and which ones are not. An interfacethat makes cadiing tranducent to
the user neads to reduce the burden hoarding places on users and increase the feadbadk
provided to users.

3.1.3.2 Networ k Bandwidth

Venus uses network resources to satisfy four important requirements, ead vital to the
integrity of the file system. Venus must:

1. Maintain cade mnsistency

2. Servicefetch requests

3. Maintain cade ayuili brium

4. Replay updates
Ead of these adivitiesis criticd to the file system’s integrity, but their relative importance
to the user may vary over time. Inthis edion, | explore eab of these requirements.

3.1.3.2.1 Maintaining Cache Consistency

Venus' first responsibility is to maintain cade onsistency. It does © by maintaining
cdlbadks while strongly or we&ly conneded and by pure optimism while disconneded.
While mnreded, the network costs associated with maintaining cade nsistency are
minimal. When a cdlbad is lost, Venus smply invalidates the objed or objeds involved.
While a c#ibad is held, Venus must periodicdly verify that the server that granted the
cdlbad is up and able to maintain its promise. If Venus loses contad with the server, it
must asuume that the server is unable to maintain its cdlbadk promise; thus, the
consistency of the objed is susped, but the objed is not invalidated. Upon remnnedion,
Venus must validate its entire cade by reestablishing cdlbads on all its objeds. Becaise
volume cdlbadks make the cost of vaidating the etire wntents of even a large cate
minimal (see Sedion 2.2.3), the expeded benefit of exposing cade validation to the user
isnot high. For thisreason, | chose not to explore this option.
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3.1.3.2.2 Servicing Fetch Requests

One of Venus most noticedle responsibilities is srvicing fetch requests made on behalf
of the user. The network costs associated with a request depend upon the size of the
requested objed and the speead of the network. Let us consider a smple example.
Suppose the user has requested a 1 MB file. On a 10 Mb/s Ethernet, this file can be
fetched in a second or two. Yet on a 14.4 KB/s modem, this file requires nealy 10
minutes to retrieve.

When considering this problem, | must remember three important points. First, a1l MB
file is not particularly large, espedally with the increasing importance of audio and video.
Seoond, becaise of the nature of a demand request, the user is most likely sitting around
twidding her thumbs until the fetch has completed. Finally, the user may have referenced
the file indiredly or even acadentally. For example, the missng file could be alarge
postscript figure that isincluded in an areaof a document the user is not currently working
on. Rather than waiting for the figure to be fetched, the user may prefer to exclude the
figure from the document temporarily. Because of the potential for excessvely lengthy
delays while Venus services demand requests, the user neals to have wntrol over whether
or not an objed is fetched over aweg network connedion.

3.1.3.2.3 Equilibrating the Cache

The third responsibility of Venus is to maintain cade equili brium. Venus must balance the
user’'s demand requests with the need to prepare the cate for an unexpeded
disconredion. The hoard daemon reequilibrates the cabe periodicdly (during hoard
walks) by recdculating the priority of ead caded objed and comparing those priorities
to hoarded, but uncaded, objeds. This processensures that the highest priority objeds
are caded.

The network costs asociated with performing such a hoard walk can be quite substantial.
Recdl that a hoard walk occurs in two distinct phases. During the first phase (the status
walk), Venus validates the status block of eat caded objed, refetching the status if
necessry. Since eab status block is only about 100 bytes and since most caded objeds
are valid, this phase is relatively inexpensive. The second phase, however, is a different
matter. In this phase, Venus fetches data for ead invalid or missng objed identified in the
first phase. For ead of these objeds, Venus could incur substantial network costs. These
costs are diredly proportiona to the aumulative size of the file system objeds that must
be fetched. Because of the potential for extremely high costs associated with equili brating
the cate, the user neads to have antrol over the anount of datathat will be fetched.

3.1.3.2.4 Reintegrating Updates

The final responsibility of Venus relevant to this discusson is the replaying of updates that
have occurred duing either disconneded or weekly conneded operation. Objeds may be
reintegrated in toto or in chunks (as with trickle reintegration). Almost all types of
upcktes can be replayed with only minimal network resources. The one exception is the
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st or e request, which requires that the file mntents be sent to the servers. As with
servicing fetch requests, the time required to transfer the contents of these files depends
upon both the size of the file and the aurrent network bandwidth. Again, these @sts can
be substantial for large files or dow links. Becaise weak connedivity only offers a limited
amount of bandwidth, the user may prefer to delay propagation of updktes to alow
demand fetches or cade equilibration to have full use of those resources. Thus, users
need to have control over whether reintegration occurs and, if so, how much.

3.2 Burdens of Tranducence

The question | consider in this sdion is that of identifying threas to usability—in
essnce, the risks inherent in exposing aspeds of cading to the user. The primary threa
to usability for a mobile dient of a distributed file system comes from criticd cade
mises—that is, objeds that are aiticd to the user’s work, but that are missng from the
cade. Other threds result from the demands the system places on a user’s valuable time
and relatively limited cognitive cgaaty. In this dion, | will discuss eat of these
potentia threds.

3.2.1 Failure of Availability

A criticd cade missis the ultimate “sin” committed by the cate manager becaise it
interrupts the user’s train of thought and forces the user to change tasks or work around
the missng objed. A goal of thisthesisisto reducethe likelihood of criticd cade misses
in ways that do not compromise the overall usabili ty of the system.

3.2.2 Excessgve Time I nvestment

The second threa to usability is the risk of requiring too much time to prepare for
operating away from the office. The system requires time from the user in severa distinct
ways, including

e Leaning to use the system and its interface
e Waiting for the system to service avariety of common requests
e Offering adviceto the system to help it better provide high avail abili ty

User-asgsted solutions to the high avail ability problem nust remain cognizant of the time
investment required of the user.
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3.2.3 Overloading the User’s Cognitive Capacity

The final threa to usability that | consider is the risk of overloading the user’s cognitive
cgpadty. This includes adivities that require the user to remember more than short-term
memory alows, that break concentration, or that demand immediate datention. Eacdh of
these “sins’ centers the user’s attention not on her own adivities, but rather on the job of
controlling the catie manager.

3.3 Principles of Tranducence

A number of principles guided the design of the interface Inthis dion, | present eat of
these principles. At times, one principle cntradicts another. The job of the interface
designer thenisto jugde these cmpeting goals gracdully.

Principle #1. Above all, do no harm
The first principle summearizes the words of Hippocrates:

The physician must ... have two spedal objeds in view with regard to disease, namely,
to do goad or to do no harm [12].

Rephrasing these gropos words, the designer must have two goals in developing
interfaces, namely, to improve the lot of users, or at least not make it worse.

Principle #2 Work within the Unix model

Coda offers Unix transparency to applicaions accessng it. The system must remain
consistent with this Unix model. As such, if the system can perform better with user
assstance it should be dlowed to take advantage of that assstance However, if no user
is available to offer asgstance, the system nmust continue on to the best of its ability. This
requirement distinguishes my work from work in which designers fredy assume the user is
attending to the interadion.

Principle #3: Follow generally accepted principles of HCI designers

Interfacedesigners need to follow generally accepted gudelines for building good human-
computer interfaces. Although many guideline documents contain hundreds of pages, a
few genera heuristics provides more guidance in the “red world” smply becaise
designers can remember them. These heuristics [31, 37] are:
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1. Smple and naural dialogue: Minimize the information presented to that
which is absolutely necessary and present that information logicdly.

2. Speak the user’slanguage: Present information in words, phrases and concepts
familiar to the user.

3. Minimize the user’'s memory load Make information avail able when and where
it will be used.

4. Consstency. Represent different words, situations, and adions differently.
5. Fealback Keep usersinformed of the system’'s adivities.

6. Clearly marked exts. Mark exits clealy so that users can easily badk out of
unwanted states.

7. Shatcuts. Offer accderatorsto speed the interadion for the expert user.

8. Good error messages. Present error messages using plain language, indicae
the problem predsely, and suggest possble solutions.

9. Prevant errors: Avoid error states whenever possble.

10. Help and deumentation: Offer seach capability, focus on the user’s task, list
necessry adions explicitly, and avoid verbosity.

Principle #4: Be unobtrusive

The third principle, a @rollary of Principle #1, is smply to be a unobtrusive & possble.
The user’s goal isto write apaper or to implement an algorithm—not to babysit the cade
manager. The system should alert the user to spedfic, important events and should allow
the user to influence those events (when reasonable). The system must not demand
immediate dtention, must not be axnoying in its interadions, and it must not “cry wolf”.
If the system fail s in these goals, it risks not serving its users well.

Principle #5: Balance Costs with Benefits

By definition, a user-asssted approach to the problem of providing high availability
requires that the user spend time on meta-level isaues that would otherwise be spent on
her primary goals. The user is willi ng to invest that time for the adility to accessher data
while mobile. Economics suggest that for this approad to be successul, the benefits must
outweigh the msts. Otherwise, users will not waste their time. This principle serves to
remind system designers of this fundamental law.
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3.4 Overview of Tranducent Caching

In this ®dion, | provide an overview of which aspeds of the system | expose to the user
and how | reducethe aosts of that tranducence | begin by discussng how to provide the
user with feedbadk regarding both error conditions and modal behaviors. | then continue
by discussng how to give users control over criticd system resources—in particular,
cade ad network resources.

3.4.1 Feadback

The first design goa for the tranducent cading interfaceis to provide the user with
feadbadk about the system, in a way that does not interfere with the user’s primary task.
Users nedl two types of feedbadk. First, they need to be avare of error conditions (see
Sedion 3.1.1). Semnd, they neal to be avare of modal behaviors (seeSedion 3.1.2).

The distinction between error conditions and modal behaviors in Coda is blurred. Coda’s
goal isto hide eror conditions, such as the ladk of a network connedion to the server, by
trangitioning to a new mode of behavior. These two aspeds of Coda ae very closely
related. When an error condition causes a dhange in behavior, | consider that error a
modal behavior rather than atrue eror.

One of the most common error conditions users experienceis the expiration of their Coda
tokens. When this happens, the system reduces the user’s privileges to those of an
unauthenticated user. In esence the system has entered a new mode of behavior without
refleding that state in any obvious way to the user. In contrast, the tranducent cading
interfacemust provide the user with an indication of the arrent mode. This indicaion
should distinguish between token expiration and adivity pending tokens.

Other modes of operation that the interface must indicae to users relate to network
conredivity. The interface must make users aware of the arrent mode of operation:
strongly conneded, wegly conneded, or disconneded. If users are avare of the aurrent
mode of operation, their expedations for system behavior will change in subtle, but
important, ways.

One dass of true arors is related to storage dlocaion. If the system’s locd disk or
Venus RVM [47] spacefill to cgpadty, Venus is likely to terminate ungracdully. When
these space @aeas begin to get too full, the system needs to warn the user. When they
beaome dangeroudly full, the system needs to warn the user more urgently. Similarly, if
Venus file cate becomes fill ed with hoarded objeds, the user neads to be informed about
the situation so that she can take measuresto corred it.

Thisfeedbadk, athough important to usability, must not become intrusive or | risk making
the system lessusable than before. The system nust make the user aware of system state
without getting in the way.
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3.4.2 Control over Critical Resources

The second design goal is to provide users with control over criticd system resources. To
reduce the burden this control places on users, the interfaceonly exposes those apeds of
resource management for which users need control. The two most critica resources users
need control over are the cate axd the network. In this sdion, | discuss the limited
amount of control the interfaceoffersto its users.

3.4.2.1 Cache M anagement Dedsions

Coda users already have control over cace management dedasions. The purpose of giving
users this control is to alow them to ensure that their work is available in the cae of a
disconredion. Although the arrent system offers users this control, it does % in a way
that compromises the usability of the system, particularly for novice Coda users. In
esence there is a mismatch between the information that the system needs and the
information that the user can provide and viceversa.

The system compromises usability in two important ways. First, it does not spe& the
user’s language. Users must spedfy their work at the level of files and dredories, but
often these files and dredories are unfamiliar to the user becaise they are “owned” by a
program that the user wants to use. For example, if the user wants accessto the | at ex
program, not only must they spedfy the | at ex binary but they must also spedfy the
vi rt ex binary as well as the necessary font and style files. Because users must supdy
hoard information at the level of individua files and dredories, hoarding places an undue
burden on them. Seoond, users are never quite sure whether or not their work is available.
Becaise the st of a missd file is substantial, this ladk of confidence encourages users to
perform multiple pradice disconnedions before adually leaving the office  To make
cading tranducent to the user while imposing only a minimal burden, | neal to change
both the granularity at which users provide hoard information and the way in which Venus
communicaes with users.

The interface adresses this isuue by allowing users to define tasks and by providing
feedbadk regarding the availahility of those tasks for use during disconneded operation.
To reduce the burden of hoarding, the system also automates a portion of the task
definition procedure. A task contains user data and programs, as well as other tasks.
User data is gedfied at the level of files and dredories, becaise it is reasonable to
asume that users are familiar with it. Programs, on the other hand, are spedfied at the
level of exeautables. The system automates the process of defining programs by
monitoring what file system objeds a program accesses. Task-based hoarding is discussed
in Sedions4.10and 6.1.

Defining tasks is likely to be an error prone process To help the user debug their
definitions, the system nust offer the user advice This advice includes identifying objeds
the user should be hoarding but is not, as well as identifying objeds the user is hoarding
but should not be. By providing such advice, the interface further reduces the burden
hoarding places on the user, thus reducing the csts and increasing the benefits.
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Findly, the interfaceuses two techniques to increase user confidence regarding the aility
to operate disconneded. The first, which has arealy been discussd, is to provide the
user with feedbadk about the availability of tasks. The seaond, which eliminates the need
to perform pradice disconredions, is to provide amode of operation that makes cade
misses apparent to the user. While operating in this mode, the user can observe cate
misses without having to physicdly disconned from the network and without having to
wait for the requisite timeout period. By eliminating the need for pradice disconnedions,
| reducethe burden of preparing for disconneded operation.

3.4.2.2 Networ k M anagement Dedsions

We&ly conneded operation introduces a number of dedsions that are very difficult to
make automaticdly. In some situations, the user might want the system to do one thing; in
other situations, the user might prefer the system to do the opposite. Because the user’s
preferences are not constant, heuristics will smply not work well in all situations.® To
solve this problem, the interfacemakes certain network deasions tranducent to the user.
When the system needs to make one of these dedsions, it issles an advice request to the
user.

The first type of dedsion | expose to the user is whether or not to fetch afile over a ow
network connedion. Depending upon the size of the file and the speead of the network, a
demand fetch could cause a substantial pause in processng. Depending upn the
importance of the file to the user’s work and the expeded fetch time, the user may or may
not want the system to initiate the fetch. My interface offers the user this control. To
reduce the burden this control places on the user, | model the user’s patience for fetching
objeds of various priorities and suppress the interadion when it appeas to be of only
marginal value. The user patience model, which appeas in Sedion 6.3, helps make the
interfacelessintrusive.

The second type of dedsion | expose to the user is the volume of datato fetch in the event
of ahoard walk. During a hoard walk, the system may determine that it needs to fetch a
substantial number of objeds. If the dient is currently operating we&ly conneded, the
hoard walk could monopolize the network connedion. Because the user may or may not
adually ned al these objeds, my interfaceoffers the user control over hoard walks. To
reducethe burden, | employ the user patience model from above and aso allow the user to
request that the system stop asking about individual objeds or tasks.

The final type of dedsion | consider exposing to the user is the volume of data to be
reintegrated over awedk connedion. Because weg connedions limit the overall amount
of network traffic, users nead to have control over what portions of the CML are trickled
badk to the servers. Although not yet implemented, this asped of the interface is
described in Sedion 9.2.3.2.

® Thisisin dired contrast to a system that need only support programs running unattended. Programs
have an infinite amount of patience so will not become frustrated if the system requires ten minutes to
servicearequest. Further, people are far more flexible than programs. If onetask is not available, a user
islikely to choase a different one that is avail able instead.
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4 Interacting with the User

The unifying theme of the interface cdled the CodaConsole, was borrowed from another
complex system, the aitomobile. Cars communicae with their drivers through a
dashboard interface Typicdly, the dashboard contains a number of indicaor lights as well
as a smal number of gauges. The purpose of the lights is to grab the driver’s attention
and, thus, alert them to the aurrent state. The purpose of a gauge isto offer more detailed
information. For example, when the engine temperature gets dangeroudly high, a light
might illuminate to alert the driver to the problem. The driver could then consult the
engine temperature gauge to determine the severity of the problem.

Dashboard indicaor lights have been reasonably succesful and widely adopted. The
strength of this interfacelies in its ability to ke the user informed while remaining
unobtrusive and allowing the driver to concentrate on the primary task of getting from
here to there. But, even with its overwhelming acceptance, it is far from perfed and has at
least two serious deficiencies.

The first deficiency results from not providing sufficient warning to fix certain problems
before they can cause serious damage. In particular, when the oil light illuminates, the
driver must stop immediately or risk serious engine damage. Although this problem may
have developed suddenly, it is more likely to have been caused by a dow oil le& that went
undeteded for a long period of time. This ladk of sufficient warning has given the
dashboard interfacethe nickname idiot lights, supposedly becaise you are an idiot if you
wait until the indicaor lights before noticing a problem. This is the unfortunate cnse-
quence of a poorly designed implementation of what is an otherwise well-conceved idea

The seaond of these deficiencies is its extremely limited vocabulary. A car is a mmplex
pieceof madinery. The dashboard is smply not large enough to offer an indicator and
gauge for every concevableill. Because of this constraint, automobile designers have had
to balance two competing goals. Their first goad is to aert the driver to problems. Their
second is to give the driver more detalled information. They have wisely made the first
goal their top priority. The number of indicaor lights on the dashboard of atypicd car is
larger than the number of gauges. Thus, when a subsystem that only has an indicator light
(and not a gauge) experiences afailure the interfaceoffers an extremely limited vocabulary
for expressng that problem. An indicaor light generaly expresses just three pieces of
information. These three bits of information, regarding the subsystem that it monitors,
are:

operating normally: indicaor remains off inits dealy state
needs attention: indicator remains on in its sealy state
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indicator operational: indicator turns on kriefly upon ignition

Because of this limited vocabulary, the user may be completely unable to determine the
severity of a problem without either taking the ca to a service ceter or getting under the
hood.

Dashboard indicaor lights make a @mplex medianicd device tranducent to its user.
They alow naive drivers to reagnize problems easly. | borrowed the idea for the
CodaConsole interfacebecaise my goal was gynonymous. The fad that so many users
(particularly in the United States) are dready familiar with indicator lights only makes the
ideamore gpeding. After borrowing the basic ideahowever, | then refined it to address
the deficiencies described above.

The CodaConsole interfacestrives to warn the user of impending problems $ that she can
take aproadiverolein their solution or can adively prepare for the inevitable. Obvioudly,
some problems occur instantaneoudly and the system cannot always forewarn the user.
Still, the godl isto offer warnings whenever possble. Seaond, | have increased the size of
the interfacés vocabulary. Rather than expressng just one of two stable states, eah
indicaor expresses four stable states—not operational, fully operational, warning, and
criticd. In addition, the indicaors are dynamic. If the user wants more information about
a problem, she can double-click on the indicaor light and a “gauge” will appea. The
overriding goa of the interfacewas to make cading tranducent without imposing too
grea aburden on the user. In this chapter, | present the design and implementation of the
interface

4.1 Thelndicator LightsInterface

The indicator window itself consists of nine indicator lights” as sown in Figure 4.1. The
nine indicaors and their functions are

Control Panel: alow the user to customizethe behavior of the interface
Tokens: dert the user to problems related to authentication

Soace: dlert the user to problems related to storage space

Network: aert the user to problems related to network connedivity
Advice: alert the user to opportunities to give or receve alvice

Hoard Walk: alert the user to the state of the hoard daamon
Reintegration: alert the user to the state of the reintegration daemon
Repair: alert the user to file system objeds that are aurrently in conflict

Task: aert the user to changesin the availability of hoarded tasks; allow the user to
define and hoard tasks

" Technically, the first of these, the Control Panel, is not an indicator light because it does not actually
indicate eventsto the user. For simplicity, however, | will refer toit as an indicator light.
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These nine indicaors appea in a small window that measures about 1” x 2" on the user’s
display. These indicaors require amodest amount of screen red estate, a resource that is
predousto users, during normal operation. Because the expeded benefit of the indicaors
outweighs its cost in screen red edtate, | exped the user will keep this indicator window
visble & all times. Note, however, that while the user investigates a problem indicaed by
the interface the screen red estate requirements increase. This change in resource
consumption is appropriate during periods when the user is adively engaged with the
interface[§].

Ead indicaor light can signal one of four states about the subsystem it monitors:

Operating normally

e Developing a problem or experiencing a noncritica problem
e Experiencing a aitica problem

e Indicaor not operational or status unknown

The first three of these states are mlor coded to one of three urgency levels. normal,
warning, and criticd. By default, the mlors asciated with these urgency levels are
green, yellow, and red. | chose this color scheme to make it easy for users to remember
since green, yellow, and red correspond to the @lors used to signify similar meanings in
many situations in the United States—most notably traffic signs and signals. This color
scheme is not without its own difficulties. For instance, some users may be using a
monochrome monitor, others may be olor blind, and not al cultures use green, yellow,
and red for these meanings. For these reasons, the user can easily customize the wlor
scheme used to represent these three urgency levels. In fad, the user can forego the use
of color and instead use different grayscde levels to signify the different urgency levels.
Figure 4.1 shows two views of the indicaor window: one in the default green-yellow-red
color scheme and one in a monochrome scheme.®

(a) Color Scheme (b) Monochrome Scheme

Figure4.1: Indicator Lights
This figure shows two views of the indicator lights. The indicator lights give users a
peripheral awarenessof system state. View (a) shows the default green-yell ow-red color
scheme. View (b) shows a monochrome scheme. In bath views, the Tokens and
Network indicators are shown with a warning urgency level and the Space and Task
indicators are shown with acritical urgency level. All other indicators are normal.

8 A color suppement to thisthesisis avail able at http://www.cs.cmu.edu/Reports
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Inthis dion, | present ead of the nine indicaor lights and their associated informational
windows. For ead indicator, | begin by describing its purpose and the meaning of its
color changes. | then describe the layout and operation of ead window associated with
that indicator. Some of these indicaors (Control Panel, Tokens, Advice, Hoard Walk, and
Task) have multiple supporting windows. Others (Space, Network, Reintegration, and
Repair) have just a single one. | begin the presentation with the Control Panel indicaor
and all of its supporting windows, and continue through the other indicators in the order
shown in Figure 4.1.

4.2 Control Panel

Thefirst indicaor light, a spedal case, does not adually indicate problemsto the user (it is
aways green). Insted, it gives the user a way to control the handling of events, the
colors of the urgency levels, the physicd and logicd conredivity to servers, and other
behaviors of the interface In the sedions that follow, | will explore eat asped of the
control panel.

4.2.1 Event Configuration

When the user double-clicks on the Control Panel indicaor, the Event Configuration
window (one tab of the cntrol panel window) appeas. From this window (shown in
Figure 4.2a), the user can customize event notificalion. In particular, the user can speafy
whether or not she wants to be notified of a particular event. If so, she can spedfy how
the system will indicate its occurrence to her. Her notificaion options range from
automaticdly popping up the gpropriate window to quietly changing the wlor of the
given indicaor light.

The layout of this window organizes the events by the indicaor that signals them. Thus,
only those events asociated with the seleded indicaor can be dosen, and seleding a
different indicator changes the list of events that can be dhosen. Once a event is ®leded,
the user can change its configuration using the right-hand side of the window. The user
must first deade whether or not she wishes to be notified of this event. If she dooses not
to be notified, al of the other seledions are grayed out. If she dhooses to be notified, she
must then define the urgency of the event and how she wishes to be derted to this event.
The minimum (and default) adion the system takes to aert the user of an event is to
change the mlor of the event’s indicaor to refled the urgency of the event (e.g., red,
yellow, or green). In addition, the user can customize the dert to pop upthe gpropriate
window automaticaly, to beegp, and/or to flash the indicaor light on and off a few times.
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Figure4.2: The Tabs of the Control Panel

Thisfigure shows the supporting windows that appear when the Control Panel indicator
is double-clicked. From these windows, the user can control various aspeds of the
interface  The Event Configuration tab, view (&), alows the user to control the way
events are notified. The Urgency Colors tab, view (b), al ows the user to customize the
color scheme used to indicate the threelevels of urgency. The Physical Connectivity
tab, view (c), alows the user to control connedivity to each Coda server. The Logical
Connectivity tab, view (d), allows the user to control the servicing of cache misses and
the propagation of updates while remaining fully conneded to the network. The

Behavior tab, view (€), all ows the user to disable @mnfirmation dialogue boxes.
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4.2.2 Urgency Colors

If the user clicks on the Urgency Colors tab of the Control Panel, she will seethe window
that appeas in Figure 4.2(b). From this window, the user can choose what colors the
interfacewill use to indicate eab of the different urgency levels. By default, the normal
urgency level is indicaed by the wlor green, the warning level is indicated by yellow, and
the aiticd level is indicated by red. The user has a choice of about a dozen colors and
four different levels of grayscde.

The layout of this window shows threeverticd sedions. The leftmost sedion shows a list
of color names.’ Each rame is sown in the named color on a bladk badground. This
sedion gives the user an ideaof how the wlor will ook in the indicator light window.
The rightmost sedion shows the three olors sleded to represent the three different
urgency values. This ®dion allows the user to seehow easlly the three diosen colors can
be distinguished from one another. The middle sedion provides widgets that alow the
user to change the @lor representing eat urgency level. Asthe user plays with her color
choices, they are refleded in the sample indicator areaon the right. The adual indicaor
lights are not updated until the user commits her choices by seleding the Commit button.

4.2.3 Physical Connectivity

If the user clicks on the Physical Connectivity tab of the Control Panel, she will seethe
window that appeasin Figure 4.2(c). Thiswindow allows the user to toggle the network
connedion to individual servers, as if the interface ould smply unplug a wire running
between this client and ead individual server. Obvioudly, this window does not control
the physicd network cables. Instead, it instructs the communicaion padkage that is linked
into the Venus binary to drop padets to and from the indicated server. Controlling the
connedivity in this way alows us to stop communicaion without physicdly unpluggng
the network conredion; furthermore, it gives a finer level of control than physicdly
unpluggng the network connedor. By default, the connedion to ead server isturned on.

Controlling file system adivities at this level is an advanced fedure, not one | would
idedly exped novice users to master. It is, however, useful for performance reasons,
when operating wedkly conneded, to disconned from al but one server in ead
replication group. This tab could also be extended to alow the user to control the
available bandwidth to or from a server by isauing the gpropriate instructions to the
communicaion padkage, though this has not been implemented.

® Although it would be smpler to make the drop-down list baxes contain the @lored listing shown on the
[eft, thisis not currently possblein thet i x widget library.
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4.2.4 Logical Connectivity

If the user clicks on the Logical Connectivity tab of the Control Panel, she will seethe
window that appeas in Figure 4.2(d). This window allows the user to control read and
write mnnedivity to the Coda servers. Read connectivity is the aility to service cabe
mises—in esence the aility to read data from the servers. Write connectivity is the
ability to propagate updates—in esence the dility to write data to the servers.
Logicdly, the system can operate wnneded or disconneded with resped to ead of these
forms of conredivity. When a dient is operating dsconneded, it is both read and write
disconneded. When a dient is operating conneded, it is both read and write conneded.
When a dient is operating we&ly conneded, it could be operating read and write
conneded (the default) or it could only be operating conneded with resped to one of
these acivities. This window gives the user control over which types of file system
requests the server handles and which the dient handles.

The &bility to control read connedivity to the servers allows users to test their preparation
for an upcoming dsconneded sesson without the inconvenience of waiting for the
connedions to serversto timeout. The &dility to control write mwnredivity to the servers
alows users to improve performance during periods of poor network connedivity (or
poor server performance), as well as when their adivities involve numerous updates that
are temporary in reture (e.g., make venus to build the Venus binary, followed
immediately by make cl ean to remove objed files). Controlling file system adivities
at thislevel is an advanced feaure, not one | would initially exped novice users to master.

4.2.5 Behavior

If the user clicks on the Behavior tab of the Control Panel, she will seethe window that
appeas in Figure 4.2(e). This window allows the user to turn off the confirmation dialog
boxes that appea when she deletes a program, data, or task definition. By default, such
deletes require confirmation. This tab could also be extended to give users control over
other behaviors, though this has not been done.

4.3 Tokens

The second indicaor light, labeled Tokens, derts the user to problems related to
authentication. When the indicator is sown in green'®, the user knows that she has valid
authentication tokens. If the user double-clicks on the Tokens indicator, the window
shown in Figure 4.3(a) appeas. This window informs the user as to when her tokens
expire and alows her to reauthenticae or destroy her tokens. When the indicator light

% Throughout this thesis, | assume the user is operating with the green-yell ow-red color scheme.
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Tokens for user mre have expired.

Username: |mre

| Tokens for user mre expire at Dec 31 16:01 | Password:
| Help || Destroy Tokens | [Wew Taokens | Help || ‘ Submit
(a) Tokens Valid (b) Tokens Expired

Tokens for user mre have expired.
A reintegration is pending tokens for the following subtree:

fcodafusimre/OB.JE

Username: |mre

Password: |

| e | |

(c) Tokens Expired and Reintegration Pending

Submit

Figure4.3: The Windows of the Tokens Indicator
This figure shows three windows associated with the Tokens indicator light. If the
indicator light is shown with a normal urgency level and the user double-clicks on the
indicator, then the window shown in view (a) will be displayed. View (b) will be shown
when the indicator is at awarning urgency level and view (c) will be shown at a critical
urgency level.

changes to yellow, the user knows that her tokens have expired. If she double-clicks on
the Tokens indicaor at this point, the window shown in Figure 4.3(b) will appea alowing
her to reauthenticate. If the user does not have valid tokens and either a file system
request or a reintegration is pending, the indicaor light turns red. Double-clicking on it
will cause Figure 4.3(c) to be displayed. Thiswindow describes any pending adivities and
allows the user to authenticae.

An dternative design would use yellow to indicae that a user’s tokens were about to
expire ad red to indicate that they had expired. This design, however, loses the
indication that an adivity is adually waiting for the user to dbtain tokens. | chose not to
use this aternative design becaise of a problem that | had observed among Coda users.
Occasiondly, a user would remnred to the system, but fal to authenticae. Without
tokens, the dient could not reintegrate their updates with the servers. Users would then
bemme mnfused becaise their updates had not yet appeaed on the servers. In addition,
though, | felt that there was nothing inherently bad in not having tokens and so changing
the indicator to red just because the user’s tokens had expired seaned too alarmist. It
seaned more gpropriate to warn them and then turn the indicaor red when the user’s
adivity was galled because of alad of tokens. Upon further refledion, | would probably
chose the dternative design if | were to redesign the system today. People seam to find
these meanings more intuitive than those used in the aurrent design.
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4.4 Space

The third indicator light, labeled Space, aerts the user to problems related to a ladk of
gpace The spaceindicator light monitors three distinct areas. The first areais the file
cade. The user is aerted when the percentage of cate spacedevoted to hoarding file
system objeds excedls either the warning or criticd thresholds. The second areais the
locd disk. The user is alerted when the available spaceremaining on the locd disk is less
than that required for the remaining Venus cade.'* The third areais RVM, an internal
arearequired for proper Venus operation.

The window displayed when the user double-clicks on the Space indicaor contains three
gauges as $own in Figure 4.4. The length of the gauge is proportional to the size of the
cade, disk, or RVM, respedively. The length of the mlored bar represents the anount of
gpace arrently in use; the olor of the bar represents the urgency of the problem. Green
means there ae sufficient resources to continue normal operations. Yellow alerts the user
to a potential problem. Red alerts the user to a aiticd problem. The help window
explains what corredive adion, if any, the user can take to resolve the problem. The
contents of this help window changes as the Space indicaor state dianges.

4.5 Network

The fourth indicator light, labeled Network, alerts the user to problems related to network
conredivity. When this indicaor is $own in green, the user knows that Venus is
operating strongly conneded to al Coda servers from which it has caded data. When
thisindicaor is $1own in yellow, the user knows that Venus is operating wegly conneded
to at least one Coda server, and that it is not disconneded from any servers. When this
indicaor is $1own in red, the user knows that Venus is operating disconneded to at least
one Coda server.

Double-clicking on the Network indicaor light will cause awindow similar to those in
Figure 4.5 to appea. This window displays a gauge representing the airrent bandwidth
available to ead Coda server. The label to the left of the gauge is the name of the server.
The length of the bar represents the maximum Ethernet bandwidth. The length of the
colored bar represents the aurrent bandwidth to this srver as a percentage of that
maximum. The mlor of the bar represents the state of connedivity to this srver: strongly
conneded (green), wedkly conneded (yellow), or disconneded (red). |If the name of the
server is $iown in gray, then the user has artificialy manipulated the network connedion
to this srver using the Physical Connectivity tab of the Control Panel. The user may
click on the Control Panel button to bring upthistab to resolve the situation.

™ For example, Venus is typically “allocated” space for its cache on a local Unix partition shared with
other programs and users. If a misbehaving program or a malicious (or naive) user fill s that partition and
leaves Venus inadequate space for this cache, Venus behavior is undefined. At worst, Venus will fail. At
best, its cache performancewill suffer. Alerting the user to this problem all ows the user the opportunity to
resolve the problem and ether prevent Venus from faili ng or improve its cache performance
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(b) Locd Disk is Filling Up

This window shows the status of the available cache space,
the availahle disk space [on the partition of the local disk
where the Venus cache resides), and the available R%h
space (an internal data structure). Should any number
exceed a reasonable threshold, the instructions below will tell
you what corrective action to take.

The cache space is within reasonable limits.
The disk partition is within reasonable limits.

The R¥iv space allocated is nearly full. Please contact your
system administrator immediately.

I oK |

(d) Help Window for (c)

Figure4.4: Space Information Window
This figure shows three views of the Space Information window as well as its help
window. View (@) shows the Space Information window when all threeareas are within
normal limits. The threegaugesin thisview are al green. View (b) shows the window
when the local disk is beginning to fill up. Becuse there is gill space available, the
local disk gauge is yellow (as would be the Space indicator light). View (c) shows the
window when the RVM space is aimost full. Because there is dmost no RVM space
available, its gauge (and the indicator light) would be red. View (d) shows the help
window that would appear if the user were to click on the Help button of view (¢). This
window explains that the user should contact their system administrator to resolve this

problem.

Currently, this window shows one gauge for eat server of which the dient is aware. As
the number of Coda servers increases, the @ntent of this window becomes lost to the
user. This window should be modified to list only those servers the user is adively
accessng. If the user is accessng more servers than can fit on the window, the interface
should allow them to be scrolled. Neither of these extensions would be difficult. Further,
the gauge shows the network bandwidth as a percentage of the maximum Ethernet
bandwidth, a metric that is not meaningful to the user. Rather than showing the relative
percentage of Ethernet bandwidth (e.g., 3%), the interface ould show the @solute
bandwidth estimate (350 Kb/s). Neither of these modifications to the interfacewould be

difficult.
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(a) Client operating wekly conneded (b) Client operating disconneded

Figure4.5: Network Information Window
This figure shows two views of the Network Information window. View (a) shows that
this client is operating weakly conneded to haydn and wagner, but strongly
conneded to al the other Coda servers. The gauges for haydn and wagner are
yellow; those for the other servers are green. The Network indicator light would be
yellow in this stuation. View (b) shows that this client is operating disconneded to all
servers. The gauges show athin diver of red. The Network indicator would also ke red.

The distinction between strong and wed conredivity is made based upon comparing the
current network bandwidth estimate to athreshold. If the aurrent bandwidth is above the
threshold, the system considers itself to be strongly conneded; if it is below, the system
considers itself wedly conneded. Idedly, users sould have the aility to control the
value of this threshold, though novice users ould not be required to manipulate it. Such
an extension is discussed in Sedion 9.2.2.1.

The behavior of this indicator, as described here, is probably not what | would design
today. The problem isthat the indicaor changes date before it is redly appropriate to do
s0. For example, as oon as the system redizes that a server has crashed, the indicaor
turns red. However, becaise most Coda files are replicaed, the fad that a single server
has crashed is not terribly important to the user. It would be more gpropriate to change
the state of the indicaor when a volume has transitioned into the disconneded state (of
Figure 2.1). The informational window would then need to expose the pathnames of
volumes operating disconneded (and wegkly-conneded) as well.
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4.6 Advice

The fourth indicaor light, labeled Advice, alerts the user to pending requests for advice
from Venus and of hoard hints. At criticd dedsion points during operation, Venus may
request advice from the user. These requests frequently relate to network usage. At other
times, Venus may notice anomalies in the user’s hoard database and may alert the user to
them by way of a hint.

When the user double-clicks on this indicator light, the window shown in Figure 4.6
appeas. It hastwo sedions. The top sedion, labeled Advice Needed, contains alist of
advice requests. The bottom sedion, labeled Advice Offered, contains a list of hoard
hints. Ead type of request and ead type of hint are marked with either a warning or
criticd urgency level. By default, requests are marked as criticd only when a threa is
blocked waiting for aresponse. All other requests and al hints are derted at the warning
level. The wlor of the indicator light is red if any criticd requests are pending user
attention, and yellow if any noncritica requests or hints are pending attention. It is green
if there ae no requests or hints outstanding.

— Advice Needed:

. Hoard Walk Pending Advice

— Advice Offered:

O Consider Adding
O Consider Removing

Help Request Hoard Advice

Figure4.6: Advice Information Window

This figure shows the Advice Information window. It is displayed whenever the user
double-clicks on the Advice indicator light. The top portion of the window, labeled
Advice Needed, contains queries posed by Venus. By answering these questions, the
user may influence the behavior of Venus. The batom portion of the window, labeled
Advice Offered, contains hints offered to the user regarding the mntent of the ache
and of the hoard database. The drcles to the left of each entry indicate the urgency of
the request.
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4.6.1 Requesting Advice from the User

Venus requests advice from the user in two sSituations. The first occurs when a cade miss
ocaurs. The necessary advice @mes in threeflavors depending upon the aurrent network
connedivity. If Venus is disconneded from the servers of this objed, then the request
shown in Figure 4.7 arrives. The purpose of this advice request is to obtain evaluation
data from the user. If, instead, Venus is operating wedkly conneded to all of the servers
of this objed, then the request shown in Figure 4.8 arrives. The we&k-missquery allows
the user control over demand requests. Finally, if Venus is grongly conneded to the
servers of the missng objed and the user has put the system in read disconnected mode,
then the request shown in Figure 4.9 arrives. The read disconneded miss query makes
cading tranducent to the user, making cade misss observable events. The second type
of advice request occurs during hoard walks when Venus is operating wegly conneded.
During the curse of a hoard walk, Venus may need to fetch substantial amounts of data—
not all of which is drictly necessary from the user’s point of view. The request shown in
Figure 4.10 gives the user control over the quantity of data that is fetched duing the data
walk phase of a hoard walk. Ead of these alvice requests is discussd in the following
sedions.

4.6.1.1 Disconnected Cache Miss Query

The disconneded cade miss query arises from a cate missthat occurs while Venus is
operating dsconneded. The purpose of this query is to determine the severity of a given
cade miss Becaise the severity of a missis highly dependent upon the user’s current
adivities and goals, the system cannot determine this information automaticdly. Instead,
the system requests the user’s assstance An important use of such data would be to
evaluate the CodaConsole interfaceunder conditions of adual use, as will be discussed in
Sedion 9.2.1.4.

As own in Figure 4.7, the query contains the name of the missng objed as well as the
name of the program requesting that objed. The user is asked to estimate the severity of
the missusing a scde. The user may indicae uncertainty if she cainot determine the
severity of the miss The user can also indicae that she is testing a hoard database for a
future disconneded sesson. Finally, the user is given an opportunity to provide alditional
information, though thisis optional.

4.6.1.2 Weakly Connected Cache Miss Query

The wely conneded cade missquery (seeFigure 4.8a) results from a cate miss that
occurs while Venus is operating wedly conneded from al of the servers of the missng
objed. The purpose of this advice request is to alow the user control over network
resources when those resources are scace Once ajain the system tells the user the name
of the missng objed and of the program requesting that objed. In addition to this
information, the system aso tells the user the estimated fetch time of the objed. The
system queries the user to determine whether or not to fetch the objed.
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A disconnected cache miss has occurred on the object
*fecodalusribovikithesisidissertation/intro.tex’

The ohject was referenced by
feoda/misc/iBB_mach/@sysfalpha/binflatexze’,

How rmuch doyou believe this cache miss will affect your current work?

Invafid | Not at afff Serigusiy impede!
6
I o |
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_1 It cannot be determined. 1 This is a practice disconnection.
Other comments:This file is critically important to my work, | don't understand why it was not [=
hoarded during my last connected hoard we J
7
Help I Done |

Figure4.7: Disconnected Cache Miss Questionnaire
Thisfigure shows a query that results from a disconneded cache miss The top portion
of the window contains the name of the missng objed and of the program requesting it.
The middle portion all ows the user to indicate how much the @ache misswill affed the
user’s work. The battom portion allows the user to provide any additional comments
she might have regarding this miss

A complication of this design arises because the user may be unavailable to answer the
request. Perhaps the user has gepped away from her laptop to get dinner. Thisis where
the Unix paradigm is important. If the user is unavailable to answer a request, she will
want the system to have made progressduring her absence. Imagine her frustration if she
returns from dinner only to find a dialog box blocked waiting for an answer! To dleviate
this problem, the system times out after a reasonable period (currently, about 15 secnds).
Because the system cannot determine whether the user is considering her options or is
unavailable, it presents the window shown in Figure 4.8(b). If the user was smply slow in
making a dedsion, she will notice the prod and can request that the system continue to
wait (at which point the window shown in Figure 4.8c is displayed). If the user was,
indeed, unavailable, this prod will aso time out and the system can take the default adion
(currently, to fetch).

An obvious design aternative is to initiate the fetch and provide the user with the name of
the objed, the name of the requesting program, a progress meter, and an abort button.
Such interfaces are extremely common, and gven current network access charaderistics,
more gpropriate. Inthe arrent implementation of Venus however, aborting a fetch (once
it has been started) is not possble without tearing down the entire RPC connedion. The
ability to abort a fetch in progresswould certainly be useful, but it would require afair
amount of programming for which the reseach contributions are minimal. Further, in the
future, | exped networks to charge per padet (or per byte). Once money is involved,
users will demand not only the aility to abort a request but also the aility to approve
charges before they are incurred. For these reasons, | choose to explore the “ask
permisson” design aternative and leave the *beg forgiveness' one for future extension.

An interesting extension would be to recmgnize when the system is running unattended.
For instance after the third time arequest for advice times out, the system might dedde
that the user must not be available. When the user is unavailable, the system could stop
asking for advice axd ad on the best available information. The difficulty here is
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(c) The Wait-Forever Window

Figure4.8: Weak-miss|nteraction

This figure shows the progresson of a weakly conneded cache missquery. View (@) is
triggered when the user requests (perhaps indiredly) a file system ohbjed that is not
currently cached and whose etimated fetch time exceals a certain limit (as described in
Sedion 6.3) while the dient is operating weakly conneded. This view displays the
name of the missng objed, the name of the requesting program, and the etimated fetch
time. If the user has not answered the query after a certain amount of time (15 seconds
by default), then view (@) is replace by view (b). This new view displays the same
information, but offers the user the opportunity to consider the request without time
presarre. |If the user has not responded to this ond query within another timeout
period, the system will destroy this window and immediately begin fetching this ohjed.
If the user wants more time to consider her dedsion, she @n click on the Yes, please
wait for my command button. View (b) will then be replaced by view (c) and the
system will wait indefinitely for her response.
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File: fcodafusrimrefsrofadvice/CodaConsole
Feguesting Program: pragram 1

| Coerce to hdiss | | Add to HDB and then Fetch | Fetch |

Figure4.9: Read Disconnected Cache Miss Questionnaire
Thisfigure shows aread dsconneded cache missquery. The top portion of the window
contains the name of the missng objed and of the program requesting it. The buttons at
the battom allow the user to spedfy what action the system should take. From left to
right, the system will coerce the request into a cache miss (and thereby not fetch the
file), fetch thefile and add the objed to the hoard database, or smply fetch thefile.

determining when the user returns and is again able to request advice One solution to this
problem is for the interfaceto pop-up a “Click here when you return” window on the
screen.  This extenson alows the system to handle both attended and unattended
operation, while minimizing the time wasted waiting for the user to respond to queries.

4.6.1.3 Read Disconnected Cache Miss Query

The query that is siown in Figure 4.9 results from a cate missthat occurs while Venus is
operating read dsconneded (seeSedion 4.2.4). Real dsconneded operation occurs only
a the request of the user and helps the user test her hoard database in preparation for a
future disconneded sesson. The purpose of this request is to make cadie misses, which
are normally transparent to the user, observable. By making cade misses tranducent to
the user, she is better able to notice omissons in her hoard database. Asis true of all the
cade missqueries, this request also presents the user with the names of the missng objea
and the requesting program. In this case, however, the user is presented with three
options. She can advise Venus to fetch the objed, to fetch the objed and add it to the
hoard database, or to coerce the request to a miss The latter option alows the user to
determine the dfed of not having the objed resident in the cate during a disconneded
sesson and allows her to make more informed hoarding dedsions.

4.6.1.4 Hoard Walk Advice

The hoard wak advice request occurs during wegly conneded operation between the
status walk and the data walk when the anount of data to be fetched is expeded to take a
substantial amount of time. The purpose of this request is to alow the user to control the
amount of data fetched over the we&k network. After performing the status walk, Venus
knows which objeds need to be fetched and their sizes. From this information, it can
determine the expeded fetch times and request advice from the user appropriately. As
sea in Figure 4.10, the user is presented with cade status information, current network
conditions, total expeded fetch time and a hierarchicd listing of tasks that require data to
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Figure4.10: Hoard Walk Advice

This figure shows a hoard walk advice request. View (@) is displayed initially. The
upper left corner shows the status of the @ache: the percentage of cache wntainer files
and cache blocks dedicated to hoarded objeds. The upper right corner shows the arrent
average bandwidth to the servers. The epeded time to complete the hoard walk is
shown below the network status. The main area of the window shows a list of the tasks
that neal datato befetched. Initially, only the “All Tasks Needing Data” task is siown.
If the user expands this task as well as the tasks one level below it (by clicking on the
“+" gdgns or double-clicking their names) and then sdeds the sospl6 task, the
window shown in view (b) will be displayed. Italicized text names indicate a task that is
contained in more than one task definition. For each element of this hierarchical i<,
the expeded cost (currently shown only in units of time) islisted to the right of the task
name. Further to the right are two chedkboxes. The left chedkbox all ows the user to
seded theitem to be fetched. The one to the right all ows the user to instruct the system
to not fetch the item during the airrent hoard walk and, furthermore, to not ask about
thisitem in future hoard walks during this weakly conneded sesson.

47
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be fetched.’> The task listing is an expandable tree At the top-most level, a pseudo-task
represents all tasks nealing data Expanding this pseudo-task reveds hoarded tasks
needing data. The bottom-most level shows individual files and dredories that need to be
fetched. For any task or objed, the user can choose one of threeoptions:

Option: Action to choose:
Do not fetch during this hoard walk No adion required
Fetch during this hoard walk Click on Fetch? chedkbox

Do not fetch until strongly conneded  Click on Stop Asking? chedkbox

When the user requests that atask or objed be fetched, the estimated cost of fetching that
task or objed is added to the Fetch Satistics sedion of the window. As Figure 4.10(b)
shows, editing is a subtask of both sosp16 and recommendation letters. Tasks and objeds
dupicaed in other parts of the tree ae shown initalics. The @st of fetching these objeds
is charged only to the first task to request they be fetched as $rown by the editing subtask
in Figure 4.10(b); other tasks obtain such data “for free”, as indicated by the “--” in the
figure. Oncethe user has gedfied those tasks or objeds that should be fetched, she can
request that the hoard walk complete by clicking on the Finish Hoard Walk button in the
lower right corner of the window.

4.6.2 Offering Adviceto the User

Venus offers two types of adviceto the user. Both relate to task definitions. The first type
identifies files that the user may have forgotten to include in a definition. These ae files
that the user should, perhaps, be hoarding, but is not currently. The second type identifies
files that the user may have included wnintentionaly in a definition or that the user no
longer needs. These ae files that the user is hoarding, but probably should not be. In
both cases, files are identified by heuristics. In this ®dion, | will present the windows
used to offer the adviceto the user. | will postpone discussng the spedfic heuristics until
Sedion 6.2.1.

Unlike requests for advice, which are triggered by spedfic events, offers of advice ae
presented only when the user spedficaly requests the information."® After the user clicks
on the Request Hoard Advice button on the Advice Information window, the interface
examines usage statistics maintained by both Venus and the alvice monitor. The results of
this analysis appea in the Advice Offered sedion of the Advice Information window in

12 The original version of this request, as presented in [34], listed all files and dredories neading to be
fetched. Thisdesign violates the third principle, “speak the user’s language’, discussed in Chapter 3. By
present this information in a task-based hierarchy, not only can the user control how much detail they
examine but they also have an idea of whether or not afileisimportant to their work.

13 The interface muld trigger these offers of advice automatically. Two obvious triggers are after the user
requests a hoard walk and after the user reconneds foll owing a disconneded sesson. | chose not to trigger
this advice automatically, however, to minimize the frequency with which we interrupt the user with
advice
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the form of two entries: Consider Adding and Consider Removing. The windows
asociated with these two entries appea in Figure 4.11.

4.6.2.1 Consider Adding

The purpose of this window is to aert the user to file system objeds that she might want
to hoard. This information is presented in tabular form as ®e in Figure 4.11(a). The
table shows the pathname of the objed as well as an indicaion of why the objed should,
perhaps, be hoarded. In addition, ead objed has an assciated chedk box that allows the
user to indicae that the objed should not be hoarded (and thus, prevent the system from
identifying this objed in the future).

4.6.2.2 Consider Removing

The purpose of this window is to aert the user to file system objeds that are arrently
hoarded, but that are not being used. Thisinformation is presented in tabular form as e
in Figure 4.11(b). As before, the table shows the pathname of the objed, an indicaion as
to why the objed should not be hoarded, and a dedk box that prevents future
identification of this objed.

4.7 Hoard Walk

The sixth indicator light, labeled Hoard Walk, alerts the user to the status of the hoard
daamon. When thisindicator is giown in green, the hoard daemon is inadive. If the user
double-clicks on the indicator light, the window shown in Figure 4.12(a) will appea.
When the hoard daemon begins walking the hoard database, the indicaor light turns
yellow. Double-clicking the indicator during a hoard walk displays the progress meter
shown in Figure 4.12(b).

During the @urse of a hoard walk, a large anount of data may need to be fetched. When
Venus is operating weekly conneded, a hoard walk can take asubstantial amount of time,
monopolizing the network for the duration of the walk. To allow the user to control the
amount of data adually fetched duing any particular hoard walk, Venus asks the user for
advice dter the hoard daemon completes the status walk and before it begins the data
walk. When Venus requests this advice, both the Hoard Walk and Advice indicaor lights
turn red. The alvicewindow, shown in Figure 4.10(a), is displayed when the user double-
clicks on the Hoard Walk indicator. (It is aso available through the Advice indicaor
window shown in Figure 4.6.) For more information regarding the spedfics of the hoard
walk advicerequest, seeSedion 4.6.1.4.

Hoard walks occur periodicdly during the wmurse of normal operation. Currently, the
period is approximately 10 minutes. However, at times, users prefer that the hoard
daemon walk the database only on demand. For this reason, the Hoard Walk Information
window allows the user to turn periodic hoard walks off (seeFigure 4.12a).
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Pathnaue but Consistent | (chy) | (unbueky) | 18707e?
fcodafusr X
fcodafusrimre X
fcodalusrisatya X
fcodafusrimrefthesis/disseration/user_interface tex X
Help
(@) Consider Adding Advice
Pathname N&?:]fs;sed Nl:czzisq:gmh‘ Ignore?
fcoda/usrisatya/papers/s16/TABS/tsop.aux X
fcoda/usrisatya/papers/s16/TABS/upcall.aux b4
fcodalusrisatya’papers/s16/TABS/ sop.tex X
fcoda/usrisatya/papers/s16/TABS/video—score tex X
fcoda/usrisatya/papers/s16/TABS/video—drops.aux X
fcoda/usrisatya/papers/s16/TABS/video—score. aux X
fcodalusrisatya’papers/s16/TABS/video—drops.tex X
fcoda/usrimre/hoarding/yacc.hdb X X
fcoda/usrimre/hoarding/701c.hdb X

(b) Consider Removing Advice

Figure4.11: Advice Regarding Hoard Content

This figure shows the windows used to dfer adviceto the user regarding the @ntent of
the hoard database. View (a) suggests files and dredories that the user might want to
consider adding to ane or more task definitions. View (b) suggests files and dredories
that the user might want to consider removing from one or more task definitions. In
bath cases, the user is presented with a table of information. The table shows the
pathname of the oljed as well as an indication as to why the given file or diredory
might need to be added or removed. In addition, each obed has an asociated chedk
box that all ows the user to tell the system to ignore this ojed in the future.

The next hoard walk is expected to occur in Hoard Walk Progress (in %)
0 100

approximately 7 minutes.

Help Periodic off || Walk Now | Help

Figure4.12: Hoard Walk Indicator Windows

This figure shows two views of the Hoard Walk Information window. If the hoard
daemon isinactive, the window shown in (a) is displayed when the user double-clicks on
the Hoard Walk indicator light. This window informs the user when the next walk is
expeded to begin, and allows the user to begin a hoard walk. If the hoard daemon is
active, the window shown in (b) is displayed when the user double-clicks on the
indicator light. Thiswindow gives the user an indication as to the progressof the hoard
daemon.
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4.8 Reintegration

The seventh indicaor light, labeled Reintegration, aerts the user to volumes (cdled
subtrees in the interface that need to be reintegrated with the Coda servers. The indicaor
light turns yellow when a reintegration is currently in progress The indicator light turns
red when a volume needs to be reintegrated but cannot be becaise the user is not currently
authenticated. For example, if the u. nr e volume (mounted a / coda/ usr/ nr e) needs
to be reintegrated but user nr e does not have valid tokens, the reintegration indicator
light would turn red. If the user then double-clicked on the indicaor light, the window
shown in Figure 4.13 would appea. Once d pending reintegrations complete, the
indicator light returnsto green.

Exposing the state of reintegration to the user is important because it addresses two
usabili ty problems observed in the origina Coda system. The first of these occurred when
users returned from a period of disconnedion and failed to authenticae. Without tokens,
the dient could not propagate the upcetes to the servers. By turning the "Reintegration”
indicaor red in this stuation, the user is made avare that areintegration is pending. The
second problem occurred when a user who is operating wedkly conneded makes updates
and expeds to seethose updates refleded on the servers before they have adually been
propagated. By turning the indicator yellow, the user can seethat a reintegration is in
progress In this case, the indicator serves to influence the user's expedations about the
system's behavior and state.

An interesting extension to this indicator light window is to allow the user to have some
control over how much of a volume is reintegrated at one time. Such an extension is
presented in Sedion 9.2.3.2, including a paper design of the graphicd interface offering
this control.

— Objects in the following trees need to be reintegrated:

Jcodafusrmre

Help Reintegrate MNow

Figure4.13: Reintegration Information
This figure shows the Reintegration Information window. It is displayed when the user
double-clicks on the Reintegration indicator light. When the indicator light is red, this
window shows which subtrees neal to ke reintegrated. Although Venus performs
reintegration at the granularity of volumes, the interface presents the user with the
pathname to the mount point of the volume.
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4.9 Repair

Coda uses an optimistic replica ®ontrol strategy. This grategy allows any client to modify
data on any accessble server. One ansequence of this design is that replicas may comein
conflict with one another. The situations that lead to conflict are infrequent, though not
impossble, in the environments for which Coda is most appropriate. When a file or
diredory becomes inconsistent, the system attempts to resolve the conflict automaticaly.
Should automatic resolution fail, the user must manually repair the problem.

The aghth indicaor light, labeled Repair, aerts the user to file system objeds that are
currently in conflict. The indicator light turns red when an objed needs to be repaired
manually and its supporting window lists those objeds neading such repair. For example,
if the diredory /coda/usr/nre/thesis/dissertati on were to become in
conflict, the Repair indicaor light would turn red and the window shown in Figure 4.14
would appea when the user double-clicked on the indicaor light. Once d known objeds
needing repair are fixed, the indicaor light returns to green. There is no notion of yellow
for thisindicaor.

A simple, but useful, extension to the interfacewould present summeary information about
how the objed came to be in conflict. In particular, the user might appredate knowing
who updated the files and from where those updates were made. Such information would
help the user understand why the objed is in conflict and would also help them to resolve
the conflict. This data, however, is not reaily available in Coda.

A further extension to this indicaor light window is to offer a graphicd interfaceto the
repair program. When the window shown in Figure 4.14 is visible, the user could double-
click on any objed needing to be repaired. This adion would open a repair window that
would allow the user to repair the objed. Thisextensionis discussed in Sedion 9.2.3.1.

— The following objects need to be repaired:

Sfeodafusnimrefthesis/dissertation

Figure4.14: Repair Information
Thisfigure shows the Repair Information window. It is displayed when the user double-
clicks on the Repair indicator light. When the indicator light is red, this window shows
which objeds arein conflict and need to be repaired.
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4.10 Task

As discussd in Sedions 3.1.3.1 and 3.4.2.1, | must improve the model through which
users identify what objeds sould be available during a disconneded or wedly conneded
sesson. The redization of that model appeas in the fina indicaor light, which is labeled
Task. This indicaor allows the user to define and hoard tasks, and also aerts the user to
the availability of those tasks. A task is smply the file and dredories a user neels to
complete agiven projed (e.g., writing a paper or compiling a system). It is a hierarchicd
structure consisting of user data, programs, and other tasks.

When the indicaor is diown in green, the user knows that all hoarded tasks are aurrently
avallable. When the indicaor is siown in red, the user knows that at least one hoarded
task is partialy or completely unavailable. The indicaor is never shown in yellow.

Double-clicking on the indicator light will cause awindow smilar to that shown in Figure
4.15(a) to appea. This window allows users to hoard (and unhoard) tasks. The top of
this window shows the percentage of cade spacededicaed to hoarded tasks. The midde
sedion shows alist of al defined tasks as well as the pseudo-task “New...” that allows the
user to define new tasks. The bottom portion of this window shows those tasks that are
currently hoarded in priority order, where the task identified with a “1” is the highest
priority.

Double-clicking on the name of a task in either of the lists of Figure 4.15(a) will display a
window similar to that shown in Figure 4.15b), alowing the user to view, modify, or
crede atask definition. A task has threemain components: data, programs, and subtasks.
For eat of these components, the task definition shows two lists. The predefined list
contains a list of al currently defined deta sets, programs or tasks, respedively. The
contains list shows those data sets, programs or tasks that are included in the aurrent
definition. Clicking on the name of an element in a predefined list includes it in the aurrent
task definition.

Double-clicking on an element shown in the predefined or contains lists causes a window
containing the gpropriate definition to appea, alowing the user to view a definition or
crede anew one. In particular, double-clicking on the name of a data definition will cause
awindow similar to that shown in Figure 4.15(c) to appea. Similarly, double-clicking on
the name of a program definition will cause awindow similar to that shown in Figure

4.15(d) to appea.

The data definition window alows users to spedfy which of their files and dredories
should be included within a task definition. If the pathname is a diredory, then the user
may spedfy whether or not the dildren and/or descendants of this diredory should also
be hoarded. This window is esentialy a graphicd interfaceto the hoard program, as
described in Sedion 2.3.2. Unlike previous versions of Coda, the user is required to have
detailed knowledge only of their own areas of the file system.

The program definition window allows users to speafy programs that should be included
within a task definition. Once included, the system automaticdly tradks file references
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Figure4.15: The Windows Associated with the Task Indicator
This figure shows the four primary windows asociated with the Task indicator light.
View (a) shows the window displayed after clicking on the indicator. The top sedion of
this window shows the status of the @ache; the midde sedion shows a list of all defined
tasks; and the battom sedion shows those tasks that have been hoarded, their priorities,
and their availability. View (b) shows the definition for the “writing thesis’ task. This
definition contains the “writing” task, the programs for “ScreenCapture’, and the
“thesis’ user data set. View (c) shows the definition for the “thesis’ user data. This
definition includesthe/ coda/ usr/ nr e/ t hesi s diredory and al its descendants as
well as the / coda/ usr/ nr e/ bi b diredory and its immediate cildren. View (d)
shows the definition for the “ScreenCapture’ programs, including xpr, Xxv,
xwdt opnm and ppnt ogi f.
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made by the program for automatic hoarding. The details of how automatic program
hoarding works will be discussed in Sedion 6.1. With automatic program hoarding, users
are no longer required to spedfy the files and dredories required internally by these
programs (e.g., library, font, and style files).

The distinction between user data and program data is crucia for reducing the burden of
hoarding. Although it is not unreasonable to assume that users have detailed knowledge
of their own areas of the file system, they must not be required to lean about the internal
workings of applicaion programs to make dfedive use of Coda. By distinguishing
between user and program data, the interface #ows the program profiles to be shared
between tasks (e.g., not spedalized to a single projed). Of course, if the entire hoarding
processwere aitomated in such a way that the tasks were meaningful to users, even this
burden could be diminated. Thisinterfacedoes not in any way predude such automation;
in fad, thisis an areaidentified for future reseach and is discussed in Sedion 9.2.2.4.
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5 Implementation

In the previous chapter, | described the graphicd user interface that makes cading
translucent to the user. In this chapter, | focus on the implementation of that interface
Thefirst sedion presents an overview of the system’s architedure. | continue this chapter
by describing a number of implementation details. These details include descriptions of
some finite state madines that control the user interface @ well as an overview of the
modificaions required within Venus. | conclude the dapter with an overview of the
Translucent Caching API. This API allows Venus to notify the CodaConsole of important
events and allows the CodaConsole to make the user’s wishes known to Venus.

5.1 Architecture of System

Logicdly, the functionality of the CodaConsole belongs within Venus (see Chapter 2)
becaise Venus aone has knowledge of the various events nealed to drive the system.
However, other considerations led me to make this functionality external to Venus. The
benefits of translucent cading extend beyond Coda. Moving this functionality external to
Venus alows the CodaConsole to be used with any highly available file system
implementing its API. A second consideration was purely pradicd. Venusis alarge and
complex body of code. Further, at the time of this reseach, it was under development by
anumber of individuals. Making my interface @ independent of Venus as possble isolated
me from these other development efforts. For these reasons, the CodaConsole is locaed
outside the scope of Venus and communicates with Venus via awell-defined API.

Pladng the CodaConsole externa to Venus imposes additional communicaion overheal
by adding alocd RPC2 cdl [45]. Becaise daemons invoke many of these cdls, the user
does not diredly observe this additional overhead. Those cdls that are invoked in the
process of servicing a user request are generaly infrequent or long running; thus, the
additional overhea is inconsequential. A few cdls would impose too grea a burden and
are thus batched.

The achitedure, shown in Figure 5.1, is implemented in three pieces. | refer to the first
two pieces, the user interface ad the Advice Monitor, jointly as the CodaConsole. They
implement the graphicd user interface described in the previous chapter. The user
interfaceinterads with the user. The Advice Monitor ads as a liaison between this user
interface &ad Venus. The third pece onsists of a set of hooks within Venus that inform
the CodaConsole of various events.
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/ CodaConsole \
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I nterface Monitor
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Trand uc\ent C‘a/ahing API

RPC

Venus

Figure5.1: Architecture
This diagram shows the architedure of the syssem. The CodaConsole @mnsists of two
parts: the user interface and the Advice Monitor. The user interface implements the
graphical interface described in the previous chapter. The Advice Monitor acts as a
liaison between Venus and this interface  Venus notifies the Advice Monitor of various
events via the RPC interface implementing the Tranducent Caching API.

These three pieces communicate using two different medhanisms. The user interface
communicaes with the Advice Monitor via apair of unidiredional pipes, as $own in the
figure. The Advice Monitor communicaes with Venus via apair of RPC2 conredions,
also shown in the figure.

5.2 Details of Implementation

This sdion describes the implementation of ead of the three @mponents described
above. | begin by describing the implementation of the user interface focusing on the
finite state machines that drive the indicator lights. | then present a brief description of the
Advice Monitor. | conclude with a summary of the modificaions necessary to implement
the Tranducent Caching API within Venus.
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5.2.1 User Interface

Chapter 1 described the design of the user interface omponent of the CodaConsole. The
user interface which is implemented in Tcl/Tk [39, 56] using the Tix widget library [29],
assumes the user is running a windowing system**. 1t is entirely event driven. As events
arrive, the interface notifies the user via the indicaor lights. As the user requests
information, it displays the gpropriate information windows. If it needs data from Venus,
it contads the Advice Monitor to request that data.

The interfacepresented to the user contains a set of indicaor lights. These indicator lights
are implemented as snall, event-driven, finite state madines. The arival of an event
potentially causes a transition from one state to another. These state dhanges may then
cause the gpeaance of the indicaor lights to change. | will how describe three of these
state machines. The remaining ones are similar in spirit, though the detail s differ.

5.2.1.1 Tokens I ndicator

The finite state macdiine for the Tokens indicaor has three states. Valid, Invalid, and
Expired&Pending. The user isrequired to have tokens before the advice monitor begins
exeauting so the finite state macdiine will start in the Valid state. When the interface
recaves notificaion that the user’s tokens have expired, the macdine transitions into the
Invalid state. If the interfacethen recaves a notificaion that an adivity, a reintegration
for example, is pending tokens, the madine transitions into the Expired&Pending state.
The madhine transitions to the Valid state from either of the other two states upon
recaving notification that the user has obtained valid tokens. These states and the
transitions between them are shown in Figure 5.2.

TokenExpiryEvent

Invalid

TokensAcquiredEvent

TokensAcquiredEvent ActivityPendingTokensEvent

Expired & Pending

Figure5.2: State Machine of the Tokens Indicator

14 Currently, the system works under X windows, though it does not require that windowing system.
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5.2.1.2 Hoard Walk I ndicator

The finite state machine of Figure 5.3 drives the Hoard Walk indicaor and contains four
states: Inactive, Active, Stalled, and Suspend. The madine initialy begins in the
Inactive state. If the interfaceis then notified that a hoard walk has begun, the madine
trangitions to the Active state. Should Venus request advice, the madine transitions to
the Stalled state until the user provides that advice ad causes the machine to transition
badk to the Active state. When Venus announces the completion of the hoard walk, the
madhine transitions badk to the Inactive state. Should the user request that Venus refrain
from performing periodic hoard walks, the machine will transition to the Suspend state
until periodic hoard walks are once ajain enabled.

5.2.1.3 Task Indicator

A smaller but dightly more complex pushdown automaton drives the Task indicator. This
madhine, which is 1own in Figure 5.4, contains just two states (All Tasks Available and
At Least One Task Unavailable), a amunter, and alist of available tasks. At the end of
eat hoard walk, Venus announces the availability of eat hoarded task owned by the
user. This availability information is presented to the user in the Task Information
window.

Suppose that Venus just completed a hoard walk and announced that all hoarded tasks
were avallable. Further suppose that a hoarded file is invalidated (becaise, for instance, it
was updated remotely). Venus would then announce that an objed has become
unavailable. Inthis message, it would also spedfy the task and the size of the objed. The
interfacewould now trangtion to the At Least One Task Unavailable state, set the
counter of unavailable tasks to 1, remove this task from the list of available tasks, update
the information about this task, and, finally, notify the user of this event. Now suppose
that Venus must replace ahoarded file (for instance, due to spacelimitations). When this
event occurs, Venus announces that the objed has becme unavailable @ before. The
interface however, must be more caeful in responding to this event. It must first
determine whether or not this task was arealy unavailable. If the task was previoudy
unavail able, then the system simply adjusts the percentage of the task avail able based upon
the new information. If the task was previously available, then the system increments the
counter of unavailable tasks, removes this task from the list of available tasks, and adjusts
the percentage of the task available. Because the interfaceis alrealy in the At Least One
Task Unavailable state, it does not take atransition.

5.2.2 Advice Monitor

The primary purpose of the Advice Monitor is to ad as a liaison between the user
interface ad Venus. As events arrive from Venus, the Advice Monitor trandates the
request into an appropriate procedure cd within the interface and then ships that cdl to
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Suspend
of fy WalkStatus
OnEvent /l
. BeginWalk .
Inactive Active
EndWalk
RequestAdvice

AdviceComplete

Figure5.3: State Machine of the Hoard Walk Indicator

Task Unavail able

At Least One All Tasks

Available

Task Available

Task Unavail able

Figure5.4: State Machine of the Task Indicator
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the interface As requests arrive from the interface the Advice Monitor trandates the
request into an appropriate RPC2 cdl.

The Advice Monitor aso has a number of secmndary responsibilities. These include
moving data files (the results of small questionnaires) into the Coda file system, processng
certain usage statistics provided by Venus for the purpose of offering advice (as discussed
in Sedions 4.6.2 and 6.2), and controlling the Application Spedfic Resolvers, as described
in[2§].

The Advice Monitor uses a total of eight light-weight processes [45], or threads, to fulfill
itsobligations. Eadh thread and its primary responsibili ties are described below:

Main: Performs initializaion, loops waiting for incoming RPC requests and incoming
messages from the user interface and also dispatches other threads

CodaConsoleHandler: Handles messages arriving from the user interface making the
appropriate RPC to Venus (if required)

WbrkerHandler: Handles RPCs arriving from Venus
ProgramLogHandler: Analyzes incoming program logs

ReplacementLogHandler: Analyzes incoming replacement logs, adding entries to the
database

DataHandler: Moves data from temporary locaions into permanent storage in Coda file
system

EndASREventHandler: Watches for completion of Applicaion-Spedfic Resolvers (ASRS)
and returns the results to Venus

ShutdownHandler: Handles sutdown requests, closing connedions and exiting the user
interface

Two of these threads warrant further attention and will be discussed in the following
chapter. These two threads, the Program Log Handler and the Replacement Log Handler,
help to reducethe burden hoarding paces on users.

5.2.3 Venus M odifications

Supporting the CodaConsole required modifications to Venus in two areas. First, | added
the advice module, which implements the Venus sde of the Tranducent Caching API. The
advice module exposes certain Venus data to the user and provides wrappers around the
cdls of the API. Sewnd, | added hooks throughout Venus that invoke the wrappers
within the alvice module. These hooks expose cetain events to the user by notifying the
CodaConsole. This sdion describes both modificaions.
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Figure5.5: Relevant VenusInternals
This diagram shows a detail ed view of the Venus component of Figure 5.1. The detail s
include only those aspeds of Venus relevant to supporting the CodaConsole.

5.2.3.1 The Advice M odule

The avice module cntains two pieces. the Advice Connedion and the Advice Daanon.
These two pieces, which are shown in Figure 5.5, handle the ammunicaion to and from
the Advice Monitor respedively. The Advice Connedion maintains a cnnedion to a
user’'s Advice Monitor and handles requests from Venus intended for that user. The
Advice Daamon handles requests arriving from the user interfacevia the Advice Monitor.

5.2.3.1.1 The Advice Connection

Venus maintains at most one alvice @nnedion, the alvicemnn class per user. The
connedion is made on a per-user basis for seaurity reasons—information flow to the
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interfaceincludes pathnames of referenced and hoarded files, information that would be
inappropriate to release to other users.

Venus maintains a most one wnnedion for ead user smply to avoid confusion. It
supports multiple simultaneous advice @nnedions by different users with two caveds.
First, other aspeds of Venus (in particular, disconneded and wegly conneded operation)
asume asngle-user workstation. Second, certain adivities are restricted to authorized
users, as defined by the user currently logged in on the @nsole or the user spedfied (at
startup) to Venus.

Venus requires that the connedion be made from the locd host. This dedsion avoids any
seaurity concerns asociated with remote wntrol of Venus, improves performance becaise
the RPCs between Venus and the interface ae now locd, and avoids the possbility of the
Advice Monitor becoming dsconneded from Venus. Findly, it is consistent with the
philosophy that the Advice Monitor islogicdly a part of Venus.

An advice onnedion maintains a smal amount of state, a subset of which is $own in
Figure 5.6 and described below.

User Lock: Controls communication with the interface ad, thus, the user

Connection Information: Allows the Advice Daamon to establish a mnnedion from Venus
to the Advice Monitor, includes the state, hostname, port, and handle

Process Group ID: Prevents deallock in the case that a request made on behalf of the user
generates arequest badk to the user

Interest Array: Allows Venus to suppressevent notificaions of which the CodaConsole is
not configured to notify the user, an optimization that potentially removes a locd RPC
from the aiticd path of the cdl.

Logging Sate: Allows Venusto log ead file accesand the program that made it, as well
as eah cade replacement, includes file descriptors, pathnames, and line munts

Methods: Provides a set of methods that are, esentialy, wrappers around the API;
provides a dean interfaceto the rest of Venus; and ensures that all locking and counting
ocaur as expeded

The methods provided by the alvice @nredion wrap around half of the Tranducent
Cadhing API, the half that is srviced by the Advice Monitor. The cdls defined by this
API, which are summerized in Figure 5.7 below and described in detail in Appendix A,
expose cetain events to the Advice Monitor, and thus the user.

The Tranducent Cadiing API, which includes all of the cdls siown in Figure 5.7 as well
as those shown later in Figure 5.8, is key to the CodaConsole's independence from Venus,
and by extension from Coda. Any distributed system that offers high avail ability should be
able to take alvantage of the CodaConsole smply by supporting this API.*°

15 Of course, not all distributed file systems offering high avail ability will necessarily support all of the
conceptual ideas of Coda. Any conceptual differences would obviously need to be handled separately.
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cl ass advi ceconn {
/] State related to controlling access to the user
struct Lock userLock;

/!l State related to the connection to the Advice Mnitor (A M)
Advi ceSt at e st at e; // of this connection

char host name[ MAXHOSTNAMELEN]; // on which A-M is running

unsi gned short port; /1 on which AM is listening
RPC2_Handl e handl e; // to active RPC connection

int pgid, /1 of the Advice Monitor

/] State related to events in which the user is interested
int InterestArray[ MAXEVENTS] ;

/!l State related to | ogging various events
FI LE *prograniLog, *replacenentLog;
char progranLogNane][ MAXPATHLEN], repl aceLogName[ MAXPATHLEN ;

i nt nunProgLi nes, nunRepl acelLi nes;

publi c:
/1 Met hods
voi d TokensAcquired(int);
voi d TokensExpired();
voi d Server Accessi bl e(char *);
voi d Serverl naccessi bl e(char *);

Figure5.6: State Maintained by theadvi ceconn Class

This figure shows a subset of the state maintained by the advi ceconn class This
state includes a lock that controls accessto the user, a group of variables that maintain
information regarding the airrent connedion to this user’'s Advice Monitor, an array
that records the user's interest in each event, and a group of variables that support
logging various events. The amplete definition of this classis available in the Coda
sourcesin thefilecoda- src/ venus/ advi ceconn. h.
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Remote Procedure Call

Description

LostConnedion
TokensAcquired
TokensExpired
ServerAccesshle
Serverinaccesshle
ServerConnedionWeak
ServerConnedionStrong
NetworkQualityEstimate

Remnnedion

ReadDisconnededCacheMiss
WeaklyConnededCacheMiss
DisconnededCacheMiss

HoardWalkAdviceRequest
HoardWalkBegin
HoardWalkStatus
HoardWalkEnd
HoardWalkPeriodicOn
HoardWal kPeriodi cOff
ObjedInConflict
ObjedConsistent
ReintegrationPendingT okens

ReintegrationEnabled
ReintegrationActive
ReintegrationCompleted
TaskAvail ability
TaskUnavail ability

ProgramAccesd ogAvail able
ReplacementL ogAvail able
InvokeASR

Announces that the Advice Monitor haslost its connedion
Announces that the user has acquired tokens

Announces that the user’s tokens have expired

Announces that a server isaccesshle

Announces that a server isno longer accesshle
Announces that the mnnedion to a server is weak
Announces that the mnnedion to aserver is grong
Announces the arrent server bandwidth estimates

Requests that a recmnnedion questionnaire be presented to
the user

Requests adviceregarding aread disconneded cache miss
Requests adviceregarding a weakly conneded cache miss

Requests that a disconneded cache missquestionnaire be
presented to the user

Requests adviceregarding a hoard walk

Announces that a hoard walk has begun

Announces the progressof a hoard walk

Announces that a hoard walk has ended

Announces that periodic hoard walks have been enabled
Announces that periodic hoard walks have been disabled
Announces that a fil e system objed isin conflict
Announces that a fil e system objed has been repaired

Announces that areintegration is pending, waiting for the
user to oltain authentication tokens

Announces that areintegration is ready to procedd
Announces that areintegration isin progress
Announces that a reintegration has completed
Announces the avail ability of hoarded tasks

Announces the unavail abilit y of an element of a hoarded
task

Announces the avail abilit y of a program accesslog
Announces the avail ability of a replacement log

Invokes appli cation-spedfic resolution

Figure5.7: Callsof the API Serviced by the Advice Monitor
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Remote Procedure Call Description

NewAdviceService Announces the eistence of a new Advice Monitor
Registerinterest Reoords user’sinterest in various events
GetCacheStatistics Retrieves current spaceinformation
OutputUsageStatistics Outputs disconneded usage statistics
SetParameters Modifies value of internal variables

Result OfASR Provides result of appli cation-spedfic resolver
ImminentDeath Announces imminent death of Advice Monitor

Figure5.8: Callsof the API Serviced by Venus

Another interesting issue to consider is what would be required to move Venus into a
kernel module, as was done with production versions of AFS. Currently, Venus uses
RPC2 to support the Tranducent Cadiing API, but this choiceis not criticd to its siccess
Should Coda ever be moved down into the kernel to improve performance, this RPC2
interface ca easly be replacal by system cdls, leaving the CodaConsole to run in user
spacewhere it clealy belongs.

5.2.3.1.2 The Advice Daemon

The implementation of the Advice Daemon is graightforward. The main routine of this
Venus process loops waiting for a request to arrive and then handles that request. The
daemon is responsible for implementing the seven cdls of the Tranducent Caching API
serviced by Venus. These cdls are summarized in Figure 5.8 and described in detail in
Appendix A. They expose cetain datato the Advice Monitor.

5.2.3.2 Venus Hooks

Venus informs the user of events that occur during normal operation. These events
include token expiration, hoard walks, cade misses, and task availability. For ead event,
| added a relatively straightforward hook. The hook first identifies which user (or users)
to notify. It then makes the gpropriate cdl to that user’'s Advice Connedion, including
al required information. Eadh hook generally requires only tens of lines of code to
implement. The dallenge in adding this functionality lay largely in tradking down where
in the code to add the gpropriate cdlsto the API. Occasionally, colleding the necessary
information required a minimal amount of additional work.

Hooks were alded to the routines $iown in Figure 5.9 below. This table serves two
purposes. The first is to document the locaion of these hooks for future Venus
developers. The second, and more important one, is to show that these hooks correspond
roughly one-to-one to the API cdls of Figure 5.7. Only afew API cdls require more than
one hook and none required more than threehooks. Generaly, all of the hooks appea in
the obvious location (to someone familiar with Venus internals).
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Event Class:Method
LostConnedion advicemnn;:NewConnedion
TokensAcquired userent::SetTokens
TokenExpiry userent::Invali date

ServerAccesshle
Serverinaccesshle
ServerConnedionStrong
ServerConnedionWeak
NetworkQualityEstimate
Remnnedion
ReadDisconnededCacheMiss
WeaklyConnededCacheMiss
DisconnededCacheMiss
HoardWalkAdviceRequest
HoardWalkBegin
HoardWalkStatus
HoardWalkEnd
HoardwWalkPeriodicOn
HoardwWal kPeriodi cOff
ObjedInConflict
ObjedConsistent
ReintegrationPendingT okens
ReintegrationEnabled
ReintegrationActive
ReintegrationCompleted
TaskAvail ability
TaskUnavail ahility
ProgramAccesd ogAvail able
ReplacementL ogAvail able
InvokeASR

srvent::ServerUp

srvent:: ServerError, srvent::Conned
srvent::InitBandwidth, srvent::GetBandwidth
srvent::InitBandwidth, srvent::GetBandwidth
srvent::InitBandwidth, srvent::GetBandwidth
volent:: TakeTransition

fsdb:: Get

fsdb:: Get

fsdb:: Get

hdb::Walk

hdb::Walk

hdb:: Statuswalk, hdb::Datawalk

hdb::Walk

hdb::Enable

hdb::Disable

fsdb:: Get

Irdb::ChedLocal Subtree vproc::do_ioctl
volent:: TakeTransition

volent:: TakeTransition

volent::Reintegrate

volent::Reintegrate

hdb:: PostWalkStatus

fsoly::Kill

“VTALRM, fsoly::Get

VTALRM, fsoly::RedaimFsos, fsolj::RedaimBlocks

fsdb::Get

Figure5.9: Location of Hooks Supporting Translucent Caching
This table shows the location of hodks that support translucent caching. For each call in
the Tranducent Caching API, | show each method of Venus that cals it.
nearly one-to-one mapping between these hodks and the routines provided by the AP

(refer to Figure 5.7).

Note the
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5.3 Use of Tranducent Caching API

In this edion, | will make the APl more ancrete by exploring threescenarios. The first
one illustrates the initial sequence of messages that startup the CodaConsole. The second
one illustrates a basic event notification, in this case anotificaion that the user’s tokens
have expired. The third one illustrates the conversation that occurs between Venus and
the CodaConsole during a hoard walk.

5.3.1.1 Initialization

Venus begins running duing the Unix startup sequence (e.g., out of /etc/rc). Some time
later, the user logs in, starts X, and eventually starts the CodaConsole. Before Venus and
the CodaConsole, two independent processes, can cooperate to make cading tranducent
to the user, communication between them nmust be established. Further, becaise the
CodaConsole dso consists of two cooperating processes, communicaion must be
initialized for them as well. As described previously and illustrated in Figure 5.1,
communicaion between Venus and the CodaConsole occurs via a pair of RPC
connedions while communicaion between t