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Abstract

This doctoral thesis investigates how intelligent personal agents and social
robots should be designed to behave and interact in social environments. Fifty
million Americans now own smart speakers, and over 40% use chatbots reg-
ularly. These agents are gaining access to people’s personal information, and
they need increasingly sophisticated rules on how to behave and how to both
share and protect personal information. Yet, at the moment, they are designed
as one-on-one devices (one agent and one user), whereas in reality, they exist in
socially complex spaces. This body of work uses design research approaches to
examine how designers might break through current underlying assumptions of
agent and robot design, map a broader design space for future personal agents
and robots, and suggest considerations and guidelines for more sophisticated,
transparent, and trustworthy social agents. One aspect of agent design that
was revealed in this work was that of ownership. A sense of ownership over
artifacts provides individuals with a sense of control, trust, and comfort. It is
not clear, in current designs, who an agent belongs to and whether and how
agents create a sense of ownership for their users. Do agents belong to one
individual or to a group? Do they belong to the person who uses them, or to the
company that provides them? The second part of this thesis examines design
opportunities within this space, and suggests how different ownership models
might impact agent perceptions and interaction with them.
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1INTRODUCTION

This body of work aims to investigate how intelligent personal agents and
social robots can and should behave; how they can have more social sophis-
tication to effectively navigate interpersonal relationships and function in
socially complex contexts. Today, more than 50 million Americans own
smart speakers, and over 40% have recently used chatbots [106]. Robots
are appearing in workplaces, and companies are attempting to design
robots that would remotely work with people in their homes. Overall,
more and more people are interacting with agents that appear social, or
that use social cues to interact [103]. However, these agents are very
limited in understanding or responding to social nuance.

As agents gain access to people’s personal information through a range
of digital activities and applications, they need increasingly sophisticated
rules on how to behave, how to both share and protect personal informa-
tion, and how to infer aspects of the social context. Today, these devices
mostly take the form of a single agent with access to a single user’s in-
formation. But what happens when an agent or even a set of agents gain
access to a family’s full set of personal data? What should an agent do
when a mother-in-law asks for their daughter-in-law’s location or when a
teen asks an agent to lie and tell their parents that they have been study-
ing? How can an agent bring both value and harmony within a group of
people? Is the agent a product that belongs to the user, or is it a service
that is owned by the service provider?

While the definition of agents and robots strongly varies, I focus on
interfaces that interact with people using social cues—whether it be voice,
text, or nonverbal behavior. In the field of human-robot interaction (HRI)
and research on social agents more broadly, the implicit convention is to
design robots and agents as human-like. Researchers are refining robotic
arms to understand and act in the physical world as humans do, chatbots
attempt to address inquiries just like a human agent, and companies like
Amazon aim towards conversational agents that fully understand and



respond to verbal communication. One downside of this convention is
that it unintentionally frames agents and robots as “less than human”
interfaces. They attempt to act as close to humans as possible but fail
to do so entirely. An alternative approach is to view agents as different-
abled interfaces that can give value to their users by engaging in non-
human capabilities and social behavior. For example, agents can move
their “social presence”, or “entity” from one body to another; they can
be in many places at the same time; they can focus on multiple tasks
simultaneously without sacrificing their more-than-human precision; they
can develop nonverbal behavior that is unique to robots and does not
strive to be human-like.

With that in mind, my work examines what it might mean for AI agents
to be socially sophisticated and aware. However, this opportunity space is
too broad and cannot be easily or systematically covered. In contrast to
other improvements in technology, which have a clear goal of what “better”
should be (faster, cheaper, smaller), in the case of socially-aware agents, it
is unclear what would constitute a “better” interface. Should agents fully
use every piece of information to understand social context? Should they
attempt to be a “moral compass” and call out users who misbehave? Or
should they primarily be obedient?

Given these and many other unanswered questions, it is too soon to
take an engineering research approach. Design research methods are
more suitable for exploring this opportunity space to understand the goals
for socially complex agents and how they can provide the most value to
users. Therefore, this body of work uses design research to learn about
the under-explored design space of complex interaction instances with
agents in social environments. The findings of my work can play a critical
role in identifying key agent capabilities for the development of socially
sophisticated agents, and provide an understanding of what “better” social
agents should do.

In the first part of my thesis, I conducted three research studies that
used exploratory design methods to examine socially complex personal [87],
interpersonal [116] and group [88] interactions. Findings indicated that
people expected agents to be “better” social communicators by nuanced
use of their data to support them in the acts of daily living. For example,
participants wanted agents to use their sensing and learning capabili-
ties to improve their understanding of social roles, generate continuous
interactions with users over time and to provide highly personalized ser-
vices [87, 116, 88], but also to have transparency about which data is being
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collected, and to avoid agents that can “listen”, “watch” or “record” [88].
Participants indicated that a single agent “entity” that can move from
body to body and access their personal information would be preferable
than many agents across many services [87, 116].

The finding of preferring a single entity extended beyond merely per-
sonalized preferences. Participants expressed a desire to know who the
owner of an agent is and, as a result, who it is accountable to. They in-
dicated that this knowledge would allow them to better anticipate AI
behaviors in complex social situations, for instance, in a case of conflicting
requests from different users, or when one user asks to gain access to
another’s data [88]. The desire to know more about who “owns the agent”
raises new research questions regarding the influence and importance of
ownership in interaction with agents, how agents account for ownership
and affiliation in their design, and whether they should be conceptualized
as products or as services.

Thus, the second part of my thesis focuses solely on the topic of agent
ownership and attachment. I attempt to form an understanding of the
overall concept of agent ownership and potential value, as well as to lay out
the design space of possible future social agents that take ownership into
consideration. This final set of design recommendations can contribute
to a sense of attachment, trust, and an overall improved experience with
socially sophisticated agents.

Research Overview

The research in this thesis consists of several overarching questions. In the
first part I look into how agents should behave and make use of data as
they are integrated in socially complex contexts. In the second part, the
research focuses on when and how should agents communicate ownership
to users, and how might service providers address the perceived affiliation
of agents with them while maintaining users’ sense of ownership.

PART 1: AGENTS IN SOCIALLY COMPLEX CONTEXTS

Study 1: Personal interactions

How should agents be designed to address a single user in a range of
social contexts? Should different agents serve across services in homes and
public spaces at different touchpoints? Or can and should agents utilize
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their non-humanlike qualities of being able to move an agent’s “entity” or
“social presence” from one location to another to facilitate sequential and
personal interactions across space?

This work used Speed Dating with User Enactments [34] in which
participants interacted with agents that had one social presence per body,
that could re-embody (move their social presence from body to body), and
that could co-embody (move their social presence into a body that already
contains another). Reactions showed that participants felt comfortable
with familiar and re-embodying agents, who created more seamless and
efficient experiences. Situations that required expertise or concentration
on the task raised concerns about a single “can do it all” agent. We report
on our insights regarding collaboration and coordination with several
agents in multi-step interactions [87].

Study 2: Interpersonal interactions

How should agents be designed to address interpersonal interactions in
public contexts? Should there be a single agent that addresses several
users, should services provide personal agents that are affiliated with the
service, or should each user have their personal agent that “follows” them
from one location to another as suggested in Study 1?

This study made use of a more structured format of Speed Dating
with User Enactments, as the research questions were more specific and
structured and could be more rigorously tested. Participants interacted
in situations where agents either belonged to the service (like current
standard service agents), agents belonged to the service but generated
a unique agent for a specific user, or agents that belonged to the user,
and served them in public and in their personal space while leveraging
personal information. Findings suggested that people prefer the latter
and felt comforted by a single entity that “knew them” and is capable of
using their personal data in a range of contexts without having to transfer
it across systems [116].

Study 3: Interpersonal interactions with a shared agent

Studies 1 and 2 began to outline how agents should behave in public
scenarios. But when moving agents into personal spaces new challenges
surface. Current “home agents”, such as Google Home and Amazon
Echo, assume their devices are shared between household members. Yet
their design does not address the interpersonal challenges that agents
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might need to address as they become more socially sophisticated. For
example, what should an agent do when a mother-in-law in the home asks
for her daughter-in-law’s location? Should the agent share this personal
information? Should it prevaricate, stall, or redirect the subject? Should
it snarkily refuse? What should an agent do if a teen asks it to lie and
tell parents the teen has been studying? Should it keep secrets? Should it
actively deceive? Or should it tattle?

The findings of this study were the first in which participants explicitly
stated that they would like to know who the agent belongs to. Participants
argued that this kind of knowledge, knowing who the agent belongs to and
is accountable to, would assist in setting their expectations about how an
agent is likely to handle a range of interpersonal situations. Furthermore,
findings suggested that the social roles and presence of individuals are critical
pieces of information for the agent to interact and respond in a more
nuanced and socially appropriate way.

Part 1 Summary

The three studies combined successfully began to map the initial design
space of socially sophisticated agents. One of the important outcomes of
this work was the identification of agent ownership and affiliation as an
important aspect to consider when designing agents, a topic that has not
been previously explored in the context of social interfaces. While findings
in the last study explicitly expressed the importance of user ownership
and service affiliation as part of agent design, support for its importance
can also be found in the first two studies, as I will further discuss in the
next thesis chapters.

PART 2: AGENT OWNERSHIP AND AFFILIATION

Study 4: Ownership and affiliation of agent (and) services

In order to tackle the complex topic of ownership in the context of agents,
first, it was critical to consider the concept of service ownership as a whole.
By definition, ownership and service contradict each other. Yet some
aspects of ownership might still be evident in services, as my prior work
has shown, particularly in the case of agent services.

On the one hand, in the current structure of social agent services (e.g.,
Amazon Echo, Google Home) and their users, service providers are the
ones who own agents to some extent, as the service providers control the
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content and interaction with the agent, and instead provide users with a
service. On the other hand, people purchase devices that “include” these
services and therefore perceive these devices as theirs.

While we know little about the tension between service and product
specifically with social agents, this co-existence is not new—recent years
have shown many examples of “servitization” of products and “produc-
tization” of services [7]. Therefore, in this research effort, I asked people
to reflect and compare social agent services that they use to range of to
other products and services, technological and non-technological. Some
of the research questions this effort addresses include: (1) To what extent
do current users feel ownership over their agents, in comparison to other
material possessions and technological devices? (2) What role does the
service model play in people’s sense of ownership over their agent? and
(3) What are some alternative models for service agent design? This study
used a combination of interviews, card sorting, and sketching activities
better to understand current stances on agent service ownership and affili-
ation. I conclude with opportunities for changes in service design that can
address users’ concerns and potentially improve their sense of ownership
and trust in personal agents.

Study 4: Exploration of community-owned agents

This part of the thesis focuses on the possibility of having community-
owned agents. It investigated social agents in the form of a chatbot de-
signed to be shared within an online community to improve moderation
and encourage new and more positive interactions between community
members. As part of this goal, the project attempted to design a sense
of collective ownership within that group. We created a concept “baby”
chatbot that learned and “grew” within a community and implemented it
in a game-streaming online community on Twitch.

Findings from a three-week field study showed that the implemented
chatbot was successful in creating a sense of collective ownership over
it. We discuss insights about three design choices for the bot that con-
tributed to its perceived ownership: (1) enabling users to creatively shape
it, (2) promoting a sense of individual responsibility, and (3) creating
opportunities for personal interactions.
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Study 5: Exploration of personally-owned agents

Finally, the last exploration in my thesis looks into personally-owned
agents. For this goal, the study used co-design with theatre profession-
als to devise an immersive performance, “Robotic Futures,” as a form of
knowing-through-doing. The performance allowed learning about the felt-
experience of interacting with personally-owned agents in the ecosystem
of the home.

Examining the nuance of interactions that unfolded throughout the
devising process raised guidelines and questions about how personally-
owned agents should behave and when they might be designed to be
shared as opposed to personally-owned. Findings suggested three types of
agents in the home: “social” agents, “expert” agents and “self” agents. The
latter two were found to be more suitable as personally-owned, as opposed
to shared between family members. Furthermore, the study identified
a tension between who the primary user is, and whether they are also
the owner of the agent. The ability to use an agent but not own it, and
vice-versa, can create a more complicated and nuanced interaction with
agents, and perhaps more nuanced behavior on the agents’ side.

Thesis Contribution

The contribution of this body of work is in two resolutions: from a broader
perspective, my work aims to begin to map out the design space of per-
sonalized agents, that understand social context and roles and that are
better socially integrated; agents that make use of their super-human ca-
pabilities, rather than striving to be human-like; agents that collect and
use information ethically and that align with their users’ boundaries and
concerns. Identifying this design space allows to fully examine interaction
challenges and concerns before the technology is ripe. Furthermore, it
reveals important aspects that developers and designers should aim for as
agents transition towards becoming more socially sophisticated.

The second part of my work delves deeper into one area within the
design space that has emerged in the first part: ownership and affiliation of
social agents. The knowledge generated in this second part include a better
understanding of where agents fit within the overview of “things” people
own, as well as guidelines for how agents can be designed as personally- or
community-owned agents: when is each appropriate for the social context
at hand, and how are they likely to be perceived by users.
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2RELATED WORK AND THEORY

This chapter draws on three bodies of research and their intersection: (1)
Research about social agents in personal environments and social contexts;
(2) Theory and prior work about ownership of material and technological
possessions; (3) Service theory related to product versus service mindsets
and technological applications. The intersection of the three, ownership
and possession of service agents, is a topic that has been under-explored
in research, and is the focus of this thesis.

Agents and Robots in Social Contexts

Agents in the Home

When designing technology for the home, designers need to address a
range of unique challenges, as homes are complex, emotionally-oriented
social spaces shared by multiple people with many different roles, gen-
ders, and ages [30]. To better understand this complex space, previous
literature has attempted to define the challenges that should be addressed
to encourage acceptance of technology within the home [45]. Research
has also examined what makes smart homes and social agents in the home
desirable and how they should be designed to be accepted as part of the
domestic space [35, 151, 129]. “Placemail”, a task management software
based on location, looked into who in the household should be able to
receive reminders and information [84]. Brown et al.’s work on the Where-
abouts Clock explored how publicly displayed information in the home
could remain private through the use of ambiguity, where family members
use knowledge of each other’s routines to extract hidden and pertinent
information [18]. Pina and colleagues examined opportunities to design
family-centered health-tracking devices as opposed to ones designed for
isolated individuals [112]. Pierce used a design-led inquiry to explore
the boundaries of what may be perceived as “creepy” for future smart



home technology [111]. These examples indicate a complex landscape
of privacy and personal information when using technology in a social
environment. However, interactions that consider the complexity of social
aspects embedded in an environment have been under-explored in the
context of social agents.

The topic of interaction with technology in socially-complex situations
is critical to consider with social agents, as these introduce another layer
of socialness beyond those of other technological devices. In contrast to
their simple services, agents’ use of speech causes people to perceive them
as social [103], and to interact with them similarly to how people interact
with other people [102, 114]. This gets reinforced by design choices that
make agents’ performance come across as humorous and intelligent, which
also drives increased agent personification [85]. Situating interactions in
social spaces, such as people’s homes, also increases personification [113];
people who interacted with Alexa together with other family members
were more likely to refer to Alexa in a personified way, specifically in the
context of a household or in the presence of children.

According to industry reports, as agents develop and become even
more widespread in people’s homes, they will also become more personal
and social [1, 118]. Research supports this prediction, as it shows that
matching agent personality [97], preferences [11], humor type and inter-
action style [13] can all benefit interaction and engagement, and shape a
positive attitude towards social agents. Agents can also increase their per-
ceived socialness by gaining awareness of their environments, recognizing
emotions, being trusted by users, and demonstrating unpredictability [37].
Rogers and colleagues have examined people’s reactions to the notion of fu-
ture agents as personal companions from a more critical perspective [122].
Such speculative scenarios may not be very distant in the future; many
agents are already designed to have a personality and to give a sense of
being capable of forming relationships with their users [153].

Yet having social cues and personalizing agents to a single user is
not sufficient to develop social sophistication. Like other devices, more
research is needed to understand the nuance of interaction in the home, the
needs and concerns of a range of stakeholders as they interact with each
other and with the technology. Additional research will allow researchers
and designers to create agents that behave, interact, collect, and share
data in a responsible and desired way, increasing their perceived social
sophistication and trust by users.
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Agents as Mediators

Several research projects have examined how agent behavior may influ-
ence interaction within a group of users. Robots have been successful in
mediating turn-taking using solely gaze [100]. They have also been able
to mitigate conflict between couples [60], within collaborating teams [69],
and between children [135]. In one study, commentary given by a robot
reduced tension and increased engagement between team members [139].
Previous work has also designed robots to encourage less active partici-
pants in a group to be more involved in conversation [121, 144], and found
that encouraging behavior from the robot increased positive interpersonal
evaluation of team members [121], general group engagement, and overall
group problem-solving skills [144].

This previous work suggests that robots and agents can successfully
mediate between people, encourage more positive interaction, and even
mitigate conflict. Yet the primary question that is left unanswered is not
whether agents can be successfully socially involved—but if they should
be. Additional research is needed to understand how agents fit into the
natural ecosystem of the home and its daily routines and social norms.
For example, we know that agents can mitigate social conflict. But if
designers implement this kind of behavior in the home, they will need to
resolve many more questions: Should agents intervene every time they
sense conflict in the home? Should they always be neutral, even if one
side is clearly behaving inappropriately? Should they intervene in the
same manner whether the conflict is between two children, two adults, or
a child and an adult?

My work aims to address some of these fundamental questions about
how social agents might fit into complex social environments by looking at
people’s current set of values, mores, and needs, with the goal of generating
an initial set of topics that should be considered within this design space.

Material and Digital Possessions

This section sets the theoretical background and related work on owner-
ship and personal possessions. Due to the social qualities of agents, in
addition to theory about material and digital possessions, I include the
sense of possession over social beings as well.

Theories on material possessions draw a line between possessions for
individuation and possessions for integration. Possessions for individuation
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are primary there for the purpose of highlighting people’s individuality,
and uniqueness from others [32], and possessions for integration are in-
tended to express people’s affiliation with a group, or how they fit in with
others [128, 32], and possessions for individuation. The importance of
each varies by culture but is common in most and for all stages of life [73].

Material Possessions as Individuation

In contrast to previous theories that describe possessions as things that
define relationships between people, Csikszentmihalyi has used ethno-
graphic observations to better understand the intellectual and emotional
value that artifacts can encompass for individuals. In a study of people’s
possessions in their home, he found that every home has objects with sym-
bolic meaning that stem from being personally and emotionally involved
with it. The symbolic power of an object “produces a sense of order in
mind” by connecting the past and present, representing people’s loved
ones, or expressing one’s goals and desires [31]. Additional work supports
the notion that possessions are critical in shaping our identity and percep-
tion of self [62, 119], and that they even have a role in influencing the way
we think [147].

Kleine goes further to describe the role possession have over time,
and suggests a distinction between possessions for identity change and
possessions for stability. Some possessions embody past “selves” that are
kept and are therefore carried into the present, and some possessions
represent past “selves” that have changed over time and that are let go of
through discarding objects. In other words, keeping possessions helps us
reflect who we are today, and dispossessing them communicates aspects
of ourselves that we have decided to leave behind [75].

My work builds on three prominent theories of possessions as individ-
uation: Mere Ownership Theory (Endowment Effect Theory) [70], Self
Extension [10], and the Possession Attachment Theory [75].

Mere Ownership Theory

Once an individual possesses an object, the Mere Ownership (Endow-
ment Effect) Theory is applied. This theory argues that people may value
material possessions merely due to the fact that they own them [71]. Par-
ticipants in a study were given either a mug or a chocolate bar in return
for answering a short questionnaire. Later, they were offered to exchange
their compensation (mug/chocolate bar) for the other. Participants that
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were initially given the mug perceived the mug with more value, and par-
ticipants that initially received the chocolate bar perceived the chocolate
bar with more value. Thus, the theory derived from this study suggests
that people’s sense of ownership towards an object is sufficient for them
to perceive it with higher value [70]. This endowment effect was found
not only to instantly occur as soon as an item was acquired, but also to
increase over time [138].

Self Extension

Another highly influential work on the relationship between the self and
objects is Belk’s essay that defined possessions as Extensions of the Self [10].
Belk suggested that objects are not simply owned by individuals, but can
be a critical component in people’s identity perceptions. The theory is
mostly focused on material possessions yet also includes people, places,
and groups as potential extensions of the self.

Self-extension, according to Belk, is relevant in all stages of life. A
person is most likely to extend their sense of self onto an object in one of
three situations (Sartre [123] in Belk): (1) When one has control over an
object (including object destruction or gift-giving); (2) When one creates
an object or idea; or (3) when one has intimate knowledge about the object,
place or thing [10]. These three situations were later experimentally tested
and confirmed [74].

Groom et al. found support for Belk’s theory that creation supports
self-extension in the context of robots too. In their study, people were more
likely to experience self-extension if they built a robot themselves [52].
Participants who self extended thought they had more overlap with the
robot, felt more attached to it, and saw it as a team member rather than a
competitor. Similar to the findings in Keisler and Kiesler [74], Groom et
al. compared between a humanoid and a car-like robot. They too found
that people showed greater signs of self-extension in the car condition
than in the humanoid robot condition [52]. Both studies suggest that less
anthropomorphic shapes elicit more self extension.

Possession Attachment Theory

Other researchers have attempted to define the importance of possessions
through the Possession Attachment Theory: Possessions that people are
“attached” to are possessions that take part in the narrative of people’s
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lives—who they were, who they are now, and who they anticipate becom-
ing [75]. A material possession may reflect on one’s perceived personality
or on their desirable connections with others. Attachment possessions are
frequently more emotionally charged, project a positive valence, and are
held physically closer than objects that people are not attached to [10, 44].

According to Schultz Klaine et al., attachment is not a property of the
material object itself, nor is it a property of an individual; it is a property
of the relationship between the two [128]. According to the theory, attach-
ment is (1) subjectively perceived by the possessing individual towards
a specific object; (2) is not a deliberate action, but arises over time and
through interaction with an object; (3) has some level of strength (strong
versus weak attachment).

Zimmerman has explored how Possession Attachment Theory can be
applied in experience design practice by examining a range of designs
through this theoretical lens. Some of the ways that the theory is applied
to design for the self include allowing people to focus on a single role that
represents their aspired self, reminding them of people and affiliations
that are important to them [154]. Research that has examined digital pos-
sessions that people valued and expressed attachment towards found that
people attempt to turn such possessions into physical ones, like printing
out an image [109]. Other work suggested that people found new ways
of making meaning of digital possessions, like leveraging their ability to
access these possessions from anywhere and using a range of devices [108].

Material Possessions as Integration

Research has found that possessions have a significant role in serving
interpersonal interactions and relationships with others [50]. Dant argues
that all objects are social entities, in that they extend human action and
mediate meaning between people [33]. Objects can shape interpersonal
ties and mediate people’s messages over time, space, or both. Some objects
enable direct communication, like phones or computers. Others are used
for indirect communication—for instance; visual art allows a message to
be transferred from the creator to the viewer over time and space [33].
Objects can also mediate between people through sentimental value by
bringing memories and mutual experiences to the foreground of our
attention—the majority of people own and cherish at least one object that
reminds them of a particular person or community [32].
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Mutual Possession, or Sharing

Integration value does not only appear when possessions are passed from
one individual to another, but also when they are shared. Research has
indicated that the mere mutual possession of an object, when something is
“ours” as opposed to “mine” or “yours,” can have meaning and value [9].

Sharing is most common within people’s homes. Olsen conducted
ethnographic research in couple’s homes and found that possessions that
people are attached to as a couple are similar to ones that are individually
possessed, but their meaning stems from the representation of the rela-
tionship as opposed to a representation of the self [110]. Families, similar
to close partners, share most of their possessions, including their home,
their car, their meals. Sharing within the family is based on love and
trust, and is characterized with occasionally being non-reciprocal or not
equal. Rather, sharing is frequently based on availability of resources and
according to different needs within the family [9]. Just like possessions
can tell the “life story” of an individual [75], they can also tell the life
story of an entire family.

In contrast to within-home sharing, there is a clear distinction between
joint use and joint ownership for adults outside the family [9]. Joint
ownership with a friend is perceived as more risky as paths are more likely
to diverge, making it unclear who should take shared possessions [9].

These theories of possessing and sharing objects are yet to be explored
in the context of social agents: Should anyone in the home be able to
access and use an agent? Extended family members, friends, neighbors?
How would sharing an agent be different between partners in contrast to
sharing within the broader family circle? My research aims to begin to
indicate some of the answers and guidelines that would assist in designing
agents that are used in socially complex contexts.

Technological Possessions

Dant claimed that computers are merely a natural development of mate-
rial objects. They are more complicated in how they work, but they still
support human interaction, and more importantly, “never grasp meaning
or discover value” [33]. Like other possessions, technological possessions
can also shape how people perceive themselves. For example, a study
found that perceived phone usage can affect self-perception [63]. Using a
Research Through Design approach [155], and with a possession attach-
ment theoretical perspective, Zimmerman suggested two aspects to focus
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on when designing technology for the self; Role Enhancement, designing
things that help people move towards their ideal self and Role Transition,
designing products that support people’s discovering and inventing of
themselves in a new role [154].

Brush and Inkpen identified two common models by which technologi-
cal devices for domestic settings are designed today: an “appliance model”
and a “profile model”. The “appliance model” implies anyone in the home
can use the device, relying on social protocols to mediate sharing. How-
ever, this model allows for little personalization or privacy. The “profile
model” supports multiple users by asking them to self identify and thus
reduce sharing problems through individual ownership of devices [19].

Odom et al.’s work focused on virtual possessions, and looked into how
they differ from material ones; digital possessions are placeless, spaceless
and formless. They are placeless in that they can be accessed from anywhere,
at any time, and simultaneously; they are spaceless because they do not take
up physical space, therefore making it difficult to assess collection sizes
and organize them; they are formless, as they can be replicated and remixed,
making it difficult to tell the ‘original’ from copies or modified possessions.
While the theory can be applied to some extent to agents, it also becomes
more complex given that agents have a physical representation in space,
but their “mind” and the service they provide remains virtual.

Like other devices, the current behavior design of agents does not
explicitly support the multi-user nature of their use. Some research has
looked into agents and robots for shared activities, such as group classroom
work [51] and professional meetings [64]. Previous work has also looked
at using an agent for specific social roles, as discussed in this chapter,
but these agents are not explicitly designed to be shared or individually
owned. This gap indicates an opportunity to design agents to be explicitly
shared or personally-owned and better understand people’s expectations
of agent behaviors and norms for each of the two.

Social Presence

Today, most agents and robots are designed to be social in their behavior
and interaction. Yet, as previously discussed, they do not live up to the
“full-socialness” of humans. This section looks into social presence theories
and how social relationships inform and impact individuals’ sense of self.
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Expansion of Self

Self Expansion is a theory that can be applied to social (but not material)
possessions. The theory argues that people seek to expand their percep-
tion of self by taking on the perspectives of others as a way to increase
their resources and identities [4, 3]. According to prior work and theory,
relationships that expand the self provide individuals with new experi-
ences and perspectives, and allow them to learn new things on their way
to become a “better version of themselves.”

While most of the research on this topic is primarily relevant to close-
partner relationships, self-expansion can also occur through hobbies and
activities that may include friends and other acquaintances that expose
people to new points of view. Self-expansion can even occur with people
an individual does not know personally, such as with personal heroes,
celebrities [141], and even fictional characters [134].

Parasocial Relationships

Parasocial Relationship Theory extends this point and attempts to de-
scribe people’s relationships with media characters and celebrities and
how these relationships are similar or different from typical social rela-
tionships. Media characters provide a continuous persona from week to
week, a personality that the observer may relate to and count on them
“being there” [61]. Yet these characters are “para”-social, only close to
social, because this relationship is one-directional and controlled by the
performer, without an opportunity for reciprocity. The observers, on their
side, have control over whether they stay involved in the relationship, and
can easily opt out of it at any time.

Research has shown that parasocial relationships can provide a sense
of belonging and reduce loneliness [38] while maintaining a reduced risk
of rejection [61]. Such relationships can also give observers opportunities
to experience a broad range of encounters and perspectives that they
might not have access to in their immediate environment [134], and even
experience a shift towards their “ideal self” [39].

While the original theory was developed based on mass-media interac-
tion such as radio and television, the Internet, social media, avatars, and
agents introduce theoretical changes. Klimmt et al. showed that people
can develop para-social relationships with digital characters, even though
they are not performed by real people [72]. Avatars in the online sphere
raise a debate on whether the connection with them is a type of para-social
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relationship [29], or rather a form of “self-love”, as the avatar is performed
and controlled by the player themselves [55]. A lab research study with
the dog-like robot AIBO suggests that people’s tendency to form parasocial
relationships can influence their attraction towards robots too [77].

Implicit Egotism and Similarity Attraction

One way in which digital agents are different from media characters is that
they can be personalized for the user and be designed to look like, behave,
and even reflect similar values as the user. Two theories support why this
might be beneficial for agents: Implicit Egotism and Similarity Attraction.
Implicit Egotism argues that people are positively biased towards others
who merely seem similar to them, for example, have similar names or share
a birth date [68]. A study of virtual agents found that people find avatars
that resemble their own face more credible than other agents. However,
they were also more persuasive only when the experimenter, and not the
participant, were the one who created the agent to be similar to them [80].
Another study found that agents that were represented with participants’
faces were treated more positively by participants than other agents [6].

Similarity Attraction suggests that people are more attracted to others
who are similar to them in personality, values, and beliefs (unlike the
Implicit Egotism theory that relies on more superficial resemblance) [23].
Research has shown that this theory applies to virtual agents and robots
as well. Examples include a speech user interface that was perceived
as more attractive, credible, and informative when they matched the
user’s personality type (introvert vs. extrovert) [101], and robots that were
perceived as more friendly if they had the same set of personal preferences
as their user [11].

Ownership of Services

Few research has looked into the sense of ownership and the perception
of possessions when the product becomes a service, as is quite common
within the technology sector. Gruning found that people feel a lessened
sense of ownership over Kindle e-books that are stored within their Ama-
zon account than e-books that are stored elsewhere [53]. This finding
could be explained by Ligon and colleagues, who suggest that the lack
of control over their usage, posed by technology companies, reduces the
sense of ownership [81]. For example, participants cannot freely share
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files, transfer them to new devices or use them on multiple. This cre-
ates a disconnect between the inferred psychological ownership of digital
products and the actual legal ownership that is very limited.

How should designers address this gap when designing products that
have service embedded in them? The final part of my work attempts to
address this gap and to suggest ways in which services can provide a sense
of ownership, and as a results trust and control, over technological devices
that combine product and service.

Ownership of Agent Services

While there has been some work that looks into self-expansion and self
extension onto virtual avatar characters as detailed above, I do not know
of any work that primarily looks at ownership and possession of physically
embodied social agents and robots. Robots and agent introduce new chal-
lenges related to ownership, and require more knowledge for designers to
implement. This gap, that was identified in the first part of my thesis, is
addressed in the second part.
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Part I

Agents in Socially Complex
Contexts





3RE-EMBODYING AGENTS
IN PERSONAL INTERACTIONS

3.1 Overview

This work begins to explore the space of socially sophisticated agents by
examining how to design agents and robots for a single user in a range of
social contexts. Should the same “entity”, or “social presence”, accompany
the user across service touchpoints? Should there be many different agents
that interact with a single user? This exploratory research sets out to
examine opportunities for designing agents that accommodate more than
a single-instance and single user interactions, but rather can move their
social presence from one robot body to another [87].

The study was motivated by service theory showing customers prefer
to interact with a single person within a service. As argued in the thesis
introduction, modeling human-agent relationships after human-human
ones sets high expectations for agents’ capabilities that are not always met.
Alternatively, agents can possess non-human traits, such as the ability to
move their social presence from one body to another, which could enrich
the interaction and change how agents are perceived. For example, if a
person uses Alexa in their home, the same social presence can show up in
their car and interact with them there. An agent’s social presence might
also appear in two bodies in two different places at the same time; a single
presence might be simultaneously active in a user’s home and within their
workplace, taking care of two unrelated tasks. One body might even hold
two distinctly different social presences at the same time.

We examine such superhuman agent capabilities to move their presence
from one body to another as a way of leveraging their non-humanness
to follow individual users across multiple touch points within a service.
Should a hotel have a single social presence, a sort of “digital brand
ambassador”? One that takes the user’s reservation over the phone takes
their bags at the curb, checks them in at the front desk, answers questions
from within the room, and takes their order at the bar? If the user interacts



with an agent in their hotel room, then have they shared their medical
history with the hotel, or should the hotel’s agent just know less about the
user and offer less personalized advice? Designers currently lack patterns
to guide their choices surrounding these questions, and society has not yet
developed social mores that inform this kind of human-agent interaction.

Previous work has explored the notion of multiple co-existing social
presences. Chaves and Gerosa compared interaction with a single om-
nipotent chatbot to interaction with several “expert” chatbots in a single
system. They found that participants perceived interaction with many
social presences as confusing, and suggested designers choose a single
social presence for this kind of task [27]. Some work has explored social
presences that migrate across physical platforms according to the context
of interaction—the Agent Chameleon Project looked at the concept of
artificial intelligences that are not constrained to a single body [42]. This
research sought to outline a technological architecture that would enable
social presences to migrate across different physical and virtual spaces.
Martin et al. focused on virtual avatars and evaluation of how the idea of
migration can be communicated to users [91].

This work extends previous findings by engaging people in critical
reflections about the contexts in which they might or might not want
agents to take on this super-human ability. Instead of attempting to design
shifting social presences correctly, In this study, we set out to gain some
perspective on this large, ambiguous, and complicated solution space. By
immersing participants in scenarios that explore social presences that
move across a combination of physical platforms (robots, cars, etc.) in a
range environments, “real-world” context is added to agent migration.

As a first step, we investigated how a single user might interact with
a set of agents to complete one or several related tasks. We used Speed
Dating with User Enactments (UEs) [34] with prototypes, scenery, and
“Wizard of Oz” methods in a lab setting. UEs offer participants a glimpse
of several provocative future situations, and allow them to critically reflect
on the futures they desire and do not desire through interviews.

Findings reveal a preference for agents that engage in non-human
behaviors such as re-embodiment; tension between a desire for a familiar
agent that is “theirs” and a desire for agents with expertise; concerns about
overwhelming agents’ attention; and discomfort during co-embodiment
interactions. UEs enabled us to create an initial map of the design space
of agents interacting with individuals in social and service contexts. The
themes that emerged in our findings could help designers and researchers
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understand how to design conversational agents and social robots for
long-term, personalized interactions across time and space.

3.2 Method

We used speed dating with user enactments (UEs) as the research method
towards our research goal [34, 156]. User enactments position participants
in staged scenarios using Wizard-of-Oz methodology [120], low-fidelity
prototypes, props, and scenery that all contribute to creating rich and
natural-seeming experiences and help participants suspend disbelief and
immerse themselves in futuristic interactions. UEs build on the idea of
romantic speed dating. After an evening of many quick, fake dates—some
good and some terrible—people are likely to know little about any of the
people they meet. However, they may have gained new insight on what
they are looking for and what they value.

Thus, UEs are especially suitable for exploring new technologies, when
there are no known design patterns or social mores to guide design-
ers [34, 156]. This is because the method draws from people’s reactions
to identify areas of interest and to define a set of initial topics for further
research. Previous work found that an open-ended approach to UEs that
allows piloting and modifying on-the-go is more suitable for this kind of
exploratory investigation [34]. By experiencing a set of flexible, diverse
and open-ended interactions with technology through UEs—rather than
experiencing them in a carefully controlled environment as would be the
case in an empirical study—participants are more likely to have insightful
feedback about the topic as a whole.

3.3 The Design of User Enactments

As this is a new design space laden with unknowns, we took an exploratory
approach to examine flexibility of social presence and its relationship with
an agent’s physical body. Today, most robots and agents are designed in
one of two ways—they either function as a single social presence attached
to a single body (one-for-one) or as a single social presence that embodies
all devices simultaneously (one-for-all). The first approach makes robots
seem more human-like. Robots like Jibo [66] mostly follow this model.
Some follow the second model; for example, Amazon’s Alexa appears to
be the same social presence across multiple channels. Beyond these two
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(1) One-for-one

(4) Co-embodiment(3) Re-embodiment

(2) One-for-all

Figure 3.1. We explored four social presence options for conversational agents and social robots:
(1) One-for-one, a human-inspired model in which each social presence has a single body;
(2) One-for-all, a singular social presence that inhabits multiple bodies simultaneously (the
behavior of many current systems such as Alexa and Siri); (3) Re-embodiment, a singular social
presence that can hop from one body to another to travel with a user across a task or a service;
(4) Co-embodiment, a social presence that joins another that already resides within a body.

paradigms, we explored the notions of re-embodiment and co-embodiment.
Robots re-embody when they move their social presence from one physical
device to another. Robots co-embody when one social presence joins
another within a single device (Figure 3.1).

To allow participants to “speed date” with future scenarios that explore
the flexibility of social presence, our team of 10 designers crafted and
piloted enactments over the course of a month. We then turned our most
promising ideas into engaging scenes in which a person might interact
with multiple agents that can re-embody and co-embody.

Prior work has focused on agent migration as a concept rather than on
specific tasks and contexts in which agent migration would be useful and
beneficial. We therefore began our ideation process by brainstorming ques-
tions, topics, and possible contextual boundaries of physical space, social
roles, and environments. Our team generated around 200 ideas using sev-
eral design methods: Custom generative card games [49]; New Metaphors,
an ideation method using analogy [83]; and Bodystorming, a method of
brainstorming ideas through physical action and improvisation [22].

As we went through the ideation process, we used affinity diagrams
to organize concepts and draw out themes. For example: What kind of
situations should trigger social presence flexibility? Based on the themes
that emerged through affinity diagramming, we converged on a small set
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Figure 3.2. We designed four user enactments equipped with scenery and props: (from left to
right) a government office (DMV), a home setting, a health center and an autonomous car.

of enactments, while working out issues of fidelity, flow, topic selection,
amount of interaction, and believability. Our intention was to select a few
representative scenarios to combine into a single study. As we converged
on a small set of enactments, we repeatedly piloted them to make sure
that each enactment was evocative for participants, and that it triggered
an understanding of the intended social presence behavior. We piloted
more than three times as many participants as in the final study, which is
quite typical for UEs.

We converged on four enactments in four contexts: a government office
(DMV), a domestic space, a health center, and an autonomous car (Fig-
ure 3.2). These settings were chosen because they allowed us to investigate
the role of multiple agents in private and public settings, deal with the
topic of highly sensitive data, and explore experiences that make use of
social presence flexibility.

User enactments enable the presentation of different versions of the
same situation, one after another. In this way, participants were given a
“menu of possible futures” to choose from and an opportunity to reflect on
futures they desire or fear [156]. Thus, for each enactment, we chose the
two social presence configurations that our team decided would be most
suitable for that particular environment.

The Enactments

We briefly describe the four enactments, the themes each focused on, and
the design cues we created to communicate the intended agent behavior.
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DMV

The first enactment involved a trip to the Department of Motor Vehicles
(DMV) to obtain a new driver’s license and register a car. In the first
variation, participants interacted with three different social presences that
embodied three separate bodies (one-for-one). Participants had to complete
multiple steps of an overarching task while interacting with the three
agents. In the second variation, participants interacted with a single social
presence as it moved from body to body within the DMV (re-embodiment).
This enactment introduced the user to the concept of re-embodiment
and gave us an opportunity to explore re-embodiment in a fairly neutral,
public context.

Design cues. We used two cues to indicate that a social presence had
“re-embodied” into a new device: (1) consistent eyes on a face display and
(2) a consistent voice. We used varying eyes and different voices to indicate
that multiple agents were operating in the “one-for-one” variation. Pilots
of the scenario showed that these cues appeared to be successful in leading
participants to believe the agent’s social presence had moved.

Home and Work

In this enactment, participants played the role of a pet store employee
who had finished work for the day and was now collaborating with a social
presence in their home to prepare for a dinner party. Participants were
informed that the social presence had the capability to move from the
body in their home to the body that resided in their workplace. While
setting the table, participants were told by the experimenter that they had
forgotten to take care of some errands back at the pet store. They were
then encouraged to interact with the social presence to help them take care
of both home and workplace tasks. In one variation of this scenario, the
social presence could only be in one body at a time (re-embodiment), while
in the other, the social presence could be in both bodies at the same time
while engaging in different activities (one-for-all). During the one-for-all
variation, the social presence’s two bodies experienced a brief “connection
loss” to probe the experience of failure. This scenario examined remote
re-embodiment versus one-for-all, the boundary between personal and
professional spaces, multitasking, and trust during and after failure.

Design cues. To communicate that a social presence had re-embodied
to a remote location, the agent said that it was going to the office and
added, “Be right back!” Then, we turned off the screen with the robot’s
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face on it and positioned it at a downward-facing angle to indicate that it
was not active. When the social presence re-appeared, we turned on the
screen and repositioned it to face the participant. In the second variation,
we communicated that the social presence was in two places at once by
having the agent at home speak about their progress in the office (“I can’t
open the door; it is locked”). In both variations, participants understood
the configurations of social presence flexibility that we intended to design.

Health Center

This enactment involved acting out a visit to a health center to evaluate
recovery from an injury. We gave participants a physical “token” that
“contained” their personal agent’s social presence (similar to how a USB
stick contains data). We asked them to move the token between bodies by
unplugging it from one body and plugging it into another as needed. This
design intended to reinforce the event of re-embodiment through physical
representation. The enactment began at the participant’s home, where
their in-home social presence reminded them that it was time for their
appointment. The participant unplugged the token and travelled to the
health center. Upon arrival, they plugged their token into the receptionist
robot, which made their personal social presence embody it. Participants
went on to plug their token into an X-ray machine robot and then returned
to the robot at the reception station to check out. This enactment allowed
us to explore re-embodiment in a more sensitive setting and address issues
of context-crossing agents, privacy, and data storage perceptions.

Design cues. To indicate that the location of the social presence depends
on the physical token, every time the participant plugged the token into a
body, the agent’s face appeared on the screen and a red LED on the token
lit up (it was remote-controlled by the researchers). As the participant
unplugged the token, the LED light was immediately turned off, as was
the face on the screen of the robot it was plugged into.

Autonomous Car

Here, an autonomous car drove the participant home from work. In the
first variation, a single social presence in the car assisted them. In the sec-
ond variation, partway through the drive, the participant’s in-home social
presence co-embodied with the car social presence in order to ask about
some housekeeping errands (ordering laundry detergent and opening the
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door for a delivery person). The social presences also directly communi-
cated with each other in a short segment of dialogue. This enactment was
designed to probe co-embodiment and direct communication between
social presences.

Design cues. We communicated co-embodiment in various ways. We
explicitly told participants that a new social presence had entered the car,
and we had the new social presence “turn down the music” while the social
presence that was initially embodying the car continued to drive. The
second social presence—which embodied an autonomous car at the same
time as it embodied another body at home—had a different voice than the
original driver and used dialogue to indicate its multiple embodiments.

Participants

We recruited 18 participants (10 female, 8 male) over the age of 25
(m = 32.73). We chose to exclude younger participants to maximize the
likelihood that participants would have had some real-life experience
with the kinds of scenarios we were testing. Our participants came from
diverse ethnic and racial backgrounds and from a wide range of profes-
sional backgrounds, including sales, teaching, music, and engineering.
All participants were familiar with computers (M = 6.20, SD = 0.68 on
a 7-point Likert scale), while they were diverse in their familiarity with
robots (M = 4.36, SD = 1.49 on a 7-point Likert scale). The study lasted
90 minutes (5-10 minutes for each enactment, 10-15 minutes of semi-
structured interviews after each enactment, and several minutes for a final
interview and questionnaire, as described below).

Procedure

Participants arrived at the lab, signed a consent form, and participated in
four enactments that included the four configurations of social presence
(one-for-one, one-for-all, re-embodiment, and co-embodiment). We used
the DMV enactment to introduce the concept of social presence flexibility,
and therefore had all participants start the experience with that enactment.
We counterbalanced the order of the other three enactments to minimize
the chances that the order would influence participants’ reflections or
confound our understanding of them.

After each enactment, the experimenter conducted a short interview
with participants about their overall experience. At the end of all four
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enactments, the experimenter conducted an interview in which they en-
couraged the participant to reflect more deeply about all four enactments
and about the general themes in the study.

The study took place in several low-fidelity settings created by sec-
tioning off areas across a lab and a classroom. Some areas were used to
represent more than one setting; in this case, the props and scenery were
swapped between enactments to give a sense of a new space.

Since we were exploring possible futures rather than present-day in-
teractions, we used low-fidelity tools to create fluid experiences with
possible future technologies without the need to develop them fully. This
methodology was particularly useful because it allowed rapid adjustment
of enactments, and quick testing of several variations for the same interac-
tion. We used prototypes of robots and props for participants to interact
with, with one of the researchers functioning as a ”stagehand” and moving
them as needed.

Another researcher functioned as a Wizard-of-Oz, generating the robots’
and agents’ verbal responses based on a set of audio files and a script. Since
these were structured interactions, we used pre-recorded audio clips of hu-
man speech for the DMV, health center, and autonomous car enactments.
In the home and work enactment, which was more open-ended, the agent’s
voice was portrayed by the “wizard”, who spoke through a microphone
from another room. The agents’ dialogue and sound effects were played
through a small Bluetooth speaker, which the stagehand moved from body
to body across enactments (the speaker was placed in a hidden location).
The wizard controlled the agents’ side of the dialogue by taking cues from
the participant’s and experimenter’s speech (via a phone connection with
the experimenter), and with the help of a live video feed from a GoPro
camera which the stagehand re-positioned for each enactment.

Three members of our team administered each experiment session.
One was the experimenter, one was the stagehand (in charge of moving
props and robots), and one was the wizard (who controlled the voices that
interacted with participants). Each researcher played the same role in all
of the sessions.

Below is a short excerpt from one of our scripts (the complete scripts
used in the enactments are included in supplementary material). This
excerpt describes the re-embodiment variation of the DMV interaction
(the social presence’s name is “Ari”, and the names we used to refer to the
different robot bodies are in quotation marks):
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Experimenter: This variation is at the DMV. For this variation,
your name is Sam Jones. You just moved to a new city and you
need to register your car. Here is your car title [passes a certificate
to the participant]. This is Ari [gestures to “desktop robot” on a table],
the social presence who will follow you from body to body to help
you. You can say Hi to Ari whenever you are ready.

[Stagehand turns on Ari’s face]

Ari: Hi, welcome to the DMV. My name is Ari, and I’ll be assisting
you here today. Let’s get you checked in. What is your name?

Participant: <response>

Ari: Hello, Sam. What are you visiting the DMV for today?

Participant: <response>

Ari: Okay, let me guide you to the waiting room. Please head
downstairs and I’ll meet you there.

[Stagehand moves the speaker to the “tall robot” body. Participant
goes downstairs to meet Ari, guided by the experimenter if necessary]

Ari: Follow me to the registration desk.

[Stagehand pushes “tall robot” to the registration desk, guiding the
participant to follow if needed. Once the robot arrives at the registra-
tion desk, Stagehand turns off “tall robot”’s face, moves the speaker to
“tinybot”, turns on “tinybot”’s face, and moves “tall robot” to its next
position].

Ari: [appearing on “tinybot”] Hi Sam, it’s me. Please place your car
title face-down on the top left corner.

[Participant inserts their car information card]

Ari: Sam, please review your car details and let me know if any-
thing needs to be corrected.

Analysis

We recorded and transcribed the interviews and analyzed responses using
affinity diagramming [12]. We chose affinity diagramming over grounded
theory because our goal was to assess possible futures—not people’s cur-
rent practices—and tease out some of the initial patterns and social mores
related to re- and co-embodiment. Affinity diagramming was, therefore,
more suitable for that goal, as it is a practice-based approach focused on
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drawing out themes and insights to support designing successful products
that may be implemented in the future.

Three researchers iteratively rearranged clusters of post-it notes based
on their emerging affinity to one another while discussing and critiquing
the emerging themes. We focused on items that did not fit with any exist-
ing clusters and items we disagreed on, working until the affinity structure
of all items was resolved. All participant quotes from the interviews that
were relevant to the design space were analyzed (off-topic commentary
was excluded).

3.4 Results

Our synthesis of the data revealed several themes about how people made
sense of their experiences. The themes that emerged include: (1) partici-
pants’ acceptance of re-embodiment, (2) perceptions of agent expertise,
(3) crossing contextual boundaries, (4) perceptions of cognitive load, and
(5) negative reactions to co-embodiment.

Acceptance of Re-embodiment

Previous work shows that people may experience comfort when they
interact with familiar things [57]. It seemed that in this study, participants
felt comfortable with the concept of re-embodiment, and rationalized their
comfort by connecting the agent’s behavior to familiar experiences. Some
compared their experience with existing products:

P05: “It was like talking to a more intelligent Alexa, or an Alexa
that had a wider range of abilities.”

P17: “I’m used to... interacting with a robot that could be in
different bodies. For example, one reason that I got an Apple
watch was so that I would be able to give myself reminders by
Siri, when I’m not near my phone or when I want to isolate myself
from distractions.”

Other participants used analogies of human behavior to describe and
make sense of their experiences:

P09: (When the robot transitions from home to a remote work-
place) “[It is] like waiting for a friend of mine who would go do
something and then come back.”
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While participants tended to interpret the interactions in human terms,
they did not act surprised or unsettled when the robots engaged in the
non-human behavior of jumping from one body to the next. They did not
view this as unnatural for an agent:

P18: “That’s the whole point of making a virtual intelligence, is
the fact that their body is not the limitation.”

P01: “Even though the bodies are different, the voices, the mind,
the thought process remains the same, so it’s like a continuation
of thoughts from one body to another.”

Additionally, participants suggested that the similarity in the agents’
mechanical form and their use of the same voice in different bodies made
it easier for them to perceive and accept the occurrence of re-embodiment:

P14: “It was the same voice and the bodies were so minimal and
so mechanical... It was not a big deal. If you had presented me
with Ari [one of the robots] who was sitting on the little table, and
then something that looks humanoid, then there might be some
difference.”

Perhaps a more critical aspect to examine further is the exterior design
of re-embodying robots, rather than the behavior of re-embodiment itself.

Perception of Agent Expertise

Participants first interacted with several distinct social presences across
touchpoints in the DMV enactment, each in a separate body (one-for-one).
In the next variation, they interacted with a single social presence that
moved from one body to another (re-embodiment). Most participants
perceived re-embodiment as more seamless, easy, and efficient. Many
described it as a more natural flow of interaction compared to a piecemeal
interaction with multiple social presences. In the one-for-one variation,
participants felt that they had to become the connective tissue across
touchpoints and that they had to re-explain the task to every new social
presence. Participants did not actually re-explain the task (as we designed
each agent in the sequence to already have all the relevant information),
but they were still left with the feeling that they had experienced re-
introductions in the one-for-one robot behavior:
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P12: “It’s always better to have one intelligence that guides all of
the five steps and [creates] a process that is one thing.”

P01: “I had this feeling that if you have a single mind controlling
all the bodies, the thought process and the transfer of commands
could be much faster than three [social presences] doing this... If
you have multiple brains acting in multiple bodies, even a slight
mismanagement between the several steps can lead to a disastrous
result.”

P16: “Meeting you from the beginning, following you throughout
the whole thing, it felt like they had all the information in store,
whereas going to each new robot, I feel like they only knew that
specific step of my process.”

While the preference for a single social presence that could move with
participants through a service was dominant, some participants wished
for a different experience. For these participants, having several social
presences guide them through a service was the preferred choice. They
explained it like an assembly line, where each social presence knows its
role and has its own expertise conducive to doing the same thing over and
over again. Participants who preferred this variation argued that it is more
important to have a social presence with expertise take care of the task
than to engender a personalized experience with the same social presence:

P02: “A lot of [social presences] probably works better because
you have people come in one by one and directed downstairs.
There is no delay. There is a nice, fluid [process], like an assembly
line.”

Some participants preferred a one-for-one social presence only for tasks
that required what they perceived as a high level of expertise. This desire
was expressed in the Medical Center enactment, where the social presence
followed participants from home to re-embody the center’s front desk and
onto the X-ray machine to take their X-rays:

P11: “[It would be better to have separate social presences] in the
last scenario [medical center] because we are talking about having
medical expertise in a certain area... like when you go to the X-ray
room, [you want to] have a professional person [social presence]
there, not [the one from] the reception area.”
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Crossing Contextual Boundaries

We anticipated that participants might prefer having a single social pres-
ence follow them within a single service, as in the DMV enactment, but
that a social presence that jumps between two very different contexts, such
as work and home, would not be as well-received. However, participants’
reactions did not confirm our hunch: many participants reacted positively
to scenarios where a single social presence crossed contexts.

Private and Public Spheres

Participants mostly did not mind a social presence that moved between
private and public spheres. Several participants liked having a single
social presence follow them from their home to a hospital and then assist
them in a medical context. These participants found the familiarity with
the social presence to be comforting. The feeling of comfort contrasted
with the stress they typically associated with visits to health providers:

P11: “I thought it was convenient that it was the same person
[social presence] that you are familiar with, they already know
everything about you.”

P12: “You are assured that OK, you will be fine... it’s better to
have one guy who is dedicated to you.”

Participants who disliked when a single social presence moved across
contexts offered a perspective we had not considered. We anticipated
that the main concern would be around privacy of information, and this
was expressed by some of the participants who worried about the risk of
exposing personal data in sensitive environments:

P14: “I don’t necessarily want the receptionist to know what goes
on in the doctor’s consulting room or the X-ray room, and vice
versa.”

However, the strongest negative reactions seemed to be triggered by
social preferences. Several participants shared concern that interacting
with only one social presence over an extended period of time and across
contexts might be boring and draining. They desired variety in their
interaction partners:
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P06: “You need different people in your life for different situations.
Like your teachers... I don’t want to take seven classes and listen
to the same voice over and over and over and over again.”

P18: “For me, I think I am more social... It makes it less lonely
[to have multiple social presences] than to have one single voice.
Like, “Alexa, you’re the only person I talk to and you’re the only
person who gets me”... I just [prefer] multiple voices, multiple
people.”

Private and Professional Spheres

We found that a single social presence moving between private and pro-
fessional environments raised two concerns: one about the effort required
to maintain a work-life balance in a case of a re-embodying agent, and the
other about the ability to keep some information private.

Participants imagined that having different social presences for dif-
ferent domains could potentially help them maintain a better work-life
balance. They believed that it would be harder to maintain a separation
when a social presence re-embodies and works across both domains. Partic-
ipants also worried that cross-contextual agents could cause work-related
topics to be exposed to their family or friends, and personal topics, such
as embarrassing habits, to be exposed in a work environment:

P05: “I personally like a separation between my day job and my
home life. So, you would worry that it would remind me of emails
at work when I’m at home trying to relax. It would not have a
clear filter between work and work at home.”

P18: “I want a clear disconnect so that mentally I can switch back
and forth from home life and work.”

P14: “Would people know what goes on in my home simply
because this thing can transfer between environments?”

Perceived Agent Cognitive Ability

Participants expressed concern about social presences’ ability to effectively
carry out several tasks at the same time across multiple bodies. Some
participants suggested that a social presence might be “biting off more
than it could chew”—that is, that the social presence only had so much
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cognitive capacity and attention to devote to tasks at a particular time, and
that if it attempted to exceed its limits, system errors or other failures could
occur. Current experiences with technology seem to reinforce and defy this
concern simultaneously. Smartphones, for example, can maintain constant
monitoring of text messages, email, social media, and news feeds while
providing turn-by-turn directions. These same devices also sometimes
lock up when transitioning between WiFi and phone networks. It seemed
that the failures of present-day technical systems had a stronger influence
on participants than their successes:

P01: “Maybe Sigma [the social presence] cannot embody two
devices efficiently at the same time.”

P12: “Imagine you give it like 10 other tasks which it is not
supposed to do. It is forgetting the main task that it was designed
for.”

When the task at hand was driving, an activity that involves personal
safety, participants expressed an even greater deal of skepticism about the
social presence’s capacity to do multiple tasks at once. Many participants
seemed disturbed when the “driving” social presence chose to engage in
tasks unrelated to driving. The strongest responses came when the “driv-
ing” social presence began talking to another social presence. Participants
seemed to have attributed an understanding of limited human attention:

P12: “Autonomous driving intelligences should only be related to
autonomous driving!”

P07: “I don’t know the requirement of the capacity... focus on the
safety instead of the talking.”

Co-Embodiment

For the co-embodiment enactment, there were two social presences (“Omega”,
the driving agent, and “Eta”, the home agent) in a single device (a car)
who conversed with each other. As we only probed a single instance of
co-embodiment in our enactments, additional work is needed to confirm
some of the initial reactions we report below.

Although participants explicitly understood our intention for two social
presences to embody the car, they still tended to intuitively interpret
the situation according to remote communication between humans; they
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described the experience as one social presence being “inside” the car,
with the other “calling in” from a different location, like a conference call:

P04: “It felt like [it] was home, calling in.”

P16: “I did not think of it as having multiple minds right now in
the body of the car. It definitely did not feel like that to me.”

We expected that in this enactment, participants would perceive the
agents as more social because they conversed with each other verbally.
We found that participants did, in fact, describe these social presences in
social terms in the co-embodiment enactment more so than in other ones:

P06: “...it would be just like two of my best friends.”

P07: “It’s like they are going to marry and I will be the one who
will break them up.”

Social attributions manifested as more than just a social layer in the
interaction. Some participants felt a social hierarchy was formed. Partici-
pants frequently described this interaction in terms of masters, servants,
ethical issues, and human rights. Participants who felt that the enactment
created a hierarchical social structure found it very unsettling:

P14: “[It is] like those old English manor houses where the Mrs.
says I want this, and then one servant talks to the other servant
and it gets done. I’m not sure I like that.”

P03: “In this case, it did feel more like having servants than
having just a glorified Siri. In a way that made me personally
uncomfortable.”

P07: “They are all my servants. So I’m the one [who] should be
paid attention to, that should be acknowledged.”

A surprising finding was that some participants had a strong sense of
exclusion in reaction to the conversation between the two social presences.
Although the conversation was only about what type of windshield wipers
to purchase for the user (who had already authorized the purchase), par-
ticipants were uncomfortable with the feeling of being a “third wheel”,
and some even felt like they were being “plotted against”:
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P07: “I don’t like it. I felt neglected. I was forgotten. They talked
to each other. They made their own decisions without consulting
me. Like I was isolated.”

P14: “It’s like they are colluding on me. They’re ganging up on
me.”

P04: “Annoying... they acted like I was not even there.”

Participants did not describe other experiences in the enactments in
terms of social power dynamics, master-servant relationships, or social
presences colluding, regardless of whether they used re-embodiment,
one-for-all, or one-for-one.

Other participants reported not liking the conversing social presences
simply because it was distracting and unnecessary. We had included the
dialogue between social presences for the purpose of transparency, to
inform users that information had passed from one social presence to
another. Prior work has shown that users perceive silent communication
between robots as creepy and undesirable [143, 150]. We, therefore, ex-
pected that a conversation would keep participants better informed and
make them feel more in control. However, participants did not find this
useful:

P01: “Eta and the other [social presence] interacted, or had a
conversation in front of me. Can’t this be in the background?
They were already making the decision anyway.”

P03: “The conversation between the car AI and the house AI seems
wholly unnecessary... they do not need to express this verbally.”

3.5 Discussion

Using speed dating with user enactments, we immersed participants in
four situations involving potential future interactions with social robots
and conversational agents to begin understanding the design space for
socially sophisticated agents. We focused on whether agents might be
designed differently than humans, with the concept of social presence
flexibility. We discuss insights from the study through key questions that
emerged from the results, as a set of initial considerations, we believe
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designers should keep in mind when devising new forms of sequential
and personal interaction with multiple agents.

Should agents act human-like? Participants easily understood human-
like behaviors. They often made sense of non-human behaviors by focus-
ing on elements that were still similar to human behavior. For example,
several participants compared a social presence that moved between a
collocated and a remote body as being similar to a person who leaves and
comes back. We believe this tendency is precipitated at least in part by
the human-like speech that agents used, as people socialize even with
task-based technology like Amazon’s Alexa [129]. Thus, we were surprised
to find out that participants experienced some very non-human behav-
iors so naturally. This was particularly true of re-embodiment, when a
social presence traveled from one body to another. Our findings suggest
that designers should not prioritize human behavior exclusively when
interacting with agents. Instead, they might consider taking advantage of
non-human abilities and exploring when such abilities might add value to
the interaction.

Should agents have expertise? We found an interesting interplay be-
tween efficiency in completing a task, participants’ familiarity with a
social presence, and social presence expertise. For most routine tasks,
participants preferred to interact with a single “Jack-of-all-trades” social
presence. For these low-risk contexts, people appreciated feeling that the
social presence already had their information and could use it to smoothly
and seamlessly accomplish all aspects of a segmented task. This was true
in private, professional, and public contexts. However, participants felt
less comfortable interacting with a single social presence when a task was
more complex, had a higher risk, or required a higher level of expertise.
For example, most participants did not mind that the same social presence
embodied the receptionist, the guide robot, and the eye-checking robot in
the DMV enactment. However, in the health center enactment, some par-
ticipants expected to be served by experts. They felt uncomfortable that
the receptionist—who in this role greeted patients, offered directions, and
retrieved records—was the same social presence who took their X-rays.

This dichotomy offers an opportunity for two different kinds of social
presences in interactions involving expertise: (1) A multitasking agent
that is social and capable of handling many low-risk tasks, and (2) an
expert agent who only has one job. Multitasking agents could provide
new opportunities to design “omnichannel” and sequential services across
platforms using a single social presence. For example, a user may visit
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a repair shop for product maintenance and find that the repairs cannot
be completed because of a missing part. The user can pick up the part
from another location, return home, and continue the service appointment
there, where the repair shop social presence would guide them through
completing the repair.

The movement of social presences across space is not limited, which
allows them to keep track of many users in many contexts simultane-
ously. Due to this ability, agents can be better at low-risk, cross-contextual
interactions than humans. In addition, any service that currently has a
“concierge” (or could make use of someone in a concierge position) might
consider presenting the users with a single social presence as the “connec-
tive tissue” that can serve them throughout an entire experience. On the
other hand, expert agents should be limited to the tasks on which they are
experts. Since people seem to want expert agents to stick to their single
task, these agents may benefit from having a behavioral design that is
limited in social capabilities.

Designers should also consider that while some participants enjoyed
having a single, familiar social presence that moves with them from con-
text to context, others found it potentially lonely and exhausting. More
work is needed to understand how familiarity with an agent interacts with
people’s understanding of expertise as they interact with an agent over an
extended period of time.

How should agents express their “cognitive” ability? We found that
participants were concerned with the social presences’ ability to manage
multiple tasks at the same time effectively. This worry was especially
prevalent in the car enactment, in which social presences conversed with
the participant about mundane matters (choosing a podcast to listen to,
ordering new windshield wipers, etc.) while also attending to the much
more precarious task of operating a vehicle. We believe that participants’
concern about division of attention in high-risk situations is related to
their tendency to interpret agents as human-like. Similar to expertise,
designers might want to create two types of agents: those that deal with
low-risk tasks across contexts, and expert (possibly less social) agents that
deal with one high-risk task like driving.

An alternative option might be to reassure users by providing them
with explicit feedback about where the social presence’s attention is di-
rected. For instance, if an autonomous car’s social presence is only driving
and is not preoccupied with other tasks, making that singular focus clear
using visual or auditory feedback could give people a better sense of secu-
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rity. The driving social presence can also try to assure the user that it can
handle multiple tasks safely; it is possible that more open communication
about the car’s “cognitive” effort would have helped participants to better
understand its technical abilities. The importance of users’ perceptions of
agents’ cognitive abilities has been suggested by [115], and it is an area
our team plans to explore in future research.

Should agents interact with each other? We found it surprising that
the interaction between two social presences in the co-embodiment en-
actment made participants uncomfortable. This theme emerged in the
car enactment, in which the social presences discussed which brand of
windshield wipers to purchase. We speculate that the interaction between
them was perceived as external to the dyadic relationship with the user
and thus might have indicated an agent’s “personal life” outside their
obligations to the user. Other negative feelings evoked by this part of the
scenario included exclusion and social isolation, and even a sense that the
agents were plotting against the participant. Although the dialogue in
other enactments implied that agents had interacted with each other (to
transfer information about the user), participants did not allude to these
qualms in any of the other enactments.

Our initial prediction was that participants would find the conversation
between agents informative and entertaining, but this was not the case.
As we only probed one co-embodiment scenario, the design of verbal
communication between social presences needs additional research. In
future work we would like to better understand if it was the conversation
itself or some other aspect of our enactment that triggered such a broad
range of negative reactions. We would also like to discern whether and
how co-embodiment might lead to positive experiences in a different
setting.

3.6 Conclusion

In this work, we set out to probe the design space of how conversational
agents and social robots may evolve to facilitate future sequential and
personal interactions. We specifically explored how they might do this
through social presence flexibility. Because this design space is uncharted,
with no design patterns or known social mores to guide interaction design-
ers, an exploratory design research approach was the most appropriate
method to examine the boundaries and challenges of this space.
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We created four user enactments with an overall of eight variations
to allow participants to “speed-date” with different variations of agent
social presence embodiment. We conducted interviews to learn about
their experiences, concerns, and values.

Our findings show that a human-like model for social robots and
conversational agents is not always the best choice. Although agents’
ability to socially communicate in multiple modalities is reminiscent of
human-like behavior, there appear to be some instances in which human-
agent interactions can benefit from agents diverging from human-like
behavior. Our results emphasize the promise of agents that re-embody
to support interaction across multiple touchpoints, surface a need for
some agents to specialize and focus on a single task in which they are
experts, and suggest that in some cases, agents should refrain from verbally
interacting with other agents.

While this work did not explicitly surface the topic of agent ownership,
we find some relevance of our findings here that support our later find-
ings of the potential for owning an agent—participants enjoyed “familiar”
agents, and wanted a single agent that can address their needs across
multiple touchpoints. The boundary of potential ownership in this study
was for tasks that required high expertise or high cognitive load for users.
As we will discuss in later studies, the topic of expertise will resurface as
an important factor for determining agent ownership design.

This work was a first attempt to understand the vast space of designing
agents that understand and respond to the social complexity around them.
Because of its exploratory nature and the vast design space in which we are
interested, we limited this study to only focus on single-user interactions,
and we made careful decisions about which social presence configurations
to use in each enactment. In future work, we will address a range of
multi-user interactions as an extension of this work.
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4CO-EMBODYING AGENTS
IN SOCIAL INTERACTIONS

4.1 Overview

This work continues the exploration of the previous, looking into the de-
sign space of socially sophisticated agents, but extending into interpersonal
interactions with them. How should agents behave when several people
are in the space? Should the same service agent interact with both an
acquaintance and me? Should each have their own agent? Or should the
agent be primarily affiliated with the service provider?

Findings of the previous study suggested that agents can serve as touch-
points for personalized service across space and time. Furthermore, it
found that people prefer a single point of contact that is knowledgeable
about all touchpoints in a particular context—AI agents can craft a per-
sonalized service that goes beyond what people can do, fostering beyond
human-like experiences.

To extend these findings and re-interpret them in interpersonal settings,
I collaborated with another Ph.D. student, who led the following research
effort. We define four research questions:

RQ1: How should an agent personalize its performance of ser-
vice with multiple users? How does context influence this?

We examine potential consequences of designing multiple agents, each
personalized to a single user:

RQ2: How does co-embodiment (multiple agents embodying
the same physical platform) impact people’s perception of the
experience?

RQ3: How does a sense of personal connection to an agent’s
intelligence influence trust in the agent and in the service
provider?



RQ4: How, if ever, should re-embodying agents cross contextual
boundaries?

In contrast to the previous study, this study makes use of more struc-
tured User Enactments, given that we already had an initial understanding
of some of the important factors in this design space. We explored how
agents should address personalization needs by attempting to answer the
above research questions.

We compared between three interpersonal interaction agent structures:
(1) Agents that belonged to the service (like current standard service
agents); (2) agents that belonged to the service but generated a unique
“agent personality” tailored to a specific user; (3) agents that belonged
to the user and served them in public and personal space by leveraging
personal information.

Findings surfaced that people prefer a single “social presence” that
knows them and can transfer from body to body and provide services
across contexts. Participants felt comforted by a single entity that “knew
them” and that was capable of using their personal data in a range of
situations. We also identified some concerns regarding data transfers and
security, which will need to be addressed for personalized agents that
move with the user to be fully accepted [116].

4.2 Method

Similar to the previous chapter, we designed a series of User Enactments
(UEs) that use low-fidelity prototypes and Wizard-of-Oz techniques to
immerse participants in several “possible futures” [34]. These mock-up
experiences were intended to allow participants to critically reflect on
what they saw, did, and felt and compare experiences to one another.

Because we were interested in learning about interpersonal interactions,
this study was conducted with two participants at a time, who were inter-
viewed together. The mutual interview enabled co-discovery and surfaced
ideas that a single person might not have recognized [82]. Participants
signed up as a team, and therefore knew each other prior to the study. We
believe this contributed to the authenticity of the interpersonal experience.

The study took place in a lab, separated into “rooms” via floor-to-ceiling
walls. Scripts that were generated over several weeks of ideation guided
interactions with participants. For the agent, we designed a custom-built
mobile robot for service tasks 4.1. The body was made of cardboard and
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Figure 4.1. Our service robot prototype. The images displayed on the screen changed as
different agents embodied the robot at different times.

based on an iRobot Create. The head was a Kubi desktop telepresence
robot with an attached iPad. The robot stood about five feet tall and
moved at a rate of about half a meter per second. We used Google Cloud
Text-To-Speech with five voices to generate the agents’ scripted speech in
advance and kept a repository of Google TTS-generated common phrases
for unplanned deviations. We used three design cues to express agent
identity: each agent had a distinct name, voice, and “profile picture”
that would appear on the screen when they were speaking. One of the
researchers controlled the agents’ physical motion and voices. The wizard,
who was the same researcher throughout the study, followed a predefined
script, and was instructed to deviate from the script only if the interaction
with the participant required so.

Agent Configurations and Environments

Three agent configurations for personalized interaction were explored in
this study (Figure 4.2).

Singular Agent—This configuration consists of one robot embodied
by one agent, similar to the baseline in the previous Re-Embodiment
study. A Singular Agent (SA) is affiliated, owned, and maintained by the
service. It has some information about its regular customers. We explored
perceptions and impressions of a single, consistent service agent that
interacts with several users.

Personal Service Agent—A logical step in personalized service delivery
is to have an agent-owned and maintained by the service provider but
personalized to each customer. We called this configuration a Personal
Service Agent (PSA). We assumed that multiple PSAs could exist in a single
physical embodiment, and embody it as needed. Individual interactions
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SINGULAR AGENT 

User 1 User 2

Agent 1

PERSONAL SERVICE 
AGENT

User 1 User 2

Agent 1 Agent 2

LIFE 
AGENT

User 1 User 2

Agent 1 Agent 2

Personal
device

Personal
device

one agent, one robot
constrained to service environment
interacts with all people

users’ own personal agents
re-embody the robot

multiple user-dedicated
agents embody the robot
and interact with 
individual people

Figure 4.2. The three configurations.

with PSAs are one agent per user within a single environment. We were
also interested in better understanding the relationship between PSAs:
Should they be aware of each other’s conversations? Should they talk to
each other? Should they be able to share information between them?

Life Agent. A third option is for each service robot to have the option
to host personalized AI assistants that are brought and accessed by their
users. In the Life Agent (LA) configuration, agents are able to re-embody
devices as needed. Each time it re-embodies, a LA can access the physical
capabilities of its current “housing,” and make use of the user’s personal
data in context.

Service environments

We explored three environments within our study: hotel, department
store and a clinic. These were chosen to probe issues related to privacy
and security, comfort, conversational design, long-term interactions, and
social roles.
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Participants

48 participants between the ages of 20 and 76 years old (M(SD) = 39.3(17.6))
participated in the study. Participants had a variety of personal and profes-
sional backgrounds, but were not technical students from our institution.
25 participants self-identified as female, 21 as male, and 2 as other. Par-
ticipants interacted with computers regularly, M(SD) = 6.48(1.25), and
not as regularly with AI assistants (M(SD) = 3.31(1.91)) (on 7-point Likert
scales). They had some familiarity with robots (M(SD) = 3.19(1.60)), and
favorable impressions of robots (M(SD) = 5.46(1.34).

Procedure

After consenting, participants filled out a pre-study questionnaire to
collect demographics, experience with technology, and preexisting as-
sociations with robots. A researcher then introduced the study, asking
participants to take on gender-neutral, study-assigned names, and imag-
ine that they were friends from work. In the introduction, the researcher
stated that the goal of the study was to examine potential future interac-
tions with smart technologies.

Participants then experienced each service environment with one of
the three agent configurations. The order of both environments and agent
configurations were counterbalanced for order and pairing. We conducted
semi-structured interviews with both participants after each scenario and
a summarizing interview at the end of the study.

For the analysis, we transcribed all interviews with participants and ap-
plied iterative affinity diagramming for the analysis method [12], followed
by application of categorical and sub-categorical labels to quotes based on
clusters that emerged during the affinity diagramming process. The anal-
ysis was conducted by two researchers, who extracted, interpreted, and
grouped data together. Any disagreements in interpretation or grouping
were resolved through discussion.

4.3 Results

I will discuss the main results of this study, as well as results that are
directly related to the second part of this thesis that deals with ownership
and service affiliation. The rest of the findings can be found in the full
publication [116].
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We compared a single agent affiliated with a service (SA) to person-
alized agents who are owned and managed by the service (PSA) and
personalized agents maintained by the user (LA). Participants did not
particularly like PSA, finding that more than one unique agent within
a company is “redundant.” Thus, the findings are centered around the
differences between applying LA and SA designs. In the quotes we cite,
participants refer to agents by their name: Alpha is SA; Moon and Saturn
are PSA; Basil and Sunflower are LA.

Preference for a Life Agent

Most participants thought that a universal Life Agent was the most com-
fortable design (22 participants), followed by a Singular Agent (13 par-
ticipants), and, lastly, a Personal Service Agent (5 participants). Three
participants found SA and LA equally comfortable, and 5 had no prefer-
ence. Participants reflected that interacting with a familiar, private agent
in public spaces provided them with the smoothest and richest experience.
In contrast, a singular agent was comparable to “just some random person”
(119A) that does not have the data and history it needs to provide a truly
personalized experience to the user.

The reasons for having a LA, over a PSA or SA is its ability to provide
a highly personalized personality, to give emotional support, and to pull
data and interact with its user across a range of contexts.

Personality—Participants valued agents’ capability to customize their
personality and identity attributes. Many wanted robots to exhibit certain
character traits that they personally desired and that aligned with their
values. Participant 110A wanted their agent to be hard on them. Partic-
ipant 101B wanted the agent to be “sarcastic, because that’s how I am.
I want it to compliment me.” Some had specific voice characteristics in
mind pertaining to gender or dialect: 102B suggested that an agent on the
East Coast should use East Coast slang, and participant 101A desired an
agent with a Nigerian or British accent.

Some participants wanted agents that mirror them or remind them of
their friends. Participant 110B elaborated that a “cool, calm, and collected”
person should have an agent that matches their personality. Participant
107B wanted a personalized agent to “embody the personality of my friends.”

This finding aligns with Self-Egotism and Similarity Attraction theories
that were detailed in the literature review, that argue that people are
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attracted to others who are like them and feel most comfortable around
those who are similar [23], or even just seem similar [68].

Emotional support—The LA design seems to have given participants
a sense of comfort and emotional support, more than the PSA or SA
options. Participants mentioned that in situations that might be stressful
or emotional, having a Life Agent would be “comforting” (125A). Others
thought that “If you’re feeling anxious [...], it’s nice to have old friendly Basil
along who knows everything about you” (113A).

Context-crossing—LA had the ability to cross contexts in interaction,
for example, to update participants about their flight status while assisting
them in a medical context. Reactions to this kind of behavior that can
be made possible by a LA were mixed. Some participants thought it was
useful, but others found it strange, confusing, and even a “social violation.”
Those that believed it was useful argued that LA can provide them with
“just-in-time” notifications that affect users’ schedules, safety, or health,
even if “out of context.”

Some participants were concerned with the lack of control over such
notifications. They suggested that a toggle setting that allows to perma-
nently or temporarily turn off this feature would be valuable. It would
also minimize the risk of sharing pieces of information with others in
public places or in places where some out-of-context data might be inap-
propriate. Other participants raised a concern that a universal LA blurs
the boundaries between life aspects that are usually separate, like profes-
sional and private affairs. This resulting bleed-through may not always be
desirable. “For the most part, work should be work, and home should be
home, should be separate, limited data passing” (118A).

Challenges of a Life Agent

Negotiating Multiple Users—Participants were unsure how co-embodying
agents would negotiate between multiple users with separate needs and
interests from a broader perspective. Some thought that a co-embodied
agent should provide a “clear indication” about the agent that is currently
embodying a physical robot (121A).

Previous research has established that simple movements can go a long
way in communicating intentions of a virtual agent [145] or robot [142].
More work is needed to understand how a robot designed to convey
multiple “entities” within a single body should communicate intent and
negotiate user control.
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Expertise vs. Flexible Capabilities—Findings in this work supported
the previous study that found that doubts surfaced about a “jack of all
trades” agent that might turn out to be a “master of none” [87]. Here,
participants similarly believed that the more expertise a skill required, the
less likely it is that a LA would have proficiency in it. Participants trusted
an SA that was tied to a single domain to be an “expert” in what it was
doing more than they trusted LAs.

Data Privacy—An agent that provides a personalized experience and
moves from one location to another with the user is likely to embody a
range of systems to accommodate their users. However, this ability also
sparked concerns about data leaking from a trusted source (the agent) to
an unknown entity (the system that an agent is embodying). In contrast,
participants still had an increased sense of security with LAs—all of their
information was concentrated in a single place, and they did not have to
share it in every new context they interacted with. Instead, a Life Agent
could appear and make use of the relevant data, perhaps without the need
to permanently share it.

4.4 Discussion

This work has examined “Life Agents” that can move from body to body
(LA) in comparison to service agents (SA) and agents that are personal
but are provided by a service (PSA). The latter was found to be the least
preferred configuration with the least value for participants on all fronts.
However, participants were intrigued by the idea of a Life Agent that
can support them in a range of services and tasks with the same mobile
“entity” and database.

While this work has not explicitly discussed what would it mean for
people to own an agent, a Life Agent is a type of personally-owned agent,
and many of the findings in this work are relevant to the second part of
the thesis. Findings surfaced the advantages and benefits that personally-
owned agents might bring, as well as some of the concerns of using them.
They also touched on affiliation with service providers and how affiliation
might influence perceptions and interactions with agents.

The findings that are strongly connected to agent ownership are as
follows. First, participants preferred a Life Agent, which strengthens this
thesis’s argument in support of personally-owned agents. Participants
indicated that LAs can provide an agent that is highly adaptable to its
user’s values, needs and even personality preferences. Furthermore, par-
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ticipants imagined that LAs would become familiar over time, and in
being familiar would provide emotional support in places of uncertainty,
like in a medical center. Lastly, personally-owned agents, or LAs, could
cross contexts and support their users in a range of environments while
leveraging a single database. This was also perceived as more secure than
the current practice of sharing data with many unfamiliar systems.

Alongside these advantages, our findings begin to surface some of the
challenges that designers will need to address when considering LAs. An
agent that can “do it all” is also perceived with low expertise. As a task
becomes more complex, or with high-stakes, participants consistently felt
less likely that a single agent would handle the task. This finding was
surfaced in the previous research study as well—while there is a strong
preference for personally-owned agents, they are not suitable for tasks
that require high expertise. In the next chapters there will be additional
support for this finding, but also discuss alternative situations in which
personally-owned agents can be designed as experts for a specific task.

Other concerns that were raised were more co-embodiment specific:
(1) Participants were worried about data leaking as these agents embody
and connect to a range of systems, and (2) co-embodiment was received as
appropriate for friends, but not for strangers. Many questions were raised
on how a personal life agent would negotiate between different users that
all use a single embodiment, and how to clearly communicate who is the
“embodying” agent at every given moment.

4.5 Conclusion

We investigated how personalized service agents might interact with mul-
tiple users and differ from current service agents. Through structured
user enactments and interviews, we found that people are receptive to the
idea of personalized agents that leverage information across service touch-
points and contexts. We discovered and presented some of the advantages
and disadvantages of Life Agents vs. Service Agents. This work also sheds
light on designing personally-owned agents and distinguishes between
personally-affiliated agents and service-affiliated agents. Along with the
previous and next study presented in this thesis, this work draws out the
design space of personal agent ownership, community ownership, and the
relationship between user ownership and service affiliation.
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5SHARED AGENTS
IN SOCIAL INTERACTIONS

5.1 Overview

In this study, I address situations of a single agent within a single device,
but with many users who share it. To complete the last step of the in-
tended design space exploration, I look into how agents should behave in
socially complex spaces, where they might have access to users’ personal
information, such as their messages, calendars, to do lists, and even ac-
counts for 3rd party services (e.g., Spotify, Netflix, Uber). Because these
are sites of many people and many interpersonal interactions, agents are
likely to collect considerably more data, and they will need increasingly
sophisticated rules on how to behave and on how to both share and protect
personal information.

This possibility raises new interaction design challenges, particularly
around privacy and feelings of control, that the HCI community seems
a long way from solving. For example, what should an agent do when a
mother-in-law in the home asks for her daughter-in-law’s location? Should
the agent share this personal information? Should it prevaricate, stall, or
redirect the subject? Should it snarkily refuse? What should an agent do if
a teen asks it to lie and tell parents the teen has been studying? Should it
keep secrets? Should it actively deceive? Or should it tattle?

Previous work examined the sharing of devices in the home and found
that sharing technology—accounts and devices alike [92]—is a common
practice among friends and family members, and reflects the type and
quality of relationships [54]. People share devices mostly due to the con-
venience of using the same device or due to economic considerations [92].
This is not without considering the issues of privacy. People are more
likely to share devices with people they trust [19], and research suggests
that people weigh the cost of losing privacy when sharing a device against
the usefulness of sharing it [56].



When considering shared agents in a household setting, I was interested
not only in privacy concerns and personal interaction, but also in how to
address social differences. Previous work found that children perceive
agents differently than adults and are more likely to attribute social skills
and intelligence to their agents [129, 40]. Children bring a set of design
considerations and risks that need to be addressed separately from those
provoked by adults [125]. Sharing behavior itself also changes when kids
are present; When multiple children are involved, it is common for them
to share possessions with their siblings, but not with their parents [54].
Families with teens, on the other hand, are more likely to create and use
separate profiles for each user on shared devices [19].

Device sharing behaviors in the home are generally determined by
“household rules” that include who can use a device, for what purpose,
when and where, according to their age and their social role in the
home [45]. Yet few efforts have been made to design interactions that
adapt to multiple users who share a single device, even when designers
are well-aware of the sharing behavior around their product [92]. Brush
and Inkpen identified two common models by which technological de-
vices for domestic settings are designed today: an “appliance model” and
a “profile model”. The “appliance model” implies anyone in the home can
use the device, relying on social protocols to mediate sharing. However,
this model allows for little personalization or privacy. The “profile model”
supports multiple users by asking for their identification and reducing
sharing problems through individual ownership of devices [19].

The current behavior design of agents does not explicitly support the
multi-user nature of their use. The gap between people’s behaviors and
the design of devices, and agents, in particular, indicates an opportunity
to design for agents that are shared within the home. The challenge is that
computational systems’ access to and collection of personal data within
an interpersonal context raises many questions, and design teams have
few answers. They lack a clear understanding of inchoate and emergent
social mores and have no design patterns to guide future design of agents’
behaviors in this space.

The study was a Speed Dating study [156] with families that set out to
understand how agents might better manage personal boundaries in social
interactions and how their access to personal data might be integrated
into the social fabric of homes. Analysis of participants’ reactions revealed
five themes: (1) Social roles as a critical boundary; (2) The role of agent
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ownership; (3) Agent proactivity; (4) Agent sensing and collection of data;
and (5) Agent judgment calls.

These findings are the last piece of three studies that can guide tech-
nical development and design of future agent behavior as more socially
sophisticated. Results showed that it is not enough for agents to un-
derstand individual user preferences—when the agent is located in a
social space like the home, it needs to develop more sophisticated so-
cial intelligence that includes understanding social roles, who is present,
routines and “house rules”. Findings here also supported the design of
personally-owned agents; in contrast to the current convention of shared
conversational agents, participants preferred to have personally-owned
agents that prioritize their primary user’s needs. Unlike the previous two
studies, the topic of personal ownership was explicitly raised in this study,
and encouraged us to begin thinking about agents in ownership terms.

This work is set in the home, as homes are socially complex spaces
that include hierarchies, social norms and situations of conflict. How-
ever, we see our findings generalizing to other contexts that incorporate
interpersonal interactions (e.g., workplaces).

5.2 Method

This work aimed to gain insight into the inchoate and emergent social
mores within which social agents must operate. Our goal was not for
families to evaluate specific behaviors, but instead to begin to map out
areas where agents can and should leverage their access to personal and
interpersonal data and areas where they must operate more carefully. This
study was conducted with the assistance of 7 research assistants and is
therefore hereon after talked about in plural.

We used Speed Dating with storyboards, an exploratory design research
method that builds on the idea of romantic speed dating [156]. Using
this method, researchers share several provocative possible futures in
the form of storyboards and then prompt participants to critically reflect
on the implications of each future (see Figure 1). Exposure to many
potential futures helps participants gain insight into their own desires
and values for what the future could and should be like. Speed Dating
with storyboards is more of a probe than a controlled assessment. It is an
open-ended approach that allows researchers to rapidly refine and change
storyboards to gain insights from earlier sessions. By experiencing a set of
flexible, diverse, and open-ended interactions with technology through
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storyboards, participants are more likely to have insightful feedback that
examines the topic as a whole. Furthermore, using storyboards allows
teams to explore the possible future without the limitations of current
technical capabilities.

In previous work we explored how a single person might interact with
multiple agents [87] and how two people might interact with a service
agent [116]. Here we explore how a small group might interact with a
single agent in complex interpersonal environments. For this purpose,
families were the ideal choice to investigate, given the complex social
dynamics and relationships involved. Together with our previous, this
work connects to the larger research question of how to design behaviors
for agents in complex multi-agent and multi-user social interactions.

Ideation and Storyboard Selection

We began our ideation process by brainstorming agent behavior in so-
cial situations in the home. Our team of eight designers generated a few
hundred ‘one-liner’ concepts using a combination of two ideation meth-
ods: custom generative card ideation decks with prompts related to the
topic [49], and New Metaphors, a method of using concrete things to
reflect on abstract ideas from new perspectives [83].

We used affinity diagramming to cluster our concepts and to discover
recurrent ideas and themes for social agents. This generated eight socially-
relevant agent behaviors (see Table 1): (1) Proactivity—initiation of inter-
action with a user; (2) Authorized Access and Privacy—control of the access
or action that is available to an individual; (3) Computer Skills—the use of
machine skills, such as scanning large data-sets or using an algorithm for
decision-making; (4) Prevarication—behavior that is not straightforward
with one user for the benefit of another; (5) DDD (Dull, Dirty, Dangerous)
Role Playing—fulfillment of social roles that users may not be interested in
taking on themselves; (6) Conflict—recognition and response to situations
of conflict; (7) Judgment—judgment calls about the proper agent response
in a social situation; (8) Social Roles—action-taking based on the social
roles at play.

We iterated on storyboard designs until we obtained “neutrality” by
minimized the appearance of an agent’s behavior as obviously ‘good’ or
obviously ‘bad’. The focus on neutrality is a deviation from previous uses
of Speed Dating, in which researchers would intentionally attempt to
cross an interaction boundary that they thought people would not like
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to confirm their suspicions [34]. We planned to interview families as a
group, with the main goal of sparking discussion. Our deviation to design
for neutrality also served this goal.

We piloted the initial set of storyboards with seven participants. Al-
though the pilot participants were individuals rather than a family, they
allowed us to gain some insight into whether the storyboards successfully
evoke discussion.

Our team iterated on the storyboards over the course of a few weeks,
gradually turning ideas into scenarios that provoke debate. We removed
six storyboards and added two that addressed concepts that we overlooked
in the initial set. We ended up with 19 final storyboards for the study.
This set was not intended to exhaust all options for agent behavior in
a home or to systematically address all topics, but to probe a range of
situations that shed light on people’s values and expectations of social
agent behaviors in the home. We continued to remove, add, and refine the
scenarios throughout the study to maximize neutrality and discussion.

The Storyboards

All the storyboards told stories situated in the home and involved at least
two members of a family and interaction with a social agent. Table 1
details some of the main questions we set out to better understand, yet
these were a starting point for generating discussion with participants
that we expected would change and evolve throughout the study.

Figure 1 shows three storyboard examples and details the list of topics
each storyboard set out to examine. In an effort to reduce gender and eth-
nic cues and to allow participants to effectively role play as the characters
in each storyboard, we stylized the characters in a single visual style and
as flat cartoon shades. The full batch of storyboards used in the study is
attached as supplementary material.

Participants

We recruited 18 families, a total of 54 participants. Each family included
between 2 and 4 participants [M = 3], with at least one parent and one
child (12+ years old). We chose to exclude children below the age of 12,
given the topics at hand, and so that participants would be more likely to
form and express their personal opinions. The content of storyboards was
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adapted to fit this age group. Each participant in the family (children and
adults alike) was compensated 15 U.S. dollars for their time.

Twenty-six participants were parents between the ages of 37 and 58
(M = 47.48), and 28 were children and teenagers between the ages of
12 and 21 (M = 15.43). Sixteen parents identified as female, and ten
as male. For children and teenagers, 14 identified as female and 14 as
male. Our participants came from diverse ethnic backgrounds. They were
recruited through recruitment ads in a range of neighborhoods and in
proximity to high schools in Pittsburgh, PA, as well as through word of
mouth. Participants had a variety of occupations, including educators,
homemakers, office workers, and journalists. Of the participants in the
study, 87% of parents had interacted with an agent before, and 65% own
one. 96% of children and teenager participants have previously interacted
with an agent, and 78% reported owning one. No prior knowledge or
experience with agents were required to participate in our study.

Procedure

We conducted group interviews with families in their homes to help them
better connect situations to their own lives and spaces. After reading
each of the storyboards aloud and having participants follow along, the
experimenter conducted a semi-structured interview to capture partic-
ipants’ impressions of each storyboard. The experimenter encouraged
everyone to express their opinion and to add personal observations to
the group discussion. The entire session lasted around 90 minutes, with
3-5 minutes spent to share each storyboard and probe participants on
its specific implications. This allowed for a longer final interview where
participants reflected across all storyboards. The order of the storyboards
was randomized across families.

Our selection to conduct group interviews over one-on-one interviews
aimed to create rich discussions, and indeed brought multiple perspectives
and topics to debate. It also allowed us to understand complex family
interactions as part of the interview. Furthermore, we believe the partici-
pation of their parents and siblings enabled teenage interviewees to feel
more at ease with a stranger (the researcher).

However, the co-participation of children and their parents might have
also caused both sides to not be completely honest and open about their
opinions. Our team was more concerned with making sure children’s
voices were heard due to the power dynamics at hand. We, therefore,
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took several steps to maximize children’s honest participation within the
constraints of the study: (1) We recruited children at the age of 12 and
above (M = 15.43), who were more likely to express their personal opinions
in front of their parents; (2) we made sure one of the first two storyboards
is a session always included children as an important stakeholder; (3) in
storyboards where children did not voice their opinions, the interviewers
encouraged them to express their point of view.

We believe that these steps helped ensure children’s participation;
throughout the study, children voiced their opinions equally, even in
storyboards that did not include children as stakeholders. They frequently
contradicted their parents, questioned their judgment, and even called
them out for changing their minds during the conversation. That said,
power dynamics between parents and their children still exist and are
noted as one of the limitations of this work.

Analysis

We transcribed all sessions and analyzed responses using affinity dia-
gramming, a method that is commonly used in exploratory design re-
search [34, 87]. Eight researchers iteratively rearranged all relevant quotes
based on emerging affinity to one another through communication and
critique. We continued to discuss items that we disagreed on until we
reached a consensus on their placement within the affinity structure.

5.3 Results

Several patterns evolved around participants’ expectations about behav-
iors for agents that understand and respond to social cues. Below we
discuss some of the main responses and concerns and the boundaries
between different design choices for social agent behavior in the home.
Each quote includes the family number (“F#”), and a letter that represents
whether the response came from an adult (“A”) or a child (“C”).

Participants were asked to put aside any responses or concerns re-
garding information security and privacy from the service provider’s side
during the study. This was done in order to better understand the specific
values around interpersonal interaction and involvement of an agent in
social matters in the home. The topic of service-providers was out of scope
and therefore not reflected in the results below, but we will return to this
issue in the Discussion section.
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(a)

(b)

(c)

Figure 5.1. Examples of storyboards designed to evoke discourse. The topics in question for
the storyboards were: judgment, authorized access and privacy in (a); prevarication, DDD role
playing, conflict and judgment in (b); authorized access, computer skills, conflict and social
roles in (c).

Social Roles as Behavior Boundaries

Participants brought up various social roles that family members fulfill
in a range of contexts, and that might come into play as part of interac-
tion with technology. The most significant social role division that was
raised was the distinction between parents and children. Another divi-
sion that had some agreed upon implications was a distinction between
“insiders”—people who live in the home, and “outsiders”—who do not
reside within the home. Lastly, some of the exchange was about roles
between equals—siblings or partners—but these were generally perceived
as interchangeable.
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Parents and Children—Participants agreed that parents should have
more access and control over the agent and over interactions with it. Both
adults and children agreed that parents should be able to access some of
their children’s information, but not necessarily the other way around.

This finding somewhat varied between younger teenagers (aged 12-14)
and older teenagers (aged 15 and up). Younger teenagers overwhelmingly
agreed that “explicit hierarchy should be set” (F08-C) by providing parents
with access to their information and that they, as children, should only
have limited permissions. On the other hand, older teenagers were more
likely to express a desire to have equal access and permissions as their
parents. Parents, too, expressed a similar understanding about the nature
of the relationship and pointed out that the relationship will transition
over time, as should the permissions. Participant F16-A2 gave an example:

“A parent should be able to see what their kids are watching on Net-
flix until they’re of age in which there should be some new privacy
constraints.”

In discussions about to what extent parents should have access to their
children’s information, parent varied between wanting “just enough” in-
formation to feel in control of the household and their kids’ behavior,
and wanting more detailed information about what their kids were up
to. F07-A1, who was in favor of having as much information as possible,
explained:

“It could be a game changer if [parents] could catch all these little
things that could be big things. Because kids have ways of hiding
things and if it’s something that’s not good... I would say with no
hesitation that having that report could be extremely valuable.”

Yet many parent participants were concerned with being over-controlling
by using technology to gain information and said that it “feels invasive”
(F17-A), and that it would involve “getting a lot of other information [about
their kids] that should just be private” (F02-A). Nevertheless, having that
information readily available felt very tempting, as they did not have to
“pick up the phone and look through it” (F15-A1), just ask the agent, which
was described as a “really tough call” (F14-A1). One of the teenagers who
participated in the study said: “I can’t imagine my mom having the oppor-
tunity to look through my web history and not taking it.” (F06-C2). Even
though participants wanted not to want to know everything about their
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children, they admitted that they would likely ask for information if they
knew they had access through the agent:

“I’m sorry, but I want to know. But I don’t know if I would want to
know. I would be scared to know, but I would also be tempted to know.
So it’s like you’re damned if you do and you’re damned if you don’t”
(F14-A1).

Participants’ concern that using technology to monitor their kids “takes
away their own personal accountability to make decisions” (F13-A1) was
not unreasonable—literature confirms that preventing or taking note of
all inappropriate behavior is damaging to kids’ personal growth [125].
Participant F02-A1 claimed that: “It takes away all the agency from the
people. So how do they learn?”

Almost all participants agreed that emergency situations should be
an exception—the agent should be able to identify them and alert the
parents. Yet the boundaries of what accounts for an emergency varied
from participant to participant. For example, participant F02-A only
wanted to know if there was a life-threatening situation, but participant
F01-A2 wanted to know “even [about] an orange flag”. Participants’ reliance
on the agent to make a call for what constitutes an emergency implies that
participants expect the agent to be able to make a judgment about a social
situation and its severity, as we will describe in detail later in this section.

Insiders and Outsiders—Another common distinction was made be-
tween “insiders”, people who reside within the home, and “outsiders”
who do not reside. Within outsiders, we found that people referred to two
types that should be treated differently.

The first group was close outsiders, guests who were described as close
to the family, like extended family members or visiting friends. The
second group was distant outsiders, people that were not very involved
in the family’s life or not at all involved, such as neighbors and service
providers. Some participants described their parents-in-law or friends of
their children in a way that would also fit this category.

Several participants who mentioned close outsiders felt that they would
be comfortable sharing some information with people in this group. For
example, F01-A2 said that he would “definitely share part of my availability”
with his visiting family. For distant outsiders, he would be “more reserved”
about giving access to information. F04-A1 worried that someone who is
physically close to her home, as a neighbor, can “be close enough to know
my availability”, and that the agent should be able to prevent that.
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The finding about limited information access to outsiders was bi-
directional—several participants mentioned that an agent in their home
should also not be able to access a guest’s database unless explicitly asked
to do so by the guest. F03-C explained:

“I don’t think that it’s right that [the agent] can just go through the
other person’s history because he might have something that he doesn’t
need people to know.”

Boundary of Agent Ownership

Participants voiced confusion about how an agent might tackle a situation
of conflict between members of the home without “taking sides.” For
example, when the agent is asked to do two contradicting actions by two
individuals or asked to keep a secret. While some participants thought
that the agent should never take sides and attempt to be as impartial as
possible, most participants realized that it would be difficult to maintain
neutrality as agents increasingly deal with personal and social issues. For
instance, F15-C2 argued that the agent “shouldn’t be in the middle”, but
was not sure what it should do. F08-A stated it clearly:

“I don’t like that an agent can keep a secret, but I also don’t like if the
agent might hurt someone by not keeping a secret.”

Probed by the topic of conflict, the conversation frequently transitioned
to discourse about who the agent is accountable to, and more broadly, who
owns the agent. F13-A2 said that he does not think that an agent “could be
accountable to both” sides of a conflict, but that he would want the agent to
be accountable to him. According to F04-C:

“It depends if it’s your agent or if it’s your family’s agent. If it’s your
actual agent, it should be loyal to you. If it’s your family’s, I don’t
know.”

A few participants said that if an agent is located in someone’s personal
space, like their bedroom, they would expect that they “have priority over
it” (F11-C), in contrast to when it is placed in a shared space and used by
everyone. Previous work supports this insight, and has shown that devices
that are located in personal spaces are indeed less likely to be shared, and
more likely to be associated with the occupant of the room [19]. We find
that this carries over to agents in the home.
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Thresholds for Agent Proactivity

We identified three thresholds of agent proactivity that varied between
participants and within participants according to the social context. The
thresholds were: reactive, proactive, and proactive recommender. Pre-
vious work has suggested that people have different expectations from
technology depending on whether they have a relational or utilitarian ser-
vice orientation [79]. Still, we found that in addition to a general personal
preference, participants’ desired agent proactivity changed according to
the situation. For instance, one parent in the study wanted the agent
to offer parenting advice only when specifically requested but expected
the agent to be highly proactive if they learned that their teenager was
drinking beer.

Reactive— When participants desired the lowest level of proactivity,
they wanted the agent to respond only when being directly asked. Overall,
participants who wanted an agent to be solely reactive were still positive
about having the agent respond in social situations, for example, have
“Alexa give relationship advice” (F18-C1). However, the response needed to
be solicited by the user. They expected the agent to intervene in conversa-
tion only when it was invited to do so. This could be either by request, or
if the user opted into a service. Participant F12-A1 explained:

“I think if I had signed up for a healthy eating service that would be
fine [...] [but] I don’t want it [the agent] to just randomly tell me that
I should change my eating.”

Proactive— The middle threshold of social proactivity desired by partic-
ipants was for the agent to be proactive, and be able to intervene in social
interaction without being asked to do so. However, participants expected
the agent to provide them with information about the topic, but avoid
giving any recommendation. Ideally, “It would give you access to information
that you wouldn’t ordinarily get in a very direct way. And then you as the
adult would have to make a decision” (F07-A1). F02-A provided an example
of what they would expect after ordering dinner, for example:

“It [should] say, okay, this is what your percentages of what you’ve
ordered over the last month [healthy or unhealthy food]. It gives you
information for you to make a decision.”

Proactive Recommender—When participants desired for the agent to
cross the highest threshold of proactivity, they wanted the agent to provide
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not only information, but also a recommendation for their next course
of action. Participants emphasized that the agent must not enforce a
particular recommendation, but leave the choice to the family members,
as expressed by F11-C:

“It can’t really prevent you from doing anything. But it could encour-
age you to do things.”

Between these three thresholds, participants preferred different ones
for different situations, and varied in their preferences from one another.
Yet the top and bottom boundaries were clear: participants who wanted
the most involved agents still did not want them to enforce any decision
upon them. On the other end, participants who only wanted the agent to
provide information when asked were still open to the idea of an agent
who can understand and respond in some social situations.

Sensing: Agents that Watch, Listen and Record

Participants had strong negative responses to any kind of behavior on the
agent’s part that involved “looking at them” (F16-A2), “always listening”
(F18-C1) or “recording everything” (F02-C), and they generally preferred
the agent to use other sources of information and avoid the above.

It seems that participants’ negative reaction was derived to some extent
from lack of transparency: In some situations participants thought it
would be useful for the agent to listen, watch or record (for example, in a
case of an emergency), but they wanted to know exactly when the agent
was doing so. Here too participants wanted to be “explicitly in control” of
the agent’s behavior (F12-A). Even when suggested that the agent would
be transparent about sensing, participants did not trust that it will not
collect data all the time, whether by accident or for the gain of a company
stakeholder (e.g. Amazon). For example, participant F09-A1 explained
that this lack of control felt creepy:

“Having this agent listen in, [...] how does it know that [information]
shouldn’t be shared with the kid? There [could be] some keyword or
something and then the agent spills. It’s creepy to me.”

Interestingly, this was not the case regarding collection and usage of
digital information: emails, texts, online behavior, search results, docu-
ments, medical records and more. Quite the opposite—participants felt
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comfortable with an agent using these sources of information. One par-
ticipant expressed that it would be “kind of exciting” if the agent could
make use of her family’s “search history, activities and calendars” to make
recommendations (F06-A1). F10-C said she would be fine with the agent
tracking her location, and F03-A2 made a comment that it makes sense
that the agent would have the texting history of all the users in the home,
as it “knows about everybody’s everything” anyway.

This finding suggests a tendency to use social norms to make sense
of technology, as supported by the literature [114]. People do not want
other people to “listen in”, and similarly they seem to react strongly to an
agent doing so, frequently referring to the idea of a “Big Brother”. The
conversation about an agent responding to what it saw made one of our
participants (F16-A2) describe it in very humanlike terms:

“I don’t like this one because it’s looking at me. This one has eyes. It’s
starting to become self-aware.”

While aversion towards agents who “listen” and “watch” was evident,
and although participants made more connections to privacy and security
concerns during these discussions, it does not necessarily reflect which
sensing technologies are the most privacy-invasive ones. Previous work
has shown that people tend to underestimate how much information
some technologies, for example GPS tracking, can extract about them, and
overestimate how much information “creepy-seeming” technologies can
extract [95]—this could explain people’s general acceptance of an agent
that uses their data and tracks their digital footprint, and rejection of one
that can “listen in”.

Agent Judgment Calls

As participants were discussing a range of social situations in which agents
might be involved, they conveyed, explicitly and implicitly, that an agent
should be able to make a judgment and “do the right thing.” F15-A1
called it the agent’s “little moral compass.” Participant F11-A2 argued that
if the agent is “always going to intervene and point out cheating [in a game]
then it seems like a terrible idea.” Instead, it “has to be able to decide when
to intervene and when to not.” A more implicit example is in a case of
an emergency, where many participants expected the agent to be able
to identify the emergency and report it. Emergency was also frequently
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described as a special case that changed participants’ preferences, for
example, their preferences for agent proactivity or sensing capabilities.

Several participants realized that making judgment calls was subjective,
and that there will not always be a universal “right thing” to do. Some
participants suggested that the agent should judge situations according to
the house rules and norms, or even give users control by allowing them to
“check off a series of things that [they] considered dangerous” (F03-A1).

While people acknowledged that the agent would need to make judg-
ment calls in all kinds of social situations, people disliked when the
agent’s recommendation or decision came across as judgmental—for ex-
ample, some participants felt the agent was judging their lifestyle choices
when it suggested an alternative behavior, or that it was judging their
parenting when it presented parenting advice. F18-C2 stated:

‘I just don’t like the idea of things from the past being brought up, or
[an agent saying] “Oh here are your tendencies” and just having to
hear the agent telling you what your flaws are.”

5.4 Discussion

Our work identifies several areas of focus to consider as agents are being
placed in social spaces, and are gaining more personal information about
multiple individuals. We elaborate on several future technical abilities
that would help agents recognize and navigate interpersonal relationships,
recognize varied social roles, and help take appropriate actions in complex
social situations. We also discuss the tradeoffs and drawbacks of such
abilities, how they connect to personal ownership, and how all of this
aligns with current service providers.

Behavioral Boundaries

Social Roles—Our findings provide strong evidence that social roles are
critical for shaping agents’ behaviors. Improved agents would not only
know who each user is, but also know about their users’ social roles in the
home. Using this knowledge, an agent could make better decisions about
how much access to information a user should or should not receive, what
actions they should be able to perform through the agent, and whether
they should have control over another individual’s data.
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In our results, participants agreed that children should have less access
and permissions than their parents, and that “outsiders” should have less
access to information than the people living in the home. For example, one
parent said that they would not want their children to have access to all
of their information, but that they feel comfortable giving them access to
the family calendar. Another participant said that a relative, an “outsider,”
can ask for information, but should only receive it partially; instead of
giving her mother-in-law full calendar access, she expected the agent to
provide “just enough” information on her availability at a particular time.

We learn that social roles are potentially an important behavioral
boundary that is not currently being used by agent designers. Recog-
nizing or asking what the social roles are in a particular environment would
allow designers to better tailor agent behaviors and responses to a social
situation. For example, by recognizing if a child is asking for access to
their parent’s data, or if a parent is asking for the child’s data, the agent
can react appropriately.

Nevertheless, designers should consider the complexity of the social
roles at play, and rely on research from a range of disciplines when at-
tempting to generate appropriate social behaviors. Previous research,
for example, has shown that preventing all inappropriate behaviors by
children in harmful to the development of their sense of judgment [125].
Our findings also indicate that parents might access information about
their children if they knew they had it, but would prefer not to be tempted
in the first place. Thus, perhaps the best design in this instance would be
to limit access, as opposed to directly following parents’ desire to have all
the information. Furthermore, social roles are fluid and simultaneous; a
relationship between a parent and a child evolves and changes over the
years, and the appropriate agent response is also likely to shift.

Our results point out the range of desires and needs at play in an
interpersonal space like the home. Further research that combines design
and psychology expertise will assist in defining transition points and
identifying how to design changes in agent behavior accordingly. By
being able to indicate social roles and connect them to broader social
implications, designers could leverage this information to provide a more
thoughtful and socially-aware user experience.

Personal Space—The results suggest that an agent should be aware of
who is present and what social role they may be enacting at a given time
to accordingly adapt their behavior. This is because an agent might want
to make decisions about how and when to use personal information while
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considering who else is in the room. For example, if a child’s birthday is
coming up, participants agreed that an agent should know when the child
is present and avoid bringing up conversation about a surprise party or
gifts. If guests are in the home, the agent should avoid any potentially
sensitive information, such as finances or medical topics.

While additional research can be done to better understand how an
agent might behave differently in a range of compositions of individuals at
a given time and place, an initial step towards improving social sensibility
of an agent could be for the agent to respond to two groups: children and
“outsiders.” The presence of children can be acknowledged by excluding
any age-sensitive or age-inappropriate information, and the presence of
outsiders can be taken into account by having the agent provide less
information, or provide it only upon request. The outsider’s group can
be further divided into behaviors that are suitable when close outsiders
are present (e.g., relatives) and when distant outsiders are present (e.g.,
service providers).

Identifying who is present can allow designers to create agents that
are more socially aware and more socially appropriate. While an agent
can make initial assumptions based on the people in the room, users
should have the control to override these assumptions, as supported by
our findings.

Personal Ownership—Our findings highlight the importance of the
question of agent ownership in constructing agent behavior. Participants
were not able to settle dilemmas that surfaced in situations where their
needs conflicted with someone else’s, and the agent needed to take ac-
tion. For instance, a few participants felt equally uncomfortable thinking
about an agent that would keep a secret and with an agent that would
hurt someone by telling their secret upon request of another person. This
led participants to express a strong desire to know who the agent is ac-
countable to, and who has priority in situations of multiple contradicting
requests or needs.

The confusion around accountability of the agent reveals a design
opportunity for personal agents in the home, and space to re-consider the
convention of a single, shared agent. Instead of applying the “appliance
model” to social agents in the home (shared devices that anyone can use),
agents could be considered from a “profile model” perspective, that allows
personalized interaction for multiple users [19]. Having different agents
for different users could provide users with a better understanding of how
agents are going to behave in the broad range of possible social situations.
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Furthermore, having multiple personal agents in a single space does not
necessarily mean having multiple devices. Previous work has found that
participants felt comfortable with the idea of multiple “social presences”
(i.e., digital entities) embodied in a single device [87]. Thus, we believe
there is potential to design multiple entities according to the number of
people in the home. In turn, this structure could satisfy users’ needs to
have a sense of an agent that is accountable to them without overwhelming
the home with agents. We intend to further explore and evaluate the notion
of multiple personal agents in a single device in future research.

Proactivity

The topic of proactivity was also an important one to consider for shared
agents in interpersonal spaces. Two factors indicated how proactive an
agent should be: situation severity and user preferences.

Situation Severity—Many participants indicated that they would ex-
pect an agent to be proactive when there is an emergency, or even a life
threating event in the home. Participants were more inclined towards
an agent notifying other family members, and expressed concern about
notifying any external factor (like the police).

Personal Preferences—What makes this problem complicated, is that
different participants had a different view on what makes for an emer-
gency. Some participants thought that a minor drinking beer counts for an
emergency, and that an agent should notify parents when a situation like
this occurs. Others strongly disagreed, and only expected agent proactivity
in life-threatening situations.

However, participants shared a view of proactivity thresholds, and
indicated three levels of possible proactivity that can vary depending on
the situation: reactive, proactive, and proactive recommender. Partici-
pants varied between wanting the agent to only be reactive to user requests,
wanting the agent to be proactive by providing information, or wanting it
to be proactive by providing recommendations for a course of action. Thus,
future agents can think of proactivity in thresholds, and learn when they
have crossed one of the three in interaction within a particular household.

Moreover, the top and bottom boundaries of proactivity were consistent
among participants—most participants accepted the idea of an agent that
can respond in a social situation, but none of them wanted the agent to
enforce a recommendation (e.g., prevent them from ordering an unhealthy
food choice). Additional research in this area could help designers better
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understand when they might anticipate reaching different thresholds of
proactivity, while also taking privacy concerns and personal preferences
into account.

5.5 Conclusion

A first step towards designing a socially sophisticated agent could include
learning about (a) the social role of each user, (b) which users are in a
space at a given time, and (c) what is the social context. The agent should
also clearly communicate to its users (a) what level of proactivity is it set
to in a range of situations, and (b) given multiple users, who is it primarily
accountable to.

These suggestions are meant to be implemented in an ideal privacy
structure, where data is owned and controlled by end-users. Unfortunately,
this is not the case with current agents. Today, agents are constantly
making headlines due to security breaches, misuse of data and a false
sense of privacy given to end users.

In our work we asked participants to put aside concerns about the
service-provider when responding to the range of scenarios. The goal was
to understand the interactions themselves that would support family needs
and desires. Even with this request, participants occasionally referred back
to the “Big Tech” industry and their concerns about companies collecting
sensitive personal and social data and making use of it. For example,
several participants mentioned that they would not want an agent that
could make their behaviors public, and intentionally or accidentally report
problematic behaviors like alcohol consumption by minors to authorities.

In light of current commercially available agents’ privacy policies, our
first three sensing recommendations should be considered more cautiously.
Sensing users’ social roles, presence, and situations in the home is likely
to expose information that users would not want to share with service
providers. As long as users do not have full control over their data and
service providers are in charge of users’ personal security, our latter find-
ings, agent proactivity and accountability to a single user, are perhaps
safer choices for implementation.
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Part I Summary

Although agents are entering social spaces and are gaining an expanding
volume of information about their users, designers still know little about
how they should make use of all that information to make interactions
more social and personalized. I completed three studies to form an initial
map of this design space and its implications.

The first study looked into interaction with a single user across multiple
touchpoints and examined differences between a single agent that crosses
contexts and multiple separate agents. The second study took the next
step to examine interpersonal interactions with two users within a service
context—agents were primarily service providers, but they attempted
to deal with the complexity of providing personalized interaction with
two users. Finally, the third study took this exploration even further to
examine how agents can fit into the complex social environments they are
placed in, while leveraging findings from the last two studies. This study
primarily addressed the social complexities that arise from having a single
agent be shared among multiple users, and needing guidelines on how to
make use of private information accordingly.

One of the primary findings from this body of work is the topic of
Agent Ownership and Affiliation. The last study of the three was the one
that explicitly raised this issue, but the other two studies also dealt with
discussions that are directly related. Across the three studies finding show
that there is value in determining whether to design for personally-owned
or shared agents.

Personal ownership gives users a better sense of who the agent is ac-
countable to, and as a result, allows them to better anticipate how the
agent is likely to respond to a range of socially complex situations. How-
ever, personal ownership also raises several challenges, such as concerns
about expertise and cognitive load, and synchronization between several
personally-owned agents.

This finding is the base for the rest of my thesis, in which I will con-
tinue to explore personally-owned agents, and how they compare to shared
agents. I will look into their advantages, disadvantages, and the relation-
ship of user ownership to affiliation with service providers.
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Part II

Agent Ownership and
Affiliation





6OWNERSHIP OF
AGENT (and) SERVICES

6.1 Overview

In the first part of the thesis, I have identified that there is value in under-
standing perceptions of “ownership” in the context of social agents—as
agents become more socially complex, it is critical to understand people’s
current sense of ownership over their agents. My prior research suggests
that the mental model of who “owns” an agent is critical to set expecta-
tions, perceptions, and interactions. Nevertheless, it is rarely discussed in
the context of technological services, let alone agent services.

Previous work has extensively examined ownership and possession
of material things [10, 75, 32]. For example, something could be “mine”
because I physically possess it, because I have high a familiarity with it, or
because I created it (among other reasons) [?]. Further, the characteristics
of when something is perceived as “mine” vary significantly when the
thing is digital [108, 109].

This potentially becomes even more complex with social agents, as they
combine both a physical component (i.e., the device), a digital component
(i.e., data) and have a service embedded in the device and as part of the
product (i.e., Alexa). Each of these components could be perceived as
owned by a different entity, which makes it difficult to determine whether
one’s agent is “theirs” or not, or how to design it to be perceived as so.

One way to begin understanding agent “ownership” is by comparing
agents to other devices, services, products, and things that people own and
use, which this study aims to do. By inviting participants to engage with
products and services that they own and use through a design research
approach, we can begin to form a mental model of agent ownership, and
as a result, learn about how to design for it.



6.2 Background

This work builds on several bodies of literature and theory to understand
current perceptions of ownership: Consumer Behavior Theory that de-
scribes why people have possessions and how they relate to them [10, 75];
HCI and digital media studies that discuss digital possessions and how
they differ from physical possessions [109, 108]; Service Theory that in-
forms the many possible relationships between product and service for
technological devices [96, 47, 43]; and the fields of HCI and HRI that
inform aspects specifically related to agent identity and its impact on
service [26, 87, 101, 11].

To note, few research studies have examined people’s perceived own-
ership and possession in the context of services. One example is Grun-
ing, who shows that people perceived a weaker sense of ownership over
their Amazon Kindle e-books than over Kindle e-books that they stored
elsewhere, although both were digital [53]. If we step back to examine
technological services altogether—the topic of their ownership, affiliation
and attachment has been scarcely explored in HCI research, even though
many companies have already moved, or are in the process of moving
from a strictly “product” model, to a combination of product and service,
or even a full “service” business model.

Therefore, this work’s contribution is a proposition to treat social agents
as novel service interfaces that combine service, product, device data and
agent identity—all creating rich ground for new human-centered designs
and better data practices.

6.3 Procedure

The study was designed as a remote study that used video conference
calls and a virtual “whiteboard” application, Mural. All activities in the
study were designed to prompt discussion about ownership and affilia-
tion. In addition, the study was designed to encourage participants to
compare conversational agents they own with other things they own and
use, including technological services.

The study was conducted through one-on-one online video sessions
with the experimenter that lasted up to an hour (due to the Covid-19 pan-
demic). During that time, participants were asked to do several activities
on a virtual Mural board while being interviewed by the experimenter.
The interviews and virtual activity were audio and video recorded, and
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participants were compensated $15 for their participation. The procedure
was approved by the institutional review board (IRB).

Participants

Thirty-five participants across the United States and Canada were re-
cruited to participate in the study. This sample size was selected as a
sufficient sample to reveal qualitative findings of ownership of technol-
ogy and technological services. Participants were recruited and screened
through the Prolific platform—the study only included participants from
the US and Canada, who were fluent in English, had a minimum of 50
previous submissions, and an approval rate of 90%. As the study was
designed to be conducted remotely, we also screened for participants who
agreed to participate in video interviews and had a webcam. Lastly, par-
ticipants were screened to only include people who own a conversational
agent, as the goal was to look into current perceptions of conversational
agent ownership and affiliation. Selected participants were diverse in age,
gender, ethnicity, socio-economic background, and living situation (living
alone, with a partner, family, etc).

Procedure

Participants were asked to answer a short pre-procedure questionnaire.
The questionnaire included a consent form, demographic information,
and two short 4-item and 3-item scales to control for attitudes towards
technology and attitudes towards privacy, adapted from Burbach et al. [21].
Once completed, participants were asked to book a slot for a 1-hour video
call with the experimenter for the main procedure.

The video sessions consisted of three activities: (1) Creating a list of
people, things, and services that participants own, use or interact with; (2)
Ranking and organizing this list of items on three scales based on prior
work; (3) Sketching of participants’ relationship or interaction with their
currently owned conversational agents.

Part 1: Creating Personalized Notes

The first activity was to create a list of services, things, and people that
people own, use and interact with. Creating a list as part of the procedure
ensured that it was tailored to each participant, which was critical for the
next activities.
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To start the list, the experimenter created an initial set of virtual post-it
notes before the interview that included some notes that were likely to
be relevant for all participants (phone, computer, funds in the bank), as
well as customized notes according to each participant’s pre-procedure
questionnaire (for example, notes for the people they live with, their pet
(if they own one), and the specific kind of conversational agent they own).

Figure 6.1. Each study began with a small set of sticky notes created by the experimenter based
on participants’ pre-procedure questionnaire. The figure shows the pre-study notes for P32.

During this activity, the experimenter asked a pre-defined set of ques-
tions to determine the things, services and people that are part of par-
ticipants’ everyday lives. The goal was to create a representative set of
personalized (but not necessarily comprehensive) “sticky notes” of things
and entities for comparison in the next activity. Some example questions
in this part include: “what do you have in your home that you care about?”,
“what digital services are you subscribed to?”, and “do you own a car?”.
This activity concluded with about 15-20 notes for each participant that
included people, pets, things, devices, and services they use.
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Part 2: Organizing Notes on Three Scales

In the second part, the experimenter made copies of the custom list from
activity number one, and placed them next to 3 scales: Mere Ownership
(mine vs. not mine) [74], Self-Extension (symbolizes me vs. does not
symbolize me) [74] and Self Expansion (inclusion of other in the self
scale) [2]. These scales were selected as representations of the prominent
theoretical constructs related to ownership and were used as prompts to
evoke reflection on the meaning of services people own and use.

During the activity, the scales were revealed one at a time, allowing
participants to focus on the task at hand. We began by asking participants
to organize their notes on the clearest and most concrete scale related to
ownership—a spectrum between “mine” and “not mine.” Then, the more
abstract “symbolizes me” versus “does not symbolize me”, and finally, on
the most abstract visual scale. In a case where participants requested more
information about what a particular scale means, they were told that there
was no right answer, and that they should take some time to think, and
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Figure 6.2. Scales on which participants were asked to organize notes of things that they own
and services that they use: Mere Ownership scale (mine vs. not mine) [74], Self-Extension
(symbolizes me vs. does not symbolize me) [74] and Self Expansion (inclusion of other in the
self scale.) [2]

organize their items intuitively. All participants were satisfied with this
prompt, and fully completed the organization task.

Participants were given 3 minutes to organize the notes on each scale,
during which the experimenter “stepped away” by turning off their vir-
tual audio and video channels. If participants seemed to still work on
organizing notes after 3 minutes, the experimenter did not intervene until
participants no longer moved notes around on the Mural board. Figure ??
shows an example of how one participant organized their items on the
Mere Ownership scale.

After each of the three organization tasks, the experimenter used a
semi-structured interview to understand participants’ thought-process.
The organization of items was used as a prompt for conversation, rather
than a formal measure. i.e., participants were interviewed based on how
they organized the items on these three scales, and the interview itself was
intended for qualitative analysis (rather than the scales).

Participants were first asked to explain how they organized their items
and why. Then, according to the semi-structured interview script, the
experimenter asked participants about particular choices that stood out—
for example, to compare between two things that seemed similar in how
they work, but were placed in different areas on the scale (such as a phone
and a computer, or Netflix and Spotify), or to compare between two very
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different things that were placed in the same area (for example, a family
member and a device).

Part 3: Sketching Relationship with a Conversational Agent

For the third activity in the study, participants were asked to create a
sketch on paper—prior to the study. They were asked to have a pen and
paper nearby for this purpose. In this final activity, participants were
asked to sketch “their relationship or their interaction with the conver-
sational agent in their home”. Here too, they were not given any further
instruction, other than that the sketch does not need to be aesthetically
pleasing and that it can be a drawing-like sketch, a diagram-like sketch,
or anything else that comes to mind. This activity lasted 5 minutes, after
which participants were asked to upload their sketch to the Mural board.

Like previous activities, the sketch served as a prompt for conversa-
tion and reflection. Sketching their conversational agents encouraged
participants to discuss a range of their characteristics and uses. It, there-
fore, prompted diverse topics for discussion based on what participants
sketched. In the interview, the experimenter first asked participants to
describe what they sketched and then continued to ask specific questions
based on a pre-defined semi-structured interview, with questions about
placement, form, color, and symbolism, among other topics.

Analysis

As the activities in the study were not objective measures but rather
prompts for conversation and reflection, the analyzed data was the qualita-
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tive content of the interviews and participants’ responses to the presented
questions. Participants were asked to explain why they placed each service
and device in a particular spot on the three presented scales: ownership,
self-extension and self-expansion. Thus, the results are not objective but
rather presented ways in which people rationalize the perceived impor-
tance and value of each service and device they use and own.

All interviews were transcribed and analyzed through Affinity Dia-
gramming [12], an analysis method commonly used to identify emerging
themes in exploratory design research [34]. The next section describes the
emerging themes and how they align or misalign with prior theory about
possessions and services.

6.4 Findings

Prior theoretical work has suggested that the concept of owning, or hav-
ingsomething, is valuable to people because it allows them either to do
something, or to be who they are. In other words, having a possession
either provides a tool, a means to complete a particular utilitarian goal, or
it is not utilitarian, but rather provides a symbolic meaning [123, 10].

The findings in this chapter are thus structured according to this prior
observation, and attempt to observe the comparison of technological ser-
vices and agent services to possessions through this lens: services that
are perceived as utilitarian—“mine” but not “me”, and services that are
perceived as symbolic—“mine” and also “me”. I will focus on the latter,
as it is arguably the more surprising and interesting value proposition for
agent services, which has not been previously explored.

Utilitarian Technology: “Mine but not Me”

Participants viewed some technology, particularly “omnichannel” devices
such as smartphones and computers, as a literal extension of themselves—
tools that allowed them to do things that they otherwise could not and
useful for “almost all activities” (P20). In P12’s words, their computer is a
“link to anything and everything, no matter where I am in the world”. Further,
participants viewed devices as primarily a tool that “connects [them] to
other people” (P14), which is, according to P06, essential: “You need a
phone for work, you need a phone to just make phone calls and to text and
[for] everything”. Occasionally, participants referred to other technology
similarly. P14, for example, thought that their Netflix subscription is “just
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a vehicle” to have conversations with old friends about childhood content
or that social media services allow them to keep in touch with people who
are not nearby. Thus, in these cases, services are meaningful as tools due
to what they allow individuals to do.

Yet especially in the case of services and devices, the value was not
about a specific possession, but rather came through in the idea of having
a particular device or service as an available tool. As P26 put it, “I can
replace the model [of my conversational agent], but I think my life will be kind
of boring and dull without it. So I might be able to replace the model, but the
[important thing is the] whole concept of having one”. P32 emphasized the
importance of replacement—losing a device is risky, but there is also “a
possibility to be made whole again [through replacement].”

Unlike devices that participants agreed “would be really difficult without”
(P26), most services, including social media and conversational agents,
were described by participants as services that one can live without: “going
through a financial turmoil, those things [services] are the first to go” (P26).
According to P05, “they could go away and [they] wouldn’t be crying about
it”. Unlike devices, participants did not feel that they “rely on [services] all
that much” (P20).

However, for both devices and services, participants described them
as utilitarian tools, with no contribution to their perception of identity:
“Instagram, Reddit, that sort of thing I use quite often, they’re tools to me.
So I enjoy them I guess, but it’s not primary to me (105)”. In other words,
although participants held a perception of ownership over these services,
they did not view them as “symbolic of people” (P29)That said, it is difficult
to ignore the fact that all participants in the study had a phone, a computer,
(mostly paid) TV and music streaming services, social media accounts, and
many more devices and services. Thus, there seemed to be tension between
the frequency of use of these services and devices (“I feel intertwined with
[Netflix] because I do use that on a daily basis” (P07)) and the little meaning
people attribute to them (I have my Google Home in that area because like
it’s in my life, but it’s sort of like background noise (P12)”.

Symbolic Technology: “Mine and also Me”

In contrast to utilitarian value, some possessions are valuable to people due
to their symbolic properties—possessions that help tell the story of their
identity [93]. The study identified many instances in which participants
viewed their technological devices and services not only as their tools but
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as representations of them, services that were described as “identity things”
(P30). The findings in this section attempt to identify the themes of what
makes devices, services, and agents contribute to people’s sense of identity
and therefore form attachment and even self-extension. Further, using
these findings, I hope to learn where more design efforts can be invested
to create a stronger sense of symbolic ownership in services. Designing for
symbolic ownership can increase attachment to services, and as a result,
create a more positive and meaningful relationship with them.

Although services are not owned by definition, participants still viewed
them as part of their identity. P11 stated that “a lot of the content I consume
reflects who I am”. P17 argued that: “the kind of films, shows, music, [and]
podcasts I listen to are an expression of who I am [...] I’m a very creative person
and I love arts and culture.” P31 was especially proud of their selection
of music on Spotify: “music tastes are more associated with your identity”.
P32 discussed her personal social media feeds (Facebook and Twitter) as
representations of her political beliefs: “If you read my feed, you have a good
idea of where I stand politically or emotionally—you can tell who I am”.

When talking about devices as symbolic extensions of themselves,
participants tended to describe aspects of their identity that these services
represent. Primarily, their interests (“I am really into music [...] so [Spotify]
kind of symbolizes me”–P35), their behaviors (“you can tell a lot about me
from the stuff I ask Alexa”–P26), and their values (“Reddit symbolizes me
more than any other website because I like what it stands for”–P15).

Sartre’s theory of self-extension suggests three elements that inform
the extent to which one extends their perception of identity onto a thing:
(1) how much control one has over it; (2) how much one participated in its
creation; (3) how much intimate knowledge does one have about it [123].
Below I describe how each of these elements was expressed in the context
of digital services and conversational agent services.

Access (as Control)

Control over a thing was expressed in the study through the issue of
exclusive access—access to an account or access to particular functions.
As the usage of digital services is exercised through action on a platform,
sharing this access necessarily requires giving up some individual control.
With some services that support shared interaction through profiles, such
as Netflix, participants were less likely to perceive them as “mine,” but

92



instead tended to refer to them as “ours.” Although participants had less
individual control, they had some sense of shared control.

In contrast, in services that did not support shared access among several
people, but rather assumed single users, participants who shared access to
a service described a reduced sense of ownership and perceived identity.
P02, for example, said that since she gave her husband access to her
Facebook account, “it is not so much mine anymore.” Similarly, P01 said
that “even though [FB] is mine, I do allow my son on it [...] so, I don’t see it
as something that is completely mine.” Some participants strongly opposed
to the idea of sharing access to digital services in the first place. P12
explained: “No one else goes in [my Audible account]. I [would] be very upset
if someone went in and started a book halfway through when I was in the
middle of it.”

Access as a form of control extends Belk’s discussion on joint use versus
joint ownership. According to Belk, something that is jointly owned is
likely to be associated less with one’s identity than something that is only
jointly used. Digital services extend this argument and suggest that joint
use, too, can reduce the sense of ownership in the digital sphere.

Conversational agent services were perceived somewhat differently
than other digital services—their physical presence, along with the way
they are interacted with through voice, provided participants with a more
shared view on their ownership. P12 suggested that “[agents are] the same
as a refrigerator [...] it’s not like something that I won’t let people use if they
come over [...] if there’s a party at my house, people are not going to be able to
come up to my room and use my computer freely. Whereas people might want to
go to the fridge and [...] get a cold soda, or use the Google home.” While there
is some assumed intimacy to have someone use your conversational agent,
as expressed in P12’s quote, conversational agents were consistently talked
about as less personal and intimate than other devices like computers and
phones. Respectively, participants also rated them lower on scales of
perceived self-extension.

Frequency, Exclusivity and Uniqueness of Use (as Knowledge)

Prior theory suggests that intimate knowledge or exclusive knowledge of a
thing promotes a sense of ownership and identity [10, 123]. The simplest
form of intimate knowledge of digital services observed in the study was
expressed through frequency of use. P10 reflected that when they “use
[something on a daily basis” they “[view] them a little bit closer to “theirs”.

93



Similarly, P7 said they “feel intertwined with things [they] use on a daily
basis”. Many participants commented that some services, for instance,
Spotify, are “pretty important in [their] life.” Alongside frequency of use,
for many participants, the exclusivity of use was also critical (see “Access
(as Control)”).

Some participants explained their attachment based on the uniqueness
of using a service, in comparison to others—being “just another user, just
like everybody else” (P10) of a service reduced people’s perceived sense of
identity. P09 pointed out that because “most people use [YouTube], it doesn’t
symbolize me. It’s just part of my life, the way it’s part of everyone’s life. It
doesn’t really make me feel like it’s a unique part of me”. In contrast, services
that seem more unique, evoked a stronger sense of identity in participants.
P17 described that his uncommon choice to subscribe to Criterion instead
of the popular Netflix choice created a strong sense of ownership and
attachment as it made him “stand out from the rest.”

Many service platforms are designed to highlight the large community
and network of people that use the service. However, this choice can also
introduce negative impact on the service’s contribution to one’s identity.
P24 explained this in the context of social media: “I’m going to be using
[social media] and then once I go away, it’s not mine, it’s there for everybody
to use.” P31 argued that “As far as like Facebook and Reddit and Instagram
go, you put your own stuff there, but it’s not just you seeing it. Like you put it
there for other people.”

Personalization (as Creation)

One aspect that significantly increased people’s sense of identity through
a service was based on personalization. Although participants acknowl-
edged that they do not have full control over the content, their ability
to manipulate and personalize what they consume was critical. P27, for
instance, organized services they use according to how personalizable they
are: “stuff that I can personalize show off my personality [and symbolizes me].
And then on the other side [of the self-extension scale] are devices and things
that you can’t really personalize”.

A platform that participants consistently noted as important due to
its ability to personalize was Spotify’s music streaming service: “I have a
really good customization profile [on Spotify] [...] I own my account”. P35
claimed that the music she has on Spotify “symbolizes [her] pretty well.” P11
noted that the content he consumes “reflects” who he is. This was not the
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case for other content services, such as Netflix or Youtube Music. Perhaps
the thing that matters most is “the time spent customizing” (P16) a service.
When people spent an extended amount of time actively personalizing
the content of a service, they tended to rationalize this time spent as an
inherent part of their identity. In contrast, when people spend lots of time
consuming content on a platform that was only implicitly personalized
(through recommendation algorithms), participants did not view these
platforms as extensions of their identity.

Nevertheless, implicit personalization still had some value—participants
described a stronger sense of self-extension over services that they knew
were personalized for them over services in which they did not know of
any personalization. P12 described their Audible and YouTube accounts
as ones that symbolize them because they “work very hard” to maintain
personalization. P09 explained how “it feels that HBO max recognizes my
uniqueness”, as it recognizes that they enjoy documentaries.

To conclude, the findings suggest that personalization is used to ratio-
nalize a sense of services that are part of one’s identity: the more time
and effort participants actively spend to create a personalized service ex-
perience, the more their perceived a sense of ownership and affiliation
because of it. Implicit or minor personalization had less impact, while
hidden personalization was not included in people’s descriptions. As for
conversational agents, participants did not know of any personalization
for this service at the study time. Thus, agents were not perceived as
personalized or services that contribute to one’s identity.

6.5 Discussion

The study’s main finding is a distinction of two types of ownership percep-
tions people had over services. One type, which was expected, was “mine
but not me”. These were things that people own or services that they use
but do not value as part of their identity or as an extension of themselves.
Rather, the value of having or using a thing was in its usefulness, a means
to an end. This type was predominantly expressed about omnichannel
devices (phones and computers) and social media platforms.

The second type was things and services that people viewed as “mine
and also me”. The study findings show that this category is not exclusive
to physical possessions, but rather, that services can also fit within this
category. Although people do not own services in the traditional sense,
the use of some services still contributes to people’s sense of identity, and
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even attachment to the service is formed. Some examples of services that
contributed to people’s sense of identity include Spotify, in which people’s
active personalization contributed to its identity value; Reddit, which
matched people’s interests and values more closely than other social media
platforms; and Criterion, which was perceived as unique, in contrast to
more popular subscriptions, like Netflix.

Conversational agent and robot services are a new form of technology
that combines service, product, social entity, and physical presence. If we
examine where conversational agents fit between these two types of valued
services, the unfortunate finding is that they do not fit in any of these
categories well, suggesting they currently provide little or no value to their
users—Current conversational agent services also did not form attachment
to users, and did not contribute to people’s sense of identity. They were
perceived as generic devices that were there to serve utilitarian needs. But
even as tools, for most functions, participants viewed them as less useful
than other devices (with the exception of hands-free interaction). Thus,
I ask what opportunities are there to design for more meaningful agent
ownership and what interactions and services might that unlock?

Weiser argued that: “For thirty years, most interface design, and most
computer design, has been headed down the path of the “dramatic” machine.
Its highest ideal is to make a computer so exciting, so wonderful, so interesting,
that we never want to be without it. A less-traveled path I call the “invisible”;
its highest ideal is to make a computer so embedded, so fitting, so natural, that
we use it without even thinking about it.” [149]

Weiser’s vision of Ubiquitous Computer compared desired technology
to electric motors. He suggests that although one uses many motors
when driving a car, these motors are embedded in the experience in an
invisible way. Tolmie and colleagues have extended this train of thought
and defined the value of unremarkable technology, which might be a better
term to describe interaction with services than invisible technology: it’s
not that people do not see that they use their phones, computers, social
media or other services; rather, their usage has become so embedded into
their routine that they are unremarkable [146].

Perhaps one can draw parallels between the two types of value people
find in technology devices and services (utility and identity), and the
two distinctive paths suggested by Weiser—“dramatic” machines and
“invisible” machines [149]. Invisible machines are primarily their function
and the utilitarian function they provide; Dramatic machines are “so
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wonderful... we never want to be without it,” perhaps to the extent that
they become an important part of people’s perceived identities.

Current designs of conversational agents are indecisive about which
path they strive to follow—they seem to be attempting to be both “dra-
matic” and “invisible” machines: On the one hand, companies’ visions of
conversational agents strive to provide an exceptionally exciting, human-
like assistant that can help with anything, and is always one step ahead
of their user (for instance, Apple’s impactful vision of the “Knowledge
Navigator” [41].) On the other hand, conversational agents are also pre-
sented as a “one-size-fits-all” technology (e.g., a generic “Alexa” entity)
that is intended to be an everyday, seamless tool, that is almost like a
voice-activated version of a search engine. In other words, current agents
are attempting to be both in the foreground of attention, as well as in the
background of attention and providing value by being unremarkable. The
result is that current owners do not form identity attachment with agents,
nor do they view them as especially useful and needed.

One of the reasons conversational agents might have been indecisive
about their value strategy as a service lies in the tension between robots
and artificial intelligence, both of which are types of agents. Robots are
the classic manifestation of a “dramatic machine”; but AI strives to be
unremarkable [149, 152]. How then should agents be designed?

6.6 Design Recommendations

Based on these findings, I suggest two routes through which future agent
designs can provide value to people: (1) By being unremarkable technol-
ogy [151], and set as a goal to be a service that is “mine but not me”—
purely functional, and a means to an end; (2) Provide value by being a
technological service that is “mine and also me”—an agent that strives
to be remarkable, and increase self people’s sense of self-extension and
attachment to it as part of their identity.

Utilitarian Agents: Mine but not Me

For this approach, an agent service should strive to be more like other
popular omnichannel devices, such as phones and computers. An agent
that is a functional device should primarily provide access to other ser-
vices, but should not focus on having a distinct personality or service
of its own. Functional agents should aim to blend in the background of
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people’s attention when possible, and should avoid any proactive behavior
or interaction with the user. Such agents, that are solely utilitarian, might
not even need a physical device, as their physical device increases people’s
sense of self-extension and ownership—it does not contribute to their
seamlessness or usefulness. Instead, a utilitarian agent can fade into the
background at any location, be everywhere and nowhere.

Symbolic Agents: Mine and also Me

As the goal of the study was to identify opportunities for agents to increase
self-extension and attachment, I will expand on opportunities for agents
to follow the second path—designing agents to be “mine and also me.”

Currently, everyone who has an “Alexa” or a “Google Home” owns an
agent who behaves almost the exact same way across users, households
and devices (i.e., Alexa will answer a question identically, no matter who
asks a question, and on which device). While this may support the service
providers’ branding needs, it provides a one-size-fits-all service for all
agents, which is less likely to create an agent that supports personal
identity and attachment—Alexa will “exist” even if a specific user opts
out. This agent is not theirs in that way.

Participants tended to feel a stronger sense of self-extension towards
technology that represented them in some form—whether that be their
interests, their behaviors or their values. They perceived self-extension
onto services that seemed unique to them and their specific use, and onto
services that they spent time customizing.

Personalization

Agents can reflect interests, behaviors, and values much more extensively
than other services: Spotify might suggest a song, Netflix can suggest a
movie; An agent service has the potential to be fully adapted to the user,
as it has a “digital personality”. Prior work has shown that similarity
attraction of agent personality [97], preferences [11], humor type and
interaction style [13] all shape a positive attitude towards social agents.
Thus, the personalization of agent entities should be of high priority as a
way to increase personal attachment.

Further, agent services might rely on people’s active personalization
efforts, like Spotify, for example. As the study results suggest, when
participants spend time personalizing their service, they are more likely
to form attachment and self extend onto that service.
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While less effective, implicit personalization could also be valuable to
form attachment. Conversational agents can be designed to rely on their
“memory,”—learn who their users are, and developed over time through
interaction as a social media algorithm might. However, as the findings
suggest, this learning and adaptation should be transparent to contribute
to people’s sense of ownership.

Access and Control

Anyone can access conversational agents in their current design—whether
that be anyone in the household, or even people outside the household.
The study suggests that access can be a critical component of ownership—
shared use of a service, especially services that are not designed to adjust
to multiple users, reduces the sense of individual ownership. Future agent
services could consider providing personal access to all or some functions.

Frequency of Use

In the study, two main elements decreased the frequency of use of conver-
sational agent services: its limited usefulness, and its limited availability
across locations. For the latter, re-embodiment [87] of agent services can
provide a new interaction paradigm for agents to both have a “body”,
but also to be available in several locations—re-embodiment suggests
designing a single “entity” that can move from one touchpoint to another
and provide continuous services in several locations without physically
moving its device. This flexibility in location could result in more frequent
use, and as a result, potentially a stronger sense of ownership and attach-
ment. As for the usefulness of agent services, agents may become more
useful for individually tailored needs as they move away from a generic
one-size-fits-all model.

6.7 Conclusion

This study set out to understand how people perceive their current conver-
sational agents through online semi-structured interviews and activities
on people’s things and devices. The goal was to understand attachment
and self-extension onto technological services, including conversational
agents. Thirty-five participants engaged in a 1-hour study and were en-
couraged to reflect on the devices and services they own and use, and to
compare them to one another.
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The findings suggest that people can and do form attachment with
services, even though they do not “own” them, and highlight specific
ways aspects that people believe contribute to their sense of attachment to
technological devices and services.

The findings also suggest that agents are currently unsuccessful in
creating value—they do not provide utilitarian value, nor do they form
attachment, ownership, or a sense of identity for their users. This work
describes why that may be, and provides design opportunities for agent
services that may form a stronger connection with their users based on
other digital services’ success (or failure).
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7EXPLORATION OF
COMMUNITY-OWNED AGENTS

7.1 Overview

This work originated in a literature review examining chatbots in academia
and in industry. The study revealed that most chatbots are focused on
dyadic, one-on-one interactions between one bot and one human. Like
with conversational agents and robots, not much work has looked into
multi-party or social interactions with a chatbot [131]. Even when chatbots
were implemented as part of group interaction, they often responded to
pre-defined commands or only had the ability to interact with a single
user at a time.

This research effort was a collaboration with a fellow Ph.D. student
who led the project. We were motivated to explore how an agent, a chatbot,
might address the social complexity within a defined community and
whether it can give people a sense of mutual ownership over it. Creating
a chatbot to integrate within a community is a complex design challenge
and raises many questions: How can it meaningfully contribute to a group
discussion? What are the social roles it can and should play? Should it
always be present?

Few studies have examined agents, particularly chatbots, as community
members in the wild. A couple of notable projects that examined the
space of multi-agent and multi-user interactions include work that has
explored turn-taking of multiple chatbots in a “virtual coffee” setting with
a user [24], and a “Botivist” designed to gather users for activism [124].
Our work builds on the previous, and takes elements from each; casual
interaction from the first, and a more functional, “in the wild” approach
from the latter.

Previous community chatbots took an unrestrained approach to col-
lecting training data and had problematic results, as the infamous Tay
project [127]. We argue here that previous issues with chatbots are primar-
ily caused by design, and therefore can also be changed and improved by



design. In order to do this, we use the metaphor of a village, and suggest
that a chatbot could be “raised” by a small community with established
social structures, norms, and values. We proposed a concept of raising a
chatbot within a community “from birth” to “adulthood”, and through
interaction with a community setting a socially-appropriate corpus of
training data for the chatbot. We were also interested in the value and
impact this chatbot might have on the community, whether it will be
accepted as a member, and whether it will be successful in creating a sense
of “community ownership” over it.

We created and tested the social chatbot “BabyBot” (later renamed
“Petebot” by the community). For three weeks, the bot was implemented
on Twitch, an online game-streaming platform. It was themed as a “child”,
learning how to talk and behave from the people around it. The bot used
a combination of rules-based and Markov chain-based text generation
to interact with the members of the community, and the interactions
changed as it acquired new vocabulary from the conversations within
the community, as well as through “aging” and interaction based on pre-
designed age states.

Lee et al. [78] found that caring for a chatbot can evoke self-compassion.
In line with these findings, the results of this work show preliminary
evidence that caring for a shared chatbot can increase a whole community’s
engagement with each other, as well as strengthen their shared identity.
Our work presents evidence that a bot can successfully create a sense of
mutual ownership within a community.

Due to its success, we retrospectively analyzed our design choices
and responses from the community and described three choices that con-
tributed to the perception of shared ownership over BabyBot: (a) allowing
users to shape the chatbot’s behavior, (b) promoting a sense of individual
responsibility, and (c) creating opportunities for personalized interaction.
We reflect on the implications of designing shared ownership for users,
designers, and service providers [132].

7.2 The Design of BabyBot

In a field study, we implemented a chatbot in an established online com-
munity on Twitch. The community was run by a “streamer”, who live-
streamed himself playing games on the channel, and included about 20–30
regularly active members.
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For three weeks, the bot “grew” within the community while inter-
acting and responding in the channel. The bot’s behavior was created
through rules-based and Markov-chain-based text generation, combined
with predefined behaviors for each “stage” of the bot’s life. Using this
design, the bot’s language corpus for its generated text was based only on
what individuals said over several weeks within the community, resulting
in a generation of 1154 bot messages. BabyBot was designed with two
types of interactions: state-actions—interactions the bot initiated at ran-
dom intervals, and reactions—responses to users who typed commands to
the bot or directly addressed it using its name.

State-action Interactions—Some of the bot’s early interactions were
structured as commands nested within pre-defined activities to familiarize
the users with the bot. For example, when the bot was “hungry”, users
could use the “!feed” command, and the bot responded to the things
it was fed with a level of satisfaction. These commands and behaviors
changed depending on the bot’s age phase and were randomly selected at
semi-random intervals. The full repository of all the bot’s behaviors can
be found at https://github.com/ChatbotStudy/Twitch-Chatbot.

These commands were primary in the first couple of age phases and
gradually faded out as the bot “grew” and as it had an increasing vocabu-
lary from the conversations in the channel.

Reaction Interactions—When the bot was directly addressed (e.g.
“@BabyBot”), it generated text according to its age phase. For example, in
its “toddler” phase, the bot responded with single words and with brief
generated phrases, and/or Twitch emotes. In the Adolescent and Teenager
phases, the bot generated increasingly longer sentences.

Technical Structure

We chose to build the bot’s text generation corpus exclusively from mes-
sages sent in the community chat throughout the study. This approach
matched our theme of a child learning from its environment and “village,”
but more importantly, it allowed us to test a chatbot that learned solely
from what it has observed. We hoped that using this strategy, a chatbot
could avoid the pitfalls of Tay and other similar bots.

The chatbot did not use state-of-the-art algorithms for text generation
but rather took a design-driven approach and used a technical structure
that answers our needs and provides the intended experience for com-
munity members. This approach allowed us to be flexible and adapt our
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design throughout the study according to new insights, needs, and dy-
namics in the community. Design research has a long history of testing
concepts and uncovering valuable insights through minimal technical
development, using methods such as paper prototyping, wizard-of-oz
testing, and speed dating [46, 87, 137]. Our technical approach had a
reasonable balance between flexibility, development time, and technical
outcomes that match the study goals.

The full description of the technical structure and implementation of
the bot can be found in [132].

Moderation Strategies

Previous work has documented the issues by using problematic train-
ing data and the resulting situations in a range of platforms, including
Twitch [8, 105, 133]. Therefore, we wanted to ensure the safety of our
participants and avoid any harmful content within the community.

To do so, we took a “moderation” approach to BabyBot in several
ways: (1) We implemented it within an established community that was
previously known to the researchers and that had an interest to keep a
positive environment; (2) we gave the bot a list of “banned” words, that if
and when it observed them, it did not add the message to its vocabulary for
future text generation; (3) a researcher monitored the bot at all active times.
We designed an easy option to shut it down if it began to “misbehave.” The
pace of conversation within this community was slow enough to manually
remove or add messages to the bot’s corpus as needed.

Our multi-directional approach was successful; no users posted any
particularly sexist, racist, or homophobic messages in the chat during the
three-week study. Users’ “bad behavior” was mostly limited to joking
about “giving” alcohol to the bot. Several comments implied abuse to-
wards the bot, such as “!punch” or “!spank.” However, we believe those
align with prior work that suggest that users express early frustration with
conversational agents’ limited capacities through simulated abuse [36].

7.3 Method

In contrast to chatbots that were deployed in large-scale network settings
(such as Tay), we built on the principle that, just as a child is raised in a
family and a community, a chatbot can also benefit from “growing” within
a specific community. After considering several platforms, including
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Facebook, Reddit, Twitch, and Discord, we chose Twitch because of its
community-based structure.

The community selected for this study was an established community,
run by a streamer who had been on Twitch since 2015. At the time of
the study, he streamed three to four nights a week for approximately 3–4
hours per night. The bot was accordingly active in the channel, for a total
of ten streaming sessions and more than thirty hours total.

The streamer has roughly 1500 followers, with a typical stream includ-
ing 10-30 concurrent viewers. While this level of viewership may seem
small, Twitch’s distribution of channel sizes has a long tail of very small
channels [130], which puts this community at approximately the 90th
percentile in terms of concurrent viewership.

We selected this community for several reasons. First, its size led
to a relatively slow but steady flow of conversation, one in which the
bot’s activity could not get buried. Second, most community members
knew each other virtually, leading to a strength of identity and a positive
environment that suited our design. Finally, for the best of our knowledge,
a large proportion of users in this study were from racial and sexual-
orientation minority groups.

Procedure

BabyBot was present in the channel during the majority of each streaming
session, for three weeks. Users were introduced to the bot using a block of
text posted in the chat when it arrived, and through a link that the streamer
had overlaid on his stream. The link directed community members to a
website hosted by the research team that described the bot. This link was
also posted in the chat once every thirty minutes. Users were also given
an option to opt out of the study via a webpage form.

Throughout the study, forty-six unique users posted messages in the
channel, sending 5716 messages in total. Of these, eighteen unique users
interacted directly with the bot via recognized commands (e.g., “!feed”)
or by using its name in a message (i.e., “@BabyBot”), with a total of 550
messages. From the bot’s side, it posted 1154 messages during the study.
Approximately 52% of the messages were “self-initiated”, typically as an
attempt to start an interaction. The other 48% were prompted by users
via recognized commands or by directing a message at the bot.

After the three-week period of the study, we transcribed all in-chat
communication and annotations of video recordings of the stream and

105



chat. Two researchers judges observed and made notes for the interactions
related to the bot within the community. We then used Affinity Diagram-
ming to group the researchers’ observations and the chat transcripts to
identify themes.

7.4 Findings

This section describes some of the broader findings of this work, followed
by an in-depth analysis into the notion of community ownership.

Introducing BabyBot

Users came to the study with some preconceived notions of what chatbots
are like and what they do. Thus, especially in the first few days of interac-
tion, users “probed” behaviors as an attempt to make sense of BabyBot’s
functionality and “personality”. Users maintained a running commen-
tary about their perceptions of BabyBot, asking it questions ranging from
“What are you like?” to the more absurd “Do you like tentacles?”. In the first
few interactions, users were more like to describe the bot as “dumb”, but
“getting smarter”.

During this initial stage, users also attempted to test the bot’s function-
ality by exploring the space of possible commands. They quickly learned
that its baby stage, for example, generated baby-like utterances and a
“kaomoji” face. This kind of exploration process was repeated in a similar
fashion in each new age phase.

Some exploratory interactions took a more aggressive and abusive turn.
We observed a range of abusive language towards the bot, including insults
(“you little shit” (P2)), swearing at it with no reason, and even threats
(“[P6] pours scalding hot water on baby_bot_” (P6)). Previous work has
shown that over 10% of interactions with conversational agents include
some form of aggressive language [36], and identified three primary types
of verbal abuse: insults, swearing, and threats [28].

Based on this previous work, we interpret these behaviors not as aggres-
sive per-se but are rather an inherent part of exploring this unknown en-
tity. Users’ responses seemed mostly lighthearted—they were in a playful
mood and found amusement in their own abusive behaviors. For example,
members of the community discussed how their aggressive behavior was
going to “corrupt” or “break” the bot, and laughed when BabyBot itself
generated humorously aggressive language.
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We also noticed that, aligned with theory, these aggressive behaviors
generated by users faded over time. Instead, there was an increased
“parental worry” about the bot, as we will later discuss in the findings.

Sensemaking and Mild Ambiguity

Due to the nature of BabyBot’s text generation process, many of its ut-
terances did not make obvious sense. However, rather than hindering
its interactions with users, the ambiguity of BabyBot’s words provided a
starting point for humor and conversation among the channel users. Some
of the bot’s most engaging moments were when the text it generated was
almost, but not quite, coherent. It seemed that users enjoyed attempting
to interpret the meaning of the bot’s contribution to the chat:

The most engaging comments were perhaps those that accidentally
touched on something humorously profound. For example, the bot’s
generated text that was interpreted as commentary on Twitch’s reputation
as a haven for internet trolls.

BabyBot was perceived as particularly intelligent when it said some-
thing related to the game being played on stream. For instance, it gener-
ated text in a timing that could be interpreted as an understanding of the
game themes—the bot-generated text that appeared to “sass” the streamer
on his performance. The streamer and other users found these comments
particularly amusing.

Yet not all comments were easy to interpret according to the context.
Initially, we were concerned that these nonsense phrases might detract
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from the overall experience. However, we were surprised to find out that
users seamlessly ignored BabyBot in those instances and did not express
being angry or annoyed during these moments.

Facilitating New Interactions

BabyBot successfully generated new interactions with it through the range
of activities and mini-games that it provided as part of the design. How-
ever, the most interesting interactions are the ones that were not merely a
game but encouraged reflection and discussion within the community. For
example, we designed BabyBot to ask questions about some of the content
in the chat, as well as about specific users. Community members seemed
to have enjoyed using the bot’s questions to compliment each other, reflect
on their relationships, and crack jokes:

7.5 Community Ownership of an Agent

In our implementation, we found that the narrative of “raising a bot”,
along with its interaction with the community, were successful in indicat-
ing to participants that they shared the ownership of the bot. We describe
three key design choices that we believe contributed to this perception.
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Creation of the Agent

Self Extension theory suggests that creation is key in building a sense of
ownership and enabling the extension of self onto an object [10]. We
designed BabyBot with the explicit intent to allow users to participate
in its creation over time as a community. The first part of this design
approach involved “learning” features of the bot – community members
were told that BabyBot would learn from the community, and that the way
community members interacted with it and with each other would shape
how it “grew up”. As soon as BabyBot began using words in its “toddler
phase”, community members also began seeing their influence on the bot.

Some of the most engaging moments during bot-user interactions hap-
pened when members of the community recognized pieces of the bot’s
generated text as something they or someone else had previously said.
This behavior was particularly gratifying when community members had
tried to “teach” the bot something, as in the quote below where one user
had mischievously tried to teach the bot to “enjoy” vodka. We believe
this capacity to teach a CUI, even in a very simple, whimsical way, is a
significant contributor to creating a sense of individual ownership of the
bot, and to the acceptance of the bot as part of the community:

The second part of this design approach involved allowing users to
determine the bot’s identity in a broader sense. For example, early into
its “adolescent phase”, the community began discussing the possibility
of re-naming BabyBot, as it was no longer a baby. After running a poll
and discussing some options, the community decided to name the bot
PeteBot. In order to accommodate this, the researchers created a new
Twitch account and swapped the login credentials in the bot’s script. The
bot was also designed with a fairly light “backstory”, which allowed users
to speculate about its origins, habits, and motivations and to create their
own narratives to fill in these gaps.

Personal Responsibility over Agent

The community regularly discussed whether they were “raising” the bot
well or not. Users frequently expressed humorous concern that they
were poorly raising the bot when it picked up “bad behavior”, such as

109



saying age-inappropriate things or expressing violence. In reaction to
“bad parenting” by some of the users, others attempted to “fix” the bot
through playfully strict interaction:

Members of the community shared the understanding that their own
interaction with the bot influenced its behavior as a whole, and that each
of them shared the responsibility of “raising it” right. We believe that
interaction that promotes personal alongside collective responsibility also
contributed to this sense of agent ownership.

Attention to Individuals

In addition to group interactions between members of the community
and the bot, several instances of personal interaction with a single user
were key in the process of accepting the bot. While these instances were
somewhat incidental in our study, they should be considered for inten-
tional design in the future. In the example below, BabyBot interacted with
P1, who is frequently teased for acting like “the mother” in the commu-
nity. The interaction with BabyBot evoked a strong reaction and perhaps
strengthened a personal connection. But more importantly, it seemed to
have created a sense of individual familiarity and personalized interaction
that contributed to the community’s overall sense of ownership:
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Discussion

BabyBot was successful in engaging community members in novel inter-
actions. Throughout study, the community developed interaction habits
with the bot that mirrored the ones they had with each other (like saying
hello and goodnight to it) and expressed their acceptance of the bot by
gifting it a subscription to the channel that only regular members had.

In evaluating the impact of BabyBot, we reflect on the three challenges
that we proposed in Seering et al. [131, pp. 450: 9-10] about designing
chatbots to be accepted within a community:

1. Does the chatbot become recognized as a legitimate participant within
the community?

For three weeks, community members came to treat BabyBot as an
agent with a personality. Compared to other chatbots who were present
in this streaming channel, users interacted with the bot in a much more
social way. Nevertheless, it did not compare (nor did we want it to) to
how people treated each other. Therefore, BabyBot succeeded at being at
a “sweet-spot” where it used its social capabilities to interact and engage
users and did not attempt to be “fully human.” It is possible that a novelty
effect played a part in BabyBot’s success, and that participants would
lose interest over time. Social legitimacy is a complicated concept that
requires more work to explore whether BabyBot was indeed “legitimate”
and valuable. At minimum, BabyBot expanded community members’
understanding of how a chatbot might fit into their community.
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2. Does the chatbot contribute meaningfully to the development of the
community?

This challenge offers the most potential for the future development
of community-owned chatbots. The community in which BabyBot was
implemented has a long history and an established set of members and
values. Thus, the community as a whole did not undergo significant
social change during the study period. We believe that the bot’s strength
was in facilitating engaging and enjoyable group conversations, which
in turn made the stream more engaging overall; at the end of the study,
the streamer requested to continue running BabyBot in his channel, as he
found it useful in keeping the stream enjoyable and in filling up downtime.

A social chatbot within a community can contribute to its development
in two ways. First, in a more developing community, the bot can be used
to allow members to get to know each other better and to form a shared
identity. Second, in an environment with more conflict and misbehavior,
a social bot can reflect the issues and problems within its “home”, and
perhaps lead to behavior change. Future work can explore these directions
that were surfaced through this work.

3. Does the chatbot’s role in the community evolve over time?
Of these three challenges, BabyBot was designed most directly to meet

the challenge of evolution over time. Over the course of the study, the bot
moved from one age phase to another, and respectively served different
roles in each new phase. It began as a “dependent” baby, with community
members treating it as something that needed care and attention, but it
finished closer to a “Peer”.

Broadly, this work shows the potential for socially-adaptive chatbots
as part of online communities. We present an example of how a chatbot
might serve in multi-party settings, and maximize its value as a social
but not humanlike entity. Future work in this direction can build on
these findings to explore in more depth the potential for chatbots to help
communities develop over time in meaningful ways.

7.6 Conclusion

The answers to these questions reflect on the topic of community-ownership.
The fact that the agent was shaped by the community, gave users individ-
ual responsibility, and combined between group and personal interactions
contributed to its acceptance and the sense of community-ownership over
it. It also suggests that a shared agent does not mean the agent should
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treat the community as a whole—rather, it should be able to acknowledge
a group and as well as individuals.

This work highlights some of the advantages, goals, and reasons for
designing an agent to be shared and owned by a community. We also
see that the bot trusted the authenticity of the bot and did not question
the reason for its implementation. This is likely because participants
were informed that this is an academic research study with generating
knowledge as a primary goal.

Yet in the current structure of social entity service providers (e.g.,
Amazon Echo, Google Home) and their users, this kind of community-
based ownership is more complicated—service providers are the ones
who “own” agents, have control over them, and collect and make use of
personal and interactional data. This may prevent a sense of ownership
over an agent in real-life implementation, whether in a personal setting or
a group setting like the Twitch community.
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8THEATER EXPLORATION
OF PERSONALLY-OWNED AGENTS

8.1 Overview

This work sets out to examine the design of agents in complex inter-
personal home environments and the design questions on the path of
integrating them. This was done using an immersive theatre performance
as a form of knowing-through-doing. Furthermore, this work attempts to
better understand what would it mean to design and interact with agents
that are intended to be personally-owned, as opposed to shared, by users.
This project was co-led with a theater graduate collaborator, where I led
the research side of the work. Furthermore, it was possible with the help
of a research and theater team.

As people do not currently have personally-owned and socially sophis-
ticated agents, we used a theater devising approach as Design Fiction [14].
Theater can allow researchers to explore how a design that does not yet
exist may fit into people’s lives, along with some of the complexities it
might introduce [98, 90, 148]. Techniques adapted from performance
and theatre enhance the design process and engage diverse groups in
dialogue. Some techniques include improvisation, role-play, and live per-
formance [48, 148, 94]. It also allows designers and researchers to develop
empathy towards a range of potential users [104].

Performance constitutes a light-weight form of sketching that allows
for rapid ideation and iteration cycles. Bodystorming allows designers
to simulate specific environments and enact many situtations around a
design problem [126]. Informance Design sets out to explore design ideas
and create an informed dialogue by making designers “actors” and simple
prototypes “props” in a range of theatrical scenes [22].

Performance techniques situate designs within a specific physical and
social context, making the felt experience of using technology and the so-
cial interaction around it more visible. This is key for several design meth-
ods that draw from theatre and performance in generating experiences



in context, such as User Enactments [107] and Experience Prototyping [20].
Similarly, Design Fiction expresses narratives of entire imagined worlds
through a limited set of prototypes [14].

Researchers have also used performance and immersive theatre as a tool
to engage audience members in critical questions related to technology
and design. Candy, for example, has used immersive theatre to examine
how people perceive possible political futures for Hawaii in the “Hawaii
2050” performance [25]. Skirpan and colleagues created a performance
that used the audience’s actual data to raise questions about privacy and
surveillance. Their goal was to educate the audience about potential data
misuse and security breaches [136].

In the field of Human-Robot Interaction (HRI), theatre has been sug-
gested as an evaluative platform for robots [17]. Jochum and colleagues
used performance to evaluate and influence perceptions of future care
robots [67], and Bravo et al. presented robots in performance as an educa-
tional tool [16].

Yet performance in HRI was found valuable beyond the presence and
feedback of audiences; Knight discussed the lessons learned for social in-
teraction with robots through performance [76]. Hoffman used theatrical
and musical performance as inspiration for a coordination model between
people and robots [59].

Drawing from all of the above, through a co-design process with theater
professionals and audience members, we were able to immerse into the
felt-experience of a future with socially sophisticated agents in the home,
and explore a range of possible futures [86].

This method of exploration through performance is also valuable for
re-framing the design space and breaking through ideation fixation within
a community—in the HRI community, for example, there has been some
fixation around what robots might do in the home, how they should
look and how they should behave [89], with few alternative approaches
that challenge these assumptions [5, 140]. Robots have also been mostly
considered as entities that should be shared within the home.

Through a co-design process, the research team, the actors, and at a
later stage, the audience members were able to engage in the felt expe-
rience of a future home ecosystem. During our iterative ideation and
synthesis process, interactions that did not “seem right” organically fell
apart from week to week and resulted in a set of scenes that made up
the final performance (Figure 8.3). The performance itself serves as a
proposition for how agents might exist in the future and surfaced ideas,
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Figure 8.1. Robotic Futures: a co-designed immersive performance as a proposition for how
future agents might integrate in the home.

behaviors and unanswered questions about their integration in the home.
The encounter between actors and audiences in the final performance
served as yet another iteration of the felt-experience, and resulted in a
deeper understanding of the design nuances of this space.

Post-performance, we relied on previous research and our findings
of the potential importance of agent ownership as a construct through
which we analyzed the process and the resulting performance; work that
was presented in previous chapters found that people are intrigued by
personally-owned agents, and would like to know who an agent is account-
able to [88, 117]. The performance allowed us to explore the question of
agent ownership through the felt-experience that it created, and in the
broader context in which such interactions might occur.

Our contribution is, therefore, a set of design considerations that
emerged in the co-design devising process. We focus on the differences
between personally-owned and shared agents, and discuss three choices
that are likely to have an impact on agent design: (1) who owns the agent;
(2) what type of agent is it; and (3) which users are present during the inter-
action. These considerations serve as an initial provocation, a proposition
for designers in this unknown space of socially complex, and potentially
personally-owned, agents in the home.

8.2 Method

Our goal was to surface hidden aspects that are important for the design
of agents, and that can navigate interpersonal spaces. For this reason, we
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(a) (b) (c)

Figure 8.2. We used a combination of methods from theatre and design disciplines to devise the
performance, such as Design Fiction ‘what-if’ questions (a), paper prototypes (b) and theatre
“Compositions” improvisations (c).

used a co-design exploration that included HRI researchers and theatre
professionals. Theatre artists are experts in embodied exploration, in
devising narratives and in understanding what interactions will be appeal-
ing or provoking for audiences; designers are experts in thinking about
interaction and empathizing with potential users to create experiences.

We used a combination of theatre and design methods to iteratively
synthesize and re-frame this design space, identifying new questions and
broader topics of interest in each stage.

Over several months, our team of three theatre artists and four design-
ers (two of which are researchers, and one a playwright) met weekly to
hold improvisation and ideation sessions. This section describes the meth-
ods we adapted from theatre and design disciplines. The methods below
were not used in a particular order but were intertwined throughout the
process as an ongoing attempt to re-frame and challenge our thinking.

‘What If’ Questions—Taken from Design Fiction methodology [14], we
brainstormed tens of “what if” questions and statements related to agents
in the home. The questions spanned many issues and topics, from “What
if... agents would assist in inter-generational communication” to “What if...
agents would be more trustworthy than humans.” To converge and synthesize
these ideas, we organized them on a double axis table: one axis represented
how desirable or undesirable we believe the suggested future may be, and
the other axis represented whether the imagined future maintained or
challenged the status quo (Figure 8.2(a)) [58].

Postcards from the Future—We used postcards as a simple and quick
form of Design Fiction [14]. Working in pairs, we first generated a single
postcard from a hypothetical future, and next created multiple postcards
that presented several back-and-forth communication instances. We ex-
plored postcard creation based on content sampled from a synthesis of
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our ‘what if’ statements. This exercise allowed us to explore narratives set
in the future in-depth, and to empathize with people and potential topics
of conversation within these imagined futures.

Compositions—We made use of “Compositions”, an improvisation tech-
nique for devising theatre performance and actors’ movements through
short scenes and discussions [15]; we divided into small groups to generate
three “snapshots” from three different points in time of a narrative, and
presented them in chronological order (Figure 8.2(b)). As described in [15],
“Compositions” are prompted by predefined “ingredients”—rules that the
scene should follow, such as “a surprise enterance” or “a staged accident.”
These rules encourage participants to generate novel ideas by constraining
their creative space. For example, in one exercise we instructed groups to
generate compositions with at least two agents, to have one person exit
the scene, and to address scale as a critical element of the story. Quickly
sketching many ideas in physical space, sharing short scenes from an
imagined future, and discussing them afterward, allowed us to extract
interesting moments and questions that would later be implemented in
the performance.

After each step of generative work, we discussed and synthesized our
ideas. We noted the topics that were particularly intriguing, and attempted
to integrate them in the following week. After several weeks of generative
exploration, we began another iteration cycle, this time with a flexible
script at hand. In contrast to the generative phase, here we iterated on
targeted topics, with the team, the actors, and the technology shaping
how interactions played out. As interesting interactions came up, the
playwright on the team noted them and attempted to tie them into the
evolving narrative on the script.

Our selection of participating agents in the final performance was
similar to our “seamless selection” of topics and scenes—we began with
12 working robots and agents in different forms, scales, and modalities
and improvised with their current and potential functions. Throughout
the improvisation sessions, we narrowed down the robots we used to the
ones that raised interesting questions and interactions within the design
space we were interested in. We also created new agents that we did not
have, like a robotic desk. Table 1 details the agents that were included
in the final performance, their roles, and a post-hoc analysis of how they
came to be.

In contrast to other theatre-inspired methods used solely in the ideation
stage of design processes, striving towards a final performance “prototype”
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Figure 8.3. Three characters in the performance and their agents: An older adult interacting
with her assistive agent (left), an adult interacting with the emotional support Sphero (center),
and a boy interacting with his self-reflection agent in his room (right). The performance resulted
in a proposition for interactions that “worked well”—interactions that were uncomfortable,
awkward or entirely undesirable organically fell apart in the process.

allowed us to use these tools repeatedly, constantly implementing, testing,
and discussing new ideas as they came up. This resulted in a “prototype”
performance that we believe is also valuable to analyze after-thought. A
post-hoc analysis can better understand the final scenes’ characteristics,
why they “worked,” and how they came to be.

8.3 The Performance

The final performance, Robotic Futures, was made of eight “vignettes” that
lasted about 30 minutes. Two performances were held on the same day in
Pittsburgh, PA, in the United States. Each performance included between
20-30 audience members (a total of about 60 people).

The performance told a story of a family of five: a married couple with
two teenagers, a boy and a girl, and their grandmother. The scenes were
focused on everyday interpersonal interactions and conflicts, but with
integrated agents that fulfilled a range of roles, from assistive to entertain-
ing. For example, one vignette presented a family dinner. Another showed
an evening routine of an older adult with early stages of dementia. A
total of eight agents participated in the performance and were controlled
using “Wizard-of-Oz” techniques that varied depending on the agents’
capabilities. Supplementary material includes the final version of the
script.

The performance was immersive—audience members were free to
move “on stage”, and were led from one room to another by the “narrator”
agent. The audience was also invited to play and interact with the agents
at the end of the performance (Figure 8.4).
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This final stage of engaging with an audience brought additional bene-
fits to our process. In a live performance, audience members observe and
respond, and as a result fuel the actors. The actors, in turn, respond to the
audience, changing their behaviors, expressions, and even the dialogue.
This is especially true in performances that are immersive—in Robotic
Futures, the audience could move freely among the actors and robots in
the scenes. By observing the reciprocal interaction between actors and
audiences, designers can gain additional feedback about the aspects of
interaction that are interesting and valuable for further exploration.

Questionnaires

After the performance, all audience members were asked to fill out a
short questionnaire about their experience and their perception of agents
in the home. To allow people to reject our invitation easily, we placed
the questionnaires on a table at the exit from the venue, where audience
members were not observed. Thus, people could choose to stay and
respond, or simply leave. A little less than half of the audience filled out
the questionnaire (n = 27).

The questionnaire included two open-ended questions, one asking
people to describe the performance experience, and the other asking if
any aspect in the performance made them think differently about agents
in the home or not. We included two control sections in the questionnaire:
demographics and enjoyment from the performance.

8.4 Analysis

Like in other forms of Research through Design [155], the process of doing
and building itself generated knowledge—the co-design collaboration
between theatre and HRI professionals resulted in an initial proposition
for agents in the home. We treat the performance and the process leading
to it as artifacts and therefore analyze them using Complex Artifact Analy-
sis [65]. Artifact Analysis includes thinking through the norms, reasoning,
contexts, and the range of situations that led to the artifact, or in our case,
to the final performance. Our analysis attempted to understand which
interactions worked and why, which interactions did not work and organi-
cally dissolved in the making, and what questions were left unanswered,
but are important to consider in future designs.
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Our previous work has revealed that an important aspect to consider
for agents in social contexts is ownership—who owns the agent and who
is it accountable to [88]. We therefore use this finding as an analysis lens,
and focus on how ownership or non-ownership on an agent played out in
the performance.

Three researchers, one with expertise in HRI, the second with expertise
in theatre performance, and the third with expertise in HCI and perfor-
mance research, observed and analyzed videos from our improvisation
sessions and from the final performance to reflect on the nuances of the
performed interactions. After each researcher made individual notes, we
synthesized our interpretations using Affinity Diagramming [12], an anal-
ysis method commonly used to identify emerging themes in exploratory
design research [34]. In addition, we analyzed the open-ended question-
naires answered by audience members to gain initial insights about what
they noticed and responded to throughout the performance. Any dis-
agreements in interpretation or about the placement of a note within the
diagram were discussed until a consensus was reached.

8.5 Results

We reflect on the felt-experience of interacting with agents in the perfor-
mance and describe the behaviors that have emerged in three parts: (1)
shared agent interactions; (2) personally-owned agent interactions, and (3)
general interactions with agents in the home. To note, when we discuss an
“interaction” with an agent, we refer to the actor interacting with it within
a scene. At the end of this section, we will also discuss audience responses
and how they supported our main results.

Shared Agents

Agents in most scenes evolved into being personally-owned. Only a few
emerged as shared, regardless of the fact that shared devices are more
common. When shared agents were used in scenes, they were mostly used
for general interactions, similar to how they are used today. However,
shared agents were also frequently ignored, even when they explicitly
attempted to initiate interaction with actors through motion or voice.
While interaction with them was limited, our process revealed several
advantages that were exclusive to shared agents.
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First, they allowed anyone in the home to equally access basic functions,
such as cleaning, checking the weather, or updating the family calendar.

Second, a shared agent was frequently used as an impartial entity in a
case of conflict. For instance, in a scene where the parents fought, their
shared agent encouraged the offending side to apologize. In other scenes
where the agent was set up to be owned by an individual, it did not seem
as natural for the agent to intervene in the conflict and provide impartial
advice, as it was assumed to take its owner’s side.

Finally, shared agents had the advantage of serving as witnesses. The
neutrality of the Sphero narrator, for example, allowed it to “tell the story”
of the family. Witnessing can be valuable in telling an impartial story in
retrospect, or to inform those who were not present.

Personally-Owned Agents

Most of the agents and interactions that emerged in the process were
personally-owned. As this is not the common interaction model seen in
current designs, we will attempt to break down the observed characteris-
tics of personally-owned agents.

The Importance of Agent Role

Three recurrent types of personally-owned agents emerged. Each type had
different behaviors and interaction patterns that influenced the overall
felt-experience: “expert agent”, “social agent” and “self agent”.

Expert Agent—Expert agents stood out from others in that they had a
primary goal that they intended to serve. Their goal was usually high-risk
and important, and involved one “user.” In the performance, we had
two expert agents—one was an assistive agent for an older adult with
early-stage dementia, and the other was a robotic table that was used by a
teenager and enforced a “homework curfew.”

Expert agents expressed their professionalism by avoiding interaction
or interest in anyone or anything other than their primary user. Never-
theless, expert agents behaved in a way that reflected an understanding
of their users’ physical and social environments. For example, in a scene
where physical assistance was needed, the expert agent used its knowledge
about the presence of an adult in the other room to retrieve help. To do so,
it needed to know of their presence.

This notion of an expert agent that is solely focused on the task at
hand is supported by previous research that found that agents should not
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attempt to multitask during a high-stakes task to provide users a sense
of security and professionalism [87]. We find that this can also be true
for personally-owned agents—agents that deal with critical tasks should
focus on a single task and a single user.

We noted recurrent control-related tension between the user who
owned the expert agent (perhaps the person who purchased it) and the
user who possessed and used it most. We believe this is because expert
agents had some responsibility to make judgements about the topic they
were experts in as part of their role, which did not always align with their
user’s desires. For instance, in the case of the robotic table, the teenage
girl did her homework until her curfew hour, which caused the table to
shut down and retract from her room. This was regardless of the fact that
she wanted to continue working. The reminder that the things around her
were owned and controlled by her parents soured the interaction.

With expert agents, actors possessed a piece of technology they did not
always have complete control over—the owners were the ones holding
power, although they did not use the agent. The resulting interactions
somewhat contradicted previous findings that suggested that people want
an agent to be proactive to the extent of providing a recommendation
but not to enforce a course of action [88]. Yet, unlike previous work, in
our scenes, the lack of control was due to the users’ potential lack of
ability to make decisions that would be “best for them.” These situations
should be considered, and encourage an ethical discussion within design
teams—should agents enforce certain things, or should the person who
is using them always have full control, even in a case of a child or an
older adult who requires care? This tension between ownership and
usage is likely to come up in future designs of personally-owned agents.
It therefore requires additional research, especially given the complex
ethical discussion that it surfaces.

Social Agent—We define social agents as agents who primarily serve
a social role in our scenes. They, too, were owned by individuals, but
in contrast to expert agents, they occasionally interacted with people
who were not their primary users. Actors who owned these social agents
expressed an intimate relationship with them, such as playing with them
or keeping them physically close.

Moreover, actors that interacted with others’ social agents treated them
as an extension of their owner. One example is in a scene in which the older
sister was annoyed with her brother. Intuitively, she was also annoyed with
his agent, and dismissed both of them on separate occasions. Nevertheless,
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when only the agent was present, it was never treated as a full embodiment
of its owner—in one scene, a teenager felt comfortable taking an item from
her brother’s room while his agent was “watching”—it is likely that she
would not have done so with her brother present.

Self Agent—The third type of personally-owned agents were “self
agents.” When a self-agent appeared in a scene, it acted like their char-
acter’s inner voice. In the final performance, a teenage boy owned a
self-agent that interacted with him in his room through voice interaction.
The interaction evolved into one in which the agent could use the boy’s
voice to play back things he said, like the goals he set in the morning. We
initially thought this element might feel creepy, but in the felt experience,
it seemed as if the boy was “talking to himself,” which felt quite natural
in the broader context of the interaction. The interaction with a self-agent
was portrayed as the most intimate of the three, with a scene that strongly
resembled writing in a personal diary or talking to yourself.

The self agent was stationary and placed in the owner’s personal space
rather than moving across the home like other agents. The result was that
the owner was the only one who interacted with it—perhaps others did
not even know about it. On the other hand, the agent knew about the
people in its owner’s life (similar to the expert agent), which allowed it to
fulfill its function and engage in self-reflective and intimate conversations.

Intimate Interaction with Owner

All types of personally-owned agents were portrayed as emotionally closer
to their owners than shared agents and opened up a range of emotional
interactions that did not seem possible with shared agents.

The modalities that agents used to communicate their intimate rela-
tionship with actors were through playful, empathetic and personalized
interactions. Personally-owned agents responded differently to their own-
ers than how they responded to other people; they adapted interactions to
their owners’ preferences to make them feel personal, and they were able
to understand their owner’s communication cues and styles in a range of
contexts. For instance, when an actor asked their self agent to play the
“feels mix”, he expected the agent to understand what he meant.

Nevertheless, throughout the scenes, we did not find it necessary for
personally-owned agents to ignore non-owners—rather, it seemed natural
for them to occasionally interact with others as well, but in a less playful
and personalized way.
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Owner Location as “Home Base”

For most of the scenes, the “home base” of personally-owned agents was
wherever the user was, unless the user requested otherwise. Sometimes a
scene included a “charging hub” in the owner’s room. Personally-owned
agents occasionally moved away from their owner when a task required
it, but they would always come back. This was especially prominent in
scenes with expert agents that had a specific and critical role and needed
to always be attentive to their owner. Self agents were different—given
the private interaction with them, they never left their owner’s room.

One of the agents, Blossom [140], was explored as personally-owned
but was stationary and placed in the living room. This choice did not
work well in interaction with actors—the girl who owned the agent did
not interact with it much, and other actors also did not affiliate it with her.
We thus propose that a personally-owned agent should be in proximity to
the owner or stationed in their private space.

Home Agents

Observing the nuances of how actors interacted with agents in the home
emphasized the importance of communication cues and agents’ ability to
navigate social dynamics, regardless of whether the agent was personally-
owned or shared. These ideas have been previously researched and identi-
fied as important for interaction with agents, yet the performance provided
additional insights about the felt-experience of using these cues in the full
ecosystem in which agents may exist.

Communication Cues

Gaze—Actors consistently turned to gaze as an indicator of communica-
tion, whether the agent they were interacting with had facial features or
did not. With smaller agents, actors even hunched or picked them up
to interact at “eye level.” When they wanted to ignore an agent that was
initiating interaction, actors also used gaze to look away.

Actors not only turned their gaze to interact, but also waited until they
received visual feedback. This was also true for agents that only gave
auditory feedback. This recurrent behavior in a range of improvisations
suggests that visual feedback is perhaps more critical for interaction than
auditory feedback; while both are important, in the felt-experience, actors
could not help but gaze at the agents they were communicating with.
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Due to this observation, we adjusted agents in the performance to have
a face or some indication of eyes as a point of reference for interaction.
The agents that were designed without a point of reference were the self
agent that followed the interaction metaphor of “talking to yourself,” and
the robotic desk, which was intended to communicate that it cannot be
interacted with or controlled.

Voice—Voice was an important tool for communication in the felt-
experience, especially in situations of emergency that required immediate
attention. For example, voice was the primary form of interaction for the
assistive agent.

We also observed that voice modality created a sense of respect towards
the agent by all the actors and effectively formed a personal connection
between humans and agents.

Navigating Social Dynamics

Knowing All Actors—Agents consistently needed to know who the different
characters were in a scene and to respond accordingly. This was especially
helpful for interactions with personally-owned agents—differentiating
their owner from others allowed agents to prioritize their owner by re-
sponding to them first, or by interacting with them in a more personalized
and intimate fashion.

Agent Proactivity—Emerging interactions supported previous work that
suggested that agents need to be able to adapt their proactivity according
to the social situation [88]. In everyday interactions, it felt natural for
agents to proactively intervene to playfully interact with users, such as
playing with the boy while waiting for dinner. Occasionally agents also
intervened in more intense situations; after a fight, the actors who played
the parents stayed in two different sides of a room. The Sphero agent
responded to the distance between them by physically nudging the parent
that seemed to have misbehaved as a sign of encouragement to apologize.
This intervention seemed to work in the felt-experience, and aligns with
previous work that has shown that agents can be successful in indicating
conflict and easing tension between individuals [60, 69].

However, in other situations, the felt-experience with actors required
agents to step back and disengage. When the adults made up after the
fight, we initially attempted to include Sphero, yet it felt awkward and
uncomfortable for the agent to be present. Thus, the agent stepped aside
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Figure 8.4. Audience members were invited to interact with agents post-performance.

in the final performance and avoided drawing any additional attention
from either actors or audience members.

We found that avoiding sound, light or motion, or in other words
“sleep mode,” allowed agents to easily slip out of the audience’s and actors’
attention. By understanding the social context, agents can decide when to
engage in a scene, and when to turn to “sleep mode.”

Interaction Between Agents

We explored interactions and information transfers between agents in a
range of contexts and situations, yet we did not find any direct interactions
between agents useful or necessary—the better option was always to ex-
clude their explicit interaction with each other. For instance, we explored
situations in which several agents “played,” but the felt-experience seemed
awkward. While the interaction between agents could potentially create a
playful and delightful interaction, we did not find any evidence for the
benefit of such behavior.

Prior work on this topic was inconclusive—some showed that there is
value in having agents interact with each other politely to communicate
informational transactions to the user [143], while other work suggested
it felt “creepy” and redundant [87]. Similarly we find that explicit interac-
tion between agents was unnecessary and unnatural.

128



Audience Responses

Audience responses in this work are not intended to evaluate the perfor-
mance or our findings, but rather a glimpse into the things that audience
members noticed and reacted to when observing the performance.

Audience members who responded to the questionnaire were between
the ages of 19 and 60 (M = 31.92). Fifteen identified as female, and 11 as
male (1 n/a). On a Likert scale of 1-7, the median for familiarity with voice
agents among survey respondents was 5.5, and the median for familiarity
with robots was 5.

The three themes that we identified through Affinity Diagramming
were the ordinary situations that made up the performance, the fact that
agents were personally-owned, and the possibility of emotional interaction
with them.

Ordinary Interactions—Audience members suggested that the perfor-
mance “was quite different from most of the ‘smart home’ narratives” [P24]
that are portrayed in media and industry, which made it “extremely thought-
provoking.” People commented that the “Everyday aspect was refreshing”
[P24] and that it allowed to “understand the impact of agents” [P26] and
how they could be “embedded in the social fabric of our home life” [P20].

Personally-owned Agents—The performance, that included many agents,
encouraged people to think about “the number of agents we might have in the
future—would it continue to be many different agents for specific tasks or a cen-
tralized agent for one household?”[P8]. Audience members also frequently
commented on the novelty of having personally-owned “companion”[P2]
agents that they have not considered before.

Emotional Interaction—Some audience members commented that they
“got a better understanding of how agents can [...] engage with humans to
improve their emotional condition” [P18]. At the same time, several respon-
dents were “expecting to see some mechanical moving arms” [P16], many
thought that “the emotional possibilities were really interesting”[P3]. The
emotional interaction also raised some questions among the audience—
one of the respondents reflected that they “kept thinking about the interac-
tion between the son and the “small ball” agent... Not sure what to think about
the relationship. What relationship should one have with their agent?”
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Design Considerations

We integrated our findings to suggest three design considerations that
would allow us to begin to address the complex challenges of designing
personally-owned agents.

First, having a “primary user” and identifying them can heavily influ-
ence the interaction with an agent. Sometimes the owner and the primary
user are not the same person (as with the robotic desk that was used by
a teenager but owned by her parents). In such a case, a more critical
discussion is required about whether this is necessary. Interactions with
personally-owned agents should be considered with more nuance to define
what elements the user should always be able to control, what should only
be managed by the owner, and why.

Second, clearly defining whether the agent is an expert, social or self
agent could assist in defining the ethical discussion around its design,
as well as help shape behavior expectations. Through devising the per-
formance, we learned that these three distinctive agent types call for
different behaviors; expert agents should only attend to their main task,
and minimize unrelated interactions with both owner and other users.
The metaphor that comes to mind here is an assistive dog that people do
not pet or interact with in order to avoid distracting it from the primary
task. This is also supported by previous work that suggests that agents
that are responsible for a critical task in the future, such as driving an
autonomous car, should not engage in any other activity to give users a
sense of safety [87]. Self agents might also interact solely with the owner,
but for a different reason—to enable an intimate interaction and to keep
personal information safe. Almost like a personal diary, it seems reason-
able to have personally-owned self agents store information locally and
only allow access to one user.

Third, knowing who the other social actors in the home are, and
whether or not they are present in a given situation can assist agents
in being more socially appropriate and helpful. For expert agents, this
would allow them to call for help or consult with other family members
as needed. For self agents, while they may not ever interact with other
people, understanding who are the social actors in their owner’s life could
help them support intimate interaction, and ensure that their user is the
only one with access.
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Ethical Considerations

This exploration surfaced ethical discussions that need to occur prior to
designing agents for the home: What would it mean to have an intimate
relationship with an agent that can impact emotion through interaction
modalities? Should agents have the capability to enforce actions on users
who do not directly own them, like children or older adults in need? What
data is exposed to agents when they fulfill their role in the home, and how
can they provide data privacy and security?

Our findings and suggestions potentially expose users to interaction
with technology that can make use of personal information, including
medical conditions, private interactions between family members, and
even intimate “self-reflection” interactions. These were all functions that
our work identified as valuable for home agents. However, they were also
situated in a future where people have control over their information,
and strict security practices are in place. Without those, much of our
proposition would be concerning, and should be read and considered with
great caution.

Unfortunately, today’s agents are primarily owned by large technol-
ogy companies that do not enable users to feel like they own their data.
The work throughout this thesis surfaces a range of new questions and
challenges regarding how service providers might address the topic of
ownership in agent and service design.

8.6 Conclusion

Theatre is a form of knowing-through-doing—through an iterative pro-
cess of ideation and synthesis, a range of exploratory interactions were
integrated into a final performance. These interactions might not have
surfaced using other methods, as devising a performance allows to explore
the “blueprints of a world not quite here” [99] by critically engaging in the
felt-experience of fictional narratives. The scenes incorporated the social
context around interactions with technology: everyday routines, personal
relationships, disease and hardships of communication, and attempted to
imagine how agents would fit into that complexity. Audience members
also responded to the performance’s expression of “ordinary narratives”
and found it to be a more grounded way of thinking about how agents
might fit into people’s homes and lives in the near future.
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By examining the unfolded interactions, we describe a proposition for
designing shared and personally-owned agents and what might charac-
terize each, including their behaviors, tasks and domains. Therefore, this
work completes the last part of the exploration stage of personally-owned
and shared agents.
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9CONCLUSION
AND FUTURE WORK

Social interactions with technology are ambiguous: they usually do not
“live up” to human interaction standards, but if they do, they pose ethical
considerations in doing so. In my work, I explore how future social
agents (conversational agents, chatbots, and robots) might become more
socially sophisticated while avoiding setting the ultimate goal to become
as human-like as possible. Instead, my work suggests embracing agents’
“super-human” capabilities, which help create interactions unique to social
human-computer interaction.

The research in this thesis, therefore, began with a broad exploration
of novel personal and interpersonal interactions with agents, followed by
interpersonal interactions with a shared agent. For each, this work dis-
cussed the challenges, considerations, and concerns that these interactions
pose. The second part of this thesis focused on one of the prominent topics
that emerged in the first part, the topic of agent ownership. In this second
part I attempt to understand the value of designing for agent ownership
and to explore design opportunities and models of agent ownership by an
individual, by a community, or as a service.

9.1 Contributions

My work spans several perspectives of agent design research that can
contribute to the fields of Human-Computer Interaction (HCI), Human-
Robot Interaction (HRI), Human-Agent Interaction (HAI), and Design
Research: design, technical, methodological, and ethical contributions.

Design Contribution

How should agents be designed to interact and behave in a range of
complex social situations?



The design space of agents that understand social interactions and are
socially nuanced and sophisticated is uncharted—There are no design
patterns or known social mores to guide interaction designers to design
socially-responsive agent behaviors. Thus, my work uses exploratory
design research approaches to examine the boundaries and challenges of
two spaces: the broad space of socially sophisticated agents and the more
specific design space of agents that are owned by their users.

My work’s findings show that a human-like model for social agents
is not always the best choice. Although agents’ ability to socially com-
municate in multiple modalities is reminiscent of human-like behavior,
there are many instances in which human-agent interactions can benefit
by diverging from human-like behavior. For example, in multi-person
service situations, it is beneficial to have “life agents” that are individually-
owned by each customer, as opposed to having a single agent for everyone.
In multi-person private (in-home) situations, agents can be designed as
personally-owned and respond to social roles and hierarchies accordingly.

For the under-explored topic of agent ownership, my work compares
agents to other devices and services to suggest how an agent service might
be designed as a tool, or instead, to support people’s perceptions of identity.
My work also lays out contexts in which designing personally owned agents
can be beneficial, in contrast to other contexts in which it may be more
beneficial to design community owned agents.

To summarize, each study in this thesis explores one aspect of this
broad design landscape of social agents. As a whole, my work provides
guidelines for designers to determine the right design approach for their
future, intentionally-owned and socially sophisticated social agents.

Technical Contribution

What should agents be developed to learn and understand?
As most of this research focuses on the near future, it assumes feasi-

bility of a range of interactions with technology, without going into the
details of development needs. For some instances, the design guidelines
will be immediately implemented. However, the advantage is that the
findings highlight the technical abilities that should be pursued towards
more socially sophisticated agents. In my work, I emphasize some key
capabilities that agents could benefit from, which diverge from the com-
monplace anthropomorphic or zoomorphic approaches. Rather, my work
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suggests some social agent capabilities that would be unique to agents,
and do not necessarily model after human or animal capabilities.

For instance, one possible first step towards designing a socially so-
phisticated agent in the home could include developing an agent that can
identify the social role of each user, the presence of individuals during an
interaction, or some clues about the broader context of a situation. Inter-
actions with agents might also benefit from an agent’s ability to identify
the individual they are primarily accountable to (their “owner”.)

Methodological Contribution

What are new and appropriate research methods to explore unknown
interaction design challenges with future social agents?
In my work, I take a design research approach and contribute a range
of novel immersive and experiential methods adapted to each research
question at hand.

In Chapter 6, I adapted scales and theories from Consumer Behavior
Theory and Social Psychology, and instead of using them traditionally as
measures, I used them as probes for conversation and reflection, and as a
way to lead co-design processes with end-user participants.

In Chapter 8, I employ a new immersive design method that brings
together interaction design and theatrical devising methods. Theater is a
form of knowing through doing—using an iterative process of ideation
and synthesis; the method enables a range of novel interactions to be
integrated into a theater performance. The value of this method is that it
surfaces interactions and questions that might not have surfaced otherwise,
as devising a performance critically engages with the felt-experience of
fictional narratives that are “blueprints of a world not quite here” [99]. By
examining the interactions that unfold through a theater performance,
the method brings to light new forms of interaction and behaviors for
technology in the full context in which they may exist in the future.

To conclude, my methodological contributions include a range of im-
mersive and interactive design research methods that other design re-
searchers can apply in their work, both within the HRI and HAI com-
munity and outside of it. These methods have the capability to address
both very broad and uncharted design space explorations, alongside more
structured, rigorous research questions and hypotheses (using a design
research lens).
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Ethical Considerations

What are the ethical concerns for socially sophisticated and personally-
owned agents?

One of the significant advantages of using design research to investigate
interactions that are not yet feasible from the near (or a bit further) future,
is that ethical discussions about potential design choices and implications
can begin very early on. In each of the studies included in this thesis, in
addition to design guidelines for socially sophisticated agent capabilities,
I include a discussion of the ethical concerns that are raised within the
topic and with every design decision.

For example, in Chapter 5, the explicit goal was to understand how
socially sophisticated agents would support family needs and values. Even
with this goal in mind, as participants reflected on behaviors that agents
might have in the future, they frequently referred back to the current tech
industry and expressed many concerns regarding sensitive personal and
social data that may accompany social sophistication.

This could also explain why ownership and affiliation with a service
came up in my work many times before it was defined as a research topic—
as long as users do not feel that they have full control and ownership
over an agent service they use, it is unlikely that they will desire any
additional technological advances. In order words, before any of the
design recommendations in this thesis can be implemented, agent service
providers need to address ethical discussions and concerns.

9.2 Future Work

I believe that the studies conducted as part of my dissertation work surface
a handful of topics that would be interesting to explore further. I look
forward to exploring some of these topics in-depth in my future work.

Chapters 3–5 lay out a broad space of agents for personal, interpersonal,
and shared interpersonal interactions—and for each, conclude with several
design recommendations. As with exploratory work, the goal of these
studies was to identify what it is that is worth designing, as well as further
researching. Once those are identified, much more work can (and should!)
be done. For each one of the design recommendations, there is potential
to design a robot or agent prototype that will primarily evaluate that
one specific guideline. More importantly, as these are guidelines that are
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intended for long-term interaction agents, each guide can also be studied
in a long-term, in-the-wild setting.

For example, Chapter 5 suggested that a socially sophisticated home
agent should have three levels of proactivity, from which a family can
choose or alternate between based on their needs. This guideline can be
validated and extended through a field study with a robot or an agent
implemented in people’s homes—an agent that primarily tests proactivity
thresholds based on that finding.

Chapters 7–8 surface several novel interaction concepts specifically
related to agent ownership. These too, have the potential to be tested in
more structured lab studies, or in the field, in people’s homes. Recom-
mendations for designing an agent to be personally owned (e.g., a “self”
agent) for instance (Chapter 8), or an agent that creates a sense of personal
responsibility within a community to create attachment (Chapter 7) could
be created and evaluated.

Chapter 6 frames conversational agents and robots as services and
suggests that they should draw from service design to better address user
needs and expectations. Additional work can be done to build a service
theory of what an agent service entails, which is quite a different approach
to understanding agent products from the way they have been perceived
and depicted until now.

Lastly, immersive and experiential design research methodology from
my dissertation work can be replicated and extended to additional topics
of research within HCI, as well as extended by including a range of diverse
communities to design with and topics to explore.
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