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Abstract

ORA is a network analysis tool that detects risks or vulnerabilities of an organization’s design structure.
The design structure of an organization is the relationship among its personnel, knowledge, resources, and
tasks entities. These entities and relationships are represented by the Meta-Matrix. Measures that take as
input a Meta-Matrix are used to analyze the structural properties of an organization for potential risk.
ORA contains over 100 measures which are categorized by which type of risk they detect. Measures are
also organized by input requirements and by output. ORA generates formatted reports viewable on screen
or in log files, and reads and writes networks in multiple data formats to be interoperable with existing
network analysis packages. In addition, it has tools for graphically visualizing Meta-Matrix data and for
optimizing a network’s design structure. ORA uses a Java interface for ease of use, and a C++
computational backend. The current version ORAL.2 software is available on the CASOS website:
http://www.casos.ece.cmu.edu/projects/ORA/index.html.
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E:E Running ORA in Batch Mode

January, 2010

ORA Batch Mode XML

Version 2.0.0

I. Command Line Arguments

The program ora.exe (henceforth called ORA) takes one or more of the
following command line arguments as input: (1) Measures File to be used,
(2) the Script File to use, and (3) the Log File to use.

If you installed the front-end of ORA, then the executable can be found as:
[ORA installation directory] \include\OraFiles\bin\ora.exe

Likewise, the Measures file can be found as:
[ORA installation directory] \include\OraFiles\xmI\ora_xmIl_measures.xml

Measures File

The Measures File is distributed with ORA and contains an XML encoded
description of all the measures available to ORA. This is distributed with
ORA and is usually called ora_xml_measures.xml. The following command
line parameter specifies the filename:

-measures <filename>

Script File

The Script File is an XML file created by the user and tells ORA where to
load the input network data and which reports to generate. Section II -
ORA Script XML Specification - describes in detail the format of this XML
script. The following command line argument specifies the filename:
-script <filename>

Log File

The Log File is generated by ORA to record the progress and problems of
ORA in processing the Script File. The log file is a text file, and the following
command line argument specifies its filename:

-log <filename>

Help




A listing of the above parameters is available by using the following
command line parameter:

-help
Version

The ORA version can be obtained by the following command line
parameter:

-version
II. XML Script

The batch mode script is a user supplied XML document that is input to ORA
(see the -script command line parameter above). It tells ORA what network
data to load and what reports to generate.

Please note the following general guidelines for the script:

1. camel case capitalization is used for element names: therefore element
names begin lower case and the first letter of each word is capitalized. For
example, Meta-Matrix is metaMatrix.

2. default values are used: therefore a short, simple script can initially be
used to run ORA. Advanced users can change the default values.

The root node is <ora>, which has two child elements <input> and
<output>. The input element describes the network data to load, and the
output section describes the reports to generate.

Example: an empty script
<ora>

<input/>

<output/>

</ora>

A. Input Section

The main unit of input to ORA is the Meta-Matrix, and therefore the input
section of the XML script tells ORA how to load one or more Meta-Matrices.
A Meta-Matrix is simply an organization modeled as a collection of matrices.
The entire Meta-Matrix can be loaded from a single data file, or each matrix
can be loaded from separate data files with possibly different data formats.

1. Meta-Matrix Specification



A Meta-Matrix is specified by the <metaMatrix> element. It accepts a
single attribute called id which must be unique across all the Meta-Matrix
elements.

The child elements describe the location and format of its matrix data.
There are two cases: (1) all data for the Meta-Matrix is stored in a single
file, (2) the data for matrices of the Meta-Matrix are located in separate
files.

1.1 Meta-Matrix data in a single file

The first case is only possible for a data file in the DyNetML format. In this
case, the <filename> and <format> children are required, and the
<properties> child is optional. The child elements are described below:

filename : location of the data

format : must by dynetml

properties : [optional] Describes how ORA should interpret the data read
from the file, but does not cause ORA to modify the input data in any way.
Each graph in the Meta-Matrix is given the property.

Properties are specified with the attributes below, each of which takes
values: yes or no

1. sparse: indicates whether the data is sparse

2. binary: indicates whether the data should be treated as binary (i.e.
ignore edge weights)

3. symmetric: indicates whether the unimodal graphs should be
considered symmetric

4. diagonal: indicates whether the diagonal values of unimodal graphs
should be used

Example:

<metaMatrix id="Organization">
<filename>data/organization.xml</filename>
<format>dynetml</format>

<properties binary="yes"/>

</metaMatrix>

1.2 Meta-Matrix data in multiple matrix files
The second case has the Meta-Matrix data located in multiple files. In this

case, the script must describe how to assemble the Meta-Matrix from
different data files.



Matrix data describes a relationship between two sets of nodes, called the
source and target node sets. Therefore, in specifying a matrix, these
nodesets must be specified. A unique id for the matrix is also specified. This
id must be unique across all matrices in the meta-matrix.

The <matrix> element defines a matrix and has the following case-
insensitive attributes:

sourceType : type of the source node set

source : [optional] unique identifier of the source node set
targetType : type of the target node set

target : [optional] unique identifier of the target node set
id : [optional] id of the matrix

The above attributes can be any string.

The sourceType and targetType attributes specify the class or general
category of the node sets. By convention, these are taken from Agent,
Knowledge, Resource, Task, Location, or Organization, but any string can
be used.

The source and target attributes uniquely identify the source and target
node sets, and if they are not specified the sourceType and targetType are
used. To have more than one node set of a given type (e.g. "blue" agents
and "red" agents), the source attribute must be used.

The id uniquely identifies the matrix within the collection of matrices that is
the meta-matrix. By default, the id is constructed from the source and
target types.

Examples:

<matrix sourceType="agent" targetType="agent" id="reports to"/>
<matrix sourceType="agent" source="employee" targetType="agent"
target="employee" id="works with"/>

As in the first case, the <matrix> element must have the child elements
<filename> and <format> that describe the location and format of the
matrix data. The <properties> element is optional, and pertains only to the
matrix.

The <format> element takes one of the following values:

dynetml : DyNetML specified data

ucinet : UCINET binary format (refer to UCINET documentation)

dl : UCINET text format (refer to UCINET DL documentation)

csv : CSV (Comma Separated Values) allows row and/or column labels
raw : space, comma, or semi-colon separated data (no labels allowed)



Example:

<metaMatrix id="SampleOrganization">

<matrix sourceType="agent" targetType="agent" id="communication">
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

</metaMatrix>

Multiple <matrix> elements are used to define the constituent matrices of
the Meta-Matrix. Note that <metaMatrix> has no immediate <filename>
and <format> children since the data is described under the <matrix> child
elements.

Example:

<ora>

<input>

<metaMatrix id="SampleOrganization">

<matrix sourceType="agent" targetType="agent" id="social">
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/organization_agent_knowledge.dl</filename>
<format>dl</format>

</matrix>

</metaMatrix>

</input>

</ora>

In the example, the Meta-Matrix contains two matrices: the first of type
Agent x Agent and named social, and it is populated with data from the
specified file of the specified format. The second has type Agent x
Knowledge, and no name is specified.

1.3 Multiple Meta-Matrices

Multiple Meta-Matrices can be specified in the <input> section using unique
id attributes.

Example: multiple meta-matrices differentiated by id attribute
<ora>

<input>

<metaMatrix id="SampleOrganization1">

<matrix sourceType="agent" targetType="agent" id="social">
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

<matrix sourceType="agent" targetType="agent" id="friendship">
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<filename>data/organization_agent_agent_friend.csv</filename>
<format>csv</format>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/organization_agent_knowledge</filename>
<format>ucinet</format>

</matrix>

</metaMatrix>

<metaMatrix id="SampleOrganization2">
<filename>data/organization2.xml</filename>
<format>dynetmli</format>

</metaMatrix>

</input>

</ora>

1.3 Meta-Matrix Directories

If there are multiple DyNetML files in a single directory, then one can
specify the directory and ORA will create a meta-matrix from each file. The
<metaMatrixDirectory> element is used, whose only attribute is name that
specifies the path of the directory. Each file must have .xml extension. A
<transform> element can be used within the element to apply to each
meta-matrix. The id for each meta-matrix is its filename.

Example: load all meta-matrices from a directory
<ora>

<input>

<metaMatrixDirectory name="data/sample/">
<transform>

<conform method="union"/>

</transform>

</metaMatrixDirectory>

</input>

</ora>

B. Output Section

The second section of the script file is the <output> element, and it
describes which reports to generate. The reports available in ORA and how
to specify them in the ora-script is documented in the file ORA-batch-mode-
parameters.xml, which is an XML specification in Relax-NG.

Ora-Script Report Generation

To tell ORA to create a report, the <reports> child element is used in the
ora-script. The <reports> child element contains a collection of <report>
elements. Each report element specifies any input parameters, the output
filename, and the output file type/format. Each <report> is uniquely
identified by its id attribute.



The <filename> child specifies the name of the output file to create. The
filename should NOT have an extension. The <formats> child contains one
or more <format> children which specify the format of the report output.

For each report, the possible formats are: text, html, csv, dynetml

Example: generating a report in multiple output formats
<report id="intelligence">
<filename>reports/intelligence</filename>

<formats>

<format>text</format>

<format>csv</csv>

</formats>

</report>

Any report specific parameters are designated within the <parameters>
child. The parameters for each report are documented in the file:
ora_xml_measures.xml

Example: specifying report parameters
<report id="intelligence" >

<parameters>
<numberOfKeyEntities>10</numberOfKeyEntities >
</parameters>
<filename>reports/intelligence</filename>
<formats>

<format>html</format>
<format>csv</format>

</formats>

</report>

Example: shorter script if only one output format is specified

<report id="intelligence" filename="reports/intelligence" format="text">
<parameters>

<numberOfKeyEntities>10</numberOfKeyEntities >

</parameters>

</report>

3. Saving Meta-Matrices

The input Meta-Matrices can themselves be saved to files. This allows for
converting between matrix formats and for saving transformed or
conformed input data.

Example: saving a specific meta-matrix
<ora>

<output>

<metaMatrices>



<metaMatrix id="sample">
<filename>data/output/sample.xml</filename>
<format>dynetml</format>

</metaMatrix>

</metaMatrices>

</output>

</ora>

Only the specified Meta-Matrices will be saved. Individual matrices can be
saved using the syntax identical to that of the <matrix> element in the
input section. The following, for example, saves the agent x agent matrix:

Example: saving a specific matrix from a meta-matrix
<ora>

<output>

<metaMatrices>

<metaMatrix id="sample">

<matrix sourceType="agent" targetType="agent">
<filename>data/output/sample_agent_agent.dl</filename>
<format>dl</format>

</matrix>

</metaMatrix>

</metaMatrices>

</output>

</ora>

In addition, network set operations (union, intersection, difference) can be
performed on the input networks and then saved. The sample below
assumes that there were two meta-matrices specified in the <input>
section, namely, A and B, and the set operations all pertain to them. Union
and Intersect operate on one or more input meta-matrices, and the
parameter method indicates how to handle common edges. The method
attribute takes on one of the following values: binary, sum, maximum, or
minimum. The difference between two meta-matrices is taken with respect
to edges only, and thus no nodes are removed.

Example: saving union of multiple input meta-matrices
<output>

<metaMatrices>

<!--Union-->

<metaMatrix id="A Union B">
<filename>data/output/A-union-B.xml</filename>
<format>dynetml</format>

<union method="sum">

<metaMatrix id="A"/>

<metaMatrix id="B"/>

</union>

</metaMatrix>



<!--Intersect-->

<metaMatrix id="A Intersect B">
<filename>data/output/A-intersect-B.xml</filename>
<format>dynetmli</format>
<intersect method="minimum">
<metaMatrix id="A"/>
<metaMatrix id="B"/>
</intersect>

</metaMatrix>

<!--Difference (edges only)-->
<metaMatrix id="A Minus B">
<filename>data/output/A-minus-B.xml</filename>
<format>dynetml</format>
<difference>

<metaMatrix id="A"/>
<metaMatrix id="B"/>
</difference>

</metaMatrix>

</metaMatrices>

</output>

</ora>

4. Transform Element

The transform element is used to pre-process a Meta-Matrix or an
individual matrix of a Meta-Matrix before generating reports. It transforms
its parent element. For example, if the <transform> element is a child of a
<matrix> then it applies to that matrix. If it is a child of <metaMatrix>,
then it transforms the entire Meta-Matrix: for node set modifications
(removeNodes, subsetNodes, conform), these apply to the Meta-Matrix as a
whole, but transformations of edges (symmetrizing, dichotomizing) are
applied to each matrix independently.

The <transform> element has the following child elements that define the
transformation:

<transpose> : transpose the graph

<removelsolates> : remove isolate nodes

<removePendants> : remove pendant nodes

<symmetrize method=""> : symmetrize using one of two methods
“union” : symmetrize using the union/maximum method

“intersect” : symmetrize using the intersect/minimum method
Default is “union”.
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<subsetNodes> : defines a subset of nodes to create a subgraph
contains one or more of the following child elements:

<nodeSet type=""/> : adds all nodes in the specified node set to the
subset.

The type attribute can have values: agent, knowledge, resource, task,
organization

<node type=""id="" radius=""/> : adds the specified node to the subset
The type attribute is identical to that of the <nodeSet> element.

The id attribute is the node’s unique id within the node set.

The radius attribute is optional (by default it is zero), and includes all nodes
within a distance <= radius of the node. This is useful for defining ego node
sets.

<removeNodes> : defines a subset of nodes to remove
contains the same <nodeSet> and <node> child elements as subsetNodes

<conform method=""/> : creates an identical set of nodes across meta-
matrices. This is useful for time-series data to give each Meta-Matrix the
same node sets. The union method adds isolates to achieve identical sets,
and the intersect method removes nodes.

The method attribute can have one of two values:
union: create union of node sets

intersect: create intersection of node sets

Default is "union".

By default the agent, knowledge, resource, task, and organization node
sets are conformed. This can be customized by adding <nodeSet> child
elements to specify specific node sets, as in subsetNodes above.

<dichotomize criteria="" cutoff=""/> : creates a binary graph according to
the criteria and cutoff. Any edges whose value does not satisfy the criteria
and cutoff are given a value of 0, otherwise a value of 1.

The criteria attribute takes one of the following values:
lessThan, lessThanEquals, equals, greaterThanEquals, greaterThan

The cutoff attribute can be any numerical value.
Precedence
The order (i.e. precedence) in which the transformations occur is as

follows: (1) individual matrices, (2) meta-matrices, (3) across meta-
matrices. Each of these usages is in the examples below.
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The precedence of operations within a transform (for example, is the graph
symmetrized before dichotomizing, etc.) is defined to be the same as they
are specified in the <transform> element. Thus, if the <symmetrize> child
is before the <dichotomize> child, then the transformation first
symmetrizes and then dichotomizes.

Example: remove all agent nodes and the specified knowledge nodes from
the meta-matrix

<metaMatrix id="test">

<transform>

<removeNodes>

<nodeset id="agent"/>

<node nodesetld="knowledge" id="physics"/>
<node nodesetld="knowledge" id="mathematics "/>
</removeNodes>

</transform>
<filename>data/sample.xml</filename>
<format>dynetmli</format>

</metaMatrix>

Example: symmetrize a single matrix of the meta-matrix
<metaMatrix id="test">

<matrix sourceType="agent" targetType="agent">
<filename>data/aa.csv</filename>
<format>csv</format>

<transform>

<symmetrize method="union"/>

</transform>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/ak.csv</filename>
<format>csv</format>

</matrix>

</metaMatrix>

This example creates a sub-Meta-Matrix as follows: a set of nodes is
defined, and then the Meta-Matrix induced by the nodes (that is, all the
edges incident upon those nodes). The set of nodes consists of all hodes
within distance 2 of agent Andy and within distance one of Sam. Because
the transform is part of the Meta-Matrix, knowledge, task, or organization
nodes can be connected to these agents, and would therefore be part of the
set.

Example: define a subset of nodes

<metaMatrix id="test">

<transform>

<subsetNodes>

<node nodesetld="agent" id="Andy" radius="2"/>
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<node nodesetld="agent" id="Sam" radius="1"/>
</subsetNodes>

</transform>
<filename>/data/myorg.xmli</filename>
<format>dynetmli</format>

</metaMatrix>

This example makes the agent nodes in the meta-matrices conformable by
creating the union of all the agent node sets across the meta-matrices.
Currently, only agent nodes can be made conformable.

Example: conform nodesets across meta-matrices
<input>

<transform>

<conform method="union"/>
</transform>

<metaMatrix id="org1">
<filename>data/orgl.xml</filename>
<format>dynetmli</format>
</metaMatrix>

<metaMatrix id="org2">
<filename>data/org2.xml</filename>
<format>dynetmli</format>
</metaMatrix>

<metaMatrix id="org3">
<filename>data/org3.xml</filename>
<format>dynetml</format>

</metaMatrix>

</input>

E:E Glossary
|B|ICIDIE|IF|IGIH|I|[J[K|LIM|[N|JO|P|Q|R|S]|T]
[VIWI[X]|Y]|Z

I
Adjacency Matrix - A Matrix that is a square actor-by-actor (i=j)
matrix where the presence of pair wise links are recorded as elements. The
main diagonal, or self-tie of an adjacency matrix is often ignored in
network analysis.

Aggregation - Combining statistics from different nodes to higher nodes.
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Algorithm - A finite list of well-defined instructions for accomplishing
some task that, given an initial state, will terminate in a defined end-state.

Attribute - Indicates the presence, absence, or strength of a particular
connection between nodes in a Matrix.

Betweenness - Degree an individual lies between other individuals in the
network; the extent to which an node is directly connected only to those
other nodes that are not directly connected to each other; an intermediary;
liaisons; bridges. Therefore, it's the number of nodes who an node is
connected to indirectly through their direct links.

Betweenness Centrality - High in betweenness but not degree centrality.
This node connects disconnected groups, like a Go-between.

Bimodal Network - A network most commonly arising as a mixture of two
different

Binarize - Divides your data into two sets; zero or one.

Bipartite Graph - Also called a bigraph. It's a set of nodes decomposed
into two disjoint sets such that no two nodes within the same set are
adjacent.

Caesar III - An application for the design of information processing and
decision making organizations. An application for the design of decision
making organizations at the operational and tactical levels; it takes into
consideration cultural differences in coalitions and of adversaries. This tool
is under development by George Mason University.

Categorical - An Attribute Type used primarily used for grouping nodes.

Centrality - The nearness of an node to all other nodes in a network. It
displays the ability to access information through links connecting other
nodes. The closeness is the inverse of the sum of the shortest distances
between each node and every other node in the network.

Centralization - Indicates the distribution of connections in the employee

communication network as the degree to which communication and/or
information flow is centralized around a single agent or small group.
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Characteristic Path Length - The median of the average shortest
distances (number of links) connecting each employee to all other
employees.

Interpretation

Characteristic path length gives a insight into how information spreads. It
reflects the communication performance of the entire network and is
important for diffusing information and routing information to the right
people. A small average path length results in fewer "hops" where
individuals or groups don't get information.

Classic SNA density - The number of links divided by the number of
possible links not including self-reference. For a square matrix, this

first converts the diagonal to 0, thereby ignoring self-reference
(an node connecting to itself) and then calculates the density. When
there are N nodes, the denominator is (N*(N-1)). To consider the
self-referential information use general density.

Clique - A sub-structure that is defined as a set of nodes where every
node is connected to every other node.

Clique Count - The number of distinct cliques to which each node belongs.

Closeness - node that is closest to all other nodes and has rapid access to
all information.

Clustering coefficient - Used to determine whether or not a graph is a
small-world network.

Cognitive Demand - Measures the total amount of effort expended by
each agent to do its tasks.

Column Degree - see

Complexity - Complexity reflects cohesiveness in the organization by
comparing existing links to all possible links in all four networks
(employee, task, knowledge and resource).

Complementarity - The idea that people seek others with characteristics
that are different from and complement their own, aka the idea that
opposites attract.

Concor Grouping - Concor recursively splits partitions and the user
selects n splits. (n splits -> 2" groups). At each split it divides the nodes
based on maximum correlation in outgoing connections. Helps find groups
with similar roles in networks, even if dispersed.
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Congruence - The match between a particular organizational design and
the organization's ability to carry out a task.

Construct - A reduced form of Construct is found in ORA in the Near
Term Impact Report.

Continuous - A Attribute Type primarily used for values that are numerical
so that statistical analysis can be be performed (Average, Minimum,
Maximum, and Standard Deviation).

Count - The total of any part of a Meta-Network row, column, node,
link, isolate, etc.

CSV - File structure meaning Comma Separated Value. Common output
structure used in database programs for formatting data.

Degree - The total number of links to other nodes in the network.

Degree Centrality - node with the most connections. (i.e. In the know).
Identifying the sources for intel helps in reducing information flow.

Density -

« Binary Network: The proportion of all possible links actually present
in the Matrix.

e Value Network: The sum of the links divided by the number of
possible links. (i.e. the ratio of the total link strength that is
actually present to the total number of possible links).

Dyad - Two nodes and the connection between them.

Dyadic Analysis - Statistical analysis where the data is in the form of
ordered pairs or dyads. The dyads in such an analysis may or may not be
for a network.

Dynamic Network Analysis - Dynamic Network Analysis (DNA) is an
emergent scientific field that brings together traditional
(SNA), (LA) and multi-agent systems (MAS).

DyNetML - DyNetML is an xml based interchange language for relational
data including nodes, ties, and the attributes of nodes and ties. DyNetML is
a universal data interchange format to enable exchange of rich social
network data and improve compatibility of analysis and visualization tools.
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Edge - See Link.

Node - A who, what, where, how, why, or thing that is being studied such
as people, agents, organizations, beliefs, expertise, resource, tasks, events,
or locations. Node the representation of a single node (a who, what, where,
how why item).

Node Class - A set of nodes of one type.

Node Level Metric - is one that is defined for, and gives a value for, each
node in a network. If there are x nodes in a network, then the metric is
calculated x times, once each for each node. Examples are

, , and

Node Set - See Meta-Node.

Eigenvector Centrality - Node most connected to other highly connected
nodes. Assists in identifying those who can mobilize others

FOG - (F)uzzy (O)verlapping (G)roups. Gives a better understanding of
individuals spanning groups. Fuzzy groups are a more natural and
compelling way of thinking of human social groups.

General density — The number of links divided by the number of possible
links including self-reference. For a square matrix, this

includes self-reference (an node connecting to itself) when it calculates
the density. When there are N nodes, the denominator is (N*N). To ignore
self-referential information use classic density.

Geodesic Distance - A generalization of the notion of a straight line to
curved spaces. In presence of a metric, geodesics are defined to be
(locally) the shortest path between points on the space.

Gini coefficient - The measure of inequality of a distribution of income.
Uses a ratio with values between 0 and 1: the numerator is the area
between the Lorenz curve of the distribution and the uniform (perfect)
distribution line; the denominator is the area under the uniform distribution
line.

Graph Level Metric - A metric defined for, and gives a value for, the
network as a whole. The metric is calculated once for the network.
Examples are Centralization, Graph Hierarchy, and the maximum or
average Betweenness.
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GraphML - GraphML is a comprehensive and easy-to-use file format for
graphs. It consists of a language core to describe the structural properties
of a graph and a flexible extension mechanism to add application-specific
data.

Group - a collection of things (entities, nodes, ties, networks). A group
might at times be represented as a meta-node. Nodes may be classified in
to groups on the basis of a shared attribute, type, id-range, label, user
selection, etc. For example, if you have a set of people and know their
gender, then their might be two groups - men and women. In addition the
nodes representing those people could be displayed as a meta-node for
men and a meta-node for women. Nodes may be classified in to groups on
the basis of a grouping algorithm. For example, if you have a network
showing connections among members of an organization and you run a
grouping algorithm it will return clusters of nodes that fit together on some
mathematical criteria. This cluster is a group and can be represented as a
meta-node.

Hamming Distance - Number minimum number of substitutions required
to change one string into another string of equal length. (i.e. "toned" and
"roses" is 3.)

Heuristics - Problem-solving by trial and error: a method of solving a
problem for which no formula exists, based on informal methods or
experience, and employing a form of trial and error iteration.

Homophily - (i.e., love of the same) is the tendency of individuals to
associate and bond with similar others.

o Status homophily means that individuals with similar social status
characteristics are more likely to associate with each other than by
chance.

« Value homophily refers to a tendency to associate with others who
think in similar ways, regardless of differences in status.

HTML - HyperText Makup Language.

In-Degree - The sum of the connections leading to an node from other
nodes. Sometimes referred to row degree.

Influence network - A network of hypotheses regarding task
performance, event happening and related efforts.
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Interstitial - An interstitial (something "in between") is a node situated
within but not restricted to or characteristic of a particular group. It
provides extra information to the analysis.

Isolate - any node which has no connections to any other node

Latent Semantic Analysis - Latent semantic analysis (LSA) is a technique
in natural language processing, in particular in vectorial semantics, of
analyzing relationships between a set of documents and the terms they
contain by producing a set of concepts related to the documents and terms.

Lattice Network - A graph in which the links are placed at the integer
coordinate points of the n-dimensional Euclidean space and each node
connects to nodes which are exactly one unit away from it.

Link - The representation of the tie, connection, relation, link between two
nodes.

Link Analysis - A scientific area focused on the study of patterns
emerging from dyadic observations. The relationships are typically a form
of co-presence between two nodes. Also multiple dyads that may or may
not form a network.

Link Class - A set of Links of one type. A set of links of one type can be
represented as a meta-link.

Lossy Intersection - Full intersection means that a node/link needs to be
in 100% of the networks to be in the resulting network. Lossy intersection
at X% percent means that a node/link needs to be in at least X% of the
networks to be in the resulting network. Thus, Lossy intersection is a
generalization of full intersection.

Main Diagonal - in a square matrix this is the conjunction of the rows and
cells for the same node.

Math Terms
These mathematical terms and symbols are used: Let S be any set:

e card(S) = |S| = the cardinality of S (the cardinality of the node-sets is
represented as |A|, |K]|, |R]|, |T])

+ R denotes a real number
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e Z denotes an integer

Matrix Algebra - The part of algebra that deals with the theory of
matrices.

Measure - A measure is a function that maps one or more networks to R".
Measures are often scalar (n=1) or vector valued with n=|V| or n=|U]|.

Meta-Link - The representation of a Group of Links.

MetaMatrix - See Meta-Network

Meta-Network - The representation of a Group of Networks.

Meta-Node - A representation of a Group of nodes.

Monte Carlo - A random optimization of your organization

MRQAP - This describes a report in ORA. See for more
information. For multivariate cases, if your dependent variable is continous
or count data (like in a negative binomial case), you should use MRQAP. If
your dependent variable is binary, you should use ERGM (P*) which is
forthcoming in ORA. One can perform MRQAP on data that have a
dichotomous dependent variable (basically, this is equivalent to using a
linear probability model). You do need to interpret your results accordingly.
Multi-Agent System - A loosely coupled network of problem-solver nodes
that work together to find answers to problems that are beyond the
individual capabilities or knowledge of each node

Multi-node - More than one type of node (people, events, locations,
etc.).

Multi-plex - Network where the links are from two or more relation
classes.

Multimode Network - Where the nodes are in two or more node classes.
|
Neighbors - nodes that share an immediate link to the node selected.

Network - The representation of a set of nodes (including meta-nodes) of
one type and the links (including meta-links) of one type between them.

A network N is a triple consisting of two sets of nodes, called U and V, and
a set of links EcUxV. Thus, we write N=(U,V,E). An element e = (i,j) in E
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indicates a relationship or tie between nodes ieU and jeV. A network where
U=V and therefore EcVxV is called ; otherwise the network is

. We write G=(V,E) for networks. For our purposes,
unimodal networks will not contain self loops, which means that (i,i)¢E for
ieVv.

Network Class - A set of Networks on one type. This can also be
represented as a Meta-Network.

Network data format - usually comes in the form of NodeSet 1 listed
vertically in column A starting in row 2 and NodeSet 2 listed horizontally in
row 1 starting with column B. All the intersecting cells are the links
between each of the nodes.

Newman Grouping - Finds unusually dense clusters, even in large
networks.

Node - A representation of a real-world node (a who, what, where, how,
why item.

Node Class - A set of nodes of one type. Note a set of nodes of one type
can be represented as a meta-node.

Normalized Sum - Otherwise known as the Average.
Notation:

The following matrix notation is used throughout the document for an
arbitrary matrix X:

« X(i,j) = the entry in the i row and j™ column of X
« X(i,:) = i row vector of X
e X(:,j) = j™ column vector of X

e sum(X) = sum of the elements in X (also, X can be a row or column
vector of a matrix)

e dich(X) = dichotomize (make binary) X, so that dich(X)(i,j) = 1 iff
X(@i,j) >0

e X' = the transpose of X
o ~X = for binary X, ~X(i,j) = 1 iff X(i,j) =0

e X@X = element-wise multiplication of two matrices (e.g. Z=X@Y =>
Z(i,3) = X(1,3)*Y(i,3))
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ODBC - (O)pen (D)ata (B)ase (C)onnectivity is an access method
developed by the SQL Access group in 1992 whose goal was to make it
possible to access any data from any application, regardless of which
database management system (DBMS) is handling the data.

Ontology - "The Specifics of a Concept". The group of nodes,
resources, knowledge, and tasks that exist in the same domain and are
connected to one another. It's a simplified way of viewing the information.

Organization - A collection of networks.

Out-Degree - The sum of the connections leading out from an node to
other nodes. This is a measure of how influential the node may be.
Sometimes referred to as column degree.

Pajek - A visual tool for analyzing large networks (networks having
thousands of vertices).

Path - A set of nodes and links that form a single unbroken chain, such
that no node or link is repeated. i.e. A= B=>C=>D=E

Pendant - Any node which is only connected by one link. They appear to
dangle off the main group.

Percolation Theory - The behavior of connected clusters in a random
network.

Pythia - Program used to create Influence Nets. Pythia is a timed influence
net application. This tool can downloaded at the following URL:

QAP Correlation - Calculates measures of nominal, ordinal, and interval
association between the relations in two matrices, and uses quadratic
assighment procedures to develop standard errors to test for the
significance of association.

QAP is designed as a bivariate test (only two variables). Generally, QAP is
perfectly fine for almost any bivariate network problem.

Random Graph - One tries to prove the existence of graphs with certain
properties by assigning random links to various nodes. The existence of a
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property on a random graph can be translated to the existence of the
property on almost all graphs using the famous

Reciprocity - The percentage of nodes in a graph that are bi-directional.

Redundancy - Number of nodes that access to the same resources, are
assigned the same task, or know the same knowledge. Redundancy occurs
only when more than one agent fits the condition.

Relation - The way in which nodes in one class relate to nodes in another
class.

Robustness - Two different definitions:

« Networks - Concerned with the reliability (Kim & MA©dard, 2004)
and continued functioning of a network following an intervention. The
robustness of a network is particularly relevant in communication-
type and flow-oriented networks. The purpose for understanding
robustness of a network has more of a management of the network
connotation.

o Measures - This meaning has more of a statistical connotation.
Studying the robustness of a measure of a network can also be
referred to as conducting a sensitivity analysis on the measure. In
keeping with the terminology of the most-recently published
research in this area, in lieu of using the term sensitivity, we too will
use the robustness term, although the terms can be used
interchangeably.

A measure is robust if a slight perturbation in its input
produces a slight change in its output.

Row Degree - see

Scale-Free Network - Some nodes act as highly connected hubs (high
degree), although most nodes are of low degree. Scale-free networks'
structure and dynamics are independent of the system's size N, the number
of nodes the system has. A network that is scale-free will have the same
properties no matter what the number of its nodes is.

Self-Loop - An node with a connection to itself.
Shapefile - The GIS Visualizer can view overlay a Meta-Network over a
map. The map is a shapefile: a digital vector storage format for storing

geometric location and associated attribute information. A "shapefile"
commonly refers to a collection of files with ".shp", ".shx", ".dbf", and other
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extensions on a common prefix name (e.g., "lakes.*"). For example,
Shapefiles could represent water wells, rivers, and lakes, respectively. Each
item may also have attributes that describe the items, such as the name or
temperature.

Simmelian Ties - Two nodes are Simmelian Tied to one another if they
are reciprocally and strongly tied to each other and strongly tied to at least
one third party in common.

Simulated Annealing - A method of finding optimal values numerically.
It's a search method as opposed to a gradient based algorithm. It chooses
a new point, and (for optimization) all uphill points are accepted while some
downhill points are accepted depending on a probabilistic criteria.

The term Simulated Annealing draws its inspiration from metallurgy,
where atoms within a metal are heated thereby dislodging them from a
metal's internal structure transforming the metal into another atomic state.
In this way, your organization is heated changing its components in the
attempt to arrive at an optimized state.

Slow Measures - As the name implies these measures generally take
longer to run.

Small-World Network - Small-World Networks will have sub-networks
that are characterized by the presence of connections between almost any
two nodes within them.

Social Network Analysis - The term Social Network Analysis (or SNA) is
used to refer to the analysis of any network such that all the nodes are of
one type (e.g., all people, or all roles, or all organizations), or at most
two types (e.g., people and the groups they belong to).

Sphere of Influence - One node's direct relationship with one of it's
neighbors as a function of specified path length.

Standard Deviation - The square root of the variance where variance is
the average of the squared differences between data points.

.stl file format - This file format is native to the stereolithography CAD
software created by 3D Systems. STL files describe only the surface
geometry of a three dimensional object without any representation of color,
texture or other common CAD model attributes and can us both ASCII and
binary representations

Szemerédi's Regularity Lemma - A fundamental structural result in
extremal graph theory due to Szemerédi (1978). The regularity lemma
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essentially says that every graph can be well-approximated by the union of
a constant number of random-like bipartite graphs, called regular pairs.

Table data format - Table data usually contains a column with
referencing IDs and headers denoting column names.

Tie - see Link

Topology - The study of the arrangement or mapping of the elements
(links, nodes, etc.) of a network, especially the physical (real) and logical
(virtual) interconnections between nodes.

Total Degree Centrality - The normalized sum of an node's row and
column degrees.

Trail - A set of nodes and links that form a single unbroken chain that can
revisit nodes but not links. i.e. A== B=C=A=D

Transpose - In linear algebra, the transpose of a matrix A is another
matrix AT (also written A", 'A, or A') created by any one of the following
equivalent actions:

« write the rows of A as the columns of AT
o write the columns of A as the rows of AT

o reflect A by its main diagonal (which starts from the top left) to obtain
AT

See for formulas, examples and more
information.

Unimodal networks - These are also called square networks because
their is square; the diagonal is zero diagonal because
there are no

Walk - A set of nodes and links that form a single unbroken chain that can
revisit both nodes and links. i.e. A= B = C= B = D.
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E:E Getting Started

Welcome to ORA's Help File system! The ORA Help and examples contained
herein are written with a specific data set in mind: Stargate-SG1. More
information on this dataset can be found further down in this section

It is suggested, though not necessary, that the end user work through the
examples with this data set. This data set is included with the ORA
download and also from the CASOS home page at the following URL:
http://www.casos.cs.cmu.edu/computational_tools/datasets/inter
nal/stargate/index2.html

As an added data set to use, a network model of the The Tragedy of
Julius Caesar will be employed to demonstrate additional examples. In
some cases, both data sets may be used to demonstrate the same
technique used on two different data sets for added clarity as well to show
ORA's unparalleled versatility in the field of Dynamic Network Analysis.

In this data set, we set out to build a network model of the people,
resources, tasks, events and knowledge that comprised the world of Julius
Caesar as portrayed by The Great Bard, also known as William
Shakespeare.

How to use ORA help

If you are not familiar with Social Network Analysis we encourage you to
read through the beginning sections of the help set. The ORA help set is
broken up into six primary parts, which are designed for varying levels of
user expertise.

Getting Started : provides an overview of Social Networks and how they
pertain to ORA.

The Main Interface : details working with the data within the Networks.
This includes loading, saving, merging, performing various math functions
on the Networks, generating a variety of networks, and running reports.

The Visualizer : takes these Meta-Networks and turns them into graphical
representations. There are tools for creating / deleting nodes and links,
displaying information in different formats, and helping to analyze the data.

ORA Measures : explains the various measures used in ORA. They contain
a short explanation. It also describes the type, input, and output.
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ORA Reports : contains a description of what each report is and what it
will tell you about your data.

Lessons : are designed to teach specific functions and how to carry out
many types of useful network analytical tasks that can be accomplished by
using ORA.

T1 |what is ORA?

An Overview

The Organizational Risk Analyzer (ORA) is a statistical analysis package
for analyzing complex systems as

Many complex systems such as organizations, intra-state alliances, food
webs, etc. can be represented as an ecology of interlinked networks. Within
ORA any complex system is represented as a Network. What follows is a
general description of ORA's primary capabilities. Specific instruction is
provided under the correlating folders in this help system.

See for additional definitions relating to Social Networks.
The ORA Visualizer

The ORA Visualizer renders conceptual images of social networks. Nodes
such as Agents, Task, Knowledge and Organizations represent real-
world Entities like the president of a company, driving to the airport, or
how to wash your clothes. Nodes which share the same attributes can be
further grouped together creating Meta-Node. Links connect nodes that
share a direct relationship. Such relationships are derived from the
Network. ORA's single unit of data input, and are referred to as graphs.
The ORA visualizer is interactive. You can zoom, rotate, isolate, add and
remove Meta-Nodes, and much more.

Reports

ORA can run many reports: Risk, Intelligence, and Sphere of Influence
to name a few. Multiple organizations can be compared against each other,
network structure can be optimized, subgroups within a network can be
identified, and scenarios involving the removal of nodes or links can be
examined. Reporting capabilities are constantly being refined and updated.

Charts
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Four chart types are available: Bar Chart, Scatter Plot, Histogram, and
Heat Map. Each one in turn presents a different statistical profile of a
selected nodeset. Examples of these reports and how to access them can
be found under Basic Usages.

E:E Overview

Contact Information

Kathleen M. Carley

CASOS, Carnegie Mellon University
kathleen.carley@cs.cmu.edu

tel: 412 268 6016

ORA

ORA is an analysis tool designed to help the user evaluate one or more
networks. It can be used to assess the nature of, features of, change in,
and determinants of complex networks. A large variety of networks can be
assessed including, but not limited to, social networks, activity networks,
task networks, knowledge networks, supply chains, and communication
networks. Using ORA questions such as the following can be addressed:
what is critical, are there groups of interest, are there patterns of interest,
how might interventions impact the network, who is critical, are there
emerging groups, how is the network changing.

What is a network? In any data there are relations among things such as
two people are cousins, or a set of people are all members of the same
club. These networks might be psychological or cultural as when two people
share the same belief. They might be physical as in two resources being in
the same location or two computers being connected by a line, or they
might be social as in people being related. There are many reasons why
networks exist. Networks are ubiquitous. Everyone and everything is
constrained and enabled by the networks in which they are embedded.
Everyone and everything is embedded in multiple networks; e.g. you are
connected to some people due to work, others due to school, others due to
your kids, and so on. ORA lets you visualize, assess, and reason about
these networks.

What kinds of networks?
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ORA can assess any type of network. Anything that can be represented as a
set of nodes and relations can be assessed. Typical networks are: social
networks (who interacts with whom), financial networks (who lends money
to whom); gant charts (what task needs to be done before what), supply
chains (what resources are needed to build what other resources).,
semantic networks (what ideas are linked to what ideas), proximity
networks (what states border on what states), and so on. ORA can assess
any data that can be represented as nodes and relations regardless of what
the nodes are or what the relations are.

What if there are many networks?

ORA can be used to assess the interlocks among networks. For examples,
imagine that the following networks exist: who works with whom; who has
what skills, what skills are needed for what tasks, who is doing what tasks
then ORA can assess whether in fact the right people have been assigned
to those tasks or where there are problems because there is insufficient
skills available for the task. ORA can assess "multi-mode multi-link" data.

What if the networks change?

ORA can be used to assess change in networks over time. Over time, the
shape or topology of a network might change; e.g., start up companies
move from a collaborative to a hierarchical structure, terrorists change
what weapons they use to attack sites, scholars cite different papers, and
so on. Consequently, over time, who or what is critical in a network might
change. ORA can assess change in networks, and forecast possible ways in
which the network might change in the future.

What if information is incomplete?

ORA can assess networks even when information is incomplete. ORA has
been built to gracefully degrade so that it calculates all and only those
metrics for which there is information.

Illustrative applications

ORA has been applied in numerous settings. Examples include the
following. Assessment of team-x leadership structure at NASA. Comparison
of terror networks. Identification of vulnerabilities in insurgency and terror
networks. Assessing change in political elite structures in Korea and early
identification of emergent leaders. Designing teams for wargames.
Assessing the impact of turnover and retirement on public health
organizations in Duchess County, NY. Identifying reports with AIS data.
Organizations where ORA has been used include: AFIT, SOCOM, USMA,
CIA, many universities.
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Tool Evolution

There are still many challenges in the area of dynamic network analysis.
Key challenges include handling streaming data, locating confidence
intervals for metrics, uncertainty assessment, and so on. As these
challenges are met, new algorithms are implemented, tested and added to
ORA thus further meeting the user's needs.

E:E Social Network Analysis (SNA)

Social Network Analysis is a scientific area focused on the study of
relations, often defined as social networks.

In its basic form, a social network is a network where the people entities
and the relations links are a form of connection such as friendship. Social
Network Analysis takes graph theoretic ideas and applies them to the social
world.

The term social network was first coined in 1954 by J. A. Barnes (see:
Class and Committees in a Norwegian Island Parish). Social network
analysis is also called network analysis, structural analysis, and the study of
human relations. SNA is often referred to as the science of connecting the
dots.

Today, the term Social Network Analysis (or SNA) is used to refer to
the analysis of any network such that all the entities are of one type
(e.g., all people, or all roles, or all organizations), or at most two
types (e.g., people and the groups they belong to). The metrics
and tools in this area, since they are based on the mathematics of graph
theory, are applicable regardless of the type of nodes in the network or
the reason for the connections.

For most researchers, the entities are actors. As such, a network can be
a cell of terrorists, employees of global company or simply a group of
friends. However, entities are not limited to actors. A series of
computers that interact with each other or a group of interconnected
libraries can comprise a network also.

Where to find out more on SNA

« Scott, John, 2000, Social Networks, Sage (2nd edition)

e Wasserman, S. & K. Faust, 1994, Social Network Analysis: Methods
and Applications
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T1 |DyNetML Networks

e DyNetML

« DyNetML is an xml based interchange language for relational data
including nodes, ties, and the attributes of nodes and ties. DyNetML
is a universal data interchange format to enable exchange of rich
social network data and improve compatibility of analysis and
visualization tools

e Uni-Modal Networks

o Uni-modal networks are not changed (e.g. an AA does is NOT
symmetrized), but bi-modal networks are symmetrized in that the
links from two or more networks are combined using the maximum
method.

e Bi-Modal Networks

e Bi-modal networks are combined. e.g., if there is an AK and a KA
network, then the KA is transposed to AK2 and then AK and AK2 are
unioned with the Maximum link weight from each (a,k) or (k,a) being
used.

o Network names are normalized to have IDs agent x agent, agent x
knowledge, etc..

E:E ORA and DNA

In general, you may want to use ORA in conjunction with other
computational tools to advance DNA theory. The CMU CASOS tools that
work with ORA to form tool chains are AutoMap (extracts networks from
texts) and various DNA simulators including both Construct and DyNet.
These tools are often used in a number of real world applications, including
the following areas:

Designing adaptive teams for Command and Control Networks

Estimating the impact of organizational downsizing

Estimating the effectiveness of new structures

Evaluating risk in organizational designs
e Examine impact of IT effectiveness
o Impact analysis of actions in asymmetric warfare simulation

o Impact analysis of weaponized biological attacks on cities
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ORA is interoperable with a number of other SNA and link-analysis tools:
UCINET, KeyPlayer, and Analyst Notebook. Additional information is
listed under data import and export.

Where to learn more about CASOS tools and this tool chain:
Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat,

2004, An Integrated Approach to the Collection and Analysis of Network
Data, In Proceedings of the NAACSOS 2004 Conference, Pittsburgh, PA

Kathleen M.Carley, 2004, Estimating Vulnerabilities in Large Covert
Networks Using Multi-Level Data, In Proceedings of the NAACSOS 2004
Conference, Pittsburgh, PA

Kathleen M. Carley, 2003, Dynamic Network Analysis in Dynamic Social
Network Modeling and Analysis: Workshop Summary and Papers, Ronald
Breiger, Kathleen Carley, and Philippa Pattison, (Eds.) Committee on
Human Factors, National Research Council, National Research Council. Pp.
133-145, Washington, DC.

Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat,
2005-forthcoming, Toward an Interoperable Dynamic Network Analysis
Toolkit, DSS Special Issue on Cyberinfrastructure for Homeland Security:
Advances in Information Sharing, Data Mining, and Collaboration Systems.

CASQOS: Center for Computational Analysis of Social and Organizational
Systems (http://www.casos.cs.cmu.edu/index.html)

E:E System Requirements

ORA performs best on machines that meet or exceed the following
specifications:

__Spec_|Windows| Mac (running XP) |

System ([ XP 0SX 10.4.x
RAM 256 MB 1GB

Processor||Pentium 4| Intel Core 2 Duo
Speed 1.0 GHz 2.0 GHz
Java 6.0 6.0

Extra Parallels for Dual Booting
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NOTE : When working with extremely large data sets, increasing
processing speed and RAM is highly recommended.

E:E Files Forma