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Abstract

ORA is a network analysis tool that detects risks or vulnerabilities of an organization’s design structure.
The design structure of an organization is the relationship among its personnel, knowledge, resources, and
tasks entities. These entities and relationships are represented by the Meta-Matrix. Measures that take as
input a Meta-Matrix are used to analyze the structural properties of an organization for potential risk.
ORA contains over 100 measures which are categorized by which type of risk they detect. Measures are
also organized by input requirements and by output. ORA generates formatted reports viewable on screen
or in log files, and reads and writes networks in multiple data formats to be interoperable with existing
network analysis packages. In addition, it has tools for graphically visualizing Meta-Matrix data and for
optimizing a network’s design structure. ORA uses a Java interface for ease of use, and a C++
computational backend. The current version ORAL.2 software is available on the CASOS website:
http://www.casos.ece.cmu.edu/projects/fORA/index.html.






Table of Contents

ORA | Organizational Risk Analyzer ... ... 1
e = SY AV = T o 1
Contact INfOrmMatioN. . ...t ettt a 1
Questions, Bugs, and COMMENTS ...t e e eeeeeeeaeaaes 1
Copyright NOTITICATION ... et eenee e ns 1

L L= T T AN [ 1 1= 2
2 = 2ST AV = T ] o 2
L0 2

Running ORA IN BatCh MoOde..... ... e eeeeaaaas 2
I. Command Line ArQUIMENTS. ...ttt et e e e eaenneens 2
| T o o 4
N g o]0 S Y=o T o 4
1. Meta-MatriX SpPeCifiCatioN ......cccooiiiiiiii e 4
1.1 Meta-Matrix data in a single file ... e 5
1.2 Meta-Matrix data in multiple matrix files ... ... 5
1.3 MUILIPIE META-MATIICES . ...ttt et e e e e aaneees 7
1.3 Meta-MatrixX Dir€CTOIIES. ... ittt ettt e aneees 8
G TS = VT T T\ 1= = T = X o = 10
4. Transform ElemMENnt ... oot 12

L€ 0 11 T= Y Y P 15

(€T i A e IS} = L 1T o 28
HOW 10 USE ORA NI oo e et ee e 28

RV AT = ST 1 N 29
N o T O LY T 1 29
The ORA VISUALIZEY ...ttt ettt e e eeaaneaens 30
=] 010 1 30
O = T 30

L0 T Y T < 30
Contact INfOrmMatioN. ... .o ettt 30
) 30
What Kinds Of NETWOTKS? ...ttt eeaaaaaaas 31
What if there are many NetWOrKS? ... et e e, 31
What if the Networks ChanQe? ..o e 32
What if information is incomplete? ... e 32
Hlustrative appliCatiONS ... e e eneees 32
10 Yo N S o ] 11§ 1 o I 32

Social Network ANalysis (SNA) ... e e eas 32
Where to find oUt MOre ON SN A ... e 33



Dynamic NetWOrK ANalY SIS, . ... eeaas 33

WHheEre 10 1€arN 10 MO . .. e e iaeeeaeeaeeeaaaaaann 34
L@ = Tia [ B I3 1 AN 1 34
Where to learn more about CASOS tools and this tool chain: ....................... 35
SYSTEM REQUINEIMENTS . ittt ettt ettt e e e eaaeaaaaannnnnes 36
T =TS 0 ] g = 1 = 36
Stargate SUMMIT - SY MO SIS o .ttt ettt e anees 41
Y 0] Y == Tod o [ 0] U o o 41
B L= I = 1 = 1< 41
I8 2 L= 1 e T 0 1 41
LI TSI (0] Y/ 42
LY WYY 0 2l B T LY== S 44
Mapping @ NEtWOIK DIFiVE .....eiiiiii ittt e e e eeeaas 44
ORA'S Main INterTacCe ...cooiiiiiii i ettt e ee e e e aaaaanes 46
T I =T 1Y/ T o 47
22 1N = oo 1 47
3 - Meta-Network Manager Pane. ......cooiiiiii et 47
e o ) 0T gl == o = 48
LS U= o 10 ST ==V 48
Main INterface TasSKS. .. e ettt eeaaaannn 49
N o g T 1 1 1 49
2o o 2 ] o T = 49
Add attribute (second OPtioN).....ooiiiii i e, 50
Delete AttrIDULE ... e 50
1] o T i A AN o | T U = 51
USE LINKS AS AtLrIDULES .. e ettt e e 52
Adding a document links in the EQitor ....... ..o 52
Adding a URI in the Visualizer ... i 53
MUILIPIE URIS/URLS ..ttt ettt et et ettt araeaaaaaaaaaaaaens 53
CoNteXtUAl MENUS ... i ettt e e eaaeaeeaaaannnes 53
Contextual Menus - MUIti FIles ... e 55
Create a New Meta-NetWorK ... et 59
T T 61
Find a Sub-set within a NOESEet..... ... e eeeeeeeeas 61
([oXVZ=T o] To R oo ] L AT o 1 PP 63
N Lo Yo 1= = U |t (o Y 1 64
[N To T TSI T o] o £ 64
INTO TAD = NOGESET ..o e e e et e e eaanees 65
INTO Tabh - NeTWOTK . .o e ettt eeeeeeeeas 67



Create Meta-Network from EXCEl FIle ... e e 69

I AN = 1 1 71
WOrKing WIith 1D NamMIES. . ...ttt ettt e e e et eeeeeeeeanas 71
Areas where it's important to maintain Name ID integrity ...............cooiiine 72

ViSUAIZE BUTEONS ... ettt e eeeeeeaaannnn 72

T =T 1Y = 1 74

OPEN FIl S e 75
(0 o 1= o I 1V 1= = T AN T Y ] 76
Data IMport WIzZard ... et ettt et e e eaaas 76
Other Functions Besides IMPoOrting ...coooeeiiii e eeeeeeeeeeeeas 77

RS2 1Y 1 5 T 78
SaVEe Meta-NetWOIK ... e eeeeeeeans 78
SAVE Meta-NetWOIK AS. .. oo ettt et e e eaaeeeeas 78
T2 AV I AY L0 ] 7] @ 1= Vo = 78
Pile SOrt GUI ... e Error! Bookmark not defined.
Pile SOrt MeNUS ... Error! Bookmark not defined.
Other FUNCLIONS ....coviiiiiieeee e Error! Bookmark not defined.
Loading a list of concepts : ....ccvvviviiiiiiiiinn.... Error! Bookmark not defined.
Viewing in ORA ... oo Error! Bookmark not defined.

(070 0 )Y A A = 1= 1 85

L Y LY =T T = T 86
LT =T o T=] =Y 87
D T2 X = Y < 1T 87
=0 1 ] = 88

D =1 = WAV = 1 g = T = 10 1 88

NETWOIK AlQEDra ... ettt aeeeas 90

Y Fo N o D I =T 0 1= 0] o 97
The "Entire Meta-Network" tab ... ... .o e 98
The "Individual Networks"” tab .......cccoiiiiiii e 100

Meta-NetwWOrK ANONYIMIZEr .. ... e aaees 101
THE VISUALIZEN ..o ettt et aeeaaanns 101
Meta-Network Anonymizer dialog .......c.cooviiiiiii e 103

Meta-NetWOrK UNION ... e ettt e e e e aaaans 105
D= 110 e 107

Attribute Partition ToOoOl ... 107
= 0 0 o ] 109

Randomize EXIStING NETWOIK ... 110

Generate NEtWOTK ... .. e et eaeaas 113

INnfluence NetwWOrK GENEIatOr .......coiiiiiiiiiii ittt eeeees 114



Y/ 1 = 120
Command and Control Structure Generator .........oocviiiiiiiiiiiii i 122
C2 Structure and Meta-NetWOrkK .......ooiiioiii e 122
C2 Structure Generation ProCcedure .........oiiiii i 123
Extracting a Task Network for the Command and Control ....................... 123
LTS T g T=To e =T o) £ 124
Approximated Information Sharing Network ........ ..., 125
Inferred Command Chain ... e 125
Inferred Result Sharing Network. ... ... e 126
Visualization by CAESAR T ... e e 127
Create Stylized NEeTWOIKS ... e eees 128
Fixed Degree-Distribution NetworK........ ..o i 130
Create Expected Interaction NetwWOrKS .......coiiiiiiiiiiii i e 131
ANAIY SIS MENU ..o et ettt 133
GENEIAtE REP OIS ittt et et 134
RepOrt SeleCtion WIZard.........cooiiii e aes 135
Y L Ee R B g TS Y/ = = T [ 137
=T g @0 ] 010 =T [ 138
item(s) Selected | Visible | Total ... ..o i i 139
T 0] 1 =N 139
Tabbed WINAOW ...... et ettt ettt e e e e e e e aeeaaannes 139
DT e 0 Eed 19 T V1Y o T 1Y/ o 1 140
Y Lo = g B =T o B =N 2 140
0T o 1 L ] o e 140
RS 1 181 =1 o T = 142
Near Term ImMpact ANalY SIS .. .o 142
0 T o T I = 1 = 144
2. Settings (Global Parameters)......ooviiiiiii e e eeeeeeees 144
3. SIMUIALioON TIME lNE ..o et eaaaeeeas 145
4. Cases 10 SIMUIATE ... ettt 145
Add NEW SIMUIATION CASES ...ttt ettt e e aaeeeeeannn 145
There are foUr OPLIONS: ... ettt eeeeaaanas 147
Near Term IMpPacCt MeENU ...ttt aaaaaaaaans 148
Near Term Impact OPtioN L. ... e eanees 149
STEP-DY-STEP WIZAId .. ...t e 149
Near Term Impact OPtiON 2. ... e eaaees 152
Apply events to specified agents.... ..ottt e 152
Near Term Impact Option B. ... ettt eeeeeaaans 153



Create set of cases USING MEaASUIeS ....couuiiiiii et 154

Centrality, TOtal DEQIEe ... e e 154
Cognitive DEMANd ...ttt 154
(@4 [T 11T 0 111 o 154
Near Term Impact OptioN 4. ... ettt eeeeas 155
A set of agents by a set of cases by measure(S). ...covvviieiiiiiiiiiiiiiaeenn. 155
Near Term Impact ReSUltS MEeNU ..o 155
Near Term ImMpact RESUILS ... et e eeeaaas 158
Further information can be obtained form the following references: ............ 160
o] g oY1 g = LY = 1] T (o o U =T Y 160
ViSUAI Zat i ON L. 161
VIEW NETWOTKS ..ot et aaaaaeaaannn 161
(O = U o= Y4 1= 162
Bar At ... e 162
o= 1 1 =T o o ) 163
[ LIS 00T | =1 o o P 164
ViIiEeW MeEASUINES OVl T oottt ettt e e e e e eaanees 166
ComMpULAtioON ParameElers ... ...t ettt 166
Measures Over TimMe WINAOW ... 166
ViIieW MeasUIreS OVerl T ...ttt 168
ANIMAting the DiSPIaY ... ..t 169
(19 1 ] D T 1 172
(I Y = @4 o 11 T 176
Word Cloud Tools and SettingsS .....ccciiiiiiiiiii i aaaas 176
[ L 0 T 1Y, 1Y o L6 177
The ORA ViSUAliZer ... e e eaanees 178
The Visualizer INterface.......oooiiiiiiii e et e e eaaaas 178
SYNCNIONIZATION ... e ettt 179
The Visualizer ToOIbar. .. ..o e 180
ShHOW/HIAE Labels . ... e et aaaee e 186
Hide Links By Welght ... e 186
HYPEIDOIIC VIBWV ... ettt aees 189
Rotating A VisualizationN ........ooiiiiii i e eeaaas 191
4o T 1 .0 1 1 5o 1S 192
Visualizer Paint ToOl ... e 194
FIle M eNU Lo e et 195
Save Image to File ... e 197
Selecting Image ResolUtioNn ON SaAVe.......oiiiiiiiii i 198
N o ] 1= 199



[ TTo LT =Y o o F= 1 1 201
X o [ AN [ T = 201
Adding MUItIPIE NOAES.......eiiieei i ettt eaeeaaans 204
AN o [ T | G 205
Adding @ MiISSed LiNK ... e 207
Add Network From ScratCh ... e 209
QI TSI 2= = 1 = 209
ST 0 ] = L = 212
ST T ] 1= /2 212
Hide 1S0late NOGES . ...t eea e 212
Combine INtO MetaNOAE ....cooiiiiii e eaeeeaenn 213
MOVE INTO COIUMIN .ttt e eaaneeens 213
Color Nodes By AttribDULE ... e et eeeas 214
Resize Nodes By ALLribULE. ... et eee 217
Resize NOdES BY MEASUFIE......co e aneens 220
Cognitive Measure for daniel_jackson .........oooiiiiiiiiii e 222
Cognitive Measure for teal'C ... e 222
Compute Standard MEaSUIES. . ...ttt ettt taeaaaeaaaannneens 223
VISUA I ZEr TOOIS et e 223
Drill DOWN WIZACd ...ttt et e e aaaaes 225
Drill Down Wizard EXamPle ... e 226
Drill Down Wizard EXplained ........ooiiiiiii et 231
[ LT LTS 1= 6 232
I 1Y = 1 5= 234
L] T8 o I AT =YY P 235
Group VIEWETr-ClIQUES ...ttt e ettt et aaneeeaas 235
o =1 0 0T (T 236
Group Viewer-CONCOR ... e ettt e eeeaaannnas 236
e = 1 1<) 1< 237
XAl . e 237
Use both in-links and oUt-liNKS ... e eee e 237
USE IN-TINKS Lo et e 237
USe OUL-IINKS ... e 238
Group VieWer-JORNNSON . ... ettt aaneeeaas 239
o =1 0 T (=T = 240
(€] ge18] e IVATSIVIVIY g NI SYY,Y ] o o F= o [ 240
Group VieWer - K-FOG ... ittt e e eaans 241
L = | €= 1 0 (=] €= T 242

Vi



o  SingleMode EXamPle ....oooiiiiiiiii e, 243
o MUItIMOdE EXAMPIE ...t 244
Group VIieWer-ALPHA FOG ... e et eaaas 244
The ALPHA-FOG dialog DOX .. ..eeee e 244
KeySet Selector in Visualizer TOOIl ... ..o 248
Key Set SeleCtor Tabs ..o e 249
Keyset SeleCtor EXamples. ... i s 250
MOVE Left/RIGNT ..o et 252
L= 0 1Y o 254
Legend EIT MENU. ... et et et e nes 259
Legend CONTrOol MENU ...ttt e e e eeanees 259
NOAE COlOr ..t e e 259
Creating & Meta-NOAE ... e e aanes 262
(V=Y = B NN o Yo 1= 30 NN To Yo 1= 0 1= 1 263
Meta-Node ATEFIDUTLE ... e 264
P At FINO T . et 266
The interface contains four SECHIONS: ..ottt 267
Using only Agent nodes (tolerance = 0) ......ouiiiiiiiiieiiii e eaneee 267
Tolerance of "1", nothing else checked. ...... ..., 268
USE TINK AIrECTION ..ttt ettt eaneees 268
Use link weight (Remove links with negative values) .............ccoviieenea.. 268
Use link weight (Convert negative links to positive values) ........................ 269
Use link direction and link weight with absolute values ......................o...e. 269
Sphere Of INTIUENCE ... e 270
Select a sphere of influence radius...........coiiiiiii i i 271
A Sphere of Influence EXample. .. ... et 272
VieWw NetwWorks OVer T . o 275
8 T 277
S8 T 2 278
T 11 279
0S8 279
B I8 L= 113 (= 1 o 280
NOAE S ET ..ttt as 281
How The Node Shaper Changes The NodeSet........ccooiiiiiiiiiiiiiiiiiiieae 283
Node Shaper EXampPles ... e et e 284
Original agent X agent NetWOIK ... e eeeeeeeeneanas 285
MUILIPIE SIZeA NOUES . ... e eaaaaaaaaann 285
PiCture RepPIaCemMENT ...t e e ee s 286

vii



Hierarchical LayOuUT ... e e aaees 290
D 1] 0] = 12 291
I ] 22N o o 1= 1 = 1 o = 291
Lo o [T AN 0 01T =1 g o e 292
(7o) o 010 0T= o 1 15T 293
I3 o S 294
LI K GOl Or .. 296
Even Distribution - The Full SpPeCtrum ........cccooiiiiiiiiiiii e 297
Even Distribution - The Limited spectrum.........coooiiiiiiiiiii i 298
Scale 0 WGt . . ... e 299
LINK ValUBS. .o e e aaaaaaaaaannn 300
Change lINK ColOr ... .. ettt et eaaaaeea 301
(070 8 010 0 1] 8 | =T 301
AddiNg @ COMMIENT ... i e ettt aaaaaaaaann 301
Adding Multiple COMMENTS ...ttt eeaaas 302
Deleting @ COMIMIENT .. ...ttt ettt e e e aaneeens 303
1Y Lo 1B T ST @ LY Y g 303
[N Lo o L= g = T T 304
Setting a IMage FOIder. ..o et aeeaenn 304
SOt PIC UN e Lo e 305
O 113 (0] 1 1 305
Visualizer Contextual MEeNUS ... e 306
[N Lo T =1V T o 306
LiNK M BNU .. e 309
Removing Nodes IN The VisualiZer..... ..o 309
L0705 01 81811 1 1 = 310
MOUSE MEBINUS ..t ettt ettt ettt ettt e e eeeeeeeens 311
VisSUaAlizZzer Patlerns .. oo 312
Lo T T ] = 312
2 T 0 151 o 312
570 11,2 TN 313
[ 0 = 1 o 313
3 1 o [ 313
] - | 313
(OTo | T1 AV/ =3 1T o o =1 o o N 313
Degree Centrality ..o 313
EigenVector Centrality . ... e e 313
High Betweenness and NO DEeQree .......covviiiiiiiiiiiii i reeeeeeeeea s 313



o] 11 =] Y7 /2 314

GeoSpatial NeTWOIK ... .. et e eaaas 314
L 315
Geospatial Networks attributes........ccoooviiii i e 316
GeoSpatial Network TOOIDAr ... et 318
Standard TOOIDAY . ... e 318
GeoSpatial File MeNU ... e e 321
GeoSpatial Modify MeNU ... e et eaee e 324
GeoSpatial ANAlYyZe MENU ... et e aaaans 325
GeoSpatial TOOIS MENU ... ettt e ee e eeeeeeas 326
Layer Manager .....cooiiiii ettt 326
NS 0Y,V 01 g Qe [e | =T =1 @ ] o 328
GeoSpatial OPLIoNS MENU ....coiiii e ettt eaa e eeaaeeeaaaas 330
LOOM /N IEW Tralls. .. e 330
LOOM Rl e et 334
[0 To ] 8 8 T® ] 01 1 0] o = 334
L0 N 1V 1T I =1 337
WAt IS @ MBASUIE ... .ttt et aaee e 337
ORA MeEASUINES MaAN A e ... ettt ettt e et e e et a e e et e e e e e e aaa e e e e aaaaeeeennns 337
L5 338
ACCESS REAUNUANCY ...ttt ettt eanes 339
LT (ol g g g F= 1 A= o 1 339
(@ = 1 1[0 o 339
Minimum and Maximum Values ... ... e 339
Computational TimME. .. ..o ettt e eae e e e e e eeeeeeaaeaees 340
D73 ] o £ o o S PP 340
ACtUAl WOTKIOAA. ... .o e ettt ettt eaanees 340
INTOrMIal NaIM e .. ettt aaas 340
L3 1= 1 0 340
Minimum and MaxXimum ValUes ... ...t e e 340
Computational TiME. ...ttt 340
972 ] o X o ] o P 340
Agent Knowledge Needs CONQIUENCE ........iiiiiiiii i e eeaanaenn 341
INformal Name. ... e 341
L3 1 = 1 1 0 341
Minimum and Maximum ValUes ... ... ..o 341
CompuUtatioNal TiMIE. . et e 342
DTS o7 70 ¥ T ] o 342
Agent Knowledge Waste CONQIUENCE ...t eeeeeiaaeeeeeens 342



Ea Y 0] 8 T= I =0 1= 342

L3 1 = 1 o] o 1 342
Minimum and MaxXimum ValUEs ... et e e e 342
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 0 5 T= 342
Do o 1 o e 343
Agent Resource Needs CONQGIUENCE ......cuiutii et eaneeaaneens 343
INformal NamM . ...ttt eeeeeeeens 343
L 1 = 1 1 0 343
Minimum and MaxXimum ValUEs ...t eee e e 343
Computational TImME. . ..ooii ettt e e eeeeeaeneaees 343
[ 1 =ES o o £ o o P 343
Agent Resource Waste CONGQIUEBNCE ...ttt aaee e eaaanees 344
0] 0 = L A= T o = 344
L3 1 7= 1 ¥ T o 344
Minimum and MaxXimuim ValUEs .........ooiiiiiiiiiii e eeeeaans 344
ComputatioNal TimMIE. ... et 344
[ 7= ES o o £ T o PP 344
Agent SOCIO ECONOMIC POWEK ...t ettt 345
70T = I A= T g = 345
L3 1 7= 1 ¥ T o 345
Minimum and MaxXimum ValUes ... eee e 345
CompPUtatioNal T, . ettt e 345
DTS o7 10 ¥ T o 1 345
ASSIgNMENT REAUNAANCY ..ottt et e e et e e eeeaaaannn 346
70T g = I A= T g 346
L3 1 7= 1 T o 346
Minimum and MaXimum ValUEs .........ooiiiiiiiiiii e 346
(@07 ] o181 7= 1A [o] o =1 I 1T 2 1 S 346
Do 1 ] o 1 346
AUTNOTNILY Centrality ... et 346
10T g F= Y A= T g o = 347
L@ 1 = | o] o 347
Minimum and MaxXimum ValUEs ..ot eeeea e 347
Computational TimME. .. ..ooii ettt eeeeeaaaeaees 347
[ 7 =E o ] 0 £ o o P 347
AVEINage DiSTaNCe ... et 347
INformal NamM ... ettt eeeeeeas 347
L 1 = 1 0T 347
Minimum and MaxXimum ValUEs .........cooiiiiiiiiiii e eeeeans 348



Computational Time. ... e 348

[ 1= ES o ] o £ o o 348
AVEIAGE SP A ...ttt e e 348
0] 0 = L A= U = 348
L3 1 7= 1 T o 348
Minimum and MaXimuim ValUEs ......cccoiiiiiiiiiii e eaeeeaeeaans 349
ComputatioNal TiMIE. .. ettt 349
DTS o 70 ¥ T ] o 349
Betweenness Centrality ......cooiiiiiiiiiii e aaaas 349
INformal Nam . ...t eeeeeeneanas 349
L3 1 7= 1 ¥ T o 349
Minimum and MaXimum ValUEs .........cooiiiiiiiiii e 349
(70T 0] 018} =1 4 o] o T=1 NN T 00 1= T 350
Do 1 ) o 1 350
Bonacich Power Centralily .......ccooiiiiiiiiiiiiii i ettt eeeas 350
70 =Y I N = T g 350
[ 1 7= 1 T o 1 350
Minimum and MaxXimum ValUEs ........ooiiiiii e eee e 351
(@0 0 0] 01U 1 = 1 ¥ [ ] = LI 1 1= 351
Do 1 ] o 1 351
BOUNAANY SPaNNET ... ettt 351
Ll ol g g =Y I A= T g o 1= 351
L@ =1 0] o 351
Minimum and MaxXimum ValUEs .........coiviiiiiiii e 351
D Yo 01 4 ] o 1 352
ST T o O] 13 o = 1T 1 352
T ol g g g =Y I A= T 5 o 1= 352
L@ =1 0] o 1 352
Minimum and MaXimum ValUEs .........coviiiiiiiii e 352
Computational TiME. ... ettt e e e 352
(D121 g o 1 o ] o [ P 353
(O =T 0 ] 1 11 V228 353
INfOrmal Namme. ... ettt eeaaanaenn 353
L 1 7= 1 T o 353
Minimum and MaXimuim ValUEs ......cccoiiiiiiiiiii i reeaeaeaeeaaas 353
Computational TiMIE. ... ettt e 353
[ 1= ES o o X o o S P 353
L0 o 18T 00 1 U 1 o ) o 354
INformal Nam . ... et eeeeaeaeas 354

Xi



L] 7= 1 1[0 1o S 354

Minimum and MaXimuim ValUEs ......cccouiiiiiiiiiii e 354
(70T 0] 181 =1 4 o] o T=1 NN T 00 L= T 354
DTS o1 70 ¥ T ] o 354
ClassIC SNA DENSITY .o ettt ettt eeeaaeaaaaannnas 355
) (0 = LA =V 1= 355
L3 1 7= 1 ¥ T o 1 355
Minimum and MaxXimum ValUEs ... et ee e e 355
(70T 0] o181 =1 A o] o T=1 NN T 00 L= T 355
Do 1 ) o e 355
ClosSENESS CeNtrality ... ..o e e s 355
INformal NamM ... e et eeeeeneenas 355
L 1 =1 10 355
Minimum and MaxXimuim ValUEs .........coiiiiiiiiiii e eee e ns 356
Computational TiImME....cooii ettt e e eeeeeeeneanes 356
(1 =ES o o 1 o ] o P 356
Closeness Network Centralization........cccooiiiiiii i e 356
INfOrmal NamME. ... . ettt e e eeaaneeeas 356
L3 1 7= 1 ¥ T o 357
Minimum and MaxXimum Values ...........ooiiiiiiiiii e 357
Computational TimMIE. ... e e e 357
(072 o T ] o P 357
CogNItivVe DEeMaANd ... ..o ettt 357
0 g = I N = T g 357
L3 1 = 1 Lo ] o P 357
Minimum and MaXimum ValUEs .........cooiiiiiiiiii e 358
ComputatioNal TiME. ... ettt e 358
(DTS o T 0 4T ] o 1 358
CogNitiVe DiStINCUIVENES S ... i ettt ettt et eaeeaaaaaaeeeeeens 358
g1 T0T g g F= Y A= T g = 358
L@ 1 = | Lo ] o 358
Minimum and MaXimum ValUEs ........cooiiiiiiiii e 359
(@070 0] o181 = 14 Lo o =1 I 1T 2 1 S 359
Do o 1 o e 359
COgNITIVE EXP OIS ..t ettt e 359
INformal NamM . ... ettt e e eeeaeaaeaaes 359
L3 1 = 1 ¥ ] o 1 359
Minimum and MaxXimum ValUEs ...t ee e e 360
Computational TImME. .. ..ooii ittt eeeeeaeneaees 360

xii



[0 7= = o T 0 ¥ T ) o 360

Cognitive RESEMDBIANCE ... .o s 360
INfOrmal NamIE. ... ettt e e eaaaaeean 360
L 1 = 10 360
Minimum and MaxXimuim ValUEs ........ccoiiiiiiiiiii e eeeeeas 360
ComputationNal TimME. ...t ettt e 361
[ 1= ES o 0 £ o o 361
CognNitive SIMIIaritY ... e e e e eaeeea s 361
0] 0 = L A= T = 361
L3 1 7= 1 ¥ T o 361
Minimum and Maximum ValUes ... ... . et 361
CompuUtatioNal TiMIE. . et 362
DTS o 70 ¥ T ] o 362
Column Breadth ... e 362
70T = B A= T g > 362
L3 1 7= 1 T o 362
Minimum and MaXimuim ValUEs ........cooiiiiiiiiii e eeeeeeeaeens 362
(70T 0] 018} =1 4 o] o T=1 NN T 0'0 L= T 362
DY 1 ] o 1 363
(@0 115 ¥ 0 o i T O 11 | i 1 o 363
g T0] g g g F= Y A= T g o = 363
(O3 1 7= 1 4 o] o 1 363
Minimum and MaxXimum ValUEs ..o e eee e 363
(670 ¢ 10181 =1 1 {0 F= LI T /0 1= T 363
Do 1 ) o 1 363
Column Degree Centrality .......ooeioi e eees 364
T Tod g g =Y I A= T g o 1= 364
L@ =1 0] o 1 364
Minimum and MaxXimum Values ..........ooviiiiiiiii e 364
Computational TimME. ... .. et e 364
(D121 o £ o] o P 364
Column Degree Network Centralization ..........coooiiiiiiiiiiiiiiiiiiiiee e 364
INfOrmal NamME. ... . ettt eeeaeaaeeen 364
L 1 7= 1 T o 364
Minimum and MaXimuim ValUEs ......cccoiiiiiiiiiii e aaeaaaas 365
Computational Time. ... e 365
[ 1= ES o o £ T o P 365
(0701 18] 501 g I = =T 18 1'a Lo =1 in {320 365
INformal NamM . ... e et eeeeeeeeanas 365



L] 7= 1 1[0 1o S 365

Minimum and MaXimuim ValUEs ......cccouiiiiiiiiiii e 365
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 0 0 L= T 365
DTS o1 70 ¥ T ] o 366
(7] 5 0T o 18 1 1 Fox= 1 o [0 o 1 366
) (0 = LA =V 1= 366
L3 1 7= 1 ¥ T o 1 366
Minimum and MaxXimum ValUEs ... et ee e e 366
(70T 0] o181 =1 A o] o T=1 NN T 00 L= T 366
Do 1 ) o e 366
CommuUNICAtION CONQGIUENCE . ...ttt et e et a e e eaneanas 367
T o] g g =1 I A= g o 1= 367
L 1 = 10 367
Minimum and MaxXimum ValUes ..........ooiiiiiiiii e 367
Computational TImME....oooi ettt ettt e e eeeeeeeneanns 367
(1 =ES o o £ o ] o P 367
ComMMUNICAtIVE NEEA ..o e e e eeeeeeenn 369
INFOrmal NamE. ... . et ettt et eeaaaneeens 369
L3 1 7= 1 ¥ T o 369
Minimum and MaxXimum Values ..........cooiiiiiiiii e 369
Computational TimME. ... et 369
(072 o T ] o P 369
Complete EXCIUSIVITY ..o e et et eea e eaeas 370
0 g = I A= T g 370
O3 1 = 1 Lo ] o 370
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 370
(Of0] o o] o]U) =1 o] 0 F=L I 1T 0 1= 370
(DTS o 1T 0 ¥ T ] o 1 370
(70 5 91 ] 1= 1 1/ 371
g 10 ] =Y A= g = 371
L3 1 = 1 o] o 371
Minimum and MaXimum ValUESs ........ooiiiiiiiii et 371
(@01 0] o181 = 14 Lo o =1 NN T 0 1= 371
Do o 1 o e 371
(O] ] 1= o (=T 0 1 1= 371
INformal NamM . ... ettt e e eeeaeaaeaaes 371
L3 1 = 1 ¥ ] o 1 371
Minimum and MaxXimum ValUEs ...t ee e e 372
Computational TImME. .. ..ooii ittt eeeeeaeneaees 372

Xiv



[0 7= = o T 0 ¥ T ) o 372

Distinctiveness Correlation ... et e 372
0] 0 = LN A= U = 372
L 1 = 1 0 372
Minimum and MaxXimuim ValUes .........cooiiiiiiiiii e eeeea s 372
[ 1 =E o o £ o o P 373
Correlation EXPEerTiSE ...t ettt 373
01 0 = LA = T = 373
L 1 = 1 10 373
Minimum and MaxXimum ValUes ...........ooiiiiiiiiii e 373
ComputatioNal TimMIE. ... ettt e 373
[ 7= 2S o o 1 T ] o PP 373
Resemblance Correlation .........cooiiiiiii et eaaas 374
0T = B A= T g = 374
L3 1 7= 1 ¥ T o 374
Minimum and MaXimuim ValUEs ........cooiiiiiiiiii e eee e 374
CompuUtatioNal TiMIE. . et 374
DTS o3 10 ¥ T o 1 374
Similarity Correlation ... ... ettt eaeeeeeas 375
70T = I A= T g 375
L3 1 7= 1 T o 375
Minimum and MaXimum ValUEs .........coiiiiiiiiiii e 375
(70T aq] 018} =1 4 o] o T=1 NN T 0'0 1= T 375
Do 1 ) o 1 375
1D 1 1 375
70T g =Y A= T g o = 375
L@ 1 = | o] o 376
Minimum and MaxXimum ValUEs ...t eeee e 376
(@0 0 0] 01U 1 = 1 ¥ o] = | 11 1= 376
(1 =2S T o 1 o] o [ PP 376
(1D 1= = 1 376
Tt ol g a1 I NV F= T g o 1= 376
@] =1 1 0] o 1 376
Minimum and MaxXimuim ValUEs .......cccoiiiiiiiiiii e eeeeeans 377
ComputationNal TiMIE. ... et e 377
[0 7= = o T 0 ¥ T ) o 377
D T 118 £ 0] o 377
0] 0 = L A= U = 377
L3 1 7= 1 T o 377

XV



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 377

CompuUtatioNal TiMIE. . et e 377
DTS o1 70 ¥ T ) o 378
Effective NetWOrK SIze ... e e e eeaas 378
INformal Nam e, ... o e eeeeeneanas 378
L3 1 7= 1 T o 378
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e 378
(70T 0] o181 =1 A o] o T=1 NN T 00 1= T 378
DTS o 70 ¥ T ] o 378
N 1 o 1= i 0 379
70T g =Y I A= T g o = 379
[ 1 7= 1 T o 1 379
Minimum and MaxXimum ValUEs ... et eeea e 379
Computational TIME....cooi ittt e e e e eeeeaaneanns 379
Do 1 ) o 1 379
EIigenvector Centrality ...... oot eees 380
T ToT g g g =1 I A= g o 1= 380
L 1 = 1 10 380
Minimum and MaxXimum Values ...........ooiiiiiiii e 380
@0 0 0] 01U 1 = 1 ¥ [ ] = LI 1 1= 380
(72T o £ o] o PP 380
o 18 L] Y 4 Y2 381
INfOrmal NamE. ... . ettt e eeaaaeeenn 381
O3 1 = 1 Lo ] o P 381
Minimum and MaxXimum Values ...........ooviiiiiii e 381
Computational TiME. ...ttt 381
(072 o T ] o 381
Fragmentation ... e eeaiaeeaaas 382
10 = I A= T g 382
O 1 = 1 Lo ] o 382
Minimum and MaXimum ValUEs ........cooiiiiiiiiii e 382
ComputatioNal TimME. ... ettt et e 382
DTS o 1T 0 1T o 1 383
(€T Yo 117 Loal I 1 1] = o = 383
) (0 = LA = 1= 383
L3 1 = 1 T o 383
Minimum and MaXimuim ValUEs ......cccouiiiiiiiiiii e 383
(70T 0] o181 =1 4 o] o T=1 NN T 0 0 L= 383
Do 1 ) o e 383

XVi



Global EffICIENCY .. ettt 384

INformal NamM ... ettt eeeaeees 384
L 1 =1 1 0 384
Minimum and MaxXimum ValUes ... et a e 384
Computational TImME. .. ..ooii ettt e e eeeaaeaaaees 384
[ 7 =E o ] o £ o o 384
[ LS = o Y 385
0] 0 = LN A= T = 385
L 1 = 1 10 385
Minimum and MaxXimuim ValUEs .........coiiiiiiiiiii e ns 385
ComputatioNal TiMIE. ... ettt 385
(7= ES o o X o] o P 385
[ L8] O =T 1 o = 1 Y/ 386
70T = B A= T g = 386
L3 1 7= 1 ¥ T o 386
Minimum and MaxXimum Values ... ... e 386
CompuUtatioNal TiMIE. .t 386
DTS o 70 ¥ T ] o 386
IN Degree Centralily ....ooo ettt eaeeeeas 386
70T g = I A= T g 386
L3 1 7= 1 T o 387
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 387
(@071 ] o181 7= 1A [o] o =1 I T 2 1 S 387
Do 1 ) o 1 387
INn Degree Network Centralization..... ... e e e 387
0] g =Y A= T g o = 387
L@ 1 = | o] o 387
Minimum and MaxXimum ValUes ... e 387
Computational TIME. ..o et aaa e e e e e aaeeaans 388
(D121 g o] 1 o] o [ PP 388
INformation Centrality ..... ..o e 388
E T (ol g g g =Y I A= T g o 1= 388
L@ =1 1 0] o 1 388
Minimum and MaxXimuim ValUEs ........coiiiiiiiiiiii e aeaeaas 388
Computational TiMIE. ... ettt 388
[0 7= = o T 0 ¥ T ) o 389
INEErdEPENUENCE. ... et 389
0] 0 = L A= U = 389
L3 1 7= 1 T o 389



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 389

CompuUtatioNal TiMIE. . et e 389
DTS o1 70 ¥ T ) o 390
) =T o Yo 2= = 390
INformal Nam e, ... et eaeeaeenas 390
L3 1 7= 1 T o 390
Minimum and MaXimuim ValUEs .......ccooiiiiiiiiiii e 390
(70T 0] o181 =1 4 o] o T=1 NN T 00 L= 391
DTS o1 70 ¥ T ] o 391
INnverse Closeness Centrality .. ... et 391
INformal Name. ... e 391
(3 1 7= 1 ¥ T o 1 391
Minimum and MaxXimum ValUEs ... et eeea e 391
Computational TImME....cooii ittt et e e e eeeeeeaneanns 392
Do 1 ) o e 392
ISOlate COUNT .. ettt 392
T 0T g g =1 I A= T g o 1= 392
L 1 = 1 10 392
Minimum and MaxXimum Values ..........oooiiiiiiiii e 392
(070 ¢ 10181 =1 1 {0 F= LI 8T /0 1= 392
(D12 o £ o] o P 392
Knowledge ACCESS INAEX ... . 393
INfOrmal NamME. ... . ettt ettt eeaaaeeenn 393
O3 1 = 1 Lo ] o 393
Minimum and MaxXimum ValUes ...........ovviiiiiii e 393
Computational TiME. ... ettt e e 393
(072 o T ] o P 393
Knowledge Actual Workload ... 394
0 = A= T g 394
L1 =1 0 o 394
Minimum and MaxXimum ValUes ... e 394
ComputatioNal TiME. ...ttt 394
(DTS o 1T 0 1T o 1 394
[N [0)YAY] [=To [0 TSI @] T | U =1 Yo 394
) {0 = LA = 1= 395
L3 1 7= 1 ¥ T o 395
Minimum and MaXimuim ValUEs .......ccooiiiiiiiiiii e 395
Computational TiME. ... ettt ettt e e e 395
Do o 1 o e 395



KNOWIEAGE DIVEISITY ..ottt et et e e e e eanees 395

INformal NamM . ... e eeeeeees 395
L 1 = 1 1 0 395
Minimum and MaxXimum ValUEs ...t ea e 396
Computational TImME. .. ..ooii ettt e e eeeaaeaaaees 396
[ 7 =E o ] o £ o o 396
KNowledge EXCIUSIVITY . ... e eaees 396
0] 0 = LI A= T o = 396
L 1 = 1 10 396
Minimum and MaxXimum ValUes ..........cooiiiiiiiiii e 396
CompuUtatioNal TiMIE. . ettt e e 396
(1= ES o o 1 T ] o PP 397
[ T3,/ 1= [ =T 1o Y- T 397
70T = B A= T g = 397
L3 1 7= 1 ¥ T o 397
Minimum and MaxXimum ValUes ......... e 397
CompUtatioNal TiMIE. . ettt 397
DTS o7 10 ¥ T ] o 1 397
Knowledge NegotiatioN ... ettt e e eaaas 398
70T g = I A= T g 398
O3 1 = 1 Lo ] o 398
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 398
(@075 0] o181 7= 14 [o] o =1 I 1T 2 1 S 398
D Yo 1 ] o 1 398
[N 1YV 1Yo Lo =T @ J a o 1= = T 399
0] g =Y A= T g o = 399
L@ 1 = | o] o 399
Minimum and MaxXimum ValUes ... e 399
(@0 0 0] 01U 1 = 1 ¥ o] = LI I 1= 399
(D121 g o] 1 o] o [ PP 399
Knowledge Potential Workload ... 400
E T (ol g g g =Y I A= T g o 1= 400
L@ =1 1 0] o 1 400
Minimum and MaxXimuim ValUEs ........coiiiiiiiiiiii e aeaeaas 400
Computational TiMIE. ... ettt 400
[0 7= = o T 0 ¥ T ) o 400
Knowledge ReAUNAANCY ...ttt e anees 401
0] 0 = L A= U = 401
L3 1 7= 1 T o 401

Xix



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 401

CompuUtatioNal TiMIE. . et e 401
DTS o1 70 ¥ T ) o 401
Knowledge Task Completion ..o et eaeaes 401
INformal Nam . ... e eeeaeaeas 401
L3 1 = 1 T o 402
Minimum and MaXimuim ValUEs .......ccooiiiiiiiiiii e 402
(70T 0] o181 =1 4 o] o T=1 NN T 00 L= 402
DTS o1 70 ¥ T ] o 402
Knowledge UnNder SUPPIY ... ettt iaeeeeeeas 403
INformal NamM . ..o ettt eeeeeaneanas 403
[ 1 7= 1 ¥ T o 1 403
Minimum and MaxXimum ValUEs ..o e eee e 403
Computational TImME....oooii ittt ettt e e e e eeeeeeennanns 403
Do 1 T o e 403
Lateral LinkK CoUNt . ... ettt e e eaeeeaeens 403
T 0T g g =1 I A= g o 1= 404
L 1 = 1 10 404
Minimum and MaxXimum ValUes ..........ooiiiiiiiii e eeee e 404
Computational TImME....coo ittt et e e e e eeeeeeeeennanns 404
(D12 o £ o] o PP 404
[T Y 2 O 1 1 ] i 404
INfOrmal NamE. ... . ettt et eeaaeeenn 404
L3 1 7= 1 ¥ T o 405
Minimum and MaxXimum ValUes ..........oooiiiiiiiii e 405
Computational TimMIE. ... et 405
(072 o T ] o P 405
LOCal EffiCIENCY .. e e e e 405
0T = I A= T g 405
O3 1 = 1 o] o 405
Minimum and MaxXimum ValUes ..........oiiiiiiiiii e 405
(Of0] o 0] o]0) =N o] 0 F=L I 1T 0 1= 405
(DTS o 110 ¥ T o 1 406
LOCAtiON REIEVANCE ... ettt et eeeeeeeens 406
) (0 = LA =V 1= 406
L3 1 = 1 T o 406
Minimum and MaXimuim ValUEs ......cccouiiiiiiiiiii e 406
ComputationNal TiME. ...ttt ettt 406
Do o 1 ) o e 406

XX



MIiNIMUM SPEEA ... ettt eaaas 407

INformal NamM ... ettt eeeeaeees 407
L 1 = 1 0 407
Minimum and MaxXimum ValUEs ... e e e e 407
Computational TimMe. .. ..oooi ittt et e e eeeeaaeeeaees 407
[ 7 =E o 0 £ o o P 407
NETWOIK LEVEIS ..o et ettt eeeeean 408
0] 0 = L A= T = 408
L 1 = 1 1 0 408
Minimum and MaxXimuim ValUes .........cooiiiiiiiiii e aeeeeaaas 408
ComputatioNal TiMIE. .. e et 408
[ 7= ES o ] o T ] o P 408
[N Lo o [T @0 1 | X 409
INformal Nam . ... et eeeaeeneanas 409
L3 1 7= 1 ¥ T o 409
Minimum and MaXimuim ValUEs ........cooiiiiiiiiii e eeee e 409
(O] oY o101 r=XuTo] o = LI I T 0 0 T= 409
DTS o 70 ¥ T ] o 409
[N Lo o L TS Y = 409
70T = B A= T g = 409
L3 1 7= 1 T o 409
Minimum and MaXimum ValUEs .........coiiiiiiiiiii e 410
(70T aq] 018} =1 4 To] o T=1 NN T 0'0 1= T 410
Do 1 ] o 1 410
Organization Agent Knowledge Needs CoNgruencCe..........ooviiiiiiiiiiannnnnnnn. 410
0T g g g F= Y A= T g o = 410
(O 1 7= 1 4 o] o 1 410
Minimum and MaxXimum ValUEs ...t eee e 410
(@0 0 0] 01U 1 = 1 ¥ o] = | I 1 1= 410
(D1 =2S o) o 1 o] o P 411
Organization Agent Knowledge Waste CONQrU€NCe.........ccvviieiiiiiininennnnn. 411
Tl Tod g a =1 I A= g o 1= 411
@] =1 10 o 1 411
Minimum and MaxXimum Values ..........ooviiiiiiiii e eee e 411
Computational TiMIE. ... ettt 411
D72 = o T 0 ¥ T ) o 411
Organization Agent Resource Needs CONgIUENCEe.......vveiiiieereiiiiienaaainannnn. 412
0] 0 = LN A= U = 412
L3 1 7= 1 T o 412

XXi



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 412

CompuUtatioNal TiMIE. . et e 412
DTS o1 70 ¥ T ) o 412
Organization Agent Resource Waste CONQIrUENCE.......oceiiiiiviiiiiiieneaiinnnnnn. 413
INformal Name. ... e 413
L3 1 = 1 1 0 413
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e eeeeeeeaans 413
(@30T 0] o181 =1 ¥ o] o T=1 NN T 00 1= 413
DTS o 70 ¥ T ] o 413
Organization Task Knowledge Needs CONQrUENCEe.....cccevviiiiiiiiiiiiiiiiiiiannns 414
INformal Name. ... e 414
(O3 1 7= 1 ¥ T o 1 414
Minimum and MaxXimum ValUESs ... e 414
Computational TImME. . .cooii i ettt e e eeeeeeeneanas 414
Do 1 T o e 414
Organization Task Knowledge Waste CONGIrUENCE.........cviiiiiiiniiiiieenanennns 415
T o] g g g =1 I A= g o 1= 415
[ 7= 1 0] o 415
Minimum and Maximum Values ... ... o 415
Computational TIME....cooii ettt ettt et e e ee e eeeeeeeeaneanns 415
(D12 o £ o ] o PP 415
Organization Task Resource Needs CONgrUENCe........cceviiieiiiieiiineininennnnn. 415
INTOrmal NaM e . ... e 415
L 1= 1 10 o 416
Minimum and MaxXimum Values ... ... e 416
Computational TiME. ... et 416
(072 o T ] o P 416
Organization Task Resource Waste CONgrUENCEe........cccoeiiiiiiiiiieiiiiinannanns 416
INformal Name. ... e 416
L1 =1 0] o 417
Minimum and MaxXimum ValUEs ........oii et aeeaae 417
(Of0] o 0] o]0) =N o] o F= LI 1T 0 1= 417
DTS o 110 ¥ T o 1 417
Out Degree Centrality .....oooiiiiiiii et e eaeeeen 417
INformal Name. ... e 417
L 1 = 1 1 0 417
Minimum and MaXimum ValUEs ......cccouiiiiiiiiiii e 418
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 0 0 L= 418
Do 1 ) o e 418



Out Degree Network Centralization..........cooioiiiiiiii e 418

INformal NamM ... ettt eeeeaeees 418
L 1 = 1 0 418
Minimum and MaxXimum ValUEs ... e e e e 419
Computational TimME. .. ..ooii ittt eeeaeeeanas 419
[ 7 =E o 0 £ o o P 419
Overall Task ComMPletion ... e eaaas 419
0] 0 = L A= T o = 419
L 1 = 1 10 419
Minimum and MaxXimum ValUes ..........cooiiiiiiiiii e 419
CompuUtatioNal TiMIE. . ettt e e 420
(1= ES o o 1 T ] o PP 420
PerformMancCe AS ACCUFACY ...coiiie ettt ettt e et eeaan e eeeaneeaaanns 420
70T = B A= T g = 420
L3 1 7= 1 ¥ T o 420
Minimum and MaXimum ValUEs ........ccoiiiiiiiiii e 421
CompUtatioNal TiMIE. . ettt 421
DTS o7 10 ¥ T ] o 1 421
g ST ST ] = I @ 1 421
70T g = I A= T g 421
O3 1 = 1 Lo ] o 421
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 421
(@071 ] o181 7= 1A [o] o =1 I 1T 2 1 S 422
D Yo 1 ] o 1 422
Pooled LiNK COUNT ... ettt ettt ee e e ineeaeeens 422
0] g =Y A= T g o = 422
L@ 1 = | o] o 423
Minimum and MaxXimum ValUes ... e 423
Computational TIME. ..o et aaa e e e e e aaeeaans 423
(D121 g o] 1 o] o [ PP 423
Potential Boundary SPanner ... 423
E T (ol g g g =Y I A= T g o 1= 423
L@ =1 1 0] o 1 424
Minimum and MaxXimuim ValUEs .......cccoiiiiiiiiiii e eeeeeans 424
ComputationNal TiMIE. ... et e 424
[0 7= = o T 0 ¥ T ) o 424
Potential WorKIOad ... ettt eeeeea 424
0] 0 = L A= U = 424
L3 1 7= 1 T o 425



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 425

CompuUtatioNal TiMIE. . et e 425
DTS o1 70 ¥ T ) o 425
RAIAIS ... e 425
INformal Name. ... e 426
L3 1 = 1 1 0 426
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e eeeeeeeaans 426
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 00 L= T 426
DTS o 70 ¥ T ] o 426
Reciprocal LINK CoOUNT ... et eeeeeeeas 426
INformal Name. ... e 426
(O3 1 7= 1 ¥ T o 1 426
Minimum and MaxXimum ValUESs ... e 426
Computational TImME. .. .cooii ittt et eeeeeeaneanns 427
Do 1 T ) o e 427
Relative Cognitive DISTINCUIVENESS ... eeaaes 427
Tt ToT g o g =1 I A= T g o 1= 427
[ 7= 1 [0 ) o 427
Minimum and Maximum Values ... ... ..o 427
(070 ¢ o1 0181 =1 1 {0 1 F= LI T /0 1= 427
(D12 o £ o] o P 428
Relative COognitive EXPErtiSe ...t eees 428
INTOrmMal NaM . ... et 428
L 1 =1 0 o 428
Minimum and MaxXimum Values ... ... . e 428
Computational TiME. ... et 428
(072 o T ] o 428
Relative Cognitive Resemblance ....... ... i 429
INformal Name. ... e 429
L1 =1 0] o 429
Minimum and MaxXimum ValUes ... e 429
ComputatioNal TimME. ... ettt et e 429
DTS o 1T 0 1T o 1 429
Relative Cognitive SIMIlarity ... e ettt 429
INformal Name. ... e 429
L 1 = 1 1 0 429
Minimum and MaXimum ValUEs ......cccouiiiiiiiiiii e 430
(70T ag] o181 =1 ¥ o] o T=1 NN T 0 0 L= T 430
Do 1 ) o e 430



Relative EXPertiSe ... s 430

INformal NamM ... ettt eeeaeees 430
L 1 =1 1 0 430
Minimum and MaxXimum ValUes ... et a e 430
Computational TImME. .. ..ooii ettt e e eeeaaeaaaees 430
[ 7 =E o ] o £ o o 431
Relative SIMIlarity ... ..o e e aaees 431
0] 0 = LN A= T = 431
L 1 = 1 10 431
Minimum and MaxXimuim ValUEs .........coiiiiiiiiiii e ns 431
ComputatioNal TiMIE. ... ettt 431
(7= ES o o X o] o P 431
RESOUICE ACCESS INUEX . .uiiiiiii i e ettt ea e eeaeeaaaaas 432
70T = B A= T g = 432
L3 1 7= 1 ¥ T o 432
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e eee e 432
CompuUtatioNal TiMIE. .t 432
DTS o 70 ¥ T ] o 432
Resource Actual WorKIOad ... et 433
70T g = I A= T g 433
L3 1 7= 1 T o 433
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 433
(@071 ] o181 7= 1A [o] o =1 I T 2 1 S 433
Do 1 ) o 1 433
RESOUICE CONQIUEBINCE ...ttt e e aa et e e e aaaaaaaneees 434
10T g g F= Y A= T g = 434
O 1 = | o] o 434
Minimum and MaxXimum ValUes ... e 434
(@0 0 0] 01U 1 = 1 ¥ o] = | T 1= 434
(D121 o] 1 o] o [ P 434
RESOUICE DIVEISITY .t ettt et eane s 434
E T ol g g a1 I A= T g o 1= 434
@3] =1 1 0] o 434
Minimum and MaxXimuim ValUEs ........coiiiiiiiiiiii e aeaeaas 435
Computational TiMIE. ... ettt 435
[0 7= = o T 0 ¥ T ) o 435
RESOUICE EXCIUSIVITY ... e aaees 435
0] 0 = L A= U = 435
L3 1 7= 1 T o 435

XXV



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 435

CompuUtatioNal TiMIE. . et e 436
DTS o1 70 ¥ T ) o 436
LR ST 1 | o = I 1 - T 436
INformal Nam . ... e eeeaeaeas 436
L3 1 = 1 T o 436
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e eeeeeeeaans 436
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 00 L= T 436
DTS o 70 ¥ T ] o 436
ReEsSOUIrCe NeQoOtIatioN ... ettt eeeeeeeas 437
INformal NamM ...ttt e e e eeeeeaneaaes 437
L3 1 7= 1 ¥ ] o 1 437
Minimum and MaxXimum ValUEs ... ea e 437
Computational TImME. . .cooii i ettt e e eeeeeeeneanas 437
Do 1 T o e 437
RSTST [ go] <IN ] o 1= = P 438
T o] g g g =1 I A= g o 1= 438
L 1 = 10 438
Minimum and MaxXimuim ValUes ..........ooiiiiiiiii e 438
Computational TIME....cooi i ettt ettt e e eeeeeaannanas 438
(D12 o £ o ] o PP 438
Resource Potential Workload ... e 439
INfOrmal NamE. ... . ettt ettt e eeeaaaneeenn 439
L3 1 7= 1 ¥ T o 439
Minimum and MaXimum ValUes ..........ooviiiiiiii e eee e 439
ComputatioNal TiME. ...t ettt e e e 439
(072 o T ] o P 439
ResOUrce REAUNAANCY ... ..t e e ettt eeaeeaaaas 440
70 g = I A= T g 440
L@ 1 = 1 Lo ] o 440
Minimum and MaxXimum ValUes ... e 440
ComputatioNal TiME. ... e ettt 440
(DTS o 1T 0 1T o 1 440
Resource Task COomMPletion ... ettt eaeeeeens 440
1 (0 = LA = 1= 440
L3 1 7= 1 ¥ T o 441
Minimum and MaXimuim ValUEs .......ccooiiiiiiiiiii e 441
Computational TiME. ... ettt ettt e e e 441
Do o 1 o e 441



Resource Under SUPPIY ... e 442

INformal NamM ... ettt eeeaeees 442
L 1 =1 1 0 442
Minimum and MaxXimum ValUes ... et a e 442
Computational TImME. .. ..ooii ettt e e eeeaaeaaaees 442
[ 7 =E o ] o £ o o 442
ROW Breadth ... e 443
0] 0 = LI A= T o = 443
L 1 = 1 10 443
Minimum and MaxXimum ValUes ..........cooiiiiiiiiii e 443
CompuUtatioNal TiMIE. . ettt e e 443
(1= ES o o 1 T ] o PP 443
0 YAV 0 11 | 5 1 443
70T = B A= T g = 444
L3 1 7= 1 ¥ T o 444
Minimum and MaXimum ValUEs ........ccoiiiiiiiiii e 444
CompUtatioNal TiMIE. . ettt 444
DTS o7 10 ¥ T ] o 1 444
ROW Degree Centrality ... ettt eeeeeas 444
70T g = I A= T g 444
O3 1 = 1 Lo ] o 444
Minimum and MaXimum ValUEs .........ooiiiiiiiiii e 444
(@075 0] o181 7= 14 [o] o =1 I 1T 2 1 S 445
D Yo 1 ] o 1 445
Row Degree Network Centralization ..........cooiiiiiiiiiiiii i i 445
0] g =Y A= T g o = 445
L@ 1 = | o] o 445
Minimum and MaxXimum ValUes ... e 445
(@0 0 0] 01U 1 = 1 ¥ o] = LI I 1= 445
(D121 g o] 1 o] o [ PP 445
20}V VA d=To 18] Lo =1 o [o) Y 2 P 446
Ea T ol g g g =Y I A= T g o 1= 446
L@ =1 1 0] o 446
Minimum and MaxXimuim ValUEs ........coiiiiiiiiiiii e aeaeaas 446
Computational TiMIE. ... ettt 446
[0 7= = o T 0 ¥ T ) o 446
Sequential LiNK COUNT ... e eeaaas 447
0] 0 = LN A= T = 447
L3 1 7= 1 T o 447



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 447

CompuUtatioNal TiMIE. . et e 447
DTS o1 70 ¥ T ) o 447
Shared SitUatioN AWarENESS ..ottt et et eaa e eeaaneaenn 448
INformal Nam . ... e eeeaeaeas 448
L3 1 = 1 T o 448
Minimum and MaXimuim ValUEs ........cooiiiiiiiiiii e eeeeeeeaans 448
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 00 L= T 448
DTS o 70 ¥ T ] o 448
ST 101 LS =T T I 449
1) (0 = LA =V 1= 449
(O3 1 7= 1 ¥ T o 1 449
Minimum and MaxXimum ValUEs ...t eeea e 449
Computational TImME. .. .cooii ittt et eeeeeeaneanns 450
Do 1 T ) o e 450
] ] o 2 I | 1 0 1 U 1 o 1 PP 450
T o] g g g =1 I A= g o 1= 450
L 1 = 10 450
Minimum and MaxXimuim ValUes ..........ooiiiiiiiii e 450
Computational TIME....cooi i ettt ettt e e eeeeeaannanas 450
(D12 o £ o ] o PP 451
Social Technical CONGIUENCE ... aees 451
INfOrmal NamE. ... . ettt ettt e eeeaaaneeenn 451
L3 1 7= 1 ¥ T o 451
Minimum and MaXimum ValUes ..........ooviiiiiiii e eee e 451
Computational TiME. ... et 451
(072 o T ] o P 452
1] 0 2= I o 1 8O0 ] o) o gl ) 453
70 = I A= T g 453
L@ 1 = | Lo ] o 453
Minimum and MaxXimum ValUes ... e 453
ComputatioNal TiME. ... e e et 453
(DTS o 1T 0 1T o 1 453
Spatial Betweenness Centrality ... 454
) (0 = LA =V 1= 454
L 1 = 1 T ] o 454
Minimum and MaXimuim ValUEs ......ccooiiiiiiiiiii i eeeeaeeeeeas 454
Computational TiME. ...ttt ettt e et e e 454
Do o 1 ) o e 454

XXViii



Spatial Closeness Centrality ...........oooiiii e 454

INformal NamM ... ettt eeeaeees 455
L 1 =1 1 0 455
Minimum and MaxXimum ValUes ... et a e 455
Computational TImME. .. ..ooii ettt e e eeeaaeaaaees 455
[ 7 =E o ] o £ o o 455
Spatial Degree Centrality .... ..o e 455
0] 0 = LI A= T o = 455
L 1 = 1 10 455
Minimum and MaxXimum ValUes ..........cooiiiiiiiiii e 456
CompuUtatioNal TiMIE. . ettt e e 456
(1= ES o o 1 T ] o PP 456
Spatial Eigenvector Centrality .........oooiiiiiiiii e et 456
70T = B A= T g = 456
L3 1 7= 1 ¥ T o 456
Minimum and MaxXimum Values ... ... e 456
CompUtAtioNal T, . ettt 456
DTS o 70 ¥ T ] o 457
Strict KNowledge CONQIUENCE ...ttt et ettt e e e eaaaneeeees 457
70T = B A= T g = 457
L 1 = 1 1o 457
Minimum and MaXimum ValUEs .........ooiiiiiiiiiii e 457
(70T 0] 018} =1 4 To] o T=1 NN T 0'0 1= 457
Do 1 ] o 1 457
STrICt RESOUICE CONQGIUEBIICE ..uuuee ettt et e e e e e et e e taeaaaeaaaannneeeees 458
T 0 = LN F= U = 458
L@ 1 = | [0 o P 458
Minimum and MaxXimum ValUEs ..ot eee e 458
(@0 0 0] 01U 1 7= 1 ¥ o] = | I 1= 458
(D12 o £ o] o P 459
Strong ComponNeNnt COUNT ... et e r e eaaaas 459
Fa i ol g g a1 I A= T g o 1= 459
L@ =1 0] o 1 459
Minimum and MaxXimuim ValUEs ........coiiiiiiiiiiii e aeaeaas 459
Computational TiME. ... et et 459
[0 7= = o T 0 ¥ T ) o 460
TaASK EXCIUSTIVITY ..ot et aneen 460
INfOrmal NamIE. ... ettt e e e eaaaeea 460
L3 1 7= 1 T o 460



MinimMum and MaXimUIM VAIUES ...ttt e e e e e e ae e eareaaeen 460

CompuUtatioNal TiMIE. . et e 460
DTS o1 70 ¥ T ) o 460
INTOrMIal NaIME. . et et aaas 461
L3 1= 1 10 461
Minimum and Maximum ValUes ... ... .o 461
CompuUtatioNal TiMIE. . e et 461
DTS o1 70 ¥ T ] o 461
Task Knowledge Waste CONGIUENCE........uiiiiiiii et eei e eaanees 462
INformal Namie. ... e 462
L 1 = 1 10T 462
Minimum and MaXimuim ValUEs .......ccoiiiiiiiiiii e 462
(70T g ] 018} =1 4 o] o T=1 NN T 00 L= T 462
Do 1 ) o e 462
Task Resource Needs CONQGIUENCE ... ...ttt e e e aaaaeeeeeeeeaaaann 463
INfOrmal Name. ...t 463
[ 1 7= 1 T o 1 463
Minimum and MaxXimum ValUES ... 463
(7o) ¢ 10181 =1 1 {0 F= LI T /0 1= T 463
Do 1 ) o 1 463
Task Resource Waste CONQGIUENCE. ... ..t aaneens 464
Tl Tod g g =Y I A= T g o 1= 464
(@ = 11 [0 464
Minimum and MaxXimum Values ... ... e 464
(@0 0 0] 01U 1 7= 1 ¥ To] = | 1 1= 464
(1 =2S T o 1 o] o PP 464
Total Degree Centrality ... ..o e 465
INTOrmMal NaM e ...ttt aaes 465
L 1 =1 0] o 465
Minimum and MaxXimum ValUes ... e e 465
Computational TimME. ... ettt e e 465
(D72 o T o 465
Total Degree Centralization...... ... e 466
INformal Name. ... e 466
L 1 =1 1 0 466
Minimum and Maximum ValUes ... ... ..o e 466
ComputatioNal TiMIE. ... ettt e 466
DTS o7 70 ¥ T ] o 466
B = 1 1T oY Y25 466

XXX



Ea Y 0] 8 T= I =0 1= 466

L3 1 = 1 o] o 1 467
Minimum and MaxXimum ValUEs ... et e e e 467
(@70 T 0] o181 =1 ¥ o] o T=1 NN T 0 5 T= 467
Do o 1 o e 467
B =T 0 T T X 467
INformal NamM ... et e eeeeaeaas 467
L 1 = 1 10 467
Minimum and MaxXimum ValUEs ... eea e 467
Computational TImME. .. ..ooi oot eeeeeaeneaees 468
[ 1 =ES o o £ o o P 468
UPPEr BOUNAEANESS ...ttt e et ettt et e e e 468
0] 0 = LA = T = 468
L3 1 7= 1 T o 468
Minimum and MaxXimum ValUes ..........ooviiiiiiiiii e 468
ComputatioNal TimMIE. .. et e e 468
(7= ES o o 1 T ] o P 469
Watts-Strogatz Clustering Coefficient ... 469
70T g = A= T g 469
L3 1 7= 1 ¥ T o 469
Minimum and MaxXimum ValUes ........oii e 469
(Of0] o o] o]0) =N o] 0 F=L I 1T 0 1= 469
DTS o 110 ¥ T o 1 469
AVAVZT=1 1 = T 181 T F= VST 0 1= 1 ] 1 470
0 g = I A= T g 470
L@ 1 = 1 Lo ] o 470
Minimum and MaXimum ValUEs ........cooiiiiiiiii e 470
(@071 0] o181 = 14 Lo ] o =1 I 1T 0 1 470
D Yo 01 ¥ ] o 1 470
Weak CoOmMPONENT COUNT ...t et e e e aaneens 471
g (0] =Y A= T g 471
(O3 1 7= | o] o 471
Minimum and MaxXimum ValUes ... i 471
Computational TimME. .. ..ooi ittt eeeenaeeaees 471
[ 1 =E o ] o £ o o P 471
Weak Component MembDersS . ... ..o o e 471
) (0] F= A F= 1 1= 471
L 1 = 1 10 471
Minimum and MaxXimuim ValUEs .........cooiiiiiiiiii e eeeeaas 472



Computational Time. ... e 472

[ 1= ES o ] o £ o o 472
LR ST Lo  O A =T V T 472
DTS o1 70 ¥ T ] o 472
L2 1 =T T = 472
BelieT All MEaSUI S ... e et aaaas 473
[ 1= 2S o ] o £ T ] o R 473
Why Use This REPOIT © o ettt eeeeans 473
What networks are in the meta-network ... 473
When are needed tO FUN POt & ... e aaaaeeaans 473
Using the "don't run the time consuming measures” = .........ccooiiiiiieriiinnnnn. 473
L 1| 1 o T o 473
Belief Propagation ........oooiiiiiiiii i e et 474
Do 1 ) o 1 474
Why UsSe ThiS REPOIT = oo e aeaaaeann 474
What networks are in the meta-network ... 474
When are needed tO rUN FePOKT & .ot eeaaas 474
Using the "don't run the time consuming measures” @ ........oiiiiiiiiieeennnnn.. 474
L T8 1 o 1 474
L= T o T 1 o T 1 1 474
(D1 =2S 1) g o £ o] o P 474
Why USE ThiS REPOIT = .ttt ettt e e eaas 474
What networks are in the meta-network ... 474
When are needed tO FUN FePOIT & ... e enaas 474
Using the "don't run the time consumMing Measures” © .....ciiiiiiiiiiiiiiaaaanaann. 474
L T 1 0 15 P 475
Change IN Key ENTITIeS ... e aes 475
DTS o 1T 0] 1T o 1 475
Why UsSe ThiS REP O & oo et nnan 475
What networks are in the meta-network = ........ ..o, 475
When are needed tO ruUN FePOIT = ..ot eens 475
Using the "don't run the time consuming measures™ @ ........coiiiiiiiiieninnnnn. 475
L 151 10 1 e 475
Communications Network ASSeSSMEeNt. .. ... it 476
[ 7 =E o ] 0 £ o o R P 476
Why Use This RePOrt © et 476
What networks are in the meta-network & ........ooiiiiiiiiii i 476
When are needed tO rUN FEPOIT & ..o et eeeeeans 476
Using the "don't run the time consuming Measures™ & ......c.ccceiiiiiiiiiiieiannnnn. 476

XXXii



COMMIUNICATIVE POWEK ...ttt ettt ettt e e e e e e eaneeeenn 476
DTS o 70 ¥ T ] o 476
Why Use This REPOIT & o ettt eeeeeans 476
What networks are in the meta-network ... ... 476
When are needed tO run rePOIT & ..ot e e eaaas 476
Using the "don't run the time consuming measures™ = ........cccoeiiiiiiiiiiinnenn. 476
L L5 1 o T 476

(070 0 0T 0 o T8 Ta] o= {0 ] 477
Do 1 ] o 1 477
Why USE ThiS REPOIT = ..ttt ettt ettt e e e e eaans 477
What networks are in the meta-network :........ .o 477
When are needed tO rUN FePOIT & ...ttt et eee e eeeaaaaaans 477
Using the "don't run the time consumMing Measures” & .....iiiiiiiiiiiiieaaaaannn. 477
L T8 1 0 T 477

(7] 1 K= 477
(D12 o] T ] o R P 477
Why USE This REPOIT & ... e et eeeae e eeaaaaaaas 477
What networks are in the meta-network ... 477
When are needed tO FUN POt & ... e aaas 477
Using the "don't run the time consuming measures” @ ... ......ccciiiiiieeriiinnnn. 477
L@ 11| 1 0 115 1 S 478

(@01 g =T N 1= VYT o 478
D] 01 ] o 1 478
Why USe This REPOI & oo et nnnnas 478
What networks are in the meta-network = ..., 478
When are needed tO rUN FEPOIT = ..ot aeeeas 478
Using the "don't run the time consuming measures” @ ......c.oiiiiiiiiiiieeennnnn.. 478
L 151 16 16 | e 478

(O g o= 1 IS = 478
37T ] o] £ o o - P 478
Why USE ThiS REPOIT & ottt et eens 478
What networks are in the meta-network ... 478
When are needed tO run repPoOrt & ...oiiiiiiiii i 478
Using the "don't run the time consuming measures™ = ..........ccoiiiiieeiiiinnenn. 478
L 16 1 o1 ) 479

L 15 0 ] o 479
DTS o 70 €T ] o 1 479
Why Use This RePOIT & oo e aaaaaaaaaann 479

XXXiii



What networks are in the meta-NetwWorkK . ..o e 479

When are needed tO rUN FePOINT = ..o e e aneeens 479
Using the "don't run the time consuming measures" @ ......ccovviiiiiiiiieeennnn.. 479
L L8 1 0 T 479
[0 1 1 15 T 3V o 479
[ 1 =ES o ] o £ o o R PP 479
Why USE ThiS REPOIT = ..ttt ettt a e aans 479
What networks are in the meta-network ... 479
When are needed tO FUN FEPOIT & ..ottt eteieaeeeaann 479
Using the "don't run the time consuming Measures™ . ......c.cciiiiiiiiiiiienaannnn. 479
L T 1 o T 480
Geospatial ASSESSIMENT ... 480
DTS o 10 €T ] o 1 480
Why USe ThiS REPOIT & oo e aeaeaeaaaaann 480
What networks are in the meta-network ... 480
When are needed tO rUN FePOIT & .ottt e e eanas 480
Using the "don't run the time consuming measures” @ ........ccoiiiiiiiiieriinnnn. 480
L0 T8 1 o T 480
[ g0 16 o TR = 1 1 480
DY 01 ] o T 480
Why USE ThiS REPOIT & ..ttt ettt et et e et e e e eaans 480
What networks are in the meta-network & .........ocoiiiiii e, 480
When are needed tO FUN FePOIT & ..ot e e eaaas 480
Using the "don't run the time consuming Measures” © .....ccciiiiiiiiiiiiianaannnnn. 480
L 151 0 115 e 481
[ [0 ) S 0T o J T o P 481
(D72 0 T} o R 481
Why Use This REPOIT & .. et ettt e e aaas 481
What networks are in the meta-network = .......... i 481
When are needed tO rUN FEPOIT = ..ot eeans 481
Using the "don't run the time consuming measures” @ ... ......cooiviiiierininnnn. 481
L@ 11| 1 0 1151 481
ImMmediate IMPaCT ... e et e eeeanas 481
DT o 1 ) o e 481
Why Use ThisS RePOIT & .ottt e eeaneeens 481
What networks are in the meta-network = .. ... e 482
When are needed tO rUN FePOIT = ..o e e aneeens 482
Using the "don't run the time consuming measures" @ ......ccovvviiiiiiiieeennn... 482
L L5 1 0 T 482



LY i LS SY T ST 1) 482

[ 7= E o ] o £ T o R P 482
Why Use This REPOIT © e ettt eeee e ans 482
What networks are in the meta-network ... 482
When are needed tO run repoOrt & ..o 482
Using the "don't run the time consuming measures” = .........cccoiiiiiieiiiinnnnn. 482
L 1| 1 o T o 482
LY/ =1 1 o1 1Y/ 483
DTS o 70 €T ] o 483
Why Use ThiS REPOIT & oo et aaaaaaaeaann 483
What networks are in the meta-network ... 483
When are needed tO rUN FePOKT & ..ttt e e aaaas 483
Using the "don't run the time consuming measures" @ ........oiiiiiiiiiineennnnn.. 483
L T8 1 o ] 483
1= T g0 TS Lo 1 1 = 483
(1 =2S o) o 1 o] o P 483
Why USE ThiS REPOIT = .ttt ettt et e e e eaaas 483
What networks are in the meta-network ... 483
When are needed tO FrUN rePOIT & ... erreeeeaeeeann 483
Using the "don't run the time consuming Measures” . .....cciiiiiiiiiiiiieaaannnnn. 484
L 11 o T 484
[0 Yo LI = 1 o =Y o 1 484
(DTS o 1T 0] 1T ] o 1 484
Why USe ThiS REPOIT & oo e aeraaaaaaaaann 484
What networks are in the meta-network ... 484
When are needed tO rUN FEPOIT = ...t e e e e aaas 484
Using the "don't run the time consuming measures” @ ... .....coiiiiiiiiieninnnnn. 484
L 151 0 115 | e 484
(e T o= 1 =T8S 5] 0 1€ 0 11 1o 1= 484
(D121 g o] 1 o ] o [ P 484
Why USE ThiS REPOIT & ..ttt et e e eas 484
What networks are in the meta-network & ...... ..o 484
When are needed tO rUN FePOMT & ..o ee e eaaas 484
Using the "don't run the time consuming Measures™ . .......cccoiiiiiiiiiiieiannnnn. 484
L T 1 0 T 485
AV E=oT o= To =] o 1= o 1 485
[ 1= ES o ] o £ o o R PP 485
Why Use ThiS REPOIT © o ettt aeeeens 485
What networks are in the meta-network .. ... 485

XXXV



When are needed tO rUN FePOIT & .o it eens 485

Using the "don't run the time consuming measures™ = ........cccoiiiiiiiiiiinnnn. 485
L L5 1 0 T 485
MeErChaNT MarKINE ... e et aaes 485
Do 1 o o e 485
Why USE ThisS REPOIT & ..t ettt et e e e e e aaans 485
What networks are in the meta-network . ....... .o 485
When are needed tO rUN FEPOIT & ..ot eeeaeaeeaann 485
Using the "don't run the time consuming measures" @ ......cccvvviiiiiiiieenennn.. 485
L0 L5 1 o ] 486
Y ESTST] T I T 1= P 486
(1= ES T o 1 T ] o PP 486
Why USE This REPOIT & ..o ettt eaaaaaans 486
What networks are in the meta-network ... . 486
When are needed tO FrUN rePOIT & ... eeeeeaans 486
Using the "don't run the time consuming measures” @ .........cccoviiiiieeriinnnnn. 486
L 11 o T ) o 486
L@ T 0 1 11 0 17 486
D Yo 01 ] o 1 486
Why UsSe This REPOIT & oo e aeeaeeeaaaaann 486
What networks are in the meta-network = ... 486
When are needed tO rUN FEPOIT = .ottt e e e 486
Using the "don't run the time consuming measures” @ ........oiiiiiiiiiieeennnnn.. 486
L 151 10 15 e 487
Part Of SPEECN. .. o e e 487
37T o ] o] £ o] o - P 487
WhY USE ThiS REPOIT & ottt et eeas 487
What networks are in the meta-network ... 487
When are needed tO FUN POt & ... aaaaas 487
Using the "don't run the time consuming measures” @ .........cooieiiiiieeinnnnnn. 487
L T 1 0 15 487
(g0} (= 1 = L = 0T 487
DTS o] ] 01 ¥ o] o 487
Why USe This REPOIT & oo e eaannnas 487
What networks are in the meta-network = .. ... e 487
When are needed tO rUN FePOIT & . o it eens 487
Using the "don't run the time consuming measures™ = ........cccoiiiiiiiiiiinnnnn. 487
L L8 1 0 T 488
PUDIC Health. ... e 488



[0 7= = o T 0 ¥ T ) o X 488

Why Use ThiS RePOIT & .ot e e aeeeens 488
What networks are in the meta-network ... 488
When are needed tO rUN FePOIT & ..ot aeeeann 488
Using the "don't run the time consuming Measures™ . .......cccoiiiiiiiiiiieiannnnn. 488
L 11 0 T 488
(@A Y @ Y N N o F= 1 LY £ 1 488
DTS o1 T 0] ¥ T ] o 488
Why Use This REPOIT © o ettt eaeeeaans 489
What networks are in the meta-network .. ... 489
When are needed tO run FePOIT & ...ttt eaaaas 489
Using the "don't run the time consuming measures™ = ........cccoviiiiiieiiiinnenn. 489
L L5 1 o T 489
SeMaAaNTIC NETWOTK . ... e eaas 489
Do 1 ) o 1 489
Why USE ThiS REPOIT = ..t ettt et e e e e e eaans 489
What networks are in the meta-network & ....... ..o 489
When are needed tO rUN FePOINT & ...ttt eeeae e ee e aaaaaaas 489
Using the "don't run the time consumMing Measures” . ......iiiiiiiiiiiiieaaaaann. 489
L T8 1 o ] 489
SO EST P At ... e eaaaas 490
(D72 o T ] o R 490
Why USE This REPOIT & .. et eaaeaaaas 490
What networks are in the meta-network ... 490
When are needed tO FrUN rePOIT & ... e eeeeeeeans 490
Using the "don't run the time consuming measures” @ ... ......cccoviiiiieriiinnnn. 490
L@ 1| 1 0 115 1 490
SimMmelian Ties ANAlY SIS ... e eaeas 490
D Yo 01 4 ] o 1= 490
Why USE ThiS REPOIT & ..ttt ettt et e e eens 490
What networks are in the meta-network = ..., 490
When are needed tO rUN FEPOIT = ..t eeaas 490
Using the "don't run the time consuming measures" @ .........oiiiiiiiiiieeennnnn.. 490
L L5 0 T 490
Sphere of INfluence ... e 491
D72 o T 0 ¥ T ] o 491
Why Use ThiS RePOIT & .ot aneeens 491
What networks are in the meta-network ... e 491
When are needed tO FUN POt & ... e reeaaeeaans 491

XXXVii



Using the "don't run the time consuming measures” & .. .......c.oiiiiiiiiiiaaann... 491

L 1| 1 o T o 491
Standard Network ANalYSiS .. ..o e e e eeiee e 491
DTS o T 0] ¥ T ] o 491
Why Use This RePOIT = oo e araeaaaaaann 492
What networks are in the meta-network ... s 492
When are needed tO rUN FePOIT & ..o e eaneeens 492
Using the "don't run the time consuming measures" @ ......cccovviiiiiiiieeennnn.. 492
L0 L5 1 o T 492
Statistical Change DeteCtion ... e 492
(1 =ES ) o 1 o ] o R P 492
Why USE ThiS REPOIT = .ttt ettt et e e e e e aaans 492
What networks are in the meta-network - ... ... 492
When are needed tO FrUN rePOIT & ... eeeeeeeaaaas 492
Using the "don't run the time consuming Measures” : ......ciiiiiiiiiiiiiaaaaannnn. 492
L 11 o T 492
Statistical DIStribULION ... . e e v eaaaas 492
DTS o T 0] 1T ] o 1 492
Why USe ThiS REPOIT & oo et aaaeaeaaaaannn 493
What networks are in the meta-network = ......... i 493
When are needed tO rUN FePOIT & ..ot eeaaas 493
Using the "don't run the time consuming measures” ... .....cooiiiiiiiiieriiinnnn. 493
151 0 115 e 493
Tactical INSIgNt ... ettt eeeeeaaaaaas 493
DY 01 4 ] o 1 493
Why USE ThiS RePOIT & ..ttt ettt e e eas 493
What networks are in the meta-network & ... 493
When are needed tO rUN FePOIT & ..o et e e, 493
Using the "don't run the time consumMing Measures” :© ....cciiiiiiiiiiiiiieaiaannnn. 493
L 11| 1 0 15 P 493
=L 493
1972 E o ] 0 X e ] o R 493
Why Use This REPOIT & ..o et ettt e e eanas 494
What networks are in the meta-network = .. .. ... 494
When are needed tO ruN FePOIT = ..o aneeens 494
Using the "don't run the time consuming measures" & .. ......c.cooiiiiiiiiiiaaann... 494
L 1|1 o T o 494
TrallS ANAlY SIS . i e e e 494
Do 1 o o e 494

XXXViii



Why Use This RePOrt © .. 494

What networks are in the meta-network - ... 494
When are needed tO rUN FEPOIT & ..o et eeeeans 494
Using the "don't run the time consuming measures" @ ......c.covvviiiiiiiieeennn... 494
L L8 0 T 494
UNique Trails RePOIT ... et e aaees 495
(1= ES o o £ o] o R P 495
Why Use ThiS REPOIT = o et ettt eeeeaans 495
What networks are in the meta-network ... 495
When are needed tO FUN rePOIT & ... e aeeeaans 495
Using the "don't run the time consuming measures” = .........cccoiiiiieiiiinnenn. 495
L 1| 1 o T o 495
BibliOgrap Y ... s 495
Mixture of Topological FOIMS. ....coiiiii e e aas 497
Circle /Wl .. 498
= 498
[ LTS = Lo /P 498
(@0 T =Tl =Y ] 0 g T=T oY/ 498
= 1 Te (0] o o 499
Sl OT A ... e 499
T 11T T 499
LO7= | 111 - T 499
S Al - . .. 500
Complex Networks (Statistical MeChaniCS) ......cccciiiiiiiiiiiiiiii i eeeeeas 500
NETWOTK PrOCESSES ...ttt ettt e e 501
11T 0] 1 Error! Bookmark not defined.
ORA OVEINVIBW ..t Error! Bookmark not defined.
Loading a meta-network into ORA .................. Error! Bookmark not defined.
The Visualizer ... ... Error! Bookmark not defined.
Creating a New Meta-NetworKk ...................oal . Error! Bookmark not defined.
Lesson - 0L .o e Error! Bookmark not defined.
1€SSONS = 201-207 .euuiiiiiiee et Error! Bookmark not defined.
1€SSONS - B0+ ... Error! Bookmark not defined.
Examine Your Data..........ooooiiiiiiiiiiiiiiiiiiiii s Error! Bookmark not defined.
General Thoughts........oooiiiiii s Error! Bookmark not defined.
What's ina Node ClassS......cooeeieeiiiiiiiiiiiian... Error! Bookmark not defined.
AGENTS (WHO) .eeeiiei e Error! Bookmark not defined.
Locations (Where) .....oovviiiiiii i Error! Bookmark not defined.
Events (When) .. ..o Error! Bookmark not defined.



Tasks (HOW) ..o Error! Bookmark not defined.

Knowledge (What)........ccoviiiiiiiiiiiiieeeee Error! Bookmark not defined.
Resources (What).........cooiiiiiiiii i Error! Bookmark not defined.
NEtWOIKS ... e Error! Bookmark not defined.
Difference between the two Meta-networks...... Error! Bookmark not defined.
Excel and CSV ... Error! Bookmark not defined.
Your first Node Set ......cooeviiiiiiiiiiiiiiiiiieeaen, Error! Bookmark not defined.
Your first Network .......oooiiiiiiiiiiiiiiieee Error! Bookmark not defined.
The rest of the Node sets and Networks........... Error! Bookmark not defined.
Saving as .CSVfiles......ooviiiiiiiiiiiiiiiiieiiae, Error! Bookmark not defined.
IMPOrt iNto ORA ... e Error! Bookmark not defined.
Starting a new Meta-Network.............cooeevinnns Error! Bookmark not defined.
Adding to the new Meta-Network.................... Error! Bookmark not defined.
Attributes. ... Error! Bookmark not defined.
The Special Attribute, "Title" ...l Error! Bookmark not defined.
Adding other Attributes and Values................. Error! Bookmark not defined.
Modifying a Meta-NetworKk ..., Error! Bookmark not defined.
Step 1: Addinga New Node ........ccceevvviiiiiinnn, Error! Bookmark not defined.
Step 2: Importing the Attributes..................... Error! Bookmark not defined.
Working with SubSets.......ccccoviiiiiiie Error! Bookmark not defined.
Attribute Columns ... Error! Bookmark not defined.
Replacing an Attribute Column ....................... Error! Bookmark not defined.
Updating Your Data Files..........ccoooiiiiiiiiiiiiiinin, Error! Bookmark not defined.
Saving Your Network Data...........cccocennnnnai.. Error! Bookmark not defined.
Saving Your Attribute Data ..........ccccocaaa Error! Bookmark not defined.
Importing Analyst's Notebook files...................... Error! Bookmark not defined.
Key ENtity RePOrt .. .o Error! Bookmark not defined.
The RePOItS. ..o Error! Bookmark not defined.
Running a Key Entity Report: ........................ Error! Bookmark not defined.
Remove Nodes from a Key Entity Report: ........ Error! Bookmark not defined.
Comparison of the two reports .............cccevnaet Error! Bookmark not defined.
Oover-Time ANalysSis ..o Error! Bookmark not defined.
Performing a View Network Over-Time Analysis Error! Bookmark not defined.
Performing the Over-Time Analysis................. Error! Bookmark not defined.
Example Slider Position 1 ..........ooooiiiiiiiiians Error! Bookmark not defined.
Example Slider Position 2 ...t Error! Bookmark not defined.
Example Slider Position 3 ..........ccooiiiiiiiiiinn... Error! Bookmark not defined.
WTC Event Node: Detail 1 - 1996 ................... Error! Bookmark not defined.
WTC Event Node: Detail 2 - 1997 ................... Error! Bookmark not defined.



Summary of LesSSOoN ......ooiiiiiiiiiiiiiiii it Error! Bookmark not defined.

Performing the View Measures Over-Time Analysis......... Error! Bookmark not
defined.

Interpreting The Results After Performing View Measures Over-Time Analysis
................................................................. Error! Bookmark not defined.

Summary Of LESSON ..ot Error! Bookmark not defined.
Change Detection (Over-Time Viewer)................. Error! Bookmark not defined.
Working with Attributes...........ccoiiiiiiiiiiiiin Error! Bookmark not defined.

What is an attribute? ..o Error! Bookmark not defined.

Using Attributes to find groups in ORA Reports ...Error! Bookmark not defined.
Using Attributes to find groups in the Visualizer..Error! Bookmark not defined.

Bibliography ..o e Error! Bookmark not defined.
Mixture of Topological Forms.......................... Error! Bookmark not defined.
Circle /Wheel ... Error! Bookmark not defined.
= o Error! Bookmark not defined.
Hierarchy ... e Error! Bookmark not defined.
Core-Periphery... ..o Error! Bookmark not defined.
RanNdom ... Error! Bookmark not defined.
Small-World ... Error! Bookmark not defined.
BOW-TIE e Error! Bookmark not defined.
Cellular ... Error! Bookmark not defined.
SCAlE-FrEe. .. e Error! Bookmark not defined.
Complex Networks (Statistical Mechanics) ....... Error! Bookmark not defined.
NETtWOIrK PrOCESSES ..uunuiiiiiiiiieiiiieieaaaeeaeeaeens Error! Bookmark not defined.

xli



*ORA

(€ 2001-2010 Kathleen M Carley
Carnegie Mellon University
All Rights Resemned

ORA | Organizational Risk Analyzer

Latest VVersion

ORA 2.0 (January 2010)

Contact Information

Carnegie Mellon University

School of Computer Science

Institute for Software Research (ISR)

Center for Computational Analysis of Social and Organizational
Systems (CASOS)

5000 Forbes Avenue

1325 Wean Hall

Pittsburgh, PA, 15213

Questions, Bugs, and Comments

Please contact :Dr. Kathleen M. Carley (kathleen.carley@cmu.edu)

Copyright Notification

COPYRIGHT (c) 2001-2010 Kathleen M. Carley -

Center for Computational Analysis of Social and Organizational Systems
(CASOS),

Institute for Software Research International (ISRI), School of Computer
Science,

Carnegie Mellon University,



5000 Forbes Avenue
Pittsburgh, PA 15213-3890
ALL RIGHTS RESERVED.

E:E Release Notes

Latest Version

ORA 2.0 (January 2010)

Notes

The ORA help pages are in a constant state of revision. As the program
evolves, grows and improves, the help files and examples attempt to follow
suit as soon as possible. However, due to the rapid development of ORA, not
every change reflected in the most recent version of ORA, will be listed here,
only the major revisions.

More recent screen shots will include the ORA software version. This should
be a clear indication of the lag time between a particular section of help and
the supporting documentation that accompanies it. Keep in mind: core
functionality such as running reports, visualizing a model, building a model,
and the math behind the algorithms may change in nuance or material
presentation but should remain relatively stable from version to version.

If you should encounter a feature that appears to be entirely without
supporting documentation and instruction is needed immediately, please
contact the CASOS Center immediately.

E:E Running ORA in Batch Mode

January, 2010
ORA Batch Mode XML
Version 2.0.0

I. Command Line Arguments



The program ora.exe (henceforth called ORA) takes one or more of the
following command line arguments as input: (1) Measures File to be used,
(2) the Script File to use, and (3) the Log File to use.

If you installed the front-end of ORA, then the executable can be found as:
[ORA installation directory] \include\OraFiles\bin\ora.exe

Likewise, the Measures file can be found as:
[ORA installation directory] \include\OraFiles\xmI\ora_xml_measures.xml

Measures File

The Measures File is distributed with ORA and contains an XML encoded
description of all the measures available to ORA. This is distributed with ORA
and is usually called ora_xml_measures.xml. The following command line
parameter specifies the filename:

-measures <filename=>

Script File

The Script File is an XML file created by the user and tells ORA where to load
the input network data and which reports to generate. Section Il - ORA
Script XML Specification - describes in detail the format of this XML script.
The following command line argument specifies the filename:

-script <filename>

Log File

The Log File is generated by ORA to record the progress and problems of
ORA in processing the Script File. The log file is a text file, and the following
command line argument specifies its filename:

-log <filename>

Help

A listing of the above parameters is available by using the following
command line parameter:

-help

Version



The ORA version can be obtained by the following command line parameter:

-version

1l1. XML Script

The batch mode script is a user supplied XML document that is input to ORA
(see the -script command line parameter above). It tells ORA what network
data to load and what reports to generate.

Please note the following general guidelines for the script:

1. camel case capitalization is used for element names: therefore element
names begin lower case and the first letter of each word is capitalized. For
example, Meta-Matrix is MetaMatrix.

2. default values are used: therefore a short, simple script can initially be
used to run ORA. Advanced users can change the default values.

The root node is <ora>, which has two child elements <input> and
<output>. The input element describes the network data to load, and the
output section describes the reports to generate.

Example: an empty script
<ora>

<input/>

<output/>

</ora>

A. Input Section

The main unit of input to ORA is the Meta-Matrix, and therefore the input
section of the XML script tells ORA how to load one or more Meta-Matrices. A
Meta-Matrix is simply an organization modeled as a collection of matrices.
The entire Meta-Matrix can be loaded from a single data file, or each matrix
can be loaded from separate data files with possibly different data formats.

1. Meta-Matrix Specification

A Meta-Matrix is specified by the <MetaMatrix> element. It accepts a single
attribute called id which must be unique across all the Meta-Matrix elements.



The child elements describe the location and format of its matrix data. There
are two cases: (1) all data for the Meta-Matrix is stored in a single file, (2)
the data for matrices of the Meta-Matrix are located in separate files.

1.1 Meta-Matrix data in a single file

The first case is only possible for a data file in the DyNetML format. In this
case, the <filename> and <format> children are required, and the
<properties> child is optional. The child elements are described below:

filename : location of the data

format : must by DyNetML

properties : [optional] Describes how ORA should interpret the data read
from the file, but does not cause ORA to modify the input data in any way.
Each graph in the Meta-Matrix is given the property.

Properties are specified with the attributes below, each of which takes
values: yes or no

1. sparse: indicates whether the data is sparse

2. binary: indicates whether the data should be treated as binary (i.e.
ignore edge weights)

3. symmetric: indicates whether the unimodal graphs should be
considered symmetric

4. diagonal: indicates whether the diagonal values of unimodal graphs
should be used

Example:

<MetaMatrix id="Organization">
<filename>data/organization.xml</filename=>
<format>DyNetML</format>

<properties binary="yes"/>

</MetaMatrix>

1.2 Meta-Matrix data in multiple matrix files

The second case has the Meta-Matrix data located in multiple files. In this
case, the script must describe how to assemble the Meta-Matrix from
different data files.



Matrix data describes a relationship between two sets of nodes, called the
source and target node sets. Therefore, in specifying a matrix, these
nodesets must be specified. A unique id for the matrix is also specified. This
id must be unique across all matrices in the meta-matrix.

The <matrix> element defines a matrix and has the following case-
insensitive attributes:

sourceType : type of the source node set

source : [optional] unique identifier of the source node set
targetType : type of the target node set

target : [optional] unique identifier of the target node set
id : [optional] id of the matrix

The above attributes can be any string.

The sourceType and targetType attributes specify the class or general
category of the node sets. By convention, these are taken from Agent,
Knowledge, Resource, Task, Location, or Organization, but any string can be
used.

The source and target attributes uniquely identify the source and target
node sets, and if they are not specified the sourceType and targetType are
used. To have more than one node set of a given type (e.g. "blue" agents
and "red" agents), the source attribute must be used.

The id uniquely identifies the matrix within the collection of matrices that is
the meta-matrix. By default, the id is constructed from the source and target

types.

Examples:

<matrix sourceType="agent" targetType="agent" id="reports to"/>
<matrix sourceType="agent" source="employee" targetType="agent"
target="employee" id="works with"/>

As in the first case, the <matrix> element must have the child elements
<filename> and <format> that describe the location and format of the
matrix data. The <properties> element is optional, and pertains only to the
matrix.

The <format> element takes one of the following values:

DyNetML : DyNetML specified data
ucinet : UCINET binary format (refer to UCINET documentation)



dl : UCINET text format (refer to UCINET DL documentation)
csv : CSV (Comma Separated Values) allows row and/or column labels
raw : space, comma, or semi-colon separated data (no labels allowed)

Example:

<MetaMatrix id="SampleOrganization">

<matrix sourceType="agent" targetType="agent" id="communication">
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

</MetaMatrix>

Multiple <matrix> elements are used to define the constituent matrices of
the Meta-Matrix. Note that <MetaMatrix> has no immediate <filename> and
<format=> children since the data is described under the <matrix> child
elements.

Example:

<ora>

<input>

<MetaMatrix id="SampleOrganization">

<matrix sourceType="agent" targetType="agent" id="social"'>
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/organization_agent_knowledge.dl</filename>
<format>dl</format>

</matrix>

</MetaMatrix>

</input>

</ora>

In the example, the Meta-Matrix contains two matrices: the first of type
Agent x Agent and named social, and it is populated with data from the
specified file of the specified format. The second has type Agent x
Knowledge, and no name is specified.

1.3 Multiple Meta-Matrices

Multiple Meta-Matrices can be specified in the <input> section using unique
id attributes.



Example: multiple meta-matrices differentiated by id attribute
<ora>

<input>

<MetaMatrix id="SampleOrganization1">

<matrix sourceType="agent" targetType="agent" id="social">
<filename>data/organization_agent_agent.dl</filename>
<format>dl</format>

</matrix>

<matrix sourceType="agent" targetType="agent" id="friendship">
<filename>data/organization_agent_agent_friend.csv</filename>
<format>csv</format>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/organization_agent_knowledge</filename>
<format>ucinet</format>

</matrix>

</MetaMatrix>

<MetaMatrix id="SampleOrganization2">
<filename>data/organization2.xml</filename=>
<format>DyNetML</format>

</MetaMatrix>

</input>

</ora>

1.3 Meta-Matrix Directories

If there are multiple DyNetML files in a single directory, then one can specify
the directory and ORA will create a meta-matrix from each file. The
<metaMatrixDirectory> element is used, whose only attribute is name that
specifies the path of the directory. Each file must have .xml extension. A
<transform> element can be used within the element to apply to each meta-
matrix. The id for each meta-matrix is its filename.

Example: load all meta-matrices from a directory
<ora>

<input>

<metaMatrixDirectory name="data/sample/">
<transform=>

<conform method="union"/>

</transform>

</metaMatrixDirectory>

</input>

</ora>



B. Output Section

The second section of the script file is the <output> element, and it
describes which reports to generate. The reports available in ORA and how
to specify them in the ora-script is documented in the file ORA-batch-mode-
parameters.xml, which is an XML specification in Relax-NG.

ORA-Script Report Generation

To tell ORA to create a report, the <reports> child element is used in the
ora-script. The <reports> child element contains a collection of <report>
elements. Each report element specifies any input parameters, the output
filename, and the output file type/format. Each <report> is uniquely
identified by its id attribute.

The <filename> child specifies the name of the output file to create. The
filename should NOT have an extension. The <formats> child contains one
or more <format> children which specify the format of the report output.

For each report, the possible formats are: text, html, csv, DyNetML

Example: generating a report in multiple output formats
<report id="intelligence">
<filename=>reports/intelligence</filename>

<formats>

<format>text</format>

<format>csv</csv>

</formats>

</report>

Any report specific parameters are designated within the <parameters>
child. The parameters for each report are documented in the file:
ora_xml_measures.xml

Example: specifying report parameters
<report id="intelligence">

<parameters>
<numberOfKeyEntities>10</numberOfKeyEntities >
</parameters>
<filename>reports/intelligence</filename>
<formats>

<format>htmi</format>
<format>csv</format>

</formats>

</report>



Example: shorter script if only one output format is specified

<report id="intelligence" filename="reports/intelligence" format="text">
<parameters>

<numberOfKeyEntities>10</numberOfKeyEntities >

</parameters>

</report>

3. Saving Meta-Matrices

The input Meta-Matrices can themselves be saved to files. This allows for
converting between matrix formats and for saving transformed or conformed
input data.

Example: saving a specific meta-matrix
<ora>

<output>

<metaMatrices>

<MetaMatrix id="sample">
<filename>data/output/sample.xml</filename>
<format>DyNetML</format>
</MetaMatrix>

</metaMatrices>

</output>

</ora>

Only the specified Meta-Matrices will be saved. Individual matrices can be
saved using the syntax identical to that of the <matrix> element in the input
section. The following, for example, saves the agent x agent matrix:

Example: saving a specific matrix from a meta-matrix
<ora>

<output>

<metaMatrices>

<MetaMatrix id="sample">

<matrix sourceType="agent" targetType="agent"'>
<filename>data/output/sample_agent_agent.di</filename>
<format>dl</format>

</matrix>

</MetaMatrix>

</metaMatrices>

</output>

</ora>
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In addition, network set operations (union, intersection, difference) can be
performed on the input networks and then saved. The sample below
assumes that there were two meta-matrices specified in the <input>
section, namely, A and B, and the set operations all pertain to them. Union
and Intersect operate on one or more input meta-matrices, and the
parameter method indicates how to handle common edges. The method
attribute takes on one of the following values: binary, sum, maximum, or
minimum. The difference between two meta-matrices is taken with respect
to edges only, and thus no nodes are removed.

Example: saving union of multiple input meta-matrices
<output>

<metaMatrices>

<!--Union-->

<MetaMatrix id="A Union B">
<filename>data/output/A-union-B.xml</filename>
<format>DyNetML</format>

<union method="sum">

<MetaMatrix id="A"/>

<MetaMatrix id="B"/>

</union>

</MetaMatrix>

<!--Intersect--=>

<MetaMatrix id="A Intersect B">
<filename>data/output/A-intersect-B.xml</filename=>
<format>DyNetML</format>

<intersect method="minimum">

<MetaMatrix id="A"/>

<MetaMatrix id="B"/>

</intersect>

</MetaMatrix>

<!--Difference (edges only)-->

<MetaMatrix id="A Minus B">
<filename>data/output/A-minus-B.xml</filename=>
<format>DyNetML</format>

<difference>

<MetaMatrix id="A"/>

<MetaMatrix id="B"/>

</difference>

</MetaMatrix>

</metaMatrices>

</output>

</ora>
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4. Transform Element

The transform element is used to pre-process a Meta-Matrix or an individual
matrix of a Meta-Matrix before generating reports. It transforms its parent
element. For example, if the <transform> element is a child of a <matrix>
then it applies to that matrix. If it is a child of <MetaMatrix>, then it
transforms the entire Meta-Matrix: for node set modifications (removeNodes,
subsetNodes, conform), these apply to the Meta-Matrix as a whole, but
transformations of edges (symmetrizing, dichotomizing) are applied to each
matrix independently.

The <transform> element has the following child elements that define the
transformation:

<transpose> : transpose the graph

<removelsolates> : remove isolate nodes

<removePendants> : remove pendant nodes

<symmetrize method=""> : symmetrize using one of two methods
“union” : symmetrize using the union/maximum method
“intersect” : symmetrize using the intersect/minimum method
Default is “union”.

<subsetNodes> : defines a subset of nodes to create a subgraph
contains one or more of the following child elements:

<nodeSet type=""/> : adds all nodes in the specified node set to the subset.

The type attribute can have values: agent, knowledge, resource, task,
organization

<node type="" id="" radius=""/> : adds the specified node to the subset
The type attribute is identical to that of the <nodeSet> element.

The id attribute is the node’s unique id within the node set.
The radius attribute is optional (by default it is zero), and includes all nodes
within a distance <= radius of the node. This is useful for defining ego node

sets.

<removeNodes> : defines a subset of hodes to remove
contains the same <nodeSet> and <node> child elements as subsetNodes

12



<conform method=""/> : creates an identical set of nodes across meta-
matrices. This is useful for time-series data to give each Meta-Matrix the
same node sets. The union method adds isolates to achieve identical sets,
and the intersect method removes nodes.

The method attribute can have one of two values:
union: create union of node sets

intersect: create intersection of node sets

Default is "union™.

By default the agent, knowledge, resource, task, and organization node sets
are conformed. This can be customized by adding <nodeSet> child elements
to specify specific node sets, as in subsetNodes above.

<dichotomize criteria="" cutoff=""/> : creates a binary graph according to
the criteria and cutoff. Any edges whose value does not satisfy the criteria
and cutoff are given a value of O, otherwise a value of 1.

The criteria attribute takes one of the following values:
lessThan, lessThanEquals, equals, greaterThanEquals, greaterThan

The cutoff attribute can be any numerical value.

Precedence

The order (i.e. precedence) in which the transformations occur is as follows:
(1) individual matrices, (2) meta-matrices, (3) across meta-matrices. Each
of these usages is in the examples below.

The precedence of operations within a transform (for example, is the graph
symmetrized before dichotomizing, etc.) is defined to be the same as they
are specified in the <transform> element. Thus, if the <symmetrize> child
is before the <dichotomize> child, then the transformation first symmetrizes
and then dichotomizes.

Example: remove all agent nodes and the specified knowledge nodes from
the meta-matrix

<MetaMatrix id="test">

<transform>

<removeNodes>

<nodeset id="agent"/>

<node nodesetld="knowledge" id="physics"/>

<node nodesetld="knowledge" id="mathematics "/>

</removeNodes>

</transform>
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<filename>data/sample.xmi</filename>
<format>DyNetML</format>
</MetaMatrix>

Example: symmetrize a single matrix of the meta-matrix
<MetaMatrix id="test">

<matrix sourceType="agent" targetType="agent">
<filename>data/aa.csv</filename>
<format>csv</format>

<transform>

<symmetrize method="union"/>

</transform=>

</matrix>

<matrix sourceType="agent" targetType="knowledge">
<filename>data/ak.csv</filename=>
<format>csv</format>

</matrix>

</MetaMatrix>

This example creates a sub-Meta-Matrix as follows: a set of nodes is defined,
and then the Meta-Matrix induced by the nodes (that is, all the edges
incident upon those nodes). The set of nodes consists of all nodes within
distance 2 of agent Andy and within distance one of Sam. Because the
transform is part of the Meta-Matrix, knowledge, task, or organization nodes
can be connected to these agents, and would therefore be part of the set.

Example: define a subset of nodes

<MetaMatrix id="test">

<transform>

<subsetNodes>

<node nodesetld="agent" id="Andy" radius="2"/>
<node nodesetld="agent" id="Sam" radius="1"/>
</subsetNodes>

</transform>
<filename>/data/myorg.xml</filename>
<format>DyNetML</format>

</MetaMatrix>

This example makes the agent nodes in the meta-matrices conformable by
creating the union of all the agent node sets across the meta-matrices.
Currently, only agent nodes can be made conformable.
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Example: conform nodesets across meta-matrices
<input>

<transform>

<conform method="union"/>
</transform>

<MetaMatrix id="orgl">
<filename>data/orgl.xmi</filename>
<format>DyNetML</format>
</MetaMatrix>

<MetaMatrix id="org2">
<filename>data/org2.xml</filename>
<format>DyNetML</format>
</MetaMatrix>

<MetaMatrix id="org3">
<filename>data/org3.xml</filename>
<format>DyNetML</format>
</MetaMatrix>

</input>

E:E Glossary
IEITCIDIETETGTIETIIITIKILIMINTIOIRPTIQIRISTITIU]
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Adjacency Matrix — A Matrix that is a square actor-by-actor (i=jJ) matrix
where the presence of pair wise edges are recorded as elements. The main
diagonal, or self-tie of an adjacency matrix is often ignored in network
analysis.

Aggregation — Combining statistics from different entities to higher entities.

Algorithm — A finite list of well-defined instructions for accomplishing some
task that, given an initial state, will terminate in a defined end-state.

Attribute — Indicates the presence, absence, or strength of a particular
connection between entities in a Matrix.
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Betweenness — Degree an individual lies between other individuals in the
network; the extent to which an entity is directly connected only to those
other entities that are not directly connected to each other; an intermediary;
liaisons; bridges. Therefore, it's the number of entities who an entity is
connected to indirectly through their direct links.

Betweenness Centrality — High in betweenness but not degree centrality.
This entity connects disconnected groups, like a Go-between.

Bimodal Network — A network most commonly arising as a mixture of two
different

Binarize — Divides your data into two sets; zero or one.

Bipartite Graph — Also called a bigraph. It's a set of entities decomposed
into two disjoint sets such that no two entities within the same set are
adjacent.

Caesar 111 — An application for the design of information processing and
decision making organizations. An application for the design of decision
making organizations at the operational and tactical levels; it takes into
consideration cultural differences in coalitions and of adversaries. This tool is
under development by George Mason University.

Categorical — An Attribute Type used primarily used for grouping nodes.

Centrality — The nearness of an entity to all other entities in a network. It
displays the ability to access information through edges connecting other
entities. The closeness is the inverse of the sum of the shortest distances
between each entity and every other entity in the network.

Centralization — Indicates the distribution of connections in the employee
communication network as the degree to which communication and/or
information flow is centralized around a single agent or small group.
Characteristic Path Length — The median of the average shortest
distances (number of links) connecting each employee to all other
employees.

Interpretation
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Characteristic path length gives a insight into how information spreads. It
reflects the communication performance of the entire network and is
important for diffusing information and routing information to the right
people. A small average path length results in fewer "hops" where
individuals or groups don't get information.

Classic SNA density — The number of edges divided by the number of
possible edges not including self-reference. For a square matrix, this

first converts the diagonal to O, thereby ignoring self-reference
(an entity connecting to itself) and then calculates the density. When
there are N entities, the denominator is (N*(N-1)). To consider the
self-referential information use general density.

Clique — A sub-structure that is defined as a set of entities where every
entity is connected to every other entity.

Clique Count — The number of distinct cliques to which each entity belongs.

Closeness — Entity that is closest to all other Entities and has rapid access
to all information.

Clustering coefficient — Used to determine whether or not a graph is a
small-world network.

Cognitive Demand — Measures the total amount of effort expended by each
agent to do its tasks.

Column Degree — see

Complexity — Complexity reflects cohesiveness in the organization by
comparing existing links to all possible links in all four networks (employee,
task, knowledge and resource).

Complementarily — The idea that people seek others with characteristics
that are different from and complement their own, aka the idea that
opposites attract.

Concor Grouping — Concor recursively splits partitions and the user selects
n splits. (n splits -> 2" groups). At each split it divides the entities based
on maximum correlation in outgoing connections. Helps find groups with
similar roles in networks, even if dispersed.

Congruence — The match between a particular organizational design and
the organization's ability to carry out a task.
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Construct — A reduced form of Construct is found in ORA in the Near Term
Impact Report.

Continuous — A Attribute Type primarily used for values that are numerical
so that statistical analysis can be performed (Average, Minimum, Maximum,
and Standard Deviation).

Count — The total of any part of a MetaMatrix row, column, entity, edge,
isolate, etc.

CSV - File structure meaning Comma Separated Value. Common output
structure used in database programs for formatting data.

Degree — The total number of edges to other entities in the network.

Degree Centrality — Entity with the most connections. (i.e. In the know).
Identifying the sources for intel helps in reducing information flow.

Density —

« Binary Network: The proportion of all possible edges actually present
in the Matrix.

e Value Network: The sum of the edges divided by the number of
possible edges. (i.e. the ratio of the total edge strength that is
actually present to the total number of possible edges).

Dyad — Two entities and the connection between them.

Dyadic Analysis — Statistical analysis where the data is in the form of
ordered pairs or dyads. The dyads in such an analysis may or may not be for
a network.

Dynamic Network Analysis — Dynamic Network Analysis (DNA) is an
emergent scientific field that brings together traditional
(SNA), (LA) and multi-agent systems (MAS).

DyNetML — DyNetML is an xml based interchange language for relational
data including nodes, ties, and the attributes of nodes and ties. DyNetML is a
universal data interchange format to enable exchange of rich social network
data and improve compatibility of analysis and visualization tools.
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Edge — See Link.

Entity — A who, what, where, how, why, or thing that is being studied such
as people, agents, organizations, beliefs, expertise, resources, tasks, events,
or locations. Node the representation of a single entity (a who, what, where,
how why item).

Entity Class — A set of entities of one type.

Entity Level Metric — is one that is defined for, and gives a value for, each

entity in a network. If there are x entities in a network, then the metric is

calculated x times, once each for each entity. Examples are ,
, and

Entity Set — See Meta-Node.

Eigenvector Centrality — Entity most connected to other highly connected
entities. Assists in identifying those who can mobilize others

FOG — (F)uzzy (O)verlapping (G)roups. Gives a better understanding of
individuals spanning groups. Fuzzy groups are a more natural and
compelling way of thinking of human social groups.

General density — The number of edges divided by the number of possible
edges including self-reference. For a square matrix, this includes
self-reference (an entity connecting to itself) when it calculates the
density. When there are N entities, the denominator is (N*N). To ignore self-
referential information use classic density.

Geodesic Distance — A generalization of the notion of a straight line to
curved spaces. In presence of a metric, geodesics are defined to be
(locally) the shortest path between points on the space.

Gini coefficient — The measure of inequality of a distribution of income.
Uses a ratio with values between O and 1: the numerator is the area
between the Lorenz curve of the distribution and the uniform (perfect)
distribution line; the denominator is the area under the uniform distribution
line.
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Graph Level Metric — A metric defined for, and gives a value for, the
network as a whole. The metric is calculated once for the network.
Examples are Centralization, Graph Hierarchy, and the maximum or
average Betweenness.

GraphML — GraphML is a comprehensive and easy-to-use file format for
graphs. It consists of a language core to describe the structural properties of
a graph and a flexible extension mechanism to add application-specific data.

Group — a collection of things (entities, nodes, ties, networks). A group
might at times be represented as a meta-node. Nodes may be classified in
to groups on the basis of a shared attribute, type, id-range, label, user
selection, etc. For example, if you have a set of people and know their
gender, then their might be two groups - men and women. In addition the
nodes representing those people could be displayed as a meta-node for men
and a meta-node for women. Nodes may be classified in to groups on the
basis of a grouping algorithm. For example, if you have a network showing
connections among members of an organization and you run a grouping
algorithm it will return clusters of nodes that fit together on some
mathematical criteria. This cluster is a group and can be represented as a
meta-node.

Hamming Distance — Number minimum number of substitutions required
to change one string into another string of equal length. (i.e. "toned" and
"roses" is 3.)

Heuristics — Problem-solving by trial and error: a method of solving a
problem for which no formula exists, based on informal methods or
experience, and employing a form of trial and error iteration.

Homophily — (i.e., love of the same) is the tendency of individuals to
associate and bond with similar others.

e Status homophily means that individuals with similar social status
characteristics are more likely to associate with each other than by
chance.

« Value homophily refers to a tendency to associate with others who
think in similar ways, regardless of differences in status.

HTML — HyperText Markup Language.
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In-Degree — The sum of the connections leading to an entity from other
entities. Sometimes referred to row degree.

Influence network — A network of hypotheses regarding task performance,
event happening and related efforts.

Interstitial — An interstitial (something "in between") is a node situated
within but not restricted to or characteristic of a particular group. It provides
extra information to the analysis.

Isolate — any entity which has no connections to any other entity

Latent Semantic Analysis — Latent semantic analysis (LSA) is a technique
in natural language processing, in particular in vectorial semantics, of
analyzing relationships between a set of documents and the terms they
contain by producing a set of concepts related to the documents and terms.

Lattice Network — A graph in which the edges are placed at the integer
coordinate points of the n-dimensional Euclidean space and each entity
connects to entities which are exactly one unit away from it.

Link — The representation of the tie, connection, relation, edge between two
nodes.

Link Analysis — A scientific area focused on the study of patterns emerging
from dyadic observations. The relationships are typically a form of co-
presence between two entities. Also multiple dyads that may or may not
form a network.

Link Class — A set of Links of one type. A set of links of one type can be
represented as a meta-link.

Main Diagonal — in a square matrix this is the conjunction of the rows and
cells for the same entity.

Math Terms

These mathematical terms and symbols are used: Let S be any set:
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e card(S) = |S| = the cardinality of S (the cardinality of the entity-sets
is represented as |A], |K], |R]|, IT])

« ‘R denotes a real number
e« Z denotes an integer
Matrix Algebra — The part of algebra that deals with the theory of matrices.

Measure — A measure is a function that maps one or more networks to R".
Measures are often scalar (n=1) or vector valued with n=|V| or n=|U].

Meta-Link — The representation of a Group of Links.

MetaMatrix — See Meta-Network

Meta-Network — The representation of a Group of Networks.

Meta-Node — A representation of a Group of nodes.

Monte Carlo — A random optimization of your organization

MRQAP - This describes a report in ORA. See for more information.
For multivariate cases, if your dependent variable is continuous or count
data (like in a negative binomial case), you should use MRQAP. If your
dependent variable is binary, you should use ERGM (P*) which is
forthcoming in ORA. One can perform MRQAP on data that have a
dichotomous dependent variable (basically, this is equivalent to using a
linear probability model). You do need to interpret your results accordingly.
Multi-Agent System — A loosely coupled network of problem-solver entities
that work together to find answers to problems that are beyond the

individual capabilities or knowledge of each entity

Multi-entity — More than one type of entity (people, events, locations,
etc.).

Multi-plex — Network where the links are from two or more relation classes.

Multimode Network — Where the entities are in two or more entity classes.

Neighbors — Entities that share an immediate edge to the entity selected.
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Network — The representation of a set of nodes (including meta-nodes) of
one type and the links (including meta-links) of one type between them.

A network N is a triple consisting of two sets of entities, called U and V, and
a set of edges EcUxV. Thus, we write N=(U,V,E). An elemente = (i,J) In E
indicates a relationship or tie between entities ieU and jeV. A network where
U=V and therefore ECVxV is called ; otherwise the network is

. We write G=(V,E) for networks. For our purposes,
unimodal networks will not contain self loops, which means that (i,i)¢E for
ieV.

Network Class — A set of Networks on one type. This can also be
represented as a Meta-Network.

Network data format — usually comes in the form of NodeSet 1 listed
vertically in column A starting in row 2 and NodeSet 2 listed horizontally in
row 1 starting with column B. All the intersecting cells are the links between
each of the nodes.

Newman Grouping — Finds unusually dense clusters, even in large
networks.

Node — A representation of a real-world entity (a who, what, where, how,
why item.

Node Class — A set of nodes of one type. Note a set of nodes of one type
can be represented as a meta-node.

Normalized Sum — Otherwise known as the Average.
Notation:

The following matrix notation is used throughout the document for an
arbitrary matrix X:

« X(i,j) = the entry in the i row and j™ column of X
e X(i,?) =i™ row vector of X
e X(.)) = j™ column vector of X

« sum(X) = sum of the elements in X (also, X can be a row or column
vector of a matrix)
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e dich(X) = dichotomize (make binary) X, so that dich(X)(i,j) = 1 iff
X(@,j)) >0

e« X' = the transpose of X
e —~X = for binary X, —X(i,j) = 1 iff X(i,j) =0

e X@X = element-wise multiplication of two matrices (e.g. Z=X@Y =>
Z(i,j) = X@.)*Y(.1)

ODBC — (O)pen (D)ata (B)ase (C)onnectivity is an access method developed
by the SQL Access group in 1992 whose goal was to make it possible to
access any data from any application, regardless of which database
management system (DBMS) is handling the data.

Ontology — "The Specifics of a Concept'. The group of entities,
resources, knowledge, and tasks that exist in the same domain and are
connected to one another. It's a simplified way of viewing the information.

Organization — A collection of networks.
Out-Degree — The sum of the connections leading out from an entity to

other entities. This is a measure of how influential the entity may be.
Sometimes referred to as column degree.

Pajek — A visual tool for analyzing large networks (networks having
thousands of vertices).

Path — A set of nodes and links that form a single unbroken chain, such that
no node or link is repeated. i.e. A=2B=>C=>D=E

Pendant — Any entity which is only connected by one edge. They appear to
dangle off the main group.

Percolation Theory — The behavior of connected clusters in a random
network.

Pythia — Program used to create Influence Nets. Pythia is a timed influence
net application. This tool can downloaded at the following URL:

24


http://sysarch.gmu.edu/main/software/�

QAP Correlation — Calculates measures of nominal, ordinal, and interval
association between the relations in two matrices, and uses quadratic
assignment procedures to develop standard errors to test for the significance
of association.

QAP is designed as a bivariate test (only two variables). Generally, QAP is
perfectly fine for almost any bivariate network problem.

Random Graph — One tries to prove the existence of graphs with certain
properties by assigning random edges to various entities. The existence of a
property on a random graph can be translated to the existence of the
property on almost all graphs using the famous

Reciprocity — The percentage of entities in a graph that are bi-directional.

Redundancy — Number of entities that access to the same resources, are
assigned the same task, or know the same knowledge. Redundancy occurs
only when more than one agent fits the condition.

Relation — The way in which entities in one class relate to entities in
another class.

Robustness — Two different definitions:

e Networks — Concerned with the reliability (Kim & Madard, 2004) and
continued functioning of a network following an intervention. The
robustness of a network is particularly relevant in communication-type
and flow-oriented networks. The purpose for understanding robustness
of a network has more of a management of the network connotation.

e Measures — This meaning has more of a statistical connotation.
Studying the robustness of a measure of a network can also be
referred to as conducting a sensitivity analysis on the measure. In
keeping with the terminology of the most-recently published research
in this area, in lieu of using the term sensitivity, we too will use the
robustness term, although the terms can be used interchangeably.

A measure is robust if a slight perturbation in its input
produces a slight change in its output.

Row Degree — see
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Scale-Free Network — Some entities act as highly connected hubs (high
degree), although most entities are of low degree. Scale-free networks’
structure and dynamics are independent of the system’'s size N, the number
of entities the system has. A network that is scale-free will have the same
properties no matter what the number of its entities is.

Self-Loop — An entity with a connection to itself.

Shapefile - The GIS Visualizer can view overlay a Meta-Network over a
map. The map is a shapefile: a digital vector storage format for storing
geometric location and associated attribute information. A "shapefile"
commonly refers to a collection of files with ".shp"”, ".shx", ".dbf", and other
extensions on a common prefix name (e.g., "lakes.*"). For example,
Shapefiles could represent water wells, rivers, and lakes, respectively. Each
item may also have attributes that describe the items, such as the name or
temperature.

Simmelian Ties — Two entities are Simmelian Tied to one another if they
are reciprocally and strongly tied to each other and strongly tied to at least
one third party in common.

Simulated Annealing — A method of finding optimal values numerically.
It's a search method as opposed to a gradient based algorithm. It chooses a
new point, and (for optimization) all uphill points are accepted while some
downhill points are accepted depending on a probabilistic criteria.

The term Simulated Annealing draws its inspiration from metallurgy,
where atoms within a metal are heated thereby dislodging them from a
metal's internal structure transforming the metal into another atomic state.
In this way, your organization is heated changing its components in the
attempt to arrive at an optimized state.

Slow Measures — As the name implies these measures generally take
longer to run.

Small-World Network — Small-World Networks will have sub-networks that
are characterized by the presence of connections between almost any two
entities within them.

Social Network Analysis — The term Social Network Analysis (or SNA) is
used to refer to the analysis of any network such that all the entities are of
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one type (e.g., all people, or all roles, or all organizations), or at most
two types (e.g., people and the groups they belong to).

Sphere of Influence — One entity’s direct relationship with one of it's
neighbors as a function of specified path length.

Standard Deviation — The square root of the variance where variance is
the average of the squared differences between data points.

.stl file format — This file format is native to the stereolithography CAD
software created by 3D Systems. STL files describe only the surface
geometry of a three dimensional object without any representation of color,
texture or other common CAD model attributes and can us both ASCII and
binary representations

Szemerédi's Regularity Lemma — A fundamental structural result in
external graph theory due to Szemerédi (1978). The regularity lemma
essentially says that every graph can be well-approximated by the union of a
constant number of random-like bipartite graphs, called regular pairs.

Table data format — Table data usually contains a column with referencing
IDs and headers denoting column names.

Tie — see Link
Topology — The study of the arrangement or mapping of the elements
(links, nodes, etc.) of a network, especially the physical (real) and logical

(virtual) interconnections between nodes.

Total Degree Centrality — The normalized sum of an entity's row and
column degrees.

Trail — A set of nodes and links that form a single unbroken chain that can
revisit nodes but not links. i.e. A>B=>C=>A>D

Transpose — In linear algebra, the transpose of a matrix A is another matrix
AT (also written A", ‘A, or A") created by any one of the following equivalent
actions:

« write the rows of A as the columns of A'

« write the columns of A as the rows of A'
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o reflect A by its main diagonal (which starts from the top left) to obtain
AT

See for formulas, examples and more
information.

Unimodal networks — These are also called square networks because their
is square; the diagonal is zero diagonal because there are
no

Walk — A set of nodes and links that form a single unbroken chain that can
revisit both nodes and links. i.e. A>B=C=B=D.

E:E Getting Started

Welcome to ORA's Help File system! The ORA Help and examples contained
herein are written with a specific data set in mind: Stargate-SG1. More
information on this dataset can be found further down in this section

It is suggested, though not necessary, that the end user work through the
examples with this data set. This data set is included with the ORA download
and also from the CASOS home page at the following URL:
http://www.casos.cs.cmu.edu/computational_tools/datasets/inter
nal/stargate/index2.html

As an added data set to use, a network model of The Tragedy of Julius
Caesar will be employed to demonstrate additional examples. In some
cases, both data sets may be used to demonstrate the same technique used
on two different data sets for added clarity as well to show ORA's
unparalleled versatility in the field of Dynamic Network Analysis.

In this data set, we set out to build a network model of the people,

resources, tasks, events and knowledge that comprised the world of Julius
Caesar as portrayed by The Great Bard, also known as William Shakespeare.

How to use ORA help
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If you are not familiar with Social Network Analysis we encourage you to
read through the beginning sections of the help set. The ORA help set is
broken up into six primary parts, which are designed for varying levels of
user expertise.

Getting Started : provides an overview of Social Networks and how they
pertain to ORA.

The Main Interface : details working with the data within the Networks.
This includes loading, saving, merging, performing various math functions on
the Networks, generating a variety of networks, and running reports.

The Visualizer : takes these Meta-Networks and turns them into graphical
representations. There are tools for creating / deleting nodes and links,
displaying information in different formats, and helping to analyze the data.

ORA Measures : explains the various measures used in ORA. They contain
a short explanation. It also describes the type, input, and output.

ORA Reports : contains a description of what each report is and what it will
tell you about your data.

Lessons : are designed to teach specific functions and how to carry out
many types of useful network analytical tasks that can be accomplished by
using ORA.

\gg What is ORA?

An Overview

The Organizational Risk Analyzer (ORA) is a statistical analysis package
for analyzing complex systems as

Many complex systems such as organizations, intra-state alliances, food
webs, etc. can be represented as an ecology of interlinked networks. Within
ORA any complex system is represented as a Network. What follows is a
general description of ORA's primary capabilities. Specific instruction is
provided under the correlating folders in this help system.

See for additional definitions relating to Social Networks.
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The ORA Visualizer

The ORA Visualizer renders conceptual images of social networks. Nodes
such as Agents, Task, Knowledge and Organizations represent real-
world Entities like the president of a company, driving to the airport, or how
to wash your clothes. Nodes which share the same attributes can be further
grouped together creating Meta-Node. Links connect nodes that share a
direct relationship. Such relationships are derived from the Network. ORA's
single unit of data input, and are referred to as graphs. The ORA Visualizer is
interactive. You can zoom, rotate, isolate, add and remove Meta-
Nodes, and much more.

Reports

ORA can run many reports: Risk, Intelligence, and Sphere of Influence
to name a few. Multiple organizations can be compared against each other,
network structure can be optimized, subgroups within a network can be
identified, and scenarios involving the removal of nodes or links can be
examined. Reporting capabilities are constantly being refined and updated.

Charts
Four chart types are available: Bar Chart, Scatter Plot, Histogram, and
Heat Map. Each one in turn presents a different statistical profile of a

selected nodeset. Examples of these reports and how to access them can be
found under Basic Usages.

E:E Overview

Contact Information

Kathleen M. Carley
CASQOS, Carnegie Mellon University
kathleen.carley@cs.cmu.edu

tel: 412 268 6016

ORA
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ORA is an analysis tool designed to help the user evaluate one or more
networks. It can be used to assess the nature of, features of, change in, and
determinants of complex networks. A large variety of networks can be
assessed including, but not limited to, social networks, activity networks,
task networks, knowledge networks, supply chains, and communication
networks. Using ORA questions such as the following can be addressed:
what is critical, are there groups of interest, are there patterns of interest,
how might interventions impact the network, who is critical, are there
emerging groups, how is the network changing.

What is a network? In any data there are relations among things such as
two people are cousins, or a set of people are all members of the same club.
These networks might be psychological or cultural as when two people share
the same belief. They might be physical as in two resources being in the
same location or two computers being connected by a line, or they might be
social as in people being related. There are many reasons why networks
exist. Networks are ubiquitous. Everyone and everything is constrained and
enabled by the networks in which they are embedded. Everyone and
everything is embedded in multiple networks; e.g. you are connected to
some people due to work, others due to school, others due to your kids, and
so on. ORA lets you visualize, assess, and reason about these networks.

What kinds of networks?

ORA can assess any type of network. Anything that can be represented as a
set of nodes and relations can be assessed. Typical networks are: social
networks (who interacts with whom), financial networks (who lends money
to whom); gant charts (what task needs to be done before what), supply
chains (what resources are needed to build what other resources)., semantic
networks (what ideas are linked to what ideas), proximity networks (what
states border on what states), and so on. ORA can assess any data that can
be represented as nodes and relations regardless of what the nodes are or
what the relations are.

What if there are many networks?

ORA can be used to assess the interlocks among networks. For examples,
imagine that the following networks exist: who works with whom; who has
what skills, what skills are needed for what tasks, who is doing what tasks
then ORA can assess whether in fact the right people have been assigned to
those tasks or where there are problems because there is insufficient skills
available for the task. ORA can assess "multi-mode multi-link™ data.
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What if the networks change?

ORA can be used to assess change in networks over time. Over time, the
shape or topology of a network might change; e.g., start up companies
move from a collaborative to a hierarchical structure, terrorists change what
weapons they use to attack sites, scholars cite different papers, and so on.
Consequently, over time, who or what is critical in a network might change.
ORA can assess change in networks, and forecast possible ways in which the
network might change in the future.

What if information is incomplete?

ORA can assess networks even when information is incomplete. ORA has
been built to gracefully degrade so that it calculates all and only those
metrics for which there is information.

lllustrative applications

ORA has been applied in numerous settings. Examples include the following.
Assessment of team-x leadership structure at NASA. Comparison of terror
networks. Identification of vulnerabilities in insurgency and terror networks.
Assessing change in political elite structures in Korea and early identification
of emergent leaders. Designing teams for war games. Assessing the impact
of turnover and retirement on public health organizations in Duchess
County, NY. Identifying reports with AIS data. Organizations where ORA has
been used include: AFIT, SOCOM, USMA, CIA, many universities.

Tool Evolution

There are still many challenges in the area of dynamic network analysis. Key
challenges include handling streaming data, locating confidence intervals for
metrics, uncertainty assessment, and so on. As these challenges are met,
new algorithms are implemented, tested and added to ORA thus further
meeting the user's needs.

E:E Social Network Analysis (SNA)

is a scientific area focused on the study of relations,
often defined as social networks.
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In its basic form, a social network is a network where the people entities
and the relations links are a form of connection such as friendship. Social
Network Analysis takes graph theoretic ideas and applies them to the social
world.

The term social network was first coined in 1954 by J. A. Barnes (see:
Class and Committees in a Norwegian Island Parish). Social network
analysis is also called network analysis, structural analysis, and the study of
human relations. SNA is often referred to as the science of connecting the
dots.

Today, the term Social Network Analysis (or SNA) is used to refer to the
analysis of any network such that all the entities are of one type (e.g., all
people, or all roles, or all organizations), or at most two types (e.g.,
people and the groups they belong to). The metrics and tools in this
area, since they are based on the mathematics of graph theory, are
applicable regardless of the type of nodes in the network or the reason for
the connections.

For most researchers, the entities are actors. As such, a network can be a
cell of terrorists, employees of global company or simply a group of friends.
However, entities are not limited to actors. A series of computers that
interact with each other or a group of interconnected libraries can comprise
a network also.

Where to find out more on SNA

e Scott, John, 2000, Social Networks, Sage (2nd edition)

¢ Wasserman, S. & K. Faust, 1994, Social Network Analysis: Methods
and Applications

E:E Dynamic Network Analysis

is an emergent scientific field that brings
together traditional , and
. There are two aspects of this field. The first is the statistical
analysis of DNA data. The second is the utilization of simulation to address
issues of network dynamics. DNA networks vary from traditional social
networks in that are larger dynamic multi-mode, multi-plex networks, and
may contain varying levels of uncertainty.
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DNA statistical tools are generally optimized for large-scale networks and
admit the analysis of multiple networks simultaneously in which, there are
multiple types of nodes and multiple types of links .
In contrast, SNA statistical tools focus on single or at most two mode data
and facilitate the analysis of only one type of link at a time.

DNA statistical tools tend to provide more measures to the user, because
they have measures that use data drawn from multiple networks
simultaneously. From a computer simulation perspective, nodes in DNA are
like atoms in quantum theory, nodes can be, though need not be, treated as
probabilistic.

Whereas nodes in a traditional SNA model are static, nodes in a DNA model
have the ability to learn. Properties change over time; entities can adapt: A
company's employees can learn new skills and increase their value to the
network; Or, kill one terrorist and three more are forced to improvise.
Change propagates from one entity to the next and so on. DNA adds the
critical element of a network’s evolution and considers the circumstances
under which change is likely to occur.

Where to learn to more:

« Kathleen M. Carley, 2003, Dynamic Network Analysis” in Dynamic
Social Network Modeling and Analysis: Workshop Summary and
Papers, Ronald Breiger, Kathleen Carley, and Philippa Pattison, (Eds.)
Committee on Human Factors, National Research Council, National
Research Council. Pp. 133-145, Washington, DC.

« Kathleen M. Carley, 2002, Smart Agents and Organizations of the
Future” The Handbook of New Media. Edited by Leah Lievrouw and
Sonia Livingstone, Ch. 12, pp. 206-220, Thousand Oaks, CA, Sage.

« Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat,
2005-forthcoming, Toward an Interoperable Dynamic Network Analysis
Toolkit, DSS Special Issue on Cyberinfrastructure for Homeland
Security: Advances in Information Sharing, Data Mining, and
Collaboration Systems.

” T | ora and o

In general, you may want to use ORA in conjunction with other
computational tools to advance DNA theory. The CMU CASOS tools that
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work with ORA to form tool chains are AutoMap (extracts networks from
texts) and various DNA simulators including both Construct and DyNet.
These tools are often used in a number of real world applications, including
the following areas:

o Designing adaptive teams for Command and Control Networks
o Estimating the impact of organizational downsizing

o Estimating the effectiveness of new structures

« Evaluating risk in organizational designs

« Examine impact of IT effectiveness

e Impact analysis of actions in asymmetric warfare simulation

« Impact analysis of weaponized biological attacks on cities

ORA is interoperable with a number of other SNA and link-analysis tools:
UCINET, KeyPlayer, and Analyst Notebook. Additional information is
listed under data import and export.

Where to learn more about CASOS tools and this tool
chain:

Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat, 2004,
An Integrated Approach to the Collection and Analysis of Network Data, In
Proceedings of the NAACSOS 2004 Conference, Pittsburgh, PA

Kathleen M. Carley, 2004, Estimating Vulnerabilities in Large Covert
Networks Using Multi-Level Data, In Proceedings of the NAACSOS 2004
Conference, Pittsburgh, PA

Kathleen M. Carley, 2003, Dynamic Network Analysis in Dynamic Social
Network Modeling and Analysis: Workshop Summary and Papers, Ronald
Breiger, Kathleen Carley, and Philippa Pattison, (Eds.) Committee on Human
Factors, National Research Council, National Research Council. Pp. 133-145,
Washington, DC.

Kathleen M. Carley, Jana Diesner, Jeffrey Reminga, Maksim Tsvetovat, 2005-
forthcoming, Toward an Interoperable Dynamic Network Analysis Toolkit,
DSS Special Issue on Cyberinfrastructure for Homeland Security: Advances
in Information Sharing, Data Mining, and Collaboration Systems.
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CASOS: Center for Computational Analysis of Social and Organizational
Systems (http://www.casos.cs.cmu.edu/index.html)

E:E System Requirements

ORA performs best on machines that meet or exceed the following
specifications:

|| System |[ xP OSX 10.4.x ||

|| RAM 256 MB 1GB ||

" Processor || Pentium 4 || Intel Core 2 Duo "

" Speed 1.0 GHz 2.0 GHz "

" Java 6.0 6.0 "

" Extra Parallels for Dual Booting "

NOTE : When working with extremely large data sets, increasing processing speed
and RAM is highly recommended.

E:E Files Formats

ORA can read in a multitude of file formats. Below is a list, with examples of
the code, of those formats.

DyNetML (the native ORA xml format): DyNetML is an xml based
interchange language for relational data including nodes, ties, and the
attributes of nodes and ties. DyNetML is a universal data interchange format
to enable exchange of rich social network data and improve compatibility of
analysis and visualization tools.

<node id="col_jack_o'neill">
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<properties>
<property name="ally" type="string" value="yes"/>
<property name="gender" type="string" value="male"/>
</properties>
</node>

<graph sourceType="Agent" source="Agent" targetType="Agent"
target="Agent" id="agent x agent” isDirected="true">

<edge source="A01" target="A11" type="double" value="1"/>
<edge source="A02" target="A01" type="double" value="1"/>

</graph>

.dl: DL (for "data language") is a very powerful and (fairly) simple language
that allows the creation of quite complex and large UCINET data sets with
minimal data entry. DL language files are plain ASCII text files that can be
created with any editor (be sure to store the results as plain text).

dl n=9, format=edgelistl
labels:

A,B,C,D,E,F,G,H,I

data:
1 1 1
1 2 1
1 6 1
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AH#Hh and ##d (UCINet): UCINET datasets are stored in a special (Pascal)
format, but can be created and manipulated using both UCINET's and other
software tools (text editors and spreadsheets). Each UCINET dataset
consists of two separate files that contain header information (e.g.
myfile.##h) and the data lines (e.g. myfile.##d). Because of this somewhat
unusual way of storing data, it is best to create data sets with the internal
spreadsheet editor or DL language tools, or to import text or spreadsheet
files and save the results as UCINET files.

.CSV (comma separated values): The CSV ("Comma Separated Value™)
file format is often used to exchange data between disparate applications.
The file format, as it is used in Microsoft Excel, has become a pseudo
standard throughout the industry, even among non-Microsoft platforms. File
most commonly created from an Excel spreadsheet using the Save As...
option

« Each record is one line... but — A record separator may consist of a
line feed (ASCII/LF=0x0A), or a carriage return and line feed pair
(ASCII/CRLF=0x0D 0x0A)... but — fields may contain embedded line-
breaks (see below) so a record may span more than one line.

o Fields are separated with commas.

e Leading and trailing space-characters adjacent to comma field
separators are ignored.

e Fields with embedded commas must be delimited with double-quote
characters.

e Fields that contain double quote characters must be surrounded by
double-quotes, and the embedded double-quotes must each be
represented by a pair of consecutive double quotes.

« A field that contains embedded line-breaks must be surrounded by
double-quotes
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o Fields with leading or trailing spaces must be delimited with double-
quote characters.

o Fields may always be delimited with double quotes.

e The first record in a CSV file may be a header record containing
column (field) names

,AO1,A02,A03,A04
A01,0,0,0,0
A02,1,0,0,0
A03,1,0,0,0

A04,1,0,0,0

.txt (text files): Otherwise referred to ASCI1 files which contain no
extemporaneous formatting.

raw:

.net (Pajek): The file format accepted by Pajek provides information on the
vertices, arcs (directed edges), and undirected edges. A short example
showing the file format is given below:

*Vertices 3

1 "Docl™ 0.0 0.0 0.0 ic Green bc Brown

2 "Doc2" 0.0 0.0 0.0 ic Green bc Brown

3 "Doc3" 0.0 0.0 0.0 ic Green bc Brown

*Arcs

12 3 c Green
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2 3 5 c Black
*Edges

1 34 c Green

.graphml: GraphML is a comprehensive and easy-to-use file format for
graphs. It consists of a language core to describe the structural properties of
a graph and a flexible extension mechanism to add application-specific data.
Unlike many other file formats for graphs, GraphML does not use a custom
syntax. Instead, it is based on XML and hence ideally suited as a common
denominator for all kinds of services generating, archiving, or processing
graphs.
<xs:annotation>
<xs:documentation

source="http://graphml.graphdrawing.org/"

xml:lang="en">

Simple type definitions for the new graph attributes.

</xs:documentation>

</Xs:annotation>

.stl (GMU model): This file format is native to the stereolithography CAD
software created by 3D Systems. STL files describe only the surface
geometry of a three dimensional object without any representation of color,
texture or other common CAD model attributes and can us both ASCII and
binary representations

An ASCII STL file begins with the line:
solid {name}

where name is an optional string. The file continues with any number of
triangles, each represented as follows:
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facet normal n1 n2 n3
outer loop
vertex v11 v12 v13
vertex v21 v22 v23
vertex v31 v32 v33
endloop
endfacet

where n1-n3 and v11-v33 are floating point numbers in sign-mantissa’e’-
sign-exponent format and concludes with:

endsolid {name}

1o (pathfinder):

‘ E:E Stargate Summit - Synopsis

Story Background
The data for this scenario is based on the Sci-Fi tv show, Stargate SG-1 and

specifically the episodes Summit / Last Stand. Following is a synopsis of
the episodes if you have an questions regarding the dataset.

The DataSets
The Agents — Colonel Jack O'Neill, Major Samantha Carter, Doctor Daniel
Jackson, Teal'c, Jacob Carter/Selmak, Lt Elliot, Ren'al, Aldwin, Janet Frazier,
Major Mansfield, General Hammond, Lantash, Narim, Travell, Osiris, Yu

The Short of it

The Tok'ra are planning an attack which would kill all of the head Gou'ald
in one fell swoop by infiltrating a summit and poisoning them all
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simultaneously. With the help of Stargate Command and the U.S. Military
they are able to infiltrate the summit. The plan is going fine until new
information is disclosed which changes everything.

The Story

The Tok'ra have information regarding a secret Gou'ald summit of all the
System Lords. They devise a plan to destroy the organization once and for
all by poisoning their symbiotes, but they have need of one thing. A human
(tauri) who speaks fluent Gou'ald.

Ren'al (the head of the Tok'ra council) travels to Earth to meet with Stargate
Command in order to recruit Dr. Daniel Jackson. Dr. Jackson is a human who
is fluent in Gou'ald. The System Lords have declared a truce for the summit
and each System Lord can bring one human servant.

SG-1 journeys to the Tok'ra homeworld, Revanna. Jacob Carter, previously
of the U.S. military but now a Tok'ra, presents the plan to Colonel O'Neill

and SG-1. He's established himself as a minor Goa'uld in the service of Yu.
He can help get Daniel inside Yu's home base by using the Reole memory-
altering chemical to convince Yu that he is his closest human slave, Jarren.

Elsewhere, the Goa'uld Zipacna, a servant of the new and very powerful
Goa'uld, welcomes a guest, Osiris. Zipacna offers her a position in service of
the Goa'uld, Anubis.

Osiris prepares to depart Zipacna's ship for the summit, as Anubis' official
representative. Zipacna, meanwhile, has learned the location of the new
Tok'ra homeworld, Revanna, from a captured spy and plans to launch a full-
scale invasion.

Jacob and Daniel successfully dispose of Jarren, and, using the Reole drug,
trick Yu into believing Daniel is his faithful servant. Yu and Daniel depart to
the summit.

Six of the galaxy's most powerful System Lords are waiting: Ba'al, Olokun,
Morrigan, Bastet, Kali the Destroyer, and Svarog. They are waiting, though,
for another guest, the powerful Goa'uld who has been dealing them all heavy
defeats in battle, but who refuses to make his identity known.

As the attack begins on Revanna SG-1 and SG-17 try to help the Tok'ra, but

little can be done. The Goa'uld have dialed into Ravenna’s Stargate, thusly
preventing their escape. Zipacna continues bombing the surface of Revanna,
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in an attempt to flush out the resistance. As the tunnels collapse many
Tok'ra are killed along with Major Mansfield.

Ren'al encrypts the symbiote poison formula onto a data crystal but is killed
by falling debris shortly after. Major Samantha Carter takes the data crystal
for safe keeping. A large holding tank, where the symbiote Lantash is being
kept alive, is destroyed and Lantash takes refuge in the dying Lieutenant
Elliot as a host.

Colonel O'Neill, Teal'c and the Aldwin do a scouting run on the surface of the
planet only to find Zipacna has amassed an army of Jaffa troops on the
surface. Aldwin is killed on their way back to the tunnels. SG-1 regroups but
more tunnel collapses prevent their escape to the ring room. Their path to
the surface is blocked.

Back at the summit Osiris, the final guest, arrives. Daniel is caught by
surprise. Osiris had taken possession of his friend Sarah Gardner a year ago.
Osiris recognizes Daniel, but does not reveal this to the System Lords.

In private Daniel communicates her arrival to Jacob. Her arrival presents a
large problem. Osiris confronts Daniel Jackson and demands to know what
he's is planning. Daniel manages to prick her with his ring containing the
Reole memory drug and convinces her that he is but Yu's human servant.
The drug takes affect and she leaves, somewhat confused. Col. O'Neill and
Teal'c find a set of Tok'ra tunneling crystals which they use to grow new
tunnels. Major Carter tries to help Lt. Elliot stay alive.

Osiris tells the System Lords she represents the Anubis, who had been
believed to be dead for 1,000 years. Anubis has dealt blows to each and
every System Lord. Anubis wants entrance back into the System Lords. The
Goa'uld vote to allow Anubis to rejoin them, and for Osiris to represent him.

Daniel reports this to Jacob Carter. They both agree that the plan to poison
the System Lords must be aborted. If they wipe out the seven most powerful
System Lords now, Anubis will be free to conquer the galaxy.

SG-1 and Lt. Elliot make it to the surface but must still must avoid the Jaffa
army. They begin the 25-mile walk to the Tok'ra beacon to send a signal to
Daniel and Jacob. At the beacon Maj. Carter sends a signal to Jacob and
Daniel.

Jacob tells Daniel to get off the space station. But Daniel decides to attempt

to kidnap Osiris (still hoping to free her from the Gou'ald). When she arrives,
he locks her in the hold and readies to steal the ship. But Yu intervenes
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saying that his servant Jarren has betrayed him. He releases Osiris. But
believing that Yu plotted to kidnap her she stabs Yu. As she prepares to kill
Daniel he reveals who he really is. This cause her to hesitate. That, and the
attack by Yu gives him the opportunity to escape.

On their return to Revanna Jacob and Daniel are shot down by the Jaffa
army and crash. SG-1 finds them shaken but unhurt. Lt Elliot/Lantash,
knowing he's dying anyway, volunteers to sacrifice himself by taking the
symbiote poison and wait to be captured. He'll then release the poison
clearing the way for SG-1 to escape through the Stargate.

Colonel O'Neill hates to leave his man behind, but sees that there is no other
choice. The team goes into hiding. Elliot places the poison in his pocket, and
listens as the footfalls of the approaching Jaffa army loom ever closer.

E:E Network Drives

If you are running on a network drive then the help system needs a drive
letter in order to work correctly. There are 2 possible solutions to this:

1. Copy the ORA folder to each local machine.

2. If at all possible Map a Network Drive. Right click on the shared folder
and select Map Network drive.

Mapping a Network Drive

In an Explorer window select My Network Places. Find the name of the
network which contains ORA.

(&} Deskiop Add Metwork Place
+-[_) My Documnents <2 Wireless Network Setup Wizard
+ _é My Computer ﬂEntire Metwork,
- _f My Metwork Places JORA
2 Recycle Bin . %

Go back to My Document.
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ﬂﬁ' Desktop

+

My Docunments

+ j My Corpuker

+- % My Mebwork Places
2l Recycle Bin

From the menu select Tools = Map Network Drive. This brings up the
dialog box below.

Map Metwark Drive. ..

Disconneck Metwork Drive, .,
Synchronize. ..

Folder Opkions. ..
Select the [Browse] button in order to select the network drive.

Map Network Drive El

WWindows can help vou conneck ko a shared network Folder
and assign a drive letker to the connection so that vou can

.\” access the Folder using My Computer,
e

s N | Specify the drive letker For the connection and the Folder
that waou wank ko conneck ko:

Drive: I W

Folder: b Browse. .. [:
Example: \1serverishare

Reconnect at logon

Zonnect using a different_ user name.

Sign up For online storage of conneck to a
nebwork server,

Cancel

Select the correct network drive and press [OK].
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Browse For Folder @@

Select a shared network Folder

% My Nebwark Places
= ﬁ Entire Mebwork
= i;’ Microsoft Windows Metwark

2
[ Make Mew Folder ] l K g[ Cancel

Select [Finish].

Map Metwork Drive

N
e

Windows can help wou conneck ko a shared netwark Falder
and assign a drive letter o the connection so that wou can
access the Folder using My Computer.

Specify the drive letter For the connection and the Folder
khat wau wank ko connect ko

Drive: I b

Folder: | VDESKTOP\ORA v

Example: \\serverishare
Reconnect at logon

Connect using a different user name,

Sign up For online starage of conneck fo &
nebwork server,

| Finish g[ Cancel |

Your computer now has the Network drive with ORA mapped on the desktop.

E:E ORA's Main Interface

The ORA interface is organized into five sections. The menu, the main
icons, and three re-sizable panes which are dockable. On each tab are two
buttons: undock and close. In the upper right corner of each pane are
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three buttons: undock, maximize, and close. This will allow you to
arrange the interface to suit your needs.

Ziromazas 10l x|
Fig Edit ‘iew Dabh Managemant Cendrabs Networks Analyis Simulabond  Visuahzabons Help @
&« (38 * 2)

Meta-Metwork Manager # = 0% Editor # = PO x
;’E’“‘, Mo Mata-Natwork Loadad i
— Mata-NHatwoark 1D

Mata-tHatwork Date
Mata-Natwark Flaname AL ead..
@)
Stabstcs
Sourta Count: it

Reports # x L=

(5)

3

Close Report Tabs

1 - The Menu

The main source for accomplishing your tasks within the editor. It contains

all the functions for managing the Meta-Networks, generating reports and
doing analysis.

2 - The Icons

Contains the main functions for adding or deleting Meta-Networks,
NodeClasses, and Networks and importing existing Meta-Networks. Clicking

the down-facing triangle brings up a window which allows you to add buttons
to the GUI for the functions you use the most.

3 - Meta-Network Manager Pane

This pane contains a tree directory of the current Meta-Network(s) loaded
into ORA. This contains the Meta-Networks currently active plus all their
Meta-Nodes and Networks. Clicking on the plus icon will expand the Meta-
Network showing all the Meta-Nodes and Networks and clicking on the
minus icon condenses the Meta-Network. Hovering the pointer over a graph
it will display information about that Network.
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Meta-Metwork Manager

----- ooo Agent : size 16

----- ooo Event: size 14

----- ooo Knowledge : size 9
----- ooo Locakion : size 7
----- ooo Resource : size 7
----- ooo Task ; size 18

------ wirent [agent = event]
...... *$° agert x Network: agent x agent

______ oto IC: agent x agent
agent x h Link. count: 323 ge]

------ &80 agent x \STETOT [S0ETT % TOCETOT]

4 - Editor Pane

Contains the basic information about the highlighted Meta-Network such as
how many nodes are represented. This panel also allows quick access to
ORA's Visualizer, Reports and Chart tools. By selecting the Visualize button,
the currently loaded Network will render in the ORA Visualizer, which will
load in a separate window.

With the Meta-Network selected panel 2 displays the information
regarding the Meta-Network itself. The Meta-Network name and pathway at
the top. In the bottom, under statistics, are information regarding the actual
Meta-Network including source, node, link, and network counts.

When a Meta-Network is expanded it reveals nodeclasses and networks.
Highlighting any of these will reveal information these items.

The Info Tab : Display relevant information whether a nodeclass or
network is highlighted.

The Editor Tab : Displays the information in a matrix which can be
edited in multiple ways. The data can be directly manipulated in the grid,
nodes and attributes can be

With the Nodes and Attributes buttons you create, delete, or merge nodes

and attributes. The Find box assists you in locating particular nodes and
attributes.

5 - Reports Pane
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This pane is initially empty when ORA is first started up. As reports are run
they will be contained within this panel.

NOTE : All three panes can be resized to your preference.

E:E Main Interface Tasks

There are a number of tasks that are performed from within the Main
Interface to assist in controlling your Meta-Networks, NodeSets, and

Networks. These are mostly functions not associated with any of the Menu
Iltems.

For example, renaming Meta-Network, tool tips displayed while hovering,
and creating and deleting Nodes & Attributes.

E:E Attributes

An is an extra container that can be attached to an Meta-Node.
You can add a value to this container. To add an attribute to an Meta-Node

right-click on the Meta-Node name. This will bring up the contextual menu
below.

Add Attribute

droo0 Gdd Mew Mode Class. ..

=000 Remove Selected Node Class

add Attribute, .,

Type in the name for your new attribute and select [OK]. Let's say we want
to add other languages spoken by the nodes.

P Enter a new property name For this node class,

<%

language]|

l Ok ][ Cancel ]

The attribute you added will be inserted alphabetically in the editor.
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dender language race
<set filt,.. » | «<sebfilk... | <setfilt,..

You can now assign any text to this attribute for any of the rows in the
Network which can be used later to help define your Network.

languane
<set filk,,,

English

Gou'ald
Jaffa

Add attribute (second option)

There is a second way to add attributes in the Editor tab. Below the matrix
is a section called Attributes which contains two buttons, [Create] and
[Delete].

aktribukes

[ Create H Delete ]

Selecting [Create] brings up a dialog box and asks you to input the name
for the new attribute.

<  Enter the name af the attribute to create,
- ||:|iw:|t _paink |
[ ook [ Cancel ]

The new attribute is then inserted within the matrix.

Entity 1D pivot_point | arder where
«<zet Filker = W | wsek file,,, | <sek Filk,,, % | <setfilk,,,

Delete Attribute
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And attributes can be removed just as easily by pressing the Delete button.
The dialog box will present you with a dropdown menu where you can
choose which attribute to delete.

Delete Attribute

Select an atkribute to delete,

arder

piviak_poink

Import Attribute

The [Import] button allows for the quick importing or an attribute(s)
through the Editor panel. Use a .csv file with rows as nodes and columns as
attributes. This can be done with, or without, an ID column.

« « Import Attributes

Import attributes From a file in the Following Format: columns contain walues
for a single atkribute, and rows contain walues for a single node, The Firsk

row must be aktribute names, @

Select a File:| |[ Browse ]

Step 2: Select how to identify the nodes;

® {(#) Use this column for nade IDs: _

(") The rows are in the same order as the node class

Step 3: Select the attributes to import and specify their value bypes:
id speak_gou‘ald

{*) Categorical
() Continuous

Select Al ][ Clear Al ] Create new nodes for unrecognized noc

[ Import |[ Zancel ]

1. Use the Textbox and Browse button to navigate to the csv file with the
new attribute(s).

51



2. Select the radio button to use either 1) an ID column, or 2) a file in
the same order as NodeSet.

3. This section contains all the attributes in the file. If one was chosen to
identify the NodeSet then it will be grayed out. For attributes NOT
grayed out you can chose to make then or

4. Select All / Clear All buttons places a checkmark in all columns or
removes same.

5. Placing a checkmark in the Create new nodes for unrecognized
nodes creates new nodes into the select NodeSet if no node for an
attribute currently exists.

6. Import /7 Cancel tells ORA to begin the import or cancel the
operation.

Note: Whenever you set a Node Display Attribute for a Nodeset, the
info is also set as an attribute of the nodeset. In other words, Node
Display Attributes are now encoded in the data, allowing it to be
retained from session to session.

E:E Use Links As Attributes

The following instruction demonstrates how to add a document attribute
or a URI to a Node.

Adding a document links in the Editor

Load a Meta-Network into ORA. Then expand the Meta-Network using the
[+] icon to display all the NodeClasses and Networks in the Meta-Network.
Then right-click on a NodeClass and this will access the contextual menu.
From here, select Add Attribute. Give the new attribute a name.

In Pane 2 click the Editor tab to display the matrix and find the new attribute
just created. All cells will be empty. A new pathway can be inserted in the
cell at this time.

Once the node title has been changed, you can now enter a URI directly

inside the corresponding blank field. This can either be an absolute pathway
to a document on the user's hard drive or a web URL.
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NOTE : When using a absolute path to a document the link will not work if
the Meta-Network is opened on another computer. It's much safer to use
URIs from the internet to connect documents.

Adding a URI in the Visualizer

Visualize a Meta-Network, select a node, and right-click to access it's
contextual menu. From the contextual menu select, choose URI submenu
> Attach URI. This brings up the Add URI box where the new URI can be
entered.

When viewing the Meta-Network in the Editor a new column appears with
the title you inserted in the field Name:.

The same document pathway can be used for multiple nodes.

When the Meta-Network is displayed in the Visualizer the document URI will
appear in the Node Status tooltip. You can go to this URI by right-clicking a
node and use the URI submenu to Go To URI. A new explorer window will
be launched showing the location of the document file. It can then be
opened with the appropriate program.

Multiple URIs/URLs

A node can have multiple URIs and you can still launch from the URI
SubMenu. The preferred method for launching URIs is through the Node
Status dialog where you can choose an individual URI to launch.

There’s a new URI tab that allows you to view URI’s, launch them, and add
new ones. When adding new ones, the current convention is to create a
new Attribute with name “URI-X", where X is the earliest number that
doesn’t already exist. So, adding a URI to nodes will create results such as
“URI-1”, “URI-2”, etc. Currently, when finding URI’s to launch, only those
that follow the above convention are included, but it will be expanded to
include any attribute with URI or URL in it anywhere.

E:E Contextual Menus

Right-clicking on any Meta-Network, NodeSet, or Network brings up a
contextual menu with the functions available such as add or delete. And
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within each contextual menu are specialty functions for Meta-Networks,
NodeSets, and Networks.

=222 ~ 4

« Add Mew Meta-Metwork
=33 Remove Selacted Meta-Mebwork
drooo add New Node Class. ..
+*8® add Blank Metwork. ..

Transform, ..

The first four are self-explanatory. Transform... opens up the Meta-Network
Transform... dialog box.

LT

JelsllS0ent ; size 30

=== fdd Wew Node Class, .,

' """ | =000 Remaove Selected Mode Class

add Attribute, .,

The first two are self-explanatory. Add Attribute ... opens up the attribute
function in order to add attributes to a nodeset.

&dd Blank Metwaork. ..
="2*® Remove Selected Metwork

Set Diagaonal, ..

Fold Metwark. ..

Save Mebwork, .,

Binatize Metwork

Femove Edges...

S . . B . . . O {

Symmetrize. ..

The first two are self-explanatory.

e« Set Diagonal... : Used on a square network to set cells 1,1 through
X,X to the same value. In binary view the choice are 1: True (+1) 2:
True (-1) 3: False (0). In Numeric view you can put any value into
the diagonal.

« Fold Network... : This function creates a new network using matrix
algebra. Below are four variations of a four x four network and the
results when each is folded.
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T1 TZ Krnowledae_1 | Knowledge_2
Knowledge_1 | 1.0 0.0 —pp | Knowledge_1 |1.0 oo
Knowledge_Z | 0.0 0.0 Knowledge_2 | 0.0 nao

T1 T2 T1 Tz
Knowledge_1 | 1.0 oo —p | Knowiledge_1 |1.0 oo
Knowledge_2 | 0.0 1.0 Knowledge_2 | 0.0 1.0

T1 TZ Krnowledae_1 | Knowledge_2
Krowledge_1 | 1.0 n.a — | Knowledge_1 | 1.0 1.0
knowledge_2 11.0 0.0 Knowledge_2 | 1.0 1.0

Tl TZ Knowledge_1 | Knowledge_2
Knowledge_1 | 1.0 1.0 — | Knowledge_1 | 2.0 0.0
Knowledge_2 | 0.0 0.0 knowledge_2 | 0.0 0.0

e Save Network... : (also called Exporting a Network) Any
Network can be saved individually to a file in one of the

following formats: CSV*, DL, DyNetML*, or UNCINET (.##h). Also

check File Formats for more information

e« Binarize Network : Turns all non-zero numbers to [1] and leaving

all [O] untouched.

¢« Remove Links... : Removes links in accordance to the selection in the

dropdown menu (as seen in the images below).

« = Remove Edges

Remove Edges ||[ES=0E

e Symmetrize... :

lessThanEquals
equals
notEquals

greaterThanEquals

greaterThan

|» ) walue: |EI.EI

|[ Remove Edges ]

i

Contextual Menus - Multi Files

Includes: Union Meta-Networks, Intersect Meta-Networks, Conform Meta-

Networks
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There's also a separate contextual menu when you've got two or more Meta-
Networks selected. Open up multiple Meta-Networks in the Main Interface.
Load two or more files into Panel 1. We'll demonstrate this on two Meta-
Networks containing Bob, Carol Ted, & Alice. The agents are identical but the
tasks in each are different, except for driving which appears in both and has
slightly different values. In between the time of cookingln and eatingOut
Alice's feelings for Ted have grown.

Cookingln and

Entity ID Entity ID
<sek filt,, » <sek filt,,, »
]| bob [ shopping
]| caral ] chief_cook
] |ted [ | waiterfess) bob caral ked alice
]| alice [l bottle_wa... bab 0.0 4.0 0.0 0.0
1| bushoyimir carol 4.0 0.0 2.0 0.0
| sous_chef ted 1.0 20 n.o 1.0
1| driver alice 0.0 0.0 4.0 0.0
shopping chief_cook waiteriess)  |bottle_washer | busboy(girl) sous_chef driver
bob 1.0 1.0 n.a 0. 0. 0.0 1.0
carol 0. Q] 1.0 1.0 0o 0.0 1.0
ted 0.0 Q] n.a 1.0 0. 1.0 0.0
alice 1.0 Q] n.o 0.0 1.0 1.0 0.0
EatingOut
Entity 1D Entity 1D bob caral ked alice
<set filb,, <zet filk,,, W bob 0.0 4.0 0.0 0.0
] | bob 1 | driver caral | 4.0 0.0 20 (0o
1 | caral [1 |agenda ted |1.0 1.0 0.0 3.0
[ |ted 1 |tipper slice |00 0.0 40 |00
1] alice driver agenda tipper
bob (0.0 n.o 0.0
carol | 2.0 0.0 0.0
bed 1.0 n.o 1.0
alice 0.0 1.0 0.0

'-'133ta-r'-Jetl.-'-.u:nr'l::. Manager
[+ #8®- beta_cookingln
288 hrta_eatingOut
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Highlight both of them by holding down the [Control] while clicking on each
file. Then Right-click on one of the files. This brings up the contextual
menu.

Meta-Metwork Manager

=33F remove Selected Meta-Metwork
nion Meta-hMetwarks

Inkersect Meta-Mebworks

Caonform Meta-Mebworks

The Add New Meta-Network& Remove Selected Meta-Network are
self-explanatory.

The Union Meta-Network will create a new Meta-Network using one of
five actions: sum, binary, average, minimum, or maximum.

Union Meta-Networks §|

"'_., This creates the union of the selected meta-networks,
L

Select how ko cambine the weights af links:

e

S

binary
average
rrinirnurT
iU

e« Sum : In any identical network all values from all networks are added
together. (i.e. bob's score of 4.0 in both meta-networks are added
together for a total of 8.0).

bob caral ked alice
bab 0.0 (2.0) 0.0 0.0
caral a.0 00 4.0 n.o
ted 20 an 0.0 4.0
alice 0.0 0.0 8.0 n.o

e« Binary : Then in the binary option it doesn't matter what numbers
appeared in either meta-network as it uses only 1 or O as a result. If
any cell has a non-zero it will contain a 1 as a result.
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bob carol ked alice
bob |00 (1.0) 0.0 0.0
carol 1.0 0.0 1.0 n.o
ted 1.0 1.0 0.0 1.0
alice n.ao 1.0 n.o

e« Average : This option takes the sum of all identical cell values and
divides them by the number of cells used. In cookingln ted x
alice contained a 2 while in eatingOut the value for ted x alice was
a 1. This was averaged out to 1.5.

bob carol ked alice
biob 0.0 4.0 0.0 0.0
carol 4.0 0.0 2.0 n.o
ted 1.0 (1.5) 0.0 2.0
alice n.ao 0.0 410 n.o

« minimum : This function finds the smallest value in any identical cells
and uses that in the final result. (i.e. for ted x carol and ted x alice
both cells use the smaller value of "1" even though they are from
different meta-networks.

bob caral ked alice
bob 0.0 0.0 Q]
caral 40 0.0 2.0 0.0
ed |10 (1.0) 0.0 (1.0)
alice 0.0 0.0 4.0 n.o

« Maximum : This function finds the largest value in any identical cells
and uses that in the final result. (i.e. for ted x carol and ted x alice
both cells use the larger value of "2" and "3" respectively, each taken
from a different meta-network.

bob carol ked alice
bob 0.0 4.0 0.0 0.0
carol 40 0.0 2.0 0.0
ed 1.0 (2.0) 0.0 (3.0)
alice n.ao 0.0 410 n.o

Intersect Meta-Network works similar to the Union function and has the
same five options. But in creating the new Meta-Network only nodes that
appear in all Meta-Networks are carried over to the new Meta-Network.
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For example: All four agents appear in both Meta-Networks and are brought
over into the new Meta-Network. But though there were six tasks in the
cookingln and three tasks in eatingOut there is only one task (driver) in
the new Meta-Network created from the intersect function. Only nodes found
in all Meta-Networks are brought over.

= 338 - INTERSECT minimunm

- ooo agent

----- ooo jobs [Task]

----- *3* bobCarolTedalice [agent = agent]
o #3*® agent x jobs [agent x jobs]

And even though bob has a value for driver in cookingln only carol has a
value for driver in both Meta-Networks.

bob caral ked alice driver
bob n.n 4.0 nao n.n bob Q_Q
carol 4.0 0.0 2.0 0.0 carl  [1.0)
ted 1.0 2.0 0.0 1.0 ted 0.0
alice 0.0 0.0 4.0 0.0 alice 0.0

Conform Meta-Network alters the selected Meta-Networks and makes
them equal. union adds nodes that are found in one Meta-Network but not
the other. intersect removes nodes that are not common to both.

E:E Create a New Meta-Network

What follows are procedures for creating a new Meta-Network.

There are times you need to run measures on or visualize only part of an
existing Meta-Network. This section will show you the easy way to create
sub-sets of an existing Meta-Network.

First . Highlight the Meta-Network then from the
main menu select Edit = Copy Meta-Network. Then from the main menu
select Edit = Paste Meta-Networks. It would be a good idea to rename
this new Meta-Network immediately so as to not get it confused with the
original. You can do this in the Editor tab, see

Next, expand the Meta-Network you want by clicking the [+] if it isn't
expanded already. Highlight the nodeset with the nodes you want to
remove.

59



=-¥88- stargate

. i ooo Agent : size 16
ooo Event: size 14
ooo Knowledge @ size 9

ooo Locakion : size 7

In panel 2 select the Editor tab which brings up the matrix with nodes on
the vertical and attributes on the horizontal. Below each attribute is a <set
filter=. Below left is the stargate _summit meta-network along with the
ally attribute. | wish to make a new meta-network of the good guys only.
In the dropdown menu under ally | select no. These are the nodes | want to
remove.

Entity ID Entity Title  [ally Entity ID Entity Title | ally
<setfilt,, » | <set filt.., | <setfil,, ~ | |ally <set filt.. % | <set filt... » |no v

O |z01 col_jack . |yes <setfit.. | | [ |a15 0siris ho

] |a0z maj_sam... |yes <set filer O] a6 YU no

] Aoz daniel_jac... [yes

] |a04 teal't YES

] |aos jacob_cat... |yes

] |ao6 It_elliott yes

1 |ao7 ren‘al WES

] laos aldwin YES

] |ang janet_frazier |ves

O] a0 maj_man... [yes

O] At gen_ham... |yes

O a2 lantash YES

O a3 harim WES

O] a4 travell YES

[ |ais asitis ha

] |a16 YUl no

Place a checkmark in the box of each node. Below the matrix in the section
called Nodes are three buttons. Click the [Delete] button. The nodeset now
contains only the nodes that had yes in the attribute ally.

=282 stargate
fgent @ size 14

Event : size 14
knowledge ; size 9

Location : size 7

With this same procedure | created a Meta-Network of only the allies.
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“ T leina

Find a Sub-set within a NodeSet

What follows are procedures for using the Find feature in ORA.

By using the Find: textbox and the AND/OR selector you can display only

the nodes you want to work with. This works by searching for Sub-Strings
within the values.

NOTE : A search for "male" will find all values of "male" as well as "female"
because "male" is a sub-string of "female™.

Mode Class: Agent

Info | Editor

Firid: AMD %

Here is the whole NodeSet with only the gender and race attributes
displayed. The AND/OR toggle is in it's default AND setting.
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| Irfo | Editar |
Find: | | Vl
MHode 1D Mode Title | gender race
ek file,,, | <setfilk,,, | <sekfilk,,, % | <sekfilk,,, »
O] |ao1 col_jack_... |male tauri
] |aoz maj_sam... |female tauri
] |a03 daniel_jac... |male tauri Modes
] |a04 teal'c male jafta
] |aos jacob_car... [male tok'ra
] |aoB It_elliott male tok'ra
] |ao7 ren‘al female tok'ra
] |aos aldwin male tok'ra .
AEEriDuk

[] |aoa janet_frazier |female tauri S
] |a10 maj_man... |male tauri
O a1 gen_ham... |male tauri
O] |a1z lantash male tok'ra
O a3 narim male tollan
O |at14 travell femal tollan
] |a1s 0siris female gou'ald
] |a1B WLl male gou'ald
Select Al Clear all 0 item(s) selected, 16 visible, 16 tot

First female is typed into the textbox and ORA will display all nodes where
gender=female.

Find: |Female| |.ﬁ.ND V|
Maode D MHode Title | gender race
<sebfilb,.. » | <setfik,.. | <setfilt... » | <setfilk...,
O] |aoz maj_sam.. |female tauri
] |ao7 ren‘al fermale tok'ra
] |aog janet_frazier |fermale tauri
O |a15 osiris female pou'ald

Next tauri is typed into the textbox (make sure there's a leading "space")
and ORA will now only display nodes with gender=female and race=tauri.
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Find: |Female tauri AMD | W

MHode 1D Mode Title | gender race

<seb fil,,, » | <setfilk,,, » | <setfilk,,, » | <setfik,., »
] |aoz maj_sam... |female tavri
] aoa janet_frazier |female tauri

But if the AND/OR setting is switched to OR the NodeSet who display
everything with EITHERgender=female OR race=tauri.

Find: |Female tauri w
Mode 1D Mode Title | gender race
<sebfilk... » | <sebfilk,.. » | <setfilt... = | <sebfilk.., »

] Ao col_jack_... |male tauri
O] |ao2 maj_sam... |female tauri
] |ao03 daniel_jac... |male tauri
[ |ao07 ren‘al female tok'ra
] |ang janet_frazier [female tauri
O a0 maj_man... |[male tauri
O] a1 gen_ham... |male tauri
O a5 0siris fernale gou'ald

E:E Hovering - Tooltips

Hovering the pointer over various parts of the panels will reveal information
about the Meta-Network.

Hovering over the parts in Panel 1 will reveal different information about the
Meta-Networks, Meta-Nodes, and Networks.
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Meta-Metwork Manager
#2480~ 591 _universe

:_....m_

ooo agent :

e 30

oo event @ <id Stargate_summik

ooo Fackion @ size 9
ooo group o size S
infarmation

ime 17
] y Mode class: [information]
location : 513 g, g

ooo resource ; size 10
ooo kask : size 7

ooo kimeFrame : size 3
ooo wWeapon | size 7

*1° agentxe

k [agent x event]

*4® agent x fac
*3® agent x knd

*1® agent x locd

Metwork: agent x agent
IC: agent x agent
Link, counk: 323

Node Buttons

Node Buttons

What follows are images and descriptions of some common button items and

Modes

Create

Miowe

Delete

Merge

Clean

other interface elements in the ORA gui.

Create inserts a new node(s) into the NodeClass. You will be asked for the
number of new nodes to create and a node ID. If multiple nodes are to
created then a number will be appended to each new node.

Move Moves node(s) to another NodeClass. ORA will prompt you for the

movement of links associated with these node(s).
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Delete Removes node(s) and all associated link(s) from the Meta-Network.

Merge removes all selected nodes and replaces them with a single node
with all previous links and attributes. This is used primarily when data needs
to be consolidated.

Example : A NodeClass contains two nodes, jack and col_o'neill. And
these are actually the same person. Merge will combine their information
into one node which could be named col_jack o'neill.

B 1nput _ X
felecta node |D and title for the merged node.
=5
| a0 v
Title;
| 561 |
select how to combing duplicate link weights:
|Sum b
| Merge Cancel

Clean finds all nodes whose IDs are within the edit distance of the selected
node. An edit is a change of a single character.

E:E Info Tab - Nodeset

Panel 2 contains two tabs, Info and Editor. The Info tab is mainly
designed to display information regarding the Meta-Networks, NodeSets, and
Networks. But this is the area where you can rename the Node Class 1D
and the Node Class Type. Place the cursor in the box, make sure the entire
name is highlighted, and type in your new name.

This area also gives you the Node Count of the selected Node Set as well as
the Attribute Names contained within the NodeSet.
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Mode Class: agent

Info | Editor

Mode Class ID |agent

Mode Class Type |agent

Mode Counk: 30

Attribute names: [ally, dies, dies_when, gender, host, leadership, position, race, race_2, servitude, symbiote]

[

The Editor tab contains most of the editing functions.

Mode Class: Agent
Infu|m|
: ——
Seatch: | (1 ) |
@ EntityID | Entity Title | position | symbiote | dies_w e (4:
zzetFilk,., » | <setfilk,,. % | <setfilt,.. = | <setfilt,.. | <set il
Creak
(33 Al col_jack_... |[s0-1_leader s
A1 a0z maj_sam... [ Delete ]
] |ao03 daniel_jac...
Merge
] |a04 teal'c B
] |a0s jacob_cart.. [tok'rafeart.. |selmak [ Clean ]
] |aos It_elliott lantash setting. Atbributes 5
] |07 ren‘'al tok-ra_cou... [ren‘al revant:
Creak
] |aos aldwin aldwin FEVETIT
£ | > Delete
[ Select All ] [ Clear all ]I 6 :|Elitem|{5]| selected, 16 visible, 16 kokal, Impart

1. The Search box for finding particular node(s) in a set.

N

o o > W

from section 3.
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The Attributes buttons: Create, Delete, and Import.

The Checkboxes to designate which nodes to Delete or Merge.

The Nodes buttons: Create, Delete, Merge, and Clean.

The <set filter> for displaying only a particular sub-set of node(s).

Use the Select/Clear buttons to place, or remove, all checkmarks




E:E Info Tab - Network

When a Network is selected there are also two tabs, Info and Editor.

The Info tab contains a textbox, Network ID in which you can change the
name of any network, The Source and Target Nodesets, and whether this
network is directed or not, the Link Count, and the Density.

The two buttons underneath allow the choice of Visualize this Network
which will send the entire Meta-Network to the Visualizer or Visualize Only
this Network which display only the currently selected Network.

Below is an image of InfoTabs and Editor Tabs in ORA.

Metwork: agent x agent

Infa | Editor

Metwark 1D |agent x agenk

Source |agent

|
|
Target |agent |
|

Is directed? |true

& Visualize this Metwork, ] [ **, Visualize Cnly this Metworl,

Link Counk: 362
Density: 0,41a09195

The Editor tab has two views: Binary and Numeric.

Binary view is used when you only need to establish a connection between
two nodes with no weights. It's a simple Yes or No arrangement.
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Mebwork: agent x agenk

Info m|
(%) Binary View () Mumeric Yiew
Row count = 30 Colurn count = 30
maj_samant... |daniel_jackson keal'c jacob_carter... wLl DsiFs
cal_jack_o'neil A
|maj_samant. " |:| o
Idaniel _jackson L
I keal'c ]
jacob_carter... (] w
a0 B B B ¥
[ Binarize ] [ Syrmmetrize ] [ Femove Edges ]

The Numeric view allows you to treat links between various nodes with more
or less importance. Notice that all the row nodes have a check marked
connection to the column containing [yu] in the binary mode. This
denotes they know one another. But in the numeric mode this value is a 0.5
which is used to denote previous acknowledgement but is an adversary.

Metwork: agent x agent

Info | Editor |

() Binary Yiew (%) Numeric Yiew
Row count = 30 Colurnn count = 30
maj_samant. .. /daniel_jackson keal'c jacob_rcarter, .. | nsitie
col_jack_c'neil | 5.0 5.0 5.0 a0 05 0.5
|maj_samant... 0.0 a.0 5.0 a.0 0.4 na—
|dariel_jackson | 5.0 0.0 5.0 20 05 2.0
I keal'c a.0 5.0 0.0 3.0 0.5 0.5
jacob_carker...| 5.0 a0 an 0.0 0.4 0.5,
< | >
[ Binarize ] [ Syrmekrize ] [ Remove Edges
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E:E Create Meta-Network from Excel File

If you don't have a Network, you can create one from scratch. Below is step-
by-step instruction on how to do this in ORA.

We will create an square, agent-by-agent Network. We say it is square
because all row headings correspond directly to column headings. This is
important as it relates to specific measures ORA can run on a graph. If the
graph is not square, some measures will not work.

Open a blank Microsoft Excel work book. In column A we will enter the
name of all the nodes that make up our social network or organization.

NOTE : When creating your spreadsheet, do not add any additional titles, notes, or
other headings, which will interfere with the "square" properties of the Network.

< A - B | C D E
2 bob
3 |carol
4 ted
5 |alice

Next, create column headings using the correlating names as they appear in
row headings. Again, this will ensure that our Network will be square.

< I B C D E
1 bob carol ted alice
2 |bob
3 | carol
4 |ted
5 |alice

Next we will create links between each agent. We do this by entering a 1 if
a direct connection or relationship exists and a O if it does not. Please note
that headings that cross-reference themselves are considered redundant and
thus are left blank or O.
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In the example below, Redundant cells are filled in with red strips to
illustrate the self-loops. This redundancy should continue as a smooth
diagonal line from the top left corner of your Network to the bottom right.

< I B C D E
1 bob carol ted alice
2 |bob
3 |carol
4 ted
5 |alice

NOE : If you don't end up with a diagonal line then your graph is not square.
Using 1s and Os to establish link, complete your spreadsheet.

In the Network example, we have assigned links randomly. Within your
organization or network, however, you can describe any direct connections
or relationships you are interested in analyzing. For instance, you may
determine that a direct connection exists if agents within your network
consult with each other at least once a month; literally, it can be anything
you decide.

Below is our completed Network (The red fill illustrates cells that do not
require input due to their redundancy®).

el A B C D E
1 bob carol ted alice
2 bob 1 0 0
3 |carol 1 1 0
4 ted 1 1 1
5 |alice 0 0 1

Now that we have essentially built a Network from scratch using Excel, the
next step is to save it in a compatible file format ORA can interpret. For
Excel spreadsheets this will be the CSV* file format.

From the main menu select File = Save As

Make sure you save this file as a CSV (comma delimited)

You have now created a Network from scratch which can be loaded into
ORA.
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Now return to ORA and load up your new Network. Below is a our new
Network rendered in the ORA Visualizer. Notice the arrows only point from
one node to another if there is a 1 in the column for a particular node. i.e.
There is a "1" in the bob column for ted but a "0" in the ted column
for bob. So an arrow points from ted to bob but NOT from bob to ted.

carol ted

bob alice

For a more in-depth explanation for creating Meta-Networks see the

” 75 15 Names

Working with ID Names

Each Meta-Network, NodeClass, and Network can be given a distinct 1D
Name. At times this can be very helpful when working with multiple Meta-
Networks it can also cause problems with certain functions.

Mode Class ID agenkt Mode Class ID those guys
Mode Class Type [agent Mode Class Type | agenk

#3838 - sgl_universe 538 so1_universe
=899~ stargate_summit - £33 - stargate_summit
..... ooo | ----- - 50ent] those ..
..... noo [event] size: 5 ----- ooo [event] size: 8
- ooo [faction] size: 9 - oo [Faction] size: @

Here | renamed one of the Meta-Nodes to those guys. It is also reflected
throughout all of Meta-Network Panel. You can rename any Meta-Network,
NodeClass, or Network for better readability.
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Areas where it's important to maintain Name ID integrity

View Measures Over Time : This function allows an analyst to see how a
network measures change over multiple time periods. So in order to track

measures over time it is necessary that the ID Names of the Networks are
the same in all instances.

View Networks Over Time : This function allows you to set up multiple
Networks that encompass various time frames and view them in succession.
Since you want to see what happens over the same Network Over Time it
becomes virtually important to make sure the ID Names of these Networks
are all the same. Else ORA will not be able to analyze them correctly.

Comparing Networks : When ORA runs measures on Networks it's
sometimes necessary to do have identical Network names. This will be listed
in the Measures section.

E:E Visualize Buttons

There are two Visualize buttons and they work slightly different.

[ *32, Yisualize this Metwork

**, Visualize Only this Metwork, ]

The Visualize this Network visualizes the chosen Network. In the Legend
dialog box all NodeSets and LinkSets are available.
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Edit  Cankral

..ﬁ.gent | size 16
D Event ; size 14
asiris maj_samantha_carter

] Knowledge © size 9
] Resource | size 7
] .Task: size 18

|:| l.Lu:u:alziu:m L size 7

agent x agent

En_hammun [] =—— agent x event

facob carter SE”T'Ig
alchif g — - [ == agent x knowledge

et frazie [] =—— agent x location

O

agent x resource
agentk x kask
event x event
event ¥ resource

knowledge « task

kask x envent

narim
travell./.

MEENNEM™

—
—— resource x bask
| —
e —

kask, x kask

The Visualize Only this Network visualizes the chosen Network. But in the
Legend only the NodeSet and LinkSet chosen are displayed. This is a much
quicker means to display a Network. ORA only makes computations for the
chosen Network.
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maj_samantha_carter

YU
0siris /. col_jack_o'neill

teal'c

C x|

' Edit Contral

..ﬁ.gent ' size 16

agent x agent

E=

File Menu

Below is an image of the File Menu accessible from ORA's main title bar
menu. Further below are descriptions of the various tools accessible through
the File Menu.

L.L‘_l?

Zj{\.

Open Meta-Network : opens a single Network with the following
formats: DyNetML* (the native ORA xml format), .dl, .##h
(UCINet), .csv* (comma separated values, Excel spreadsheet out),
.txt (text files), .raw, .net (Pajek), .graphml*, .stI* (GMU model),
and .lo (pathfinder).

Data Import Wizard : Contains additional options for importing
Networks such as multiple file importing. See Lessons for more
comprehensive information regarding this function.

Data Export... : Allows you to export a Meta-Network into a
different format: CSV, UCINET-Binary, UCINET-DL, Netdraw
VNA, Text, Pajek, DyNetML, or C3Trace.
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Import CASOS Database...

Open Workspace...Allows you to open an entire workspace that
e you were previously using. A workspace consists of a set of Meta-
43 Networks that were all open at the same time, and saved as a
workspace.

CEMAP...Opens up the CEMAP Parser.

@ AutoMap...Opens up the program AutoMap.

Pile Sort...Opens up the program Pile Sort. Used to sort nodes
into individual categories.

Save Meta-Network : This item is initially grayed out. It only
becomes active when you've made a change to a Network. You

H can use it as an indicator whether you've made a change to the
active Meta-Network. Notice as you highlight each Meta-Network
the icon in the toolbar will be grayed out (no changes) or colored
(changes made to that Meta-Network).

Save Meta-Network As... : Allows you to save the changes in a
Meta-Network under a new filename.

sﬂ Save Workspace : Saves the active Meta-Networks into a
Workspace which can be opened up at a later date.

Exit : Closes the program.

E:E Open Files

ORA is designed to work with DyNetML files. However, data in a format
other than DyNetML can be imported and converted.
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4 Open Meta-Network
From the Main Menu select File > Open Meta-Network. to bring up the
initial open dialog box. Navigate to the folder with your DyNetML file and
click [OK].

The selected file will then appear in Panel 1 of the main interface.

Meta-Metwark Managsr
28 & &8 < argate_summit

2::1.. Data Import Wizard

The Data Import Wizard imports files in a variety of File Formats. The idea
behind the data import wizard is that users come to ORA with a variety of
file formats from various different network analytical tools. Very rare is it
that an analyst has a Meta-Network ready to load. Moreover, network data
may exist in a separate file or in a variety of file formats, which then need to
be merged together.

The Data Import Wizard is used to convert the user data from their native
format and separate files and convert it into Meta-Networks and then into a
DyNetML file.

The files can be in any of the following formats: CSV, UCINET, GraphML,
or Pajek. ORA uses the file extension to determine the native file format to
assign to your network. Therefore, if you change a file extension from its
native extension (e.g., GraphML file such as "example.gml" to
"example.dot" ORA will not recognize the data format).

This section will review the basics of the Data Import Wizard. See the lesson
Creating a Meta-Network for more comprehensive information on
importing.

Data Import Wizard is accessed either File = Data Import Wizard or the
icon in the toolbar. You are presented with a dialog box showing all the file
format options to import. Each contains a description on the right-side of the
box.
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+» Import Data into ORA

Select an import

Create a meta-network from separate network files
Create a meta-network from table data

Import node attributes from table data

Create a meta-network from a database query
Create a network from table data by matching attnbute values
Import an AutoMap thesaurus file

Import: DyMetML files

Import Analyst Notebook data

Import GMU Pythia data

Import GMU Caesar 111 data

Import Path Finder data

Irmport Trails data

Import Thing Finder data

Import PenLink data

Import Personal Brain data

Irmport GraphML data

Import Pajek data

Import TaVI data

Import HIDTA data

Import THIME data

Import C3TRACE mode|

Import C3TRACE Report

Description

Create node aliases from
an AutoMap thesaurus
file. The thesaurus file
should have two columns
(comma separated); the
first column with aliases,
and the second with
node ids, For each node
specified by the id, a
node attribute called alias
is created.

x|

Other Functions Besides Importing

Create a meta-network from separate network files: Use this
option to select multiple networks in one of the several native file

formats indicated above and pull them into ORA. The file formats don't
have to match. ORA will then combine all the network files into one
Meta-Network, which will then be saved as a DyNetML* file (ORA's

native file format).

Create a meta-network from table data: Text files in the form of
rows of Nodes and columns of Attributes will be used to populate

existing NodeSets.

Import node attributes from table data: Text files used to import

Attributes to a Node.
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“ E:E Saving

iﬂ Save Meta-Network

This option is initially grayed out when you first load a Meta-Network. This
signifies that the Meta-Network is currently unchanged. Whenever you make
ANY change within he Meta-Network the option will become full-color
indicating it is time save changes.

After clicking the icon in the toolbar, or selecting the menu item, it will
become grayed out again till you change your Meta-Network once again.

No change needs saved in the Meta-Network

[l Save Meta-Metwork As. ..
[l Save Workspace

Changes made to Meta-Network and need saved

|l Save Meta-Metwork Chrl4-5
[l Save Meta-Metwark As. ..
|l Save workspace

Save Meta-Network As...

If you need to save a Meta-Network under a different name use select File
> Save Meta-Network As.... This will leave the original file intact and
create a new Meta-Network with the new file name.

tﬂ Save Workspace

While working with multiple Meta-Networks you may want to retain the
information of what files you had open for later use. Saving your workspace

creates a file which can be opened later and will recreate your workspace as
before.
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From the Main Menu select File > Save ORA Project. After selecting [OK]
on the initial dialog box the Save ORA Project dialog box will appear.
Navigate to the folder where you want to save your workspace.

This Workspace can then be called up with the Load Workspace in a future
session.

E:E Pile Sort

The PileSort module allows a user to load a series of entities such as
concepts or people's names. These entities are displayed in a deck, which
can then be organized and grouped into a pile, which will contain entities
that are similar to one another. The output of the PileSort module will be a
network in DyNetML format.

The user can use either a text editor of a spreadsheet to create a two-
column comma-separated file (i.e. a .csv file). The first column contains
the concept and must not be blank. The second column is optional and can
contain metadata.

NOTE : Concepts can not contain embedded commas.

Pile Sort GUI
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Fle Edt Generabe Help

:I.ﬂdll o [ = I B [ a -:hcl,t-:-addalurb&
| | sicyy |

drag and drop here

drag and drop here

| |+

| ¢

Pile Sort Interface : consists of two panes: The Side Deck and the Canvas.
The Side Deck displays cards that have not been organized into piles, such
as initially when the input file in read. The Canvas contains the piles where

the cards are placed from the Side Deck.

Pile Sort Menus

File > Load a File :

File > Exit :

Edit > Add an Empty Pile : creates an additional empty pile on

the canvas.

Generate > Create a Network DyNetML File : Creates a

DyNetML file from the current state of organization. All cards in a
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pile are fully connected and cards remaining in the deck are
isolates.

Help = Show Help Topics : Accesses the ORA Help files

Other Functions

Add Card : takes the concept that has been filled into the text
field next to the [Add] button and creates a card with that
name at the end of the card deck.

Transfer All Cards to Another Pile : Click and hold the icon of
a pile and drag it to another pile. All cards in the first pile will be
transfered to the new pile.

Cycle Through the Cards in the Pile : Rotates the cards in a
pile that the card currently beneath the currently highlighted
card becomes highlighted. The newly highlighted card becomes
the pile's representative.

Return Cards to the Side Deck : Removes all cards from a pile
and returns them to the side deck.

Mark a Card as a Pile's Representative : marks the currently
highlighted card as a pile's representative.

Move Card to Another Pile : Click and hold a card in a pile and
drag it to another pile.

Click to Add a Title : allows the entire pile to be given a name.
Either click on the title bar or use the drop down menu item.
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Drag and Drop Here : allows the user to drag cards from the
side deck onto a pile.

Loading a list of concepts :

All piles are initially empty. The concepts appear in the side deck to the left.
A scrollbar will appear if the number of concepts is greater than the screen
length. An empty pile contains the banner drag and drop here signifying

an empty pile. Once a concept is placed in a pile it will all concepts will be
displayed in it's window.

NOTE : To have duplicate concepts in more than one pile requires the
creation of duplicate cards.

NOTE : You can leave cards in side deck. Any card not so placed will become
an isolate in the resulting network.

(@riesort =Tk
File Edt Generate Help
sJofofe]e ], o=
| fdd Card
* whale
seal
ot PEAREY -
sea horse
* starfish
* jellyfish
outtiafish
molisk crustacoan
* clam
shiark * lobster

Viewing in ORA
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Saving a sorted Pile : Sorted piles are saved to the DyNetML format.
Networks are formed from the individual piles which include the metadata
from each card.

Viewed in the Editor you can see all the saved information from Pile Sort.
The column containing_pile is the name you gave the pile into which a
card was placed. meta-information is the optional second column from the
.CSV file originally loaded into Pile Sort. If that was empty, then the meta-
information cell would also be empty.

Mode |00 [Mode Title | containing_pile [freq... | meta_information | relative_freq... [seconds_on_t..
ﬁsetf...|v ~=Cse1:ﬂ...|v =set filter= |'r |'r =set filter> w | =xetfilter= | w | =et filter= -

|:| barnacles |barnacles CrUSTACEan | Crustacean |.a 0.50a

Ll |cam clam mallusk | mollusk bivalve |.a .43

L |cod cod fish | fish 10 103

[] |crab crab crustacean | crustacean |.a | .56

[ ] |cuttlefish | cuttlefish | mollusk cephaloped | 1.0 0.0o

™| dalphin dalphin rarmel | rammel 1.0 049

ol fryda coral | hyda coral | cnidaria | cnidaria [.0 IR=lN]

Ll jellyfish jellyfish cnidaria | cnidaria 1.0 .45

|:| labster lobster Crustacean | Crustacean |.a 0.75

L] |mussel mussel mallusk | mollusk bivalve |.a .03

L] | nautilus nautilus mallusk, | mollusk cephaloped | 1.0 025

Clicking the [Visualize this Network] button displays your Pile in the ORA
Visualizer. How networks are formed is based upon the cards placed in each
pile. The four cards not placed into a pile (cuttlefish, seal, sea horse, and
shark) became isolates in the Visualizer.
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Edit Menu

Below is an image of the Edit Menu. Further below is a description of the
Edit Menu functions accessible through the Edit Menu.

8

Copy Editor Values : Copies the selected values in the Editor.

Paste Editor Values : After values have been copied, these can
be pasted either into a different section of the matrix or the Matrix
of different Meta-Network.

The copied size can be identically sized (allowing you to paste an
entire column in) or a smaller, subset allowing you to choose only
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a portion of the original set.

Copy NodeClass(es) : Copies one or more an entire NodeClass
Ll o the clipboard.

Paste NodeClass(es) :

d Creates a copy of the NodeClass(es) from the clipboard. Used to
quickly creating duplicate NodeClasses.

Copy Meta-Network : Copies an entire Meta-Network to the
pt clipboard.

Paste Meta-Network :

d Creates a copy of the Meta-Network in the clipboard. Used to
quickly creating duplicate Meta-Networks.

L,_d Copy Network : Copies one or more Networks to the clipboard.

Paste Network :

d Creates a copy of the Network(s) in the clipboard. Used to quickly
creating duplicate Networks.

When you first start the program the Paste Meta-Networks is
grayed out. It will only become active once you've used the Copy
Meta-Network menu item.

” E:E Copy / Paste

ORA offers multiple options for copying Meta-Networks, NodeClasses, and
Networks.
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L&) :|Copy/Paste Editor Values : Highlight values in the Editor and
select Copy Editor Values to copy them. Highlight a new cell in the editor
and select Paste Editor Values to paste them. This can be used when you
create a new NodeClass and only need specified values placed into the new
NodeClass.

NOTE : Highlighting and copying a 4x4 block of cells then pasting these in a
new location will replace the same size block.

i :E\ Copy 7/ Paste Meta-Network : Copy Meta-Network copies a
Meta-Network and Paste Meta-Network creates a duplicate in ORA.

NOTE : ORA does not ask you for new names for duplicated Meta-Networks.
It is advisable to give the new Meta-Network a different name in the Meta-
Network ID field in order to distinguish it from the original.

e :E\ Copy 7/ Paste NodeClass(es) : Copy NodeClass(es) copies a
NodeClass and Paste NodeClass(es) creates a duplicate it into ORA. After
pasting ORA will ask you for a name for the new NodeClass. If you copy
multiple NodeClass(es) ORA will ask you for multiple names.

U :E\ Copy 7/ Paste Network : Copy Network copies a Network and
Paste Network creates a duplicate into ORA.

NOTE : The last three menu items change as is determined by what is
selected in Pane 1. Currently the icons are identical

E:E Preferences

-
izl preferences are global variations which control aspects of how ORA
works.
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: » Ora Preferences | x|

Select a category: -
:
Data Sets
Repaorts -.
Custom Reports ;| ] Enable tooltips

These are general preference settings that apply to the entire user
i interface.

[ | Restore docking window |ayout

Look and Feel Classname

javar.swing.plaf.metal.MetalLookandFeel |v|

Application Background Color | Restore default || Select..,

[ ] Large toolbar icons

(4 Cancel

General

Tooltips : Marking the checkbox shows tooltips when hovering over items.
Remove the checkmark to disable tooltips.

Docking Layout : Marking the checkbox will retain the custom layout when
ORA is restarted. No checkmark will fall back to the default layout.

Look and Feel : Sets the style of the ORA GUI.

Large Icons : Placing a checkmark toggles between using the 16x16 or
24x24 icons.

Data Sets

Maximum Data Files to Load : Tells ORA the maximum number of files to
load upon start-up.

What To Load : You have three options for loading files when ORA is
started up.

1. Do not load any files at startup : Ignores any files that were loaded
during the last session.
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2. Restore previously loaded workspace at startup : Loads the files
that were current when ORA was last shutdown.

3. Load specified files below: Loads the files specified in the box below
the option.

Reports

Selecting Reports to Display : Any reports with a checkmark will appear
in the report generator window.

Changing/Resetting Report Names : Right-Clicking on a report name
allows you to change the name. The Reset report names button resets all
the names to their default

Import/Export Settings : If multiple people work on the same computer
individual report settings can be saved for each user with Export Settings.
Each user can use the Import Settings use their custom report names.

Report Headers : You can specify a header to print on the top of your
reports.

Report Footers : You can specify a footer to print on the bottom of your
reports.

E:E Data Management

These sets of menu items enable you to control the addition or removal of
Meta-Networks, Meta-Nodes, and Networks as well as adding Attributes to a
Meta-Node.

Matrix Algebra, Meta-Network Transform, and Meta-Network Union... also

create new Meta-Networks, Meta-Nodes, and Networks but do it with
Mathematical operations.

fi Meta-Network Algebra... : Performs mathematical operations on
two Meta-Networks.
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Meta-Network Transform... : Cleans up a Visualizer display
making it easier to read.

Meta-Network Anonymize... — Resets the NodelD (and
optionally the Node Title) to anonymous values.

Meta-Network Union — Creates a single Meta-Network from two
(or more) existing Meta-Networks.

Add New Meta-Network : Used for adding or removing Meta-
Networks from use.

Remove Selected Meta-Network : Removes any Meta-Network
which is currently selected.

Add New Node Class... : Enables you to add, remove Node sets,
as well as, change the size of the Node set. You can also add an
Attribute to an existing Node Set. Depending on what you have
selected different options may be grayed out.

Remove Selected Node Class : Removes all selected
NodeClasses from the Meta-Network along with any associated
Networks.

Add Attribute... : Creates a new attribute in a NodeClass. You
need to give the attribute a name and also what type of attribute
it is: Text, Text Category, URI, Number Category, Number,
Date.

Add Blank Network... : Similar to Node Class in that you can
add or remove Networks. This function also enables you to Set
the Diagonal of a graph to either -1, O or +1. Useful for setting
consistent values on an agent-by-agent Network.

Remove Selected Network : Removes all selected Networks
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from the Meta-Network.

Set Diagonal : Allows user to constant values to the diagonal of a
square network. If Binary View is chosen you can pick True (+1),
False (0), or True (-1). If Numeric View is chosen you can set
the diagonal to any value.

Attribute Partition Tool : Creates new Meta-Networks from
existing Meta-Networks using a node attribute.

Beliefs :

Randomize Links : A new Meta-Network is created with identical
NodeClasses, and with networks of the same size and density, but
with links distributed randomly according to Erdos-Renyi.

Network Algebra

E

ﬁ Network Algebra allows you to perform mathematical operations on
two Meta-Networks. The options in ORA are addition, subtraction, and
multiplication. These functions help spot strong and weak connections
within a Meta-Network.

NOTE : The term Network Algebra is synonymous with Matrix Algebra in
computational parlance. Also, the following images display Matrix Algebra
in the title bar. This may or may not be the case for the most recent version

of ORA.

| start with one Network loaded.
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. = Matrix Algebra

Use this window ko perform operations on networks within a Meta-Metwork.,
Far mulki-netwark, aperations, yau can select bwo or maore networks,

The walue of each edge will be multiplied by the specified weight

before the operation takes place,

Select a Meta-Metwark:

Select an operation:

|.ﬁ.|:||:| Metworks w

Select graph 1: Wheight:
|agent ¥ agent W | |1 |
Select graph 2: Wheight:
|agent ¥ agent W | |1 |

Enter a name For the new graph:
| <Mew Graph = |

The new graph will be added to the Metamatrix selected above,

[ Cancel ] [ 4] 4 ]

From the menu select Data Management = Network Algebra...

The Network Algebra dialog appears. There are six areas which you can
manipulate. These are each described below the dialog box.

Note : Both Networks should be the same dimensions.

1. Select a Meta-Network

=71 W

sLargate
sgl

This dropdown menu will show all the Networks you currently have
active. To perform a math function on a Meta-Network, highlight it in
the dropdown menu.

2. Select an Operation
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Add Metworks A
Add Metworks

Subkract Metworks
rLlkiply Mebwaorks

Dot Product Mebworks
Set the Diagonal

Add by a Scalar

Subkract by a Scalar
rLlkiply by & Scalar w

This option allows you to choose which operation, Add, Subtract, or
Multiply, you want to perform on the Networks.

o Add: Adds together corresponding cells of two different
Networks.

o Subtract: Subtracts corresponding cells of two different
Networks.

o Multiply: Multiplication is slightly different than the add or
subtract. The number of rows in the first Meta-Network must
equal the number of columns in the second. A Meta-Network can
be multiplied by itself to help reveal specific strong and weak
areas.

= Add Networks:

= Subtract Networks:

=  Multiply Networks:

= Dot Products Networks:
= Set the Diagonal:

= Add by a Scalar:

= Subtract by a Scalar:

= Multiply by a Scalar:

= Divide by a Scalar:

= Transpose:

3. Select Network 1:
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Next select the first Network you want to work with.

agent x agent w

agent x agent

agent x event

agent x knowledge

agent x location

agent x resource

agent x bask

evernt ¥ event

event ¥ resource b

4. Select Network 2:

Then select the second Network to do the algebra on.

agent x agent A

agent x agent

5. Add Network:
If you wish, you can add additional Networks to the equation. Different

selections in the previous choices will give you different options in each
dropdown.

6. Enter a name for the new Network:
When everything is set, type in the name for your new Network.
Finally, select [OK] to create you new Network. You can then create
more Networks if desired. When done, select [Cancel] to remove the

dialog box from the screen.

Your new Network will now appear in the box with your Meta-Network.
Next highlight the Network you just created.
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Meta-tetwaork Manager
- FFR- sql_universe
E}m— stargate_summit

- ooo - agent | size 3
- 000 Event

' size 7
o R Mew Graph= [agent x agent]
- @9 agent x agent [agent x agent]

Next, select the [Visualize Only this Network] button

[ **, Visualize Cnly this Metwork, ]

You will get a warning box asking if you're sure you want to visualize only
one Network. Select [OK] to run the Visualizer or close the box.

\'r) This option will lnad only the current network

into the wisualizer, This can be useful when viewing a large meka-netwarlk,

This will bring up the Visualizer displaying the Network. Your display will
depend on the Network selected. In this particular example there are only

Agents and Links connecting Agents displayed in the Visualizer and the
Legend.

94



(X

N ‘f&
2 S Y
\

\".

N
Jf,

Edit  Control

e agent : size 30
<New Graph> [agent x agent]

Now we'll create a second Network by using the multiply operation. The
second Network will put knowledge into the mix.

Note : Remember to name your file something different.
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Select a MekaMatrix:
stargate_summik

Select graph 2: W'eight:
agent x knowledge [agent » knowledos] w1

Enter a name for the new graph:
newiaraphs

Highlight your newly created Network and select the Visualize Only this
Network once again and select OK in the dialog box.

R AL B LR 4 =i L L =L = Lo O B a1 =

o 90 mewicraph? [agent x knowledge]
000 el rimn T M | e

This time, since a Network with knowledge was selected the Visualizer and
Legend display both Agents and Knowledge and also the Links
connecting them all. Also the Matrix Algebra selected was multiplication it
creates links which were not in the original Network.
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Edit  Cankral

g agent : size 30

knowledge : size 12
newGraph2 [agent x knowledge]

” E:E Matrix Transform

g) On some occasions the display in the Visualizer is too cluttered to make
much sense of your network model. ORA offers a variety of ways to clean up
the display in order to make it easier to view your data.

In the main menu select Data Management = Meta-Network
Transform....
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. = Meta-Metwork Transform El

Lise this window ko transform an entire meta-nebwork or individual
metwarks.

Salect a meta-network: | stargate w

Chioose with the tabs whether bo transform the meta-network, 25 a
whale, or whether to transform individual networks,

Entire Meta-tetvork | [rndiddual Networks Entire Meta-Netweork | Individual Hetworks
Select one or more transformations bo apply, The transformations Choose one or mone networks to Eransfonm.
are apphed in the order they are listed. “al;ertxag-eﬂ A
[l Remove isolates agent x event
|| Remaove pendants
| Sl
[ Symmetrize by method: [#] agent x location
[] Symmetrize bipartite networks agent x resounce Clear AL
[C1Remove links | bessThan v |value: 0.0 [#] agent x task
"] Birsarize (set ik weights bo one) [#] event x event
[[] Create partition networks by attributs: | ally i [#] mvent x resource
[] Create union networks [ knrwdardae s task -

[] Create & meta-matrix (one matri: with one node class) seloet orie oo Haraformations bo Ak The branh s

are applied in the order they are listed,

[T] symmetrize by method:

[] R firks lessThan v | value: (0.0
[] Binarize: (sat lnk weights to one)

[[] Transpose the given matrix

[ wansform | [ Close |

The Meta-Network Transform dialog box will appear. It consists of three
sections. The top section display a dropdown menu with all the currently
active Meta-Networks. Use this menu to select the Meta-Network. The
bottom section has two tabs. The Entire Meta-Network contains choices
on how to transform the Meta-Networks. The Individual Networks tab
allows you to select to work on only individual networks.

The "Entire Meta-Network' tab
Remove Isolates

Removes any isolates* from the selected meta-network.

Remove Pendants

Removes any pendants* from the selected meta-network.

98



Symmetrize by Method

Symmetrize turns directed or asymmetric network data into undirected
or symmetric data. All three methods use a pair of values from the upper
and lower portions of the table (e.g. cell 1, 3 is compared to cell 3, 1). If
a network had a link from A to B but not from B to A then symmetrizing the
network would create a reciprocal link from B to A.

« Maximum Compares the values and uses the larger of the values.
This is called using the strongest value.

e Minimum Similar to Maximum only it uses the lower, or weaker,
value.

« Average takes the two values and averages them.
Symmetrize bipartite graphs:

Symmetrize combines networks in the Meta-Network that are
transposes of each other; for example, if there is an Agent x Location
Network and a Location x Agent Network, then a single Agent x Location
Network is created by combining the edges from both Networks.

This is used to reduce the number of Networks in a Meta-Network when Link
direction does not matter.

Remove Links:

When using weighted links this functions allows for links to be removed
from view. You can choose form six options for the removal of links.

lessThan w

lessThanEquals

greater ThanEgquals
greaterThan

Binarize (set link weights to one):

takes all links weighted greater than O and make them all equal to
"1". All links will be either 1 or O.

Create partition Networks by attribute:
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This partitions the Node Set according to the values of the specified entity
attribute and then creates a group of new graphs based on the partitioned
Meta-Node. This kind of grouping is often done in network analysis to
understand how some Meta-Nodes are embedded in various social roles or
how they interact within larger Meta-Nodes. The dropdown menu will contain
all the attributes in the meta-network.

Example, if you have an Agent Meta-Node that has a gender attribute for
each node that takes on values male and female, then using this feature
four new Agent x Agent Networks would be created that contained links from
males to males, males to females, females to males, and females to
females. No new Meta-Node is created and no data is changed.

Create union matrices

This creates new graphs that are the union of all graphs of the same type. If
the Meta-Network had two Agent x Agent Networks, then using this feature
would create a new Agent x Agent Network which would contain all the links
that were present in the original two Networks.

Create a meta-matrix (one matrix with one node class)

Creates a new Meta-Network with a single NodeClass and a single

Network. The nodes are prefixed with the name of the NodeClass they were
taken from.

The "Individual Networks" tab

Choose one or more networks to transform by placing a checkmark
in the box. If you want to exclude a network, remove the checkmark.

Then select one or more transformations to apply :

Select one or more transformations to apply, The transformations
are applied in the order they are listed,

[] symmetrize by method:
[ remove links |lessThan w [walue: (0.0

[] Binarize {set link weights to one)

|:| Transpose the given matrix

Symmetrize by method :

100



Symmetrize is a tool that is used to turn directed or asymmetric network
data into un-directed or symmetric data. All three methods use a pair of
values from the upper and lower portions of the table (e.g. cell 1, 3 is
compared to cell 3, 1)

Remove links :

When using weighted links this functions allows for links to be removed from
view. You can choose form six options for the removal of links.

Binarize (set link weights to one) :
Will take any weighted link and make them all equal to "1".

Transpose the given matrix :

E:E Meta-Network Anonymizer

¥ Meta-Network Anonymize tool removes IDs (and optionally Titles)
from any chosen NodeClass. This is particularly helpful if you are discussing
sensitive network information about real people and wish to remove their
names from the network model.

The Visualizer

Visualizer Before Anonymizing : When you load your network model into
the Visualizer, you will see (by default) the names of your agents or
applicable entity class nodes. You may, for a number of confidentiality
reasons, wish to hide this information from your audience yet still show
them visually what the network can reveal.
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Visualizer After Anonymizing : None of the nodes have recognizable
names and only the link and network information is known.
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Meta-Network Anonymizer dialog

From the main menu select Data Management > Meta-Network
Anonymize....

The Meta-network Anonymizer tool will appear in a pop-up window. Here
you can select a number of parameters pertinent to the node classes you

wish to anonymize.
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« = Meta-Network Anonymizer m x|
u

Selecta met-network [SRPgate MEWY

Friendly names

Any defined friendly names are first used during anonymizatian. [fthere are no
rore friendly names, then ardinal anonymous names (e.g. Agent-1, Agent-2) are

used.
Mo friendly names are defined. @ CIpEn manager...

Anonymizer valugs

There are no values. @

Tou can click Load to define values for the anonymizer, or immediately click
Anonymize. Mewly created values will be displayed.

| Load | Save Clear

Dptions: @
[v] Remaove alias attribute

[¥] Remaove latitudefongitude attributes

- Anonymize only titles

[ | Create anonymized name attribute:

ANOnymize @ Close

. Select a Meta-Network : All active Meta-Networks appear in the
drop-down menu. Select the Meta-Network to anonymize.

. Friendly names : The user can create a list for each NodeClass of
names that will not be anonymized.

. Anonymizer values :
. Options :
o Remove alias attribute :

o Remove latitude/longitude attributes : Removes geospatial
attributes from the Meta-Network.

o Anonymize only titles :

o Create anonymized name attribute : If you would like to use
descriptions other than Titles or IDS, you can generate your own
terms. This is intended to be used with the friendly Anonymizer
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tool but can be used for whatever reasons you deem fit. To do
so, be sure the create Name Attribute is checked then enter
your own term.

5. Anonymize button : Click the button when you are ready to crate an
anonymized file.

Writing an Anonymized file : When the [Anonymize] button is selected
ORA writes a .CSV file. The Save box allows the user to navigate to a
directory to save the file.

Encoded 1D,Original 1D
A-1,A01
A-2,A02
A-3,A03
A-4,A04

Node Title : If the Anonymize node title is selected then ORA will also
write the original Title to the file.

Encoded ID,Original ID,Title
E-1,EO01,revanna_meeting
E-2,E02,summit_meeting
E-3,E03, revanna_bombardment
E-4,E04,sgc_meeting

E:E Meta-Network Union

H Meta-Network Union is used to combine two or more Meta-Networks
together. There are tools to select which Meta-Networks to use or exclude
and how to combine the link weights. ORA can save out the result as an
entirely new Meta-Network file.
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i« Meta-Network Union x|

Ise this dialog to union a collection of meta-networks,
gither those currently loaded into ORA, or from a
directary. Meta-netwarks can be excluded from the union
by using the criteria belomw.

Selecta collection of meta-networks

iCl Currently loaded in ORA

) Al files in the directory:

Select filters

[ ] Use anly meta-netwoarks in the date range:

Begin —!

End —|

Select how to combine link weights: | 3um -

D Treat the meta-networks as semantic networks

|| Union link sources and properties

Compute Close

Select a collection of meta-networks : allows the user to define the
Meta-Networks to combine. It has two options.

1. Currently loaded in ORA : will create a new Meta-Network using all
the currently loaded Meta-Networks.

2. All files in the directory : will create a new Meta-Network from all
the files in a specified directory.

Select filters : narrows the Meta-Networks to use. If the Use only meta-
networks in the date range: is checked you will need to fill in the Begin
and the End dates. This will filter out Meta-Networks which fall outside those
dates.

Select how to combine edge weights: contains the options for how to

reduce the amount of edges within a Meta-Network. The options are
Minimum, Maximum, Average, Binary, and Sum.
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Treat the meta-networks as semantic networks :

Union link sources and properties :
Example

There are two Meta-Networks currently in ORA, stargate _summit_allies
and stargate_summit_badGuys. These will be joined together into a
single Meta-Network using the Sum option. Both the existing Meta-Networks
contain 15 nodes.

Meta-Mebwork Manager
+-BER - stargate_summit_alies
i---m— stargate_summit_badzuys

There will appear in Pane 1 a new Meta-Network called Union which is a
combination of the two other Meta-Networks.

Meta-Metwork Manager

+m— skargate_summit_allies
+m— skargate_summit_badiGuys
=" e

- ----- ooo agent : size 30

- ooo event : size 8

----- ooo knowledge : size 12

----- ooo location : size 8

” E:E Attribute Partition Tool

||! To create new Meta-Networks which are a subset of nodes use the
Attribute Partition. Select an Node-Class(es), select the Attribute set, then
select the individual attribute(s) to form a new Meta-Network.
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i = Attribute Partition Tool

This tool creates new met-networks from an existing meta-network

Using a node attribute.

Selecta meta-network,

Select the node classes to partition by attribute value. Mode classes not
selected will be added in their entirety to each new meta-netwark.

x|

: |stargate

Agent:size |6

[1] Event : size |4

[+] Location : size 7
E] Resaurce : size ¥

EITasK:size |5

[v] Knowledge : size 9

Selectan attribute:

Select All

Clear Al

ally

For each attribute value selected below, a meta-network will be created
to contain anly those nodes with the value,

[l
[]yes

Close

Select All

Clear All

There are four sections to the dialog box:

Select a Meta-Network: The dropdown menu lists all the currently open

Meta-Networks

Select Node Class(es): Place a checkmark in the box(es) of the NodeSets

you want included.

Select an attribute: This drop-down menu shows all the attribute(s)
contained within the selected NodeSet(s). If you change the NodeSet(s) the
choice of attribute(s) will be reflected in this dropdown.

Attribute Value: Place a checkmark in the box(es) of the attributes you
want included in the new Meta-Networks. Each attribute check marked will

create a separate Meta-Network.
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When you click the [Compute] button ORA will tell you how many new
Meta-Networks were created and you will see them in pane 1 of the GUI.

Example

I selected the Stargate Meta-Network and used the ally attribute. In the
value section | selected Yes. IN the new Meta-Network | selected the agent
X location network.

/.janet_frazier
earth .~ o gen_hammond
ren‘al
col_jack_o'neill
maj_mansfield Jack_

It_elliott_lantash al'c
revan iel_jackson
maj_samanthd _carte tollana
jacob_carter_selmak ‘éﬁm\.tfﬂ%"
aldwin

Below is the original Stargate agent x location network with the nodes and
links not in the new network grayed out.
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'al janet_frazier
maj_mansfield rE'“aé‘gmz-n_halmrm:-nu:i
It_elliott_lantash
aldwin \\ col_jack_o'neill
re:% =
narim

\ ttravell
dariiel_jackson

tanith

cargoShip_spaceStation

cargoShip_tok'ra

hasaraSystem_spaceStation

With the partition attribute network only the nodes associated with ally=yes
are shown in the new network.

E:E Randomize Existing Network

h}ré Randomizing Links is commonly done to test a hypothesis about a
given network. If after conducting experiments, there is no significant
difference between a hypothesis and a random graph, the evidence
supporting the hypothesis could be weak.

A Random Graph : is obtained by starting with a set of n nodes and
adding Links between them at random. Different random network models
produce different probability distributions on networks.

The theory of random networks studies typical properties of random
networks, those that hold with high probability for networks drawn from a
particular distribution. For example, we might ask for a given value of n and
p what the probability is that G(n,p) is connected. In studying such
questions, researchers often concentrate on the limit behavior of random
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networks-the values that various probabilities converge to as n grows very
large. Percolation theory characterizes the connectedness of random
networks, especially infinitely large ones.

Random networks are widely used in the probabilistic method, where one
tries to prove the existence of networks with certain properties. The
existence of a property on a random network implies, via the famous
Szemereédi regularity lemma, the existence of that property on almost all
networks.

Creating a Random Graph : is a function which randomizes the Links in a
Network. From the main menu select Data Management = Randomize
Links. From the dialog box select from the drop-down menu. A new Meta-
Network will appear in Pane 1 and it's name will denote it has been
randomized.

Meta-Metwork Manager
+- 582 <ql_universe
+m— skargate_summik
+m— stargate_summit_allies
+m— stargate_summit_badGuys
i---m— stargate_summit-randomized

The original Meta-Network is selected and the Network agent x agent is
**  Visualize Only this Graph ]button is

chosen. From the Info Tab in the Editor the
clicked. This displays the Network as it appears in the original Meta-Network.
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narim

maj_mansfield 4

Now select the newly created randomized Network and select the agent x

agent Network. From the Info Tab in the Editor the |7 visuslize Orly this Graph |
button is clicked. This displays the Network as it appears in the randomized
Meta-Network.

As shown in the Visualizer the links have been randomized.
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It_elliott_lantash

travell

col_jack_

maj_samantha_carter

” E:E Generate Network

E—n Create New Meta-Network : Creates a new blank Meta-
@ Network.

Influence Network Generator : Creates an Influence Network
file for use in the external program Pythia.

Command and Control Structure Generator : Creates Network
files for use in the external program Caesar III.

Create New Meta-Network In Visualizer : Creates a blank
ﬁ Meta-Network in the Visualizer which can be populated with
NodeClasses and Networks from scratch.

Create Stylized Network : Generates new Networks using

113



various Mathematical formulas including Erd6s-Rény, Core-
Periphery, Scale-Free, Cellular, Lattice, and Small-World
Networks.

Create Expected Interaction Network : Predicts the expected
interaction of a network given known tasks and other available
network data. You can create an Expertise Correlation, a
Similarity Correlation, a Distinctiveness Correlation, or a
Resemblance Correlation.

E:E Influence Network Generator

Influence Network : is a hypotheses regarding tasks, performance,
event happening, and related events. This functions covers how to
generate an influence network from a social network using ORA and
examines the probability of event happenings based on the state and
influence of supporting nodes.

The Influence Network Generator tool in ORA takes a Meta-Network and
outputs an influence network that is readable by another software program,
Pythia. Pythia, a software tool developed by George Mason University, has
the ability to reason about an influence network’'s structure extracted by
ORA. Therefore, ORA and Pythia can work in conjunction to perform an
influence network analysis. Essentially, ORA generates the network and
Pythia tells you something about it.

ORA generates influence nets for Pythia from Meta-Networks. ORA can also
read in a Pythia influence net and assess its structure. After ORA generates
an influence network, the user then has to work with Pythia and a SME
(subject matter expert) to get the probability distributions to make sense.
The key advantage is by inferring the influence network from the meta-
network via ORA you save a lot of the start-up time in performing an
influence network analysis.

The ORA file generated by this function is directly loadable in Pythia. It is not
a complete influence network and the user will need to make adjustments to
the generated networks. It uses basic ontological interpretations and
inferred baseline probabilities where the user specifies positive/negative
probability.
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We create an influence network based on: Extracting a task network which
directs the target task to analyze. Then examine the complexity,
importance, personnel/resource/expertise assignment of the tasks.

The examinations become influence network nodes containing ontological
interpretation when: The task is done — the task is complex — the task is
important — there are sufficient actors associated with the task — resources
are available — expertise is available.

Then links are created as in the task network and background hypotheses
nodes link to a task node.

Running the Routine : From the main menu: File > Influence Network
Generator. This brings up the Influence network step by step creation
dialog box. There are three options: Task Based, Event Based, and Belief
Based.

2 = Influence network step by step creation L - 10| x|

Influence network type selection

Cptions

Selectyour influence network type according to your analysis scope and interests
() Task Based Influence Metwork

(® Eyent Based Influence Metwoark

i) Belief Based Influence Metwoark,

| Mext | | Cancel |

After selecting the creation type and clicking [Next] you will be presented
with a number of steps depending on what information needs created.

. - Event Based Influence Network Generation - Step Target Select - 1114 -0 x|

Influence netwiork target selection - Event based influence netwark

CQptions
Select the target event to be analyzed
EQI -
Link from event to Task
Positive influence when True :!IZI.S Megative influence when False :|-III.5 |
Frey M ext Cancel
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Information on the thresholds you want and other data will be input in the
dialog boxes until the final screen is reached.

= = Event Based Influence Network Generation - Step Confirm -0 x|

Influence Fetwork Parameter Setting Summary - Event based influence netwark

Influence Metwork Type : Event based influence network i

Influnece Metwork Modes

Campletion of prior fask

Baseline prab @ 0.5

Positive influnece : 0.5, Megative influence :-0.5

Personnel assignment sufficiency

Baseline prob :very low (D03 lowD.25) mediom(D.5) high{@. 71 very high0.8)

Positive influnece : 0.5, Megative influence :-0.5

Mo assignment if equal or less than 0.0 personnel assigned.

Insufficient persannel if equal or less than 0.75 percentage of required resourcefexpertise are oo

Task camplexity
Baseline prob : very low(0.6Y 1owiD.7) mediom0.8Y high(D.9 very high(l.0%
. I BRI
Prey Zonvert Zancel

[4]

When all the information is input a dialog box with the results will display.

This is the final check before clicking the [Convert] button and saving the
file.

II-Chul Moon, Destabilization of Adversarial Organizations with Strategic

Interventions, PhD Thesis, School of Computer Science, Carnegie Mellon
University

E:E Extracting a Task Network for the Influence Network
Generator

What follows are procedures to extract a Task Network for the Influence
Network Generator.

In a Meta-Network there is an event-to-event network and a task-to-task
network. Choose one task to analyze.

116



datonate_bomb

mave_bomb_and_car

hase_vehicle

Here we look at bomb preparation. Find the tasks that need completed to
accomplish the objective. Then trace from provide_money, get _money,
purchase_oxygen.

The complexity of the task depends on three items. Resources / Expertise
required and number of person required.
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e Very Low (default baseline=1.0): O resource/expertise required / 1
person required.

e Low (default baseline=0.9): 1 resource/expertise required / Less
than 3 persons required.

e Medium (default baseline=0.8): Less than 4 resource/expertise
required / Less than 4 persons required.

e High (default baseline=0.7): Less than 8 resource/expertise
required / Less than 7 persons required.

e Very High (default baseline=0.6): More than 7 resource/expertise
required / More than 6 persons required.

e o
Muw_hmh_rl:l

The importance of the task is determined by using standardized degree
centrality and betweenness (ranging (0—~1):

e Very Low (default baseline=0.4): Not connected to other tasks

e Low (0.5): Low out-degree density and low betweenness in task
network

e Medium (0.6): Medium out-degree density and low betweenness in
task network

« High (0.7): High out-degree density or medium betweenness in task
network

e« Very High (0.8): High out-degree density in task network
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r:m_reuaem:..f

The actor assignment of the task is determined by sufficient actors, which
are associated with the task.

e No personnel (default baseline=0): No assigned actors

e Insufficient (0.25): Only 75% of resources/expertise are covered by
assigned actors.

« Almost sufficient (0.5): More than 75% of resources/expertise are
covered by the assigned actors.

« Sufficient (0.7): At most one person associated with each resource
and each expertise connected to the task.

e« More than sufficient (0.8): More than one person associated with
some resources and expertise connected to the task.
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Resource / Expertise availability

Finds if Expertise and Resource are directly accessible. The availability is
determined as follows:

« Redundantly available/accessible baseline probability=0.75):
More than one person with the expertise associated with the task.

e Available/Zaccessible (0.6): One person with the expertise/resource
is associated with the task.

« Unavailable/unaccessible (0.25): No person with the
expertise/resource is associated with the task.

Learn more...

II-Chul Moon, Kathleen M. Carley, and Alexander H. Levis, Inferring and

Assessing Informal Organizational Structures from an Observed Dynamic
Network of an Organization, Management Science, 2008, Submitted and
under review

II-Chul Moon, Kathleen M. Carley and Alexander H. Levis, Vulnerability
Assessment on Adversarial Organization: Unifying Command and Control
Structure Analysis and Social Network Analysis, SIAM International
Conference on Data Mining, Workshop on Link Analysis, Counterterrorism
and Security, Atlanta, Georgia, Apr. 26, 2008

E:E Pythia

Pythia is a timed influence net application. Conversely, data from Pythia can
be loaded into ORA using the

In conjunction with the Pythia application from George Mason University,
data from ORA can be loaded into Pythia to create organizational displays.

What follows is a brief example of creating an organizational display using
ORA with Pythia.

Start from an ORA Task Network (shown below)
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The data can be loaded into Pythia to create an organizational display.
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Reference at the George Mason University web site:

Contact George Mason at the above URL for instructions on downloading
Pythia and additional instructions on how to use the tool.

Learn more...

II-Chul Moon, Destabilization of Adversarial Organizations with Strateqic

Interventions, PhD Thesis, School of Computer Science, Carnegie Mellon
University

‘ E:E Command and Control Structure Generator

C2 Structure and Meta-Network

A Meta-network is a representation of a complex adaptive system. This
system it has agents, expertise, resources and tasks. And inherent in this
data are Meta-networks that contain the C2 structure of an organization,
which are the links of a social network among commanders represented in
the following ways:

« Command chains
o Information sharing relations

e Result/response sharing relations

However, meta-networks may only have one commander-to-commander
network without classifying the nature of links. An analyst oftentimes needs
a method to infer the nature of relations among commanders based on a
given meta-network. That is where this tool can help. ORA uses the task
assignment and communication directions to infer the nature of a link.

C2 structure in CAESAR 111 : Design View and Analysis View can be
generated from a series of matrices describing the communications among
decision makers (agents). The goal should be producing the matrices out of
a social network. The analysis view has cognition aspects The nature of a
link is determined by the timing of communication during the decision
making process.
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http://sysarch.gmu.edu/main/software/�

Meta-Network : Network among people (, knowledge, resources, tasks,
etc). Data for statistical analysis, not exactly an analysis tool. Reveal the
organizational structure, influence propagation, command and control
structure, etc. Widely used in organizational science, counter-terrorism,
structure reformation, etc.

C2 structure extraction in ORA : ORA provides a function, Command and
Control Structure Generator. Automatic generation of C2 structure based on
a target task and a social network among decision makers. Generated
influence network is directly loadable in CAESAR Il1. It is not a complete C2
structure but a reasonable inference (or approximation).

C2 Structure Generation Procedure

Determine a target task to analyze. Extract the task network of the target
task. Extract the related (assigned) agents of the task network. The other
agents are aggregated and represented as the outside world (IN and OUT).
Regard the agent-to-agent network as a information sharing network.
Determine the network level based on the link directions and network
topology. Then, extract a command chain from links bridging different
network level. Determine the result sharing requirement based on the task
network (i.e. the link direction between the two tasks indicate the result
sharing requirement) Then, create a result sharing network based on the
requirements.

E:E Extracting a Task Network for the Command and
Control

What follows are procedures and an overview of extracting a task network
for command and control analysis using ORA in conjunction with Caesar Ill,
an external software tool for task network analysis.

In a Meta-Network, there are event-to-event networks and task-to-task
networks contained in most data sets. We select one task to analyze and use
ORA's command and control tool to discover the steps needed to complete
this task from beginning to completion.

In the images below, we are extracting a task network needed for the
bomb_preparation task node.
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The idea is to find how tasks should be completed to accomplish the
objective, bomb_preparation (e.g., find the trace to a purchase_oxygen
task. Provide_money —> get_money —> purchase_oxygen).

survellience

map-un_1rllr1lnﬂ SR

Assigned Agents

Identify the task network. Find all the assigned agents. Agents directly
linked to a task in the task network.
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Approximated Information Sharing Network

Just the agent-to-agent network in a meta-network.

Inferred Command Chain

Determine the network level. Find the inferred hierarchy of the organization.
Find the command chain from the hierarchy.
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o Upper Network Level
(Higher Rank)

Lower Network Level
(Lower Rank)

Red arrows are command chains. Purple arrows are social network links.

|_mohammed_sil

afa_ladtl
lain

Inferred Result Sharing Network
The task network defines the task prerequisites. Then, the result of a task

should be informed to the agents doing the next task. Create a result
sharing network by using the above inference rule.
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Ahmed_ghallani should inform the result of purchase_oxygen to the agents
doing bomb_ preparation. Purchase_oxygen is a prerequisite of
bomb_preparation.

Visualization by CAESAR 111

Generated by ORA. Target task : surveillance. Design view and analysis view
in CAESAR II1.

Learn more...
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II-Chul Moon, Kathleen M. Carley, and Lee W. Wagenhals, Estimating Task
Success Likelihood by an Influence Network Generated from an
Organizational Structure, Organization Science, 2008, Submitted and under
review

II-Chul Moon, Eunice J. Kim and Kathleen M. Carley, Automated Influence
Network Generation and the Node Parameter Sensitivity Analysis,
International Command and Control Research Technology Symposium
(ICCRTS’08, DOD CCRP conference), Bellevue, WA, Jun 17-19, 2008

E:E Create Stylized Networks

Stylized Networks : are models built upon common network structures
evident in many real world environments.

Create Erdos-Rényi Network : A model for generating random graphs by
setting an Link between each pair of nodes with equal probability,
independently of other Links.

Create Core-Periphery Network : The core-periphery structure of the
network has a dense central core of key agents and a large periphery of
marginal agents.

The core-periphery structure is an ideal typical pattern that divides both the
rows and the columns into two classes. One of the blocks on the main
diagonal (the core) is a high-density block; the other block on the main
diagonal (the periphery) is a low-density block. The core-periphery model is
indifferent to the density of ties in the off-diagonal blocks.

When we apply the core-periphery model to actor-by-actor data
(Core/Periphery), the model seeks to identify a set of actors who have high
density of links among themselves (the core) by sharing many events in
common, and another set of actors who have very low density of ties among
themselves (the periphery) by having few events in common. Actors in the
core are able to coordinate their actions, those in the periphery are not. As a
consequence, actors in the core are at a structural advantage in exchange
relations with actors in the periphery.

Create Scale-Free Network : Some nodes act as highly connected hubs
(high-degree), although most nodes are of low degree. Scale-free
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networks' structure and dynamics are independent of the system'’s size N,
the number of nodes the system has. In other words, a network that is
scale-free will have the same properties no matter what the number of its
entities is.

Their most distinguishing characteristic is that their degree distribution
follows a power law relationship, \mathbf{P(k) \sim k™~{- \gamma}},

P(k)~ k7,

Where the probability P(k) that a node in the network connects with k other
nodes was roughly proportional to k™Y, and this function gave a roughly good
fit to their observed data. The coefficient Ymay vary approximately from 2 to
3 for most real networks.

Create Cellular Network :

Create Lattice Network : A Lattice Network is a large-world network where
nodes are placed at the integer coordinate points of the n-dimensional
Euclidean space and each node connects to nodes which are exactly one unit
away from it. (i.e. if the lattice is two dimensional and the length of
the lattice is 2 along the first and 2 along the second dimension,
then it has 4 nodes and they're placed at coordinates (1,1), (1,2),
(2,1), (2,2)) The two nodes are connected if the difference of one of their
coordinates is one or minus one and all their other coordinates are exactly
the same.

Create Small-World Network : A type of graph in which most nodes are
NOT neighbors of one another, but most nodes can be reached from every
other node by a small number of hops or steps. A small world network,
where nodes represent people and links connect people that know each
other, captures the small world phenomenon of strangers being linked by a
mutual acquaintance.

The small-world behavior is characterized by the fact that the distance
between any two inks is of the order of that for a random network and, at
the same time, the concept of neighborhood is preserved.

A Small-World Network is a regular network with a degree of random long
range connections. It is rarely disrupted by the elimination of one node.

Fixed Degree-Distribution Network : A random graph is constructed by

specifying as input: (a) the number of nodes in the network, and (b) the
number of link for each node. The graph is random according to the input,
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however it should be noted that not all degree sequences are illogical so this
algorithm may produce an empty graph as a result.

E:E Fixed Degree-Distribution Network

Create Fixed Degree Distribution : creates a random graph constructed
by specifying as input: (a) the number of nodes in the network, and; (b)
the number of links for each node. The graph is random according to the
input, however it should be noted that not all degree sequences are illogical
so this algorithm may produce an empty graph as a result.

Create Fixed Degree Distribution Network x|

det the options below to create a Fixed Degree Distribution network.

Allow selt-loaps? ||
Caonstruct directed-tie netwark [ ]

If Crirected, then count is inbound, else outbound [

Cregree list (Comma seperated values; nit format) |

| (0]8 || Cancel |

Allow self-loops : Checked allows the generation of a node tied to itself.
Unchecked disallows the generation of a node tied to itself

Construct directed-tie network : Checked generates directed network.
Unchecked generates an undirected network

If directed, then count is inbound, else outbound : Checked the
degree list is incoming ties. Unchecked the degree list is outgoing ties

Degree list : Enter the degree listing — in the desired node order. The input
for the degree sequence is a comma delimited list of the number of edges.
Correspondingly, the number of nodes is determined by the number of
parameters entered.

To facilitate simplified entry, a shortcut can be made by specifying the

number of nodes at a specific number of edges. Further, the node id in the
generated graph will correspond with the position in the input string.
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Degree sequences that are illogical will be impossible to generate, e.g.,
2@20 (two nodes with 20 ties each; impossible because the maximum ties a
node can have in this network of size two is 1 tie.) Further, some networks
can be difficult to produce due to the specific degree distribution and the
random process used to construct the network, so the algorithm is designed
to make up to 10 separate attempts at constructing the exact distribution.
After 10 attempts, the algorithm will return the error meta-network. The
user may chose to resubmit the same request for another up-to-10 attempts
at making the network.

For example, the following are valid input strings (with self-loops off and
undirected):

e 1,5,3,0,1 - produces a 5 node network with one isolate and 2
pendants, etc.

e 3@2, 0O, O - produces a 5 node network with 2 isolates and 3 nodes
with 2 edges.

e 10@5,10@3 - will produce a 20 node network
The following are valid input strings but illogical:

e 100,0,1 - is illogical and will produce a null meta-network named with
an error message

e 3@2,1 - isillogical and will produce a null meta-network named with
an error message

e 10@5,10@3,1 - is illogical will produce a null meta-network named
with an error message

E:E Create Expected Interaction Networks

« Below is an image of the Expertise Correlation tool in ORA and
procedures on using the various options it contains:
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.« Expertise Correlation

x]

Select an inpuk nebwork:

Meta-network; | sktargate-test W |

Metwork; |agent ¥ agent W |

Select a location For the output network:

(%) Create a new meta-nebwork with 10 |Expertise Correlation

(") Add to the existing meta-network:

Enter an output network ID: | <new network id = |

[ Compuke H Close ]

e« Below are links to the Measures section pertaining to each
Correlation.

Expertise Correlation... : Measures the complementarity of two agents
based on their knowledge.

col_jack_o'neill jmaj_samant. .. [danigl_jackson keal'c gen_harmmond
col_jack_o'neill | 0.0 014285714 |0.2857143 |00 0.0
maj_sarmant... | 014285714 | 0.0 02857143 |014284715 (014285714
daniel_jackson | 016666667 |0.16BEEEET (0.0 0. 166E6BE6T |0 1BEBEEET
keal'c 0.0 014285714 |0.2857143 (0.0 0.0
e [|3En_hammond|0.125 0.25 0.375 0125 0.0
Similarity Correlation

e« Measures the degree of similarity between agents based on the
number of knowledge bits they both have.

col_jack_o'neill jmaj_samant. .. [danigl_jackson keal'c gen_harmmond
cal_jack_o'neil{ 1.0 033333334 | 0.25 1.0 0.4
maj_samant... | 0.33333334 |[1.0 0.24 033333334 |00
daniel_jackson | 0,25 0.25 1.0 0.25 0.0
keal'c 1.0 033333334 |0.25 1.0 0.4
o [|3En_hammond| 0.5 0.0 0.0 0.5 1.0

e Distinctiveness Correlation... : Measures how distinct are two agents
based on the number of knowledge bits they hold oppositely.

col_jack_o'neill jmaj_samant. ..

daniel_jackson

keal'c

gen_harmmond

col_jack_o'neill

0.0

022222222

0.33333334

0.0

01111111

maj_samant. ..

022223232

n.a

0.33333334

0222222372

0.33333334

daniel_jackson

0.33333334

0.33333334

0.0

033333334

0.44444445

0.0

0222232232

0.33333334

0.0

01111111

gen_hammond

011111111

0.33333334

0.44444445

011111111

0.0
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- Measures the degree of resemblance

between agents based on the number of knowledge bits they both
have or both do not have.

col_jack_o'neill \maj_samant. .. [daniel_jackson keal'c gen_hammond
col_jack_o'neil| 1.0 O7FF7Y78 |0.BEEBEET (1.0 0.8388389
maj_samant... |0 7FFFY7E (1.0 0.GEEEEET |0F7FP7P778 |0.BEEEBET
daniel_jackson | 0 EEERERT |0.GEEREET [1.0 N.EEGEERET | 0.5555556
keal'c 1.0 Q7777778 |0.6BEEEET (1.0 0.2a88889
gen_hammond | 0.3888889 |0.GEEEERT |0.55568956 |0.8888889 (1.0

Analysis Menu

E

Generate Reports — Brings up a dialog box that enables you to
run any report on any currently active Meta-Network then select
the format you want the results.

Report Selection Wizard — Assists you in selecting the best
reports for the selected Meta-Network.

Measures Manager — The option allows you to choose which
measures are to be used in generating reports for the selected
Meta-Networks. The dropdown menu allows you to chose
measures lists which divide them up into categories such as:
Slow Measures, Critical Risk Employees, and Resource
Allocation Risk.

Latent Semantic Analysis — Latent semantic analysis (LSA) is a
technique in natural language processing, in particular in vectorial
semantics, of analyzing relationships between a set of documents
and the terms they contain by producing a set of concepts related
to the documents and terms.

Correspondence Analysis :
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Geary-C & Moran-1 Analysis... : This function performs Moran's

1 I test using phylogenetic and spatial link matrix (binary or
general). It uses neighboring weights so Moran's | and Geary's c
randomization tests are equivalent.

” E:E Generate Reports

L.'_)-l Creates reports on the selected Meta-Networks. These reports are
detailed in the Reports Section.

You can choose an individual report from the drop-down menu or use the By
Category drop-down menu which forms them into groups by function. All
measures are in both drop-downs.

: = Generate Reports - Belief Propagation _ x|

Reports:selecta report from the list or by category.

Belief Propagation e By categary ™

Description: Estimates belief propagation through social networks
Cutput formats: single meta-network, multiple metm-network comparisan

Meta-Metworks: select ane or maore to analyze in the report

I [v| stargate

|
| Select 4ll || Clear All

Transformn : select hovy To transform the mem-netaorks prior to running the
report.

Mext = || Zancel

Transform : allows you to select the method the Meta-Networks are
changed prior to running the report which can be seen by clicking the
[Options >=>] button.
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General mathematical transformation :

Remove node :

Partition nodes into separate Meta-Networks by attribute value :
Click [Next=>]

This next screen will differ depending on which report was chosen. For some
reports you will be taken directly to the print screen. For others there will be
additional information you need to specify.

The Final Print Screen : allows you to chose whether to write the file to a

Text, HTML, CSV, or PowerPoint file and tell ORA where to save it. You
can also choose to use a different filename for all the reports written.

E:E Report Selection Wizard

“& There are a lot of reports to choose from in ORA and you may have
difficulty, at least initially, in determining which one is exactly right for you,
especially if you are new to ORA. Likewise, the Report Selection Wizard
helps you pick the right report by first prompting you with a series of
questions relevant to the type of analysis you are seeking. Based on your
answers, this tool will tell you the type of report to run and then it will run it.
To access this tool in ORA, follow this path:

From the main menu select Analysis > Report Selection Wizard

Then you will see the following pop-up window (screen shot below):
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+ = Report Selection Wizard ) x|

Thizs wizard will help you select the mostappropriate ORA reports,
for your data, based on the type of data you have loaded.

Select one or more meta-matrices below to begin.

[ ] stargate Select All

i

Clear All

zancel

Check the box(es) for the Meta-Network you need to analyze. Then click the
[Next] button.

This will bring up a screen asking Which of the following aspects do you
want to focus on?. This is the Who, What, Where, or When choice.
Select one and click the [Next] button.

The next dialog box presents you with the question: Please select one of
the following:. Choose one of the questions and click the [Next] button.

Do you want to know about the critical actors? The key word here is
critical. This report will then find and rank the actors that are the most
critical to your network, which can lend insight to who, if removed, might
potentially impact the network the most.

Do you want to find a path between actors? The key word here is path.
Path refers to the connections between any two actors in your network. For
example, if Bob is connected Carol and Carol is connected to John, then
Bob's path to John is 2 links (via Carol).

Do you want to know who someone influences or could possibly
influence? The key word is influence. Typically one has influence, to some
degree at least, on other people one connects to in a network. This is to say,
if you have a connection to Joe and you are removed from the network, then
Joe's connections to you are altered. You would be said to have a form of
influence over Joe. However, some individuals may have influence that
extends beyond a path length of 1.
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Do you want to know if there is possible missing data? The key word
her is missing. This report will help identify possibly segments of missing
data in your network if it appears certain conclusions are without proper
network justification. Again, this is accomplished through algorithmic
calculation. On a simple level, it might be said that if Peter, an accountant,
has access to certain resources that only Susan, a director, has official
access to; yet Peter uses those resources as well, it may be we are missing
a link in our network data from Peter to Susan.

Do you want to know if there are groups? The key word here is
Groups. Groups can sometimes be hard to spot visually, especially giving a
complex and large Meta-Network. This report will reveal the groups present
in the existing Meta-Network.

The group choices are as follows:

« Newman
« Concor

« FOG

Do you want to know what type of network this is? This question
pertains to the topology of the network, or what sort of common network
pattern your model could be classified into. This option will give you the
type. For example, cellular, lattice, small world, etc.

ORA will display another information pop-up box, which tells you exactly the
report ORA has determined to be most appropriate based on your data and
your answers as to what information you are seeking to obtain about your
network model.

After selecting [Finish] ORA will generate it's reports and open them in both
your browser and also in panel 3 of the main interface. Below is the
beginning of the report run on the Stargate data set. Since this function has
such a large number of possibilities, we will only show part of the beginning
of the report in the interest of brevity.

E:E Measures Manager
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)
@bl Before you run any measures on a Meta-Network you can use the
Measures Manager to set exactly the measures you wish to compute.

Form the main interface menu select Analysis > Measures Manager.

x « Measures Manager E

Ilse this window to select which measures to use in reports and charts. The top panel defines the universe of
measures to use. Lse the bottom panel to give input parameters for the selected measure.

=10l x|

Find: || |AND -
All Measures
LastHame |FirstBame |Metwork L. |Mode Level | Computati.. | Uses Link...
=setfilt... |v =setfilt.. | w | =setfilt.. | w | <setfilt.. || =setfilt.. |w|<setfilt. | w
Redundancy | Access true false fast false
Actual ¥o.. false true medium false
Socio Econ... | Agent false true fast false
Redundancy |Assignment | true false fast false
| Select All || Clear All | |45 itemis) selected, 145 visible, [45 tatal.

F .

Select a measure row above to view its properties.

l/ Description |/ Farameters

Close

The dialog box has multiple sections:

Filter Commands :

This section comprises two radio buttons (Match at least one filter |
Match all filters) which allow for complex filtering, a [Reset Filters] button,
and a Search text box used for inputting your search. Whatever searches
you input in this section are reflected in the Tabbed Window below. It will
display only the nodes which match the search(es).
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item(s) Selected | Visible | Total

When first called up the All Measures tab defaults to showing every
measures available. When started there were 137 item(s) selected, 137
visible, 137 total.

Selecting the Slow Measures tab this changes to 16 item(s) selected, 16
visible, 16 total.

Typing Cognitive into the search text box reduces this to 16 item(s)
selected, 8 visible, 16 total showing that only 8 out of the 16 Slow
Measures contain the word Cognitive.

Furthermore you can deselect measures by removing the checkmark next to
the measure's name. With each measure deselected the number of selected
items will reduce by one.

With these tools you can select only the measures you want to run reports
on.

Buttons

« Reorder

e Select All : Selects (puts a checkmark in the box) all visible
measures

e Clear All : De-Selects (removes checkmarks) from all visible
measures.

Tabbed Window

This section contains tabs which sort the measures into various categories.

Each of the nine tabs sorts out the measures in different categories. This is
very useful for large Meta-Networks when you'd prefer not run, say the

cause it would put too much a drain on your machine. By removing
the checkboxes for the Slow Measures they are taken out of the mix and the
reports will effectively ignore them. You can turn them back on when you're
finished by placing a checkmark back in the box.

In the Tabbed Window there are four columns:
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1. Last Name : Deals the general type of measure (Congruence,
Exclusivity, Cognitive...). Most entries in this column will display one
row as they are singular in what they need to show. Others will display
two rows as it's nearly the same measure run on both knowledge
and resources. Then a few (like Centrality) will display quite a few
rows the types of measures written for that type of measures are
somewhat varied.

2. First Name : Deals with the category of the measure (Betweenness,
Closeness, Centrality...). This is a secondary factoring.

3. Graph Level : produces a single number as output.

4. Entity Level : produces one number per entity.

Drop-Down Menu

Gives the user the ability to select which currently active Meta-Network to
run the measures on, as well as, which individual networks.

‘ E:E Moran-1 and Geary-C

Description

-‘- Moran's-1 : The measure of spatial autocorrelation to study stochastic
phenomena which are distributed in space in two or more dimensions. The
values of Moran's | range from +1 meaning strong positive spatial
autocorrelation, to O meaning a random pattern to -1 indicating strong
negative spatial autocorrelation. This particular statistic is designed for the
measurement of spatial autocorrelation of ordinal, interval or ratio data.

-1 Geary's-C : Based upon a paired comparison of juxtaposed map values
and ranges between 1 and 2. Positive spatial autocorrelation is found with
values ranging from O to 1 and negative spatial autocorrelation is found
between 1 and 2. However, values can be found greater than 2 on occasion
(Griffith, 1987). As similar values are in juxtaposition the numerator which
measures the absolute difference squared between juxtaposed values will
tend towards zero. Whereas, as non-similar values become juxtaposed the
statistic will tend towards larger values in the numerator and thus towards
its maximum value of two.
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= = Moran's I and Geary's C Statistics J x|

Computes Moran's | and Geatry's C statistics that relate a proximity
network toa vector of values,

Select Prosimity Metwork

Meta-network: |stargate b

Metwork: |agent » agent | w

Create YWalues Vector

(@ Use the values ofattribute: | =Selectan attribute.. = -

i) Load walues from file:

() Use combined degree centrality of the networks:

=l
(] »

=]
o
ol

Results
Maoran's |: Geary's

Compute Close

Select Proximity Network : Select a Meta-network from the first
dropdown menu. The second dropdown menu will contain all the networks in
the selected Meta-Network.

Create Values Vector : There are three ways to select a value

1. Use the values of attributes : uses an attribute within the Meta-
Network.

2. Load values from file : browses for a file previously constructed.

3. Use combined degree centrality of the networks : Place a
checkmark for one (or more) networks within the selected Meta-
network to use. Combines the centrality to use in the formulas.

Results : Displays the Moran-1 and Geary-C results.
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E:E Simulations

Near-Term Analysis : The Near Term Analysis (NTA) is a tool
that allows for the removal of nodes from a given organizational
structure to evaluate how the organization will likely perform as a
result.

Y

OrgAhead :

E:E Near Term Impact Analysis

The Near Term Analysis (NTA) is a tool that allows for the removal of
nodes from a given organizational structure to evaluate how the organization
will likely perform as a result. The Near Term Analysis tool uses a multi-
agent model as input,

The goal is to provide an answer to the question on how an organization will
behave and change after considering a sequence of strategic interventions or
personnel loss by way of agent removal. In other words, we want to know
what happens when we remove nodes from an organization, be they people,
places, resources, knowledge sets or other common

This example will use the Stargate dataset (SG-1). This dataset is
included with the version of ORA downloaded and can be found online at the
following url:
http://www.casos.cs.cmu.edu/projects/ora/Zsample.php.

From the menu bar select File = Open Meta-Network then select SG1.xml.

In this example, we will remove two agents: daniel_jackson and
maj_samantha_carter

1. Open the SG1 Meta-Network into ORA.

2. Highlight the SG1 Meta-Network before starting NTA in the ORA Meta-
Network Manager panel.
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3. From the main menu select Analysis = Near-Term Analysis.

NOTE: If your dataset contains an Organization nodeset ORA will display the NTA
main window. If not, it will ask for you to chose a substitute Organization nodeset.

= = Hear Term Analysis ":"'EIE.
Fle  Selylion  Qobpt Options

Impat Dista

e I\ eTal e imEANQlYSIS!

Sebtnwrs

= Interiface

Tha rusmber of replcationds - The replcation: mesn repested simulstions. wih & same simulston setup ard difenent random seeds. 1

Tha finber of femisted ne-pointd - The fiisber of similated ting ponits determares the langth of ssch srmulation. Dyret vl ibersts the: spent ntesctiond far the fumber of tmes 5

[ acd ratos sivmdation cases | [ add inti-report based simastion cases_| [ Remave sl the smdstions | ERER
Semudstion tame lne

This i sirnlation event visusization of & highlghted event in the below bst, Simulation Time Point (Rangs | 0=« 5,0 ), Seulation cads name | bassing
0 i 2 3 4

W

Total 1 runs = 1 simulation cages X 1 replications for each case

When a Meta-Network is first loaded into ORA's the Near Term Analysis, a

pop-up may appear asking for a location node. Select Cancel and proceed
with the Near Term Analysis.

Specily Organization Hodesel

i Can't find Organization nodesst. Flease select the nodesst 1D which vll substituke Crganization nodeset. IF you don't have a nodeset to substitube, Hhen just hit cancel

| o (]| cowel )

The NTA main window consisted of four sub panels: Input Data, Settings,
Simulation time line and Cases to simulate. Below is a brief description
of each panel:

W
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= = Hear Term Analysi ':_IIEHE
Fie Seation  Qutpot Optiong

oo 9. Input

Mt aMadrix e |53l

Sebtinnys
G parinsts 2, @@{m
mnmufrumm-rhermmmuwmmam L e mwmuﬂ-mm. 1

Th risrnber of semullsted tine-points - The rimber of simlated ting ponts determares the langth of sach simulation. Cyrst vl ierste the: sgent interactions for the fumber of times 5

| A rew sedation cases | [ add intel-report based smuation cases | [ memove ol the simdations | (=]

Semdstion b ne
This & & sralation event wisusization of & haghlghbed mvent in the teslow bst, Simulation Tme Point (Rangs | 0= 5.0 ), Seulslion caee name ;| bassine

3, Simuleten Mome e

W

Total 1 runs = 1 shmulation cases X 1 replications for each case

Edi

& Cases i simulaic

1. Input Data

In this section is the file name of the Meta-Network loaded.

2. Settings (Global Parameters)

In the Setting area are two text boxes. The first, The Number of
replications informs ORA how many times to run the simulation. The
second, The number of simulated time-points defines the range in the
section Simulation time line.

In the settings area, there are two critical factors: 1) the number of
replications and 2) the number of simulated time points.

Why is this important?
The number of replications if set at a higher versus lower value, will result in
more experiments being conducted on the scenario the tool is presented.

Therefore, the more replications the more likely the results will mirror those
in a real world example.
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The number of time points determines the length of the Near Term Analysis
iterations. If this number is also set to a relatively high value, the simulation
will take longer.

NOTE : Be mindful of any memory considerations when running high value
replications or time points.

3. Simulation time line

This are of the Near Term Analysis tool shows a visual representation of the
time points selected in Settings area above.

4. Cases to simulate

After the settings (global parameters) are set, the virtual experiment cells
need set.

Initially, there is a pre-defined simulation cell, the Baseline. The Baseline is
the cell without any entities removed as is the control situation when the
organization does not experience any interventions. Besides Baseline, any
other cells need set up. Start by selected Add new simulation instances,
the leftmost of the four buttons.

Add new simulation cases

To run a Near Term Analysis, we will begin by selected the Add new
simulations cases button from the main Near Term Analysis Tool (see area
highlighted in red ellipse below).
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i+ Mear Term Analysis =17

The rusmber of & man receaten Emulabone with & Lyme sIrellabon setuD o O erent ranciom peecs- 1

of o] i it debermares e lergth of sach smlaton. Cyrst vl derate the agent mteractons for the fumber of trmes 5

[ Add intel-report based smulation cases | [ Remove ok the smsions | EN)EN

wvert in the Delow it Smulstion Tme Pont (Ronge : 0~ 5.0 ), Seulsion Case name | hissling
. + :
t

Coaat 1o lnte

Total 1 rums = 1 simulation cases X 1 replications for each case
Isolshion ... lsolstion Informstion Diesietes Edt

[Eme ]

Cancal

After selecting Add new simulation instances button, a dialog box titled
Near Term Analysis— Simulation scenario create wizard will appear.
This wizard supports the creation of virtual experiment cells in three
different ways. The First allows for the most freedom of choice. The second
and the third options will ask for a set of criteria for selecting important
agents in the network and make experiment cells according to the selection.
Therefore, the first option gives full flexibility to users, and the second and
the third option provides a systematic analysis setup method. To proceed
this demonstration, select the first option and select [ Next].
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« + Near Term Analysis - Simulation scenario create wizard [:J[E]EJ

Simulation case create wizard

Description

Simulation case generator provides ways to setup the isolation cases by specifying who and when
ko isalate, Thete are three modes to setup Ehe simulation cases,
11 Create one simulation case by applying events to user-specified agents at user-specified time
21 Create a set of cases by isolating agenks one by one by generating the simulation cases
corresponding ko agents
31 Create a set of cases by isalating a set of agents detected by a measure in ORA intel report by
creating the simulation cases corresponding bo measures in the intel report
The first and the second methods will generate a set of simulation cases based on ORA inkel repart, and
the third method will give users the Full control of simulation case setup.

Cipkions

Please select one aut af the three options below

{(#) 1, Run the step-by-skep wizard ko create a simulation rur

() 2. Create one simulation case by applying events to user-specified agents at user-specified time

{3 3. Create a set of cases by isolating agents one by one by generating the simulation cases
corresponding to agents

() 4. Create a set of cases by isolating a set of agents detected by a measure in ORA intel repart by

creating the simulation cases corresponding to measures in the inkel report

[ Meck ] [ Cancel

There are four options:
The next section explores all four of the Near Term Analysis Options:
Run the Step-by-Step Wizard — This process will help walk through setting up a

near term analysis experiment on the Meta-Network loaded into the Near
Term Analysis tool.

Create one simulation case — In this simulation experiment, events and user-
specified time can be applied to agents.

Create a set of cases by isolating agents — This scenario isolates one agent and
perform an experiment. Then the experiment can be performed again with
the agent removed.

Create a set of cases by isolating a set of agents relating to a specific measure. — Based on
measures contained in the ORA intel report, a set of agents can be isolated
and a simulation case can be created.
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“ E:E Near Term Impact Menu

=+ Hear Term Analysi
Fla Sedstion  Output Optiors

e NEAF TEFM ARaIVSIS

Sebtings

= Interface

Tha fagrbed of raphcalions - Ths rephoabon nesn repaealed similation wih & Lams simulabonh satud ihd B enenl fandom seeds, 1

Thea riamber of semisted lme-points - Tha nusber of smlsted tins ponts determeres the langth of sach srrulation, Cryrst vll Recate the spent interactions for the mumber of times 5

Ak P FreBion Cases [t ntedraport based sivadation cases | [ memove stithe smudations | < »
evuiation bave: e

This i & sirraalabion event wiusization of & haghlhbes mvent in the below bst, Smulston Time Pont (Rangs ; 0~ 5.0 ), Smulstion cads name | bassling
] i 2 3 4
1 ) f A !
I T T 1 T

W

Cages Lo ot

Total 1 runs = 1 shmulation cages X 1 replications for each case
Isolsbion ... solstion Enformation Dielete Edt
Lirsiedety tearadne

| Exeate | [ cancel |

Save the current simulation setting: Brings up a save box where you can
navigate to a directory and save all the current simulation settings.

Load a simulation setting from a file: Navigate to a directory to load a
previously saved simulation setting.

NOTE : This will remove any settings that are currently active.

Close: Closes the Near TermAnalysis window.

Execute simulation cases: Begins running the simulation. Same function
as the [Execute] button at the bottom of the window.
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Show the add simulation wizard: Brings up the creation window. same as
the [Add new simulation cases] button.

Add ORA-Intel report based simulation cases: Same as [Add ORA-
Intel report based simulation cases] button.

Edit the highlighted case: Brings up the dialog box to edit parameters for
selected event.

Remove the selected cases: Removes selected event from simulations.

Remove all of the cases: Same as the [Remove all the simulations]
button.

Cutput Options

Generate evolved Interaction Makrix

Generate evalved Agent-to-Agent Matrix
Generate evolved Agent-to-Knowledge Matrix
Generate evaolved Agent-to-Task Matrix

These menu items will display in the Near Term Results menu:
Generate evolved Interaction Matrix:

Generate evolved Agent-to-Agent Matrix: Displays how agents interact
with one another.

Generate evolved Agent-to-Knowledge Matrix: Displays how knowledge
is diffused within the agent network

Generate evolved Agent-to-Task Matrix: Display how tasks are used
within a network.

‘ E:E Near Term Impact Option 1

Step-by-Step wizard

Selecting the first option brings up the step-by-step creation dialog box.
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- Step by step creation

Simulstion cass craste wizard
Similstion evert tme lns

This is a simulation event visualization of a highlighted event in the below list, Simulation Time Pornt (Range : 0 ~ 52,0 ), Smulation case name : baseline
o 5 10 15 20 5 30 51 40 45 50
] Il

I i i i i i Il i [l .
I T T T T I Ll T T T s

Oplians

Sedect your barget node type to be removed during the simulation
@ bogend

() knowiledge

) resouroe

[ Next | [ Concel |

Under Options select whether to isolate an agent, knowledge, or
resource. We'll leave it at agent. Then select the [Next] button.

« - Step by step creation

Simulstion case crastes wizard
Similation evart time line

This is & simulation event visualization of a highlighted event in the below list, Simulation Time Pant (Range : 0 ~ 52,0 ), Simulation case name : baseline
o 5 10 15 20 25 30 51 0 45 50

I Il [l Il I Il i Il Il I [l o
I L L] T I T T T I T L

Options
Sedect your barget Agent bo be removed during the simulation

Under Options select the agent to isolate. Here we select daniel_jackson.
The select the [Next] button.
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- - Step by step creation

Simulstion case craste wizard

Similation eveart time line

This is a simulation event visualization of a highlighted event in the below list, Simulation Time: Point (Range : 0 ~ 52,0 ), Smulation case name : baseline
1] 5 10 15 20 25 30 B 40 45 50
L | i

I Il Il Il i Il Il
I T T T I I T T I T LI

Optaons
At what time-step should the target be removed?

Under Options select the time-step to isolate the agent. For this simulation
we select 5. The select the [Next] button.

Make one more event

\-‘i) Lo you want to add another event in this simulation case?

[ ves [ Mo ]

At this point you are asked if you want to add more events to the simulation
or not.

You can add as many events as you wish. But for this example we'll only
use only one event. Select [No] to continue.

Cases ko simulake

Total 4 runs = 2 simulation cases X 2 replications for each case

Isalation ... | Isalation Information Delete Edit

a03_s Isolation daniel_jackson at time 5 [ Delete ]|[ Edit |

Now repeat the steps above and add a second simulation. But this time let's
remove daniel_jackson at time-step 25.
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Cases ko simulate

Total 6 runs = 3 simulation cases X 2 replications for each case

Isolation ... | Isolation Information Delete Edit
A3_25 Isolation daniel_jackson at time 25 | Delete Edit
Al3_5 Isolation daniel_jackson at time 5 | Delete Edit

Now proceed to Analysis Results.

‘ E:E Near Term Impact Option 2

Apply events to specified agents

The second option for creating simulation files is to create one simulation
case and apply events to specified agents, knowledge, or resource nodes.

Select the [Add new simulation cases] button to bring up the wizard.

. - Near Term Analysis - Simulation scenario create wizard E|!E|E|

Custom scenario setting

Sirrdation event time line

This is a simulation event visualization of a highbighted event in the below list. Smulation Time Paint (Range : 0~ 52,0 ), Smulation case name : T
0 5 10 15 20 =5 a0 ] 400 45 50

I ] i L i i i L i L i .

Sirndation event ed kst

| Selection Nade bype Node name Tirirsg Event Type
[ i |agent dariel_jackson 5 [[solation |
[ Remove the selected events from the event kst ] [ Remaove all the events ]
Specfy an event as a user salected in the below table
Reset selection Search ; [dan fidd events
| Agenk || knowiedge | Resource
Selection Tirmirg Event Hame totalDegr... | cognitive..,  ciqueCount | betwesn... | taskExchs...

5 Isolation darial_jackson

Presious Add & simulation Cancel
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Type in a search criteria to highlight only the agents to work with (i.e.
typing in dan brought up only daniel jackson.

Place a checkmark on the line. Notice that when you placed a
checkmark in the box the Event automatically changed to Isolation.

Double-click in the Timing cell to select it and type in a number from
0 to the highest number you selected for your simulation. In this case
we'll repeat with the timing of "5".

Select the [Add events] button. This places the event in the
Simulation event edit list section.

If there were more events to add you could continue with the same
procedure. When you are done, select the [Add a simulation] button
at the bottom.

The two buttons beneath the Simulation event edit list section to remove
events from the list. The [Remove all the events] button obviously
removes everything in the Simulation event edit list but the Remove the
selected events from the event list only removes the events with a
checkmark beside them.

The [Reset selection] button removes all checkmarks placed in the bottom
table and sets the Event to No Event.

The [Previous] button returns to the main Wizard screen.

When

you have finished you will have created the same two simulations as

in Option 1.

Cases ko simulake

Total 6 runs = 3 simulation cases X 2 replications for each case

Isolation ... = Isolation Information Delete Edit
baseline |
A03_25 Izolation daniel_jackson at time 25 | Delete Edit
&035_5 Isolation daniel_jacksan at time 5 [ Delete J EdE |

Now proceed to

E

Near Term Impact Option 3
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Create set of cases using Measures

Option 3 allows for selecting agents/knowledge/resources based on their
ranking when certain measures are run on them.

«+ Near Term Analysis - Simulation scenario create wizard

Secenarios with a single isolakion

Isolabe each node From Inteligence repart that i identified by any measures one at a time Isalation Teme : Izu
Numiber of nodes to regard as key nodes (the cut-off bo decide whether a node is a key element or not)  Cuk-off 3
Select the nodeset bypes for isolations - if yvou choose 2 nodeset bype, the key nodes of the type will be included in the isolstion lists
fgent
[] krowledge
[ Resource

Select the measures For isolations - if you choose a measure, the measure will be used bo decide key agents {you can select mukiple
measures by dicking a measure name while pressing & Ctr key)

Centralty, Total Degree
\Cognitive Demand
Clique Courtt

\Cenkralty, Behweenness
|Excclustvity, Task
iExﬁJsiwiw, Knowledge

| Previous | | Addsimuations | | cCancel |

Here are three examples run with the same Isolation Time and Cut-offs.
Only the measures were changed.

Centrality, Total Degree

Isolation Case I=aolation Information Delete Edit
haseline

haseline

daniel_jackson_20 solation null ak time 20

jacab_carter_selmak_20  (Isolation null at time 20
ren‘al_20 Isolation null &t time 20 Celete

Cognitive Demand

Isolation Case Isolation Information Delete Edit:
ren'al_z20 I=solation noll ak time 20 Delete Edit
jacob_carter_selmak_z0  [Isolation null at time 20
daniel_jackson_z0 I=solation noll ak time 20 Delete Edit

Clique Count
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Isolation Case Isaolation Information

Delete Edit

col_jack_o'meill_20 Isalation null at kime 20
rer'al_20 Isalation null at kime 20
daniel_jacksan_z20 Isalation null ak Eme 20 Delete Edit

When you have run the measures proceed to Analysis Results.

‘ E:E Near Term Impact Option 4

A set of agents by a set of cases by measure(s).

«+ Near Term Analysis - Simulation scenario create wizard
Scenarios with multiple isolabions

Isolzte all the top nodes for a measure & identified in Intelligence report and repeat for each measure  Tsolation Time : 20
Mumber of nodes o regard as key nodes (the cut-off to decide wiether & node is a key elament o not) Cub-off : 3
Mumber of time poinks among isolstions (This is a time gap bebween the ksolation sequence you setup. Time gap : 5_
If it is zero, all the isclation will happen at the same time)
The order of the lsolation sequence (How to permute selected
agents bo make a sequence out of the list) (%) Descending () Ascending () Random order
Select the nodeset bypes For isolations = if you choose a nodeset bype, the key nodes of the type will be included in the isolation fists
Agent
[[] kriowledge
[] Resource

Select the measures For isolations - F vou chaose a measure, the measure will be used ko decide key agents
{yvou can sebect multiple measures by dicking a measure name while pressing a Ctrl key)

Cognitive Dermand

Cligue Count

Centralty, Betweenness|

Exclusivity, Task

Exclusivity, Knowisdge

l Previous fdd sinulakions Cancel l

Option 4 allows the addition of adding Time gaps between the isolations
and whether to isolate them in descending, Ascending, or Random order.

Now proceed to Analysis Results.

” E:E Near Term Impact Results Menu
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Save the Construct launch scripts : Information on Construct can be
obtained at the following URL:
http:/7/www.casos.cs.cmu.edu/project/construct/index.html.

Show text report on the ORA main window : Displays the report in
Panel 3 of the ORA Main Interface.

Save the completely evolved MetaMatrices : Will save as an ORA Meta-
Network any of the simulation cases with a checkmark in the Select column.

Save the html report : Navigate to a directory to save an html file that
can be displayed in a browser.

Save the text report : Navigate to a directory to save an text file.

Save the Knowledge Diffusion line chart : Saves the chart as a .png file
that can be used in other documents.

Save the Task Accuracy line chart : Saves the chart as a .png file that
can be used in other documents.

Save the Energy Task line chart : Saves the chart as a .png file that can
be used in other documents.

Save the Knowledge Diffusion result CSV file : Saves the results as a
.csv file that can be used in other programs.

Save the Task Accuracy result CSV file : Saves the results as a .csv file
that can be used in other programs.

Save the Energy Task result CSV file : Saves the results as a .csv file
that can be used in other programs.

Close :

Copy the chart in the clipboard : Copies the window to the clipboard that
can be pasted into other programs.
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All options off Standard Deviations On Grid Linas On Annotations On

8 9 1011121314 1516171818 20 21 22 23 24 2526 27 26 29 30 31 32 33 34 35 36 37 38 J
Timelnit

— |solation daniel_jackson at time 30 Isolation daniel_jackson at time 20 |

Standard Deviation ranges : Standard Deviations* displays the range of
values for a particular instance.

Grid lines in the chart : Displays the grid lines for values.
Legends in the chart : Displays the legend underneath the chart.

Event annotations in the chart : Displays the event annotations within
the chart.
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Deviation from the baseline : Using the baseline numbers the chart
shows the offset for the simulation.

Show actual values : Uses he actual calculated values in the chart.

Background color : choose the background color of the chart of either
white or gray.

E:E Near Term Impact Results

Now we're ready to Execute the simulations. But before that you must select
the type of Output Options you want. From the Near Term Analysis menu
select Output Options = {any or all of the four options}.
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File  Sirmulation BN sI¥Siels/{at

Tnput Dats Generake evolved Inkeraction Makrix

Generate evolved Agent-to-Agent Matrix
MetaMalriz nar  Generate evaolved Agent-to-knowledge Matrix

) Generate evolved Agent-to-Task Matrix
Sebkinne

Now select the [Execute] button in the bottom-right corner. This will bring
up two dialog boxes asking you to confirm you're selected output options
and then an alert telling you that, this may take a while with a large Meta-
Network and a lot of simulation runs.

Save the various network outputs

9P ) Please confirm that ywou enabled all of the required matrix: outpuk
e Agent cammunication netwark, Agent-to-Knowledge netwark, and probabiliey of
inkeraction network will not be generated if you don't check the options
under Ouktput Options menu in the Mear Term Window

[ d [ Mo ]

An alert box will display advising you that the near term calculation may
take a long time depending on settings of your experiment.

Alert ['5_(|

. The neat bermn calculation may Eake a long time
if vou specified many replications, simulated times,
or nodes in the meta-network, You can estimate the
whole running time based on the progress bar because
each run will cost a similar run-time.

After selected [Execute] the Processing Near Term analysis dialog will
show you the progress.

« = Processing Near term analysis [ZI[EI[‘S_TI

Current Sirmulation Run @ 3 Tatal Simulation Run : &

- )

Cancel

Next will be displayed the Near Term Analysis results window.
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Teolation dariel_jackson st bm, Bl

[ ivemndsandmeaturics to oth_] [ Gorarsia i rapetinora ] [ cancdl ]

The results of the experiment will compare against the baseline data
established prior to the removal of any isolated agents. In the example
above, we can see how the network was impacted in the time line when we
isolated daniel_jackson and removed this node from the data set.

Further information can be obtained form the following
references:

For knowledge diffusion and energy task
Schreiber, C. (2006) Human and Organizational Risk Modeling: Critical
Personnel and Leadership in Network Organizations, PhD Thesis, Carnegie
Mellon University, CMU-ISRI-06-120

For binary task accuracy

Lin, Z., K. Carley. 1997. Organizational response: The cost performance
tradeoff. Management Sci. 43(2) 217-234.
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Visualization

T

Measure Charts — When run this function will plot the three
graphs, Bar Chart, Scatter Plot, and Histogram on the chosen
Network.

View Measures Over Time — Requires multiple Networks. First
plots points for measure selected on each of the Networks active
with the option to see a direct line from the earliest to the latest
point.

View Network Over Time — Requires multiple Networks.
Displays nodes and links for each of the active Networks.

Network Drill-Down— Allows for quick, plotting of nodes
connected to a chosen node.

Node Cloud : Create an image with higher used concepts showing
up in larger font sizes.

Color Grid : Creates a colored grid representing the networks.
White cells represent no connections.

GeoSpatial Networks — Analyze, forecast, and visualize a wide
variety of spatial interactions and networks within a global-scale.
GeoSpatial/Loom > GeoSpatial

View Trails — Works with nodes moving between places over
time. Requires the use of a trailset. Loom

View Networks
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rf@ 3D Visualization : Visualizes the selected network in the 3D
Visualizer

) 2D Visualization : Visualizes the selected network in the 2D
& Visualizer

Path Finder : is used to find, not only, the shortest path between
@ two nodes but also paths to other nodes when particular situations

occur.

Sphere of Influence : Each node within a network has a unique
Sphere of Influence or Ego Network. Essentially it's a direct

© relationship with it's neighbors as a function of specified path
length. The ORA Visualizer allows you to focus on this relationship
by creating an Ego Map centered on any particular node you
choose.

[ Key Set Selector : uses information input by the user to create a
== simplified visualization.

Blank Visualization : Opens the Visualizer with no active Meta-
% Network. Allows you to create NodeClasses and Networks from
scratch.

” E:E Charts Types

........ Below are examples of each type of ORA charts: Bar Chart, Scatter
Plot, and Histogram.

Bar Chart

A bar chart contains horizontal bars representing the individual nodes in
the set. These rectangular bars are usually proportional to the magnitudes
or frequencies of what they represent.
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Bar charts are used for comparing two or more values. The bars can be
horizontally or vertically oriented. Sometimes a stretched graphic is used
instead of a solid bar.

. = Chart Results: agent : size 15
File:

Bar Chart | Scatter Plot | Histogram |

Ise this panel to create bar charts of Ora measures,
Measures whose values do not vary are skegekthrough and not available for viewing.
Right-click the chart For more options.

Select a measure ko view; |Cngnitive Expertise; agent x kask b | Sork By: | Walue

n=10 min=0.08333333558168602 max =0,114258571492433545 mean = 0.1007 std, dew. =0.0090

Cognitive Expertise: agent x task
D.I'_‘!DD D.E:IZE D.E:IED D.I’.‘:?E D.1IDD

daniel_jackson
janet_frazier

narim

travell

osiris

gen_hammond
lantash
jacob_carter_selmak
maj_samantha_carter

It_elliott

Scatter Plot

A scatterplot uses Cartesian coordinates to display values for two
variables. The data is displayed as a collection of points, each having one
coordinate on the horizontal axis and one on the vertical axis.

A scatterplot does not specify dependent or independent variables. Either

type of variable can be plotted on either axis. Scatterplots represent the
association (not causation) between two variables.
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A scatterplot can show various kinds of relationships, including positive

(rising), negative (falling),

and no relationship. If the pattern of dots

slopes from lower left to upper right, it suggests a positive correlation

between the variables being studied. If the pattern of dots slopes from upper
a negative correlation. A line of best fit can be
drawn in order to study the correlation between the variables. An equation

left to lower right, it suggests

for the line of best fit can be computed using the method of linear

regression.

. = Chart Results: agent : size 15

File

Ear Chart | Scatter Plot | Histagram

Measures whose values do not vary are
Right-click the chart For more options,

IJse this panel to create scatter plots of Cra measures,

sbruckbhrough and not available For viewing.

=]

Cognitive Expertise: agent x £

X axis: |

sk,

w | Y axis: |.ﬁ.ccess Index, Resource Based

1.0 1
09
0s
0.7
06
05
0.4
0.3

0.2

Access Index, Resource Based

0.1 4
0.0 1
0.1

n=15,r=0.3349, £ =0.1121, m = 6.
Cognitive Expertise: agent x task x Access Index,

9509, b = -0.5035

Resource Based

00&0 0085 0070 0.075

0020 0025 0090 0095 0100 04105 0410 0115

Cognitive Expertise: agentxtask

Histogram

In statistics, a histogram is a graphical display of tabulated frequencies. A
histogram is the graphical version of a table which shows what proportion
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of cases fall into each of several or many specified categories. The
histogram differs from a bar chart in that it is the area of the bar that
denotes the value, not the height, a crucial distinction when the categories
are not of uniform width (Lancaster, 1974). The categories are usually
specified as non-overlapping intervals of some variable. The categories
(bars) must be adjacent.

The word histogram is derived from histos and gramma in Greek, the first
meaning web or mast and the second meaning drawing, record or writing. A
histogram of something is thus, etymologically speaking, a drawing of the
web of this something.

. = Chart Results: agent : size 15

File

| Bar Chart | Scatter Plot | Histogram |

Ilse this panel to view histograms of Ora measures.
Measures whose values do not vary are skeacktheangh and nok available Far viewing.
Right-click the chart Far more options,

Select a measure ko view; | Mk % bask, L |

Number of Bins: s

Cognitive Expertise: agent x task

40
35
a0
25

204

frequency

1.5 1

1.0 1

0.5+

0.0 -
0080 0085 0070 0OYS 0020 0025 0090 0095 0100 0105 0110 0115

value
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“ E:E View Measures Over Time

'&.‘) Using the View Measures Over Time on a Network allows an analyst
to see how a network measures change over multiple time periods. If you
use non-dated data, ORA will automatically represent your multiple Meta-
Matrices with simple integers (i.e., 1, 2, 3, 4...)

Below is the Meta-Network Pane showing five time periods for the Tanzania
dataset.

o= m- embassy_tanmnia_ct_period]
o= m- embassy_fanTania_ct_period?
o m— embassy_tanzania_ct_period3
o= m- embassy_tanmnia_ct_period4
o m-|Embass:.r_mnzania_ct_per'icudS|

From the main menu select Visualizations > View Measures Over
Time... A dialog box will appear stating it will run on the currently loaded
Networks.

NOTE : If you have any Networks you do not want to use in your calculation
hit [Cancel] and remove them from The Meta-Network Pane before
proceeding.

NOTE : It is of the utmost importance that the Networks in all Meta-
Networks are named the same. If not, the Over Time function will not work
correctly.

Computation Parameters
First, the Computation Parameters dialog window appears. Here you can
select the measures to use and whether to combine or transform the
datasets. When done, click the [Compute] button to continue to the
analysis.

Measures Over Time window
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i
| Recompute measures '
Hemmr!x| # O x| Restrictor H:| A0 x
Resource Level | Task Level | g :
Knowiedge Level | Loction Level Har [' |"'; Skip: | ulil End: {1 |""'i
AgentLevel | EventLevel
Heowork Level || charts 23 | 0 x|
Select one or more measures to disply | Measure values | Fast Fourier Transform | Change Detection |
|I Jano |~ 105
L] Redundancy, Access: agent = res DL:I 1,001
j Redundancy, Assignment agent » ¢ ! 0,95 -
jhremeﬂkmn:e:a\gentxa\gent ¥ 0,20 |
(] Average Distance: eventx event | | 0.55 |
L] Average Distance: task x task ] |
L] speed, Average: agent < agent . ,
L] Speed, Average: event » event 0.75 |
| ] speed, Average: fask x task 0.70|
L| Merwork Centralimtion, Between 0,651
L] Menwark Centralimtion, Between 0.6011
] Merwark Centralization, Berween @ o=l
L] Metwork Centralimation, Closens =
:i Menwork Centralzation, Closens = 0.50 :
] Merwork Centralimtion, Closens 0.45
L] Clustering Coeflcient VWatms- $try 0401}
L] Shustering Coeflicient, Vyaims: Sy 0.35
] Clustering Coefliclent, YYatts-Strd 0,301}
L] Breadth Column; agent = agent 0751l
L] Breadth, Column: agent = avent |
| Breadth, Column: agent x knowdle Vet
| Breadth, Column: agent x location 0.15
| Breadth, Column: agent = resourt 0.104]
L] Breadth, Column: agent » task 0,051
L] Breadth. Column: event x event .00k
| Breadth, Column: event = resoure| i 1
[ Breadih Column: knoveledze » @ ™) Index
| Selectall I Lrselect il |
Drisply Options... | | Save Chart As,., Crate markers... Close

This window is divided into three panes.

The Measure Selector Pane contains tabs for all NodeClasses in addition

to a Network Level tab. If the Network Level tab is selected you can
choose which measure(s) to apply to the entire Meta-Network. If a

NodeClass tab is chosen you can choose which Node(s) to view and in the

Select a measure: text box select the measure to apply to them. All

actions are instantly updated in the Charts Pane.

The Restrictor Pane allows you to set the beginning and ending time
periods and additionally you can skip any number of intermediary steps.
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The Charts Pane contains three tabs and a legend at the bottom showing
the colors associated to which nodes.

Measures values :

NOTE : Hovering over any measure will bring up a description of that
measure.

Fast Fourier Transform :

Change Detection :

” E:E View Measures Over Time

33 View Network Over Time : Uses all selected Meta-Networks for
analysis in various time frames. Select all the Meta-Networks to use in the
analysis.

NOTE : It is of the utmost importance that the Networks in all Meta-
Networks are named the same. If not, the Over Time function will not work
correctly.

o= m- embassy_tanmnia_ct_period|
o= m- embassy_tanznia_ct_period
o F3R- embassy_tanzania_ct_period3
o= m- embassy_tanmnia_ct_period4
o m-|Embass;.f_mnzania_ct_per'icudS|

Now select from the menu Visualizations = View Network Over Time
This will bring up the Visualizer along with the Networks Over Time
window.
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£ networcs over Time ST - networks over Time SN - networks over Time S

| Animation | Timeslices | Clustering | | | Animation | Timesiices | Clustering | | | Animation | Timesiices | Clustering |
Phase Driration [ 0y embassy_tanzania_ct_period| Clustering creates new timeslices based
Transition Phase dul'atlnn:_i} 0 | 5ec ] 1) embassy_mnzania_ct_periodl on the input interals. Tlrnesl:esaren
Display Phase duration: I3 o | set |55 ‘ﬁ#d trgenemr:!n_gasmps el
=_— []2y embassy_tanzenia_ct_period3 beginning of the period (February 1, for
Made Pasitioning L example).
= || 3 embassy_mnzania_ct_period4
) Constant I
: ] 4) embassy_ranzanta_ct_periods =ielect Clustering Period= | w |
L DeErermingd by Timeslice
[ ] Autozoom
] Record Mode Lodtions upon
— Exdting a Meta-Metwork
| Play | Stop
Cluster || Detuic |

The Animation Tab controls the workings of the animation. It also contains
the Play/Stop buttons.

The Timeslices Tab contains checkboxes for all active Meta-Networks.
Placing a check mark in the boxes will use that particular Meta-Network.

The Clustering Tab allows you to set the time frame for clustering by day,
week, month, or year.

Animating the Display

Pressing the Play button will start the animation. Below are the five agent x
agent Networks. In different time slices new nodes appear and the
connections between the agents changes.
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” E:E Drill Down

E DrillDown allows for any path to be followed.

From the drop down textbox select the node you wish to start with. Here
we'll begin with daniel jackson.
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« & Drill Down

Select a new root node;

col_jack_o'neil
maj_samantha_carker
daniel_jackson
keal'c
jacob_rarter_selmak
Ll
osivis_sarah_gardner
It _elliokt_lantash
rarir

rnartouf

Zipacna

ba'al

rer'al

aldiin

anubis

anise

janet_frazier

kravell

kanith

jarren

olokun

marrigan

kali

v arog
maj_ransfigld
qen_harmmond

rirrki

|2

The dialog box below will appear confirming you want to discontinue your

last drill-down session.

\:‘:) Reset drill-down window with root node narim?

[

|[ Cancel ]

Click on the node and a contextual menu will appear with all the links it has
to other nodes. | select <event> (5 nodes).
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Show links to all node classes (50 nodes)
Show properties
Shows links to <agent> (18 nodes)

Shiow links o <event= (5 nodes)

Shows links to =Faction> {3 nodes)
Shiow links o <group= (0 nodes)
Shiow links to <infarmations (0 nodes)
Shows links to <knowledge > (5 nodes)
Shiow links to <location= (7 nodes)
Shiow links ko <resources (5 nodes)
Shows links to =task> (2 nodes)

Shiow links to <timeFrame = (5 nodes)
Shows links to =weapon= {1 nodes)

This shows the five events the daniel_jackson was at.

« = Drill Down

Select a new rook node: | daniel_jackson v| [ + ][ = ]

danigl_jackso

revanna_meetiﬂd |repla|:e _iarrer'|| |5|;||:_meetir'u;t |tn:u||ana_attan:l<1 |5ummit_meetir‘|

Next | select summit_meeting and from the contextual menu select
<resource> (4 nodes).
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[ Shnw Ilnks ko all node classes I{ES r[u:u:les]l
Shows properties

Shiow links o <agent> (11 nodes)
Shiow links o <event= (0 nodes)
Shows links to =Faction= {0 nodes)
Shiow links bo <group= (0 nodes)
Shiow links ko <inFarmations (0 nodes)
Shows links to <knowledge > (5 nodes)
Shiow links to <location= (1 nodes)

Show links to <resource> (5 nodes)

Shiow links to <task= (4 nodes)
Shiow links to <timeFrame= (0 nodes)
Shows links to =weapon= {0 nodes)

It drills down showing the five links to resource nodes connected to the
summit_meeting.

* Drill Down M(=1E3

Select a new rook node: | daniel_jackson v| [ + ][ = ]

daniel_jackso

\

evanna_meeting | replace _iarrer'|| |5g|:_meetin|;i |tn:u||ana_attau:l<1 |5ummit_meetinl
|uze_memnry_dru& |pi||:|t| |u59_5yrnbin:ute J:u:uiSl:ur} |5p1_.rir‘|g| 'Lt_glz_'rja___iép;_nﬁ
< [ *

This can be continued for as long as you need.

The [+] and the [-] buttons increase and decrease the font size.
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Node Cloud

% In ORA you can opt to visualize your data as a word cloud. A word cloud
can loosely be described as a visual representation of words that appear
within your data by displaying words that appear with the most common
frequency as the largest. Below is a screen image of the SG1 data set as
visualized in ORA's word cloud feature.

= = Word Cloud 10| x|
File Options
Horizontzl ¥Words:72% :;
| "
[ B 1 b
et | et bl
|nf|ITmI:T': summit memory_ ali:nng dl'l.lg
Zelecta Layout sym IDTQ—POISOHQQTE affackv_ B
4 o
Cloud Layout - o - “'::_”I»ﬂ:' .
B it
; k
- ii infirtrate_pidiorid &
Min Font Size: EIII ¥ afind_ring room
— o R
PMac Font Size: 25 'E I i At st &
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i poison_suemenit 'E
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. i M r= I
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Word Cloud Tools and Settings

File : By accessing the File Menu you can open a previously saved Meta-
Network, Save an Image to the clip board, and close your Meta-Network

word cloud.

Options :
word cloud visualization.

In options, you can choose the measure you wish to apply to your
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Horizontal Words : You can use this slider to set the ratio of the horizontal
words visualized to the vertical word display (e.g. changing this setting to
100% would result in all horizontal word visualizations and no vertical
words. Conversely, changing this setting to zero has the opposite effect.

Select a layout : Choose either word cloud layout (default) or a square
layout. The square layout will attempt to visual your word cloud in
approximate equal ratio of width and height.

Min. Font Size : Sets the parameter for the smallest font size to display.
Note: if you change this setting, click "run" to have the new setting applied.

Max. Font Size : Sets the parameters for the largest font size to display.
Note: if you change this setting, click "run" to have the new setting applied.

Max Words : Sets a limit on the maximum amount of words to visualize
(e.g., if you set this at 10, the word cloud will only visualize the words that
appear in the top ten in terms of frequency.

Run : Click [Run] to apply any changes to the settings.

E:E Help Menu

The Help Menu contains information which is beneficial in running ORA.

Help Contents : Calls up this Help File System

System Monitor :

- - System Monitor

63.56 ME maximurmn
14.63 ME allocated
12,93 ME used

17 threads

b Close window
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About ORA : Contains information regarding this software, the
institute of origin, permissions and warranties, version and build
dates, and Java usage.

” E:E The ORA Visualizer

The ORA Visualizer produces a graphical model of a Meta-Network
comprised of Links and Nodes. Moreover, you can interact with your Meta-
Network model by removing key actors, isolating certain links,
focusing on any particular relationship between two nodes using
tools such as the Path Finder.

You can apply a host of grouping algorithms, look at node's Sphere of

Influence, Locate Nodes, which may be hidden in complex clusters of nodes
and links.

The Visualizer Interface
Below is a visualized Meta-Network displayed with the current tools available

in the Visualizer. In this view all nodes and links are visualized. Note the
different palette areas and options available from the Visualizer.
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Synchronization

Synchronization allows you to work in the Editor and instantly see those
effects in the Visualizer (or visa versa). Adding or removing a link in the
Editor will place that link on the screen in the Visualizer.

The ORA Layout Algorithm uses a standard spring embedder algorithm.
For large data sets, this has been enhanced using the Barnes-Hut Simulation
for calculating the force of repulsion between any two nodes.

Reference :Nature 324, 446 - 449 (04 December 1986);
doi:10.1038/324446a0, A hierarchical O(N log N) force-calculation
algorithm, Josh Barnes & Piet Hut
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E:E The Visualizer Toolbar

This section explains the function of each of the toolbar's default buttons.
The user can add or remove buttons from the toolbars. These are explained
in other sections of this help.

When you first load a Meta-Network you will see the pause button
depressed in the Visualizer tool bar. You can layout the Meta-Network by
clicking the play button. The visualization will space apart across the screen.
This is called laying out a Network. The Visualizer is separating nodes and
links that, at first, appear on top of each other. You can pause this process
again when you think the Meta-Network is satisfactorily spaced apart or you
can let ORA lay out the entire Meta-Network. Your computer speed, as well
as the complexity of Meta-Network, will determine how long this takes.

e Copy 7/ Paste : This feature allows you quickly capture a
visualization and save it to be pasted into another document later.

Play / Pause : The Play Pause function works very similar to
the play pause feature on any device. The pause button (two

B vertical bars) is depressed, the Visualizer stops laying out a

i Meta-Network. When the play button is depressed (right pointed
triangle) ORA Visualizer begins laying out the Meta-Network as
described above. The red ellipse highlights on the tool bar where
this feature is located and accessible.

Magnifying / Maximizing : The Magnifying Glass icon with the
plus sign inside it, allows you to instantly fill the Visualizer window

*® pane with the currently rendered Meta-Network. The red circle in
the screen shot above highlights where to access this feature on
the Visualizer tool bar.

If there are any nodes off screen, clicking the button once will bring all the
nodes into view on the screen.
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NOTE : This function works well when selecting a small part of your overall
Meta-Network and magnifying it to fill the Visualizer screen.

Rotating The Visualization : To Rotate your visualization
Ru:utate@ look for the word next to the Noon-pointing sundial icon in
the tool bar. This feature is another way to manipulate your
visualization to fill the entire Visualizer window pane.

NOTE : Use this feature in conjunction with the magnifying glass function to
work your visualization into largest size possible.

™ Show Labels : The Show Labels button allows you to toggle the
~ labels on & off in the Visualizer. Default is ON.

S Show links : The Show Links button allows you to toggle the
links on & off in the Visualizer. Default is ON.

Show Arrows : The Show Arrows button allows you to toggle
L;_“) the arrows on & off in the Visualizer and show directional data.
Default is OFF.

Font Size : The Font Size allows for setting the size of
the font in the Visualizer. This allows you to change the
size of the font to suit you needs for each individual

Font Size| 14 3 Visualizer set. It ranges from 4, which is almost
unreadable, to extremely large numbers, which can also
be unreadable by virtual of overcrowding. So pick the size
of font that best suits your screen.

B @ @

e

cm_iac%g;lntein COI_t_&Ci]é_Olnem

eeting

acal jact_a'nalll

e [18_Carter

22 ing
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Node Size : The Node Size allows for changing the node
size, larger or smaller by increments of one. Four is the
smallest size possible and creates a very small, almost

Mode Size

e
18

indistinguishable dot. As the number increases is
becomes easier to see the individual nodes until the

number gets to a point where is can simply overpower
the screen. But this gives you the ability to customize

the entity size to suit your needs.

Entity Size (a Link Width | 2 : dEntit\y Enkity SiZE@ Link Width | 2

{ Entity Size@ Link width | 2 % || tfefl

j— j—

p—

neill

revanna_bombardment revanna_bombardment

mﬁmantha_cader m_ﬂmantha_cader

revanna_bombardment

WL\\‘I“ aj_samantha_carter

NOTE : This also affects the size of the nodes in the Legend.

Link Width : Allows for changing the general width of the line,
larger or smaller. And as the options before you can pick the exact

size which best suits your needs for the display.

Link: ‘wickh 1] - Linik. wicith @

e )

— —

—

Meta-Node Size : Use the Meta Node Manager to handle

creating and removing Meta-Nodes.

Node Sizes : The Toggle Node Size button rotates through three

sizes for the nodes (as seen below).
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Hide links with weight:

Less Than

Y
w 0.0 2

Hide Links by Weight : Use the Hide Links with Weight to select which
links to display. As long as there are links with different values you can hide
links of smaller values leaving only the more important links visible. This can
assist in seeing links that might normally be too cluttered to view. Below left
is a Meta-Network with all links in view. Below right is the same Meta-
Network with links less than 2.0 hidden.
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Drag : Used to move the view around the Meta-Network to see

different parts. Press and hold the left mouse button and move the

pointer around to view various parts of the Meta-Network.
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" Marquee : Click and drag the marquee over nodes to select them.

After releasing the mouse button the set of selected nodes will remain
enlarged enclosed in a dashed line.

spying

speak_goy

After selecting a group of nodes they can be moved all together. Press the
[Pause] button on the toolbar, switch to the [Move] tool, then grab and

move the group. This is useful in creating displays of small portions of the
Visualizer.
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drug_osiris

poison

=10

daniel_jackson g

NOTE : Only one set of nodes can be selected at a time. Creating a second
selection negates the first nodes selected.

AN

The Paint Tool : The Visualization Paint tool allows you to
draw on the visualization. You can select a brush size and a
brush color via a small pop-up menu that appears whenever paint
mode is selected. Nodes are also selected whenever you stop
drawing, using the shape drawn (plus a line from the endpoints of
the drawing) as a giant polygon, which selects nodes based on
whether or not they’re inside the polygon. There’s also a “clear”
button that removes all paint. “painting” works similar to using a
marker on your computer screen — no matter how much you
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zoom/pan/do whatever to the visualization, the marks will remain
in the same place.

Py Node Creator : You can create new nodes within pre-existing
NodeClasses or create them in a new NodeClass.

\ Link Creator : Click on one node then drag the pointer to a
second node. A link between the two will be created.

(? Node 7/ Link Eraser : While the Eraser tool is active any node or
link clicked will be removed from the Meta-Network.

E:E Show/Hide Labels

EJ Node labels, which often prove helpful in describing Networks, can
sometimes clutter a visualization. Thus, it may be necessary to eliminate
labels from your visualization. To remove labels go to Visualizer tool bar and
find the Show Labels button.

This initial screen shot shows the Visualizer with all the labels.

/

use_symbiote_poison g
use _memory drug \
spying g

When you click the Label button on the Visualizer tool bar ORA toggles the
labels on and off. Note that now a much more clearer conceptual picture of
the network is produced. You can flip between the two views.

acob_carter_selmak

E:E Hide Links By Weight

186



ORA can visualize your network with only the more weighted links
displayed. Below are procedures to accomplish this task.

You can select to hide links either Less Than or Greater Than a certain
value. Below is an agent x location network. And there are three tooltips
displayed for jacob_carter for the values of 1.0, 2.0, and 3.0. We'll keep the
hiding style as Less Than.

janet_frﬂzier gen_hammﬂnd

hasaraSystem_spaceStation
cargoShip_spaceStation

danieIJ ackson From jacob_carter_selmak
To hasaraSystem_spacestation

yu_homeworld | weight (double) = 1.0

From jacob_carter_selmak

b_carter_selmak To yu_homeworld
Weight (double) = 3.0

cargoShip_tok'ra

From jacob_carter_selmak

_lantash i
. o revanna
o aldwin weight (double) = 2.0

First we'll increase the value to 1.1 hiding all lower values. The link to the
hasaraSystem_spaceStation is removed from view. The others, however
are still on the screen.
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janet_frazier g e 9en_hammond

hasaraSystem_spaceStation
\ cargoShip_spaceStation

leal'c g earth \_Lda{ieuackson
yu_homeworld

ren'al

From jacob_carter_selmak
To yu_homeworld

ob_carter_selmak

@ Weight (double) = 3.0
eldg ann cargoShip_tok'ra
_lantash g From jacob_carter_selmak
@ aldwin T

Now let's increase the value to 2.1. This removes the link from jacob_carter
to Ravenna.

janet_frazier g e 9en_hammond

hasaraSystem_spaceStation
\ cargoShip_spaceStation

leal'c g earth \_X@Jacksnn
yu_homeworld

ren'al

From jacob_carter_selmak

revanna
eld.

_lantash g
o aldwin

jaCob_carter_selmak

cargoShip_tok'ra

To yu_homeworld
Weeight {double) = 3.0

If we increases to value to 3.1 then all of the links would be removed.
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In this way you can remove links which are of lesser important to
concentrate on a smaller set of data.

E:E Hyperbolic View

The Hyperbolic function creates a bulge within your visualization adding a
sense of depth. By moving the slider from right to left, you can increase or
decrease this bulge effect and create different depth-added views. By
moving the network around the window you can create the view you need.
The Hyperbolic radio button and slider can be found at the bottom of the
window.

This tool is useful when nodes may be very tight on screen such as the ones
in the following images. Using the Hyperbolic tool you can help space them
out for easier viewing. Here is how to do so:

—

" Zoom; -6 (17 Fyperbolic: O % entities, 1255 edges

£
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NOTE : The Hyperbolic function, when selected, converts the slider to this
feature. This is also true of using the zoom and rotate functions. Use all
three in conjunction to get your visualization just the way you want it. Scroll
down below this screen shot for another when viewed with the Hyperbolic

feature.

poison_jaffa_at_gate

find_ring_room

maj_gatriavihd stany s ' Spy._‘qn_summit
2ol feadies s mit
(% i} it ge b mit

L]
-

create_m B R Emie R

det_reole_chemical
janet_frazier

gen_hammond

Select the Hyperbolic tool and move the slider to the right. Then click-and-
hold on some part of the white background and move the entire network to
the left. You will notice the space between the nodes begins to increase the
closer them come to the center of the screen.
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Now the nodes are able to be read much easier.

NOTE : It is useful to use this tool in conjunction with the Rotate and
Magnify tools to obtain just the view you desire.

E:E Rotating A Visualization

You can rotate a visualization with the slider bar at the bottom of the
interface or from the tool bar at the top. To do this from the slide bar, click
the rotate option toward the bottom of the interface. This activates the
rotate feature.

As you move the slider from the left to right, your visualization will rotate
correspondingly. From the tool bar, you can click inside the rotate icon,
which will turn the visualization depending on exactly where you clicked.

In the screen shot below, the yellow ellipses highlight where to access ORA's
rotate tool both at the bottom and top of the Visualizer interface.
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NOTE : Use the rotate feature in tandem with the magnifying glass to find a
visualization's maximum screen size.
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E:E Zooming

At the bottom of the Visualizer interface is a sliding zoom bar (image below).

You can drag the scrollbar left (to zoom out) or right (to zoom in).

O Foom: 15  © Hyperbolic: 0 23 entities, 38 edges

£ | Zoom Out —-— [ —— Foom In *

In the screenshot below the zoombar has been set to the far left, the
absolute zoom out possible. At this point very little is distinguishable.

192



maj_mansfield
rﬂﬁﬂiﬂi’&'ﬁﬁ‘ﬁﬁﬁ

col_jack_o' neill
maj_samantha_carte
martauf

In the next shot the zoombar has been placed almost to the far right,
absolute zoom in. It allows for extreme close-ups of various parts of the
Meta-Network.

193



spying

danigl_jackion

. use_memony_dng

jasob_cadai_galmg

NOTE : Clicking on the Magnifying glass in the Visualizer tool bar will set
the view to include all visible nodes.

E:E Visualizer Paint Tool

\ The Visualization Paint tool allows you to draw colored lines on a
visualization. You can select a brush size and a brush color via a small pop-
up menu that appears whenever paint mode is selected.
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s = Painting Tools x|

Brush Zize

R _J

o 5 [0 15 20 25 30

Brush Calor

Custom Colar |

Clear

Nodes are also selected whenever you stop drawing, using the shape drawn
(plus a line from the endpoints of the drawing) as a giant polygon, which
selects nodes based on whether or not they're inside the polygon. There's
also a clear button that removes all paint. Painting works similar to using a
marker on your computer screen - no matter how much you zoom/pan/do
whatever to the visualization, the marks will remain in the same place.

From the Paint Palette you can select a brush size by adjusting the slider.
Then choose a color by clicking a pre-set colour or clicking the [Custom
Color] button and select any color. Clicking the [Clear] button sets
everything back to default. Once brush size and color are selected, you can
draw on the Visualization.

To undo your drawing click the [Clear] button.

NOTE : If you pan the visualization, the paint drawing will remain stationery
on the screen. It does not move with the visualization.

” E:E File Menu

. Open Meta-Network : This opens an Open File dialog box so
|=4 you can navigate to a directory and open a Meta-Network into the
Visualizer.
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Lf'_“%' Open ORA-Image :

Save Image to File : This opens a Save As... dialog box and
@ allows you to save an image of the current Visualizer in one of the
following formats: PNG, JPEG, SVG (scalable vector), or PDF.

Save Meta-Network to File : After you've made changes to the
H information you can save the current status of the Meta-Network
into a new file in a DyNetML* format.

Save Special :

&

Save Meta-Network (Only Selected Nodes) :

L’_r“%' Save Grouping to New Meta-Network :
g Save Meta-Network (No Dotted Links) :
I_x

Save Meta-Network (Only Dotted Links) :

Copy Image to Clipboard :
Similar to the Save Image to
a] File... only saves it to the
' clipboard where you can paste
it into an image-editing
program.

Add Meta-Network to ORA :
Save the currentlyvisible
network into a new Meta-

E—O Network titled, New Meta-
Network. This new Meta-
Network can be renamed
accordingly.
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o Add Grouping to Current
e Meta-Network :

Add MetaNodes to Current
= Meta-Network :

Qﬂj Visualize in 3-D :
ﬂ GeoSpatial Networks :
&g\ Node Cloud :

Close : Close the Visualizer
and returns to the Main
Interface.

” E:E Save Image to File

An image can be captured from the Visualizer and saved in one of four
formats:

e PDF : This format us usable with Adobe's Acrobat and Reader
programs.

« JPEG : A standard compressed format for image editing.

e PNG (Portable Network Graphics). PNG is a bitmapped image format
that employs lossless data compression. PNG was created to improve
upon and replace the GIF format.

“ORA Images” are functional in regards to PNGs. Whenever you save a
PNG, relevant information about the visualization gets stored inside the
image. This makes saving a little longer, but not so long that you’d notice if
you were not looking for it. These images Node Colors, Node Location,
Screen Center, and Zoom Value.
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Loading images into a Visualizer will re-create the image inside the

Visualizer. Loading an image is as simple as dragging-dropping it onto the
Visualizer.

« SVG : Stands for Scalable Vector Graphics. SVG is an XML specification
and file format for describing two-dimensional vector graphics, both
static and animated. SVG can be purely declarative or may include
scripting. Images can contain.

Selecting Image Resolution on Save

After choosing a format form the drop-down menu and specifying a filename
press [Save]. A dialog box will appear asking for the quality of the image.
The 1.0 saves the image in the same resolution. A higher number will result
in a higher resolution image.

P Input the image's desired scale

‘“‘-‘.' 1.0

[ ok H Cancel ]

Below are examples of an image saved with a scale of 1.0 (on the left) and
then saved with a scale of 5.0 (on the right). Use a number higher than 1.0
if there is a need for a higher resolution image.

Scale of 1.0 Scale of 5.0
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NOTE : Values less than 1.0 are ignored when scaling images.

k=

Actions

This section of the help contains a description of the functions of the Action

Menu:

9

@

<

Undo : Undoes a variety of actions performed in the Visualizer.

Add Node(s) : Function for adding Nodes directly into the
Visualizer. These can be added to existing NodeClasses or within
newly created NodeClasses. You also have the option of the
number of nodes to create.

Add Node (with links or attributes) : Allows you to add a Node
directly into the Visualizer. In addition you can create links and
assign weights to these new links. You can also select attributes
and assign values to these attributes.

Add Link : Allows you to create new links in a Meta-Network in
the Visualizer. Then select the source and target nodes and then
select the network. You have the option of creating a new network
for this link. Lastly you can select the weight of the new link.

Notes on Display of Multiple Edges : If your Meta-Network contains
graphs with “multiple edges between two nodes” ORA will display the
edges as curved lines so as to allow visualization of overlapping Edges.
This is to say that if there is represented two nodes with four edges coming
from four different graphs.

Please note that Tool tips are currently handled by math looking at the
edge as if it were a straight line. Since our line is not straight anymore, it
will only be highlighted if the cursor’s in the middle — nowhere near the
edge. But otherwise, you should still see tool tips.

b2

Pin All Nodes : Set all nodes as unmovable
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b 4

Unpin All Nodes : Release all nodes and allow them to be moved
independently.

Isolates

Hide Isolated Nodes : Remove any node which has zero links
connecting it to other nodes.

Periphery : Moves Isolates back to their original position.

Combine into MetaNode : Collects all the Isolate nodes into a
Meta-Node.

Move into Column : Moves all isolates to the right side of the
screen in a column. The isolated nodes can be moved back using
the Periphery option.

€0

Hide Pendant Nodes : Remove any node which has only one
edge connecting it to another node.

Recursively Hide Pendants : This function will run the both the
Hide Pendant routine until there are no more Pendants.

Recursively Hide Pendants and Isolates : This function will run
both the Hide Pendant and Hide Isolate routines until there are
no more Pendants or Isolates.

Show All Nodes: Any nodes that were previously hidden will be
revealed.

Show All Nodes Except Isolates : Reveal any nodes that were
previously hidden with the exception of nodes that have no links
connecting them to another node.
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Compute Standard Measures for Visible Network : Compute
Standard measures computes the following collection of measures
E;u on the visible network: Total Degree Centrality, Betweenness
bl Centrality, Eigenvector Centrality, Cognitive Demand, Resource
Exclusivity, Task Exclusivity, Knowledge Exclusivity. The measure
values can then be viewed within the Entity Status Window.

” E:E Hide Pendants

Pendants share links with only one other node. Their linkage is tangential
and therefore isolated from the core linkages you may be interested in
examining. Pendant Nodes, like Isolated Nodes, can be hidden.

From the drop down menu in the Visualizer select Tools > Hide Pendant
Nodes.

Below is a Before/After screen shot of the visualization before showing the
removal of the pendant nodes.

daniel_jackson daniel_jackson

sgc_meeting sgc_meeting

gen_hammond

ren'al ren'al

E:E Add Node
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IMPORANT NOTE : Changes done using Add Node(s) and Add Link(s) are
transient. Be sure to use either the File > Save Meta-Network As... (to
save the entire Meta-Network with additions) or File > Add Meta-Network
to ORA (to create a new Meta-Network using only the currently visible
nodes). Changes can not be saved back to the currently open Meta-Network.

The Add Node(s) function allows addition of nodes to the current Visualizer.
These added Nodes are not added to the currently open Meta-Network. If
there is a need to save the Meta-Network with the added nodes then use the
menu item File > Save Meta-Network to File... and create a new Meta-
Network.

Below is the NodeSet for Stargate with the original 16 node NodeSet.

Mode ID Mode Title
<set filk,,, % | <sek filk,,, w
1 A0 col_jack_...
] |aoz maj_sarm...
1 |03 daniel_jac...
[1 |s04 teal'c
1 |aos jacob_cart...
O] |Ao6 It_elliott
1 |ao7 ren'al
O |ans aldwin
] |aog9 janet_frazier
O |a10 maj_marn...
AN FSE gen_harm...
1 [s12 lantash
F a3 narim
1 [s14 travell
O] |a1s asiris
O] |ats Yl

From the main menu select, Actions = Add Node(s) which brings up the
Add Node(s) dialog box.
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s & Add Node(s) x|

This window will allow you to create new nodes
ina meta-network via the visualizer.

Mote: Mew nodes and node classess must have
unigue 1Ds

® Usean existing node class

L Usea new node class

Mode Class: AZENT -

Mode D |417]

PMumber to Create:

o

| Create Mode(s) | Close

1. Use an Existing nodeset :

allows for a NodeSet selectable in option 2 or Use a new nodeset
creates a new empty NodeSet.

2. This dropdown gives the option for selecting a pre-existing NodeSet to
place the new node.

3. The Node ID: textbox is used for giving the new node an ID.
4. The Number to Create: specifies the number of new nodes.

NOTE : If the Number to Create is larger than 1 then the text placed in
section 3 for Node ID will be used as a prefix for all new nodes crated.

After inputting the information to add node Al17, the Visualizer will now
display the new node as A17 with no connections. In order to display this
node with a title will require saving the Meta-Network and changing the
information within the ORA Editor.
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janet_frazier osiris

narim yu
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Adding Multiple Nodes

The procedure for adding multiple nodes is similar to adding a single node.
The exception is the text in the Node ID: textbox. When adding multiple
nodes only use a prefix. ORA will attach numbers, starting at 1, for each
node.

Here's the addition of three new nodes and the prefix A will be used. Three
nodes, A 1, A 2, and A_3 are created on screen.

NOTE : You can only use a prefix ONCE. ORA will not accept any previously
used prefixes a second time.

Mode 10 A .
maj_samantha_carter

Mumnber bo Create: <]

To add additional nodes use a different prefix.
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Mode ID; B )
i maj_samantha_carter

Number to Create: ]

ealgcol_jack_o'neill

A

daniel_jackson

bei garter_selmak ~hammond
ren'a oh 2
janet_frazier
lantash oh 3 <083

Ale oB_1

oB_2

NOTE : Now either save the altered Meta-Network using the File > Save
Meta-Network As... to a new filename or continue with

E:E Add Link

Allows you to create links between nodes in the Visualizer and place them in
an existing NodeClass or create a new NodeClass. You can also set the
weight for the new link.
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Fiaddaunk

This window will allow you to create new links in a
meta-netsork via the visualizer.

Select the source and mrget nodes, then select the netwark
[OF create a new onej

ote: Few netwarks must have unique 1Ds

Sart node

Mode class: |com @ size 53

-
Mode: zusan IEI

End node

Mode class: | cam ; size 53 Pt

Mode: susan Iv

[ |insert Modes as they're clicked

™ Usean existing network

() Use a new network

Metwork: COMm ¥ com | w
Link v eight: |.0 |
Create Link Close

NOTE : Changes done using Add Node(s) and Add Link(s) are transient. Be
sure to use either the File > Save Meta-Network As... (to save the entire
Meta-Network with additions) or File > Add Meta-Network to ORA (to
create a new Meta-Network using only the currently visible nodes). Changes
can not be saved back to the currently open Meta-Network.

1. Start node : The start of a directed edge.
2. End node : The end of a directed edge.

3. Insert Nodes as they're clicked : Fills in the textboxes for Node.
The first click adds the node in the Start node section. The second
click adds the node to the End node section. Any further clicks will
make the previous End node the start node and the newly clicked node
becomes the new End node.
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4. Use an Existing network : will place the links within the chosen
network form the dropdown menu and Use a new network creates a
new network from the name in option 5.

5. New Network ID : is the name for the new network from option 4.
6. Network : allows you to choice the Network to create the link in.
7. Link Weight : The weight to assign the edge between the nodes.

NOTE : Since this function creates directed links a second link would need
created for reciprocal action.

Example : If a connection was made starting with A to B, a second
connection would need to be made starting with B to A.

Adding a Missed Link

If after the Meta-Network was constructed and it's noticed an link is missing
(e.g. janet_frazier should have been connected to gen_hammond), the
missing link can be added immediately without returning to the editor.

0siris
tha_carter

maj_sa

teal'c col_jack_o'neill @Y

gen_hammnn’ci daniel_jackson .
narim

peveeesea,, ravell
. eglanet_frazier

]
" -
Tranann®

From the Visualizer menu select Actions > Add Edge(s).
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x

This window will allow you to create new links in a
meta-netsork via the visualizer.

Select the source and mrget nodes, then select the netwark
[OF create a new onej

ote: Few netwarks must have unique 1Ds

Srt node
Mode class: | Agent ; size 16 -
Mode:  janet_frazier -

End node

Mode class: | agent ; size 16

Mode:  gen_hammond

@nser‘t Modes as they're clicked
@Jse an existing network

() Use a new network

(][«

[ etk agent x agent | = )
>
e
Link ¥ eight: o |

Create Link

Be sure that the Insert Nodes as they're clicked has been check marked
and that Use an existing network is selected with the correct network is
visible in the dropdown. Then select the [Create Edge] button.

daniel_jackson

aj_mansfield janet_frazier

The two nodes are now connected with a directed link.
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NOTE : this created a directional link from janet_frazier to
gen_hammond but not the other way. To make it go both ways, a second
link from gen hammond to janet frazier would need to be created.

E:E Add Network From Scratch

This function also allows the creation of Networks from Scratch. First,
remove the checkmarks from all the NodeSets in the Legend to remove

them from the screen.

Remaove all
checkmarks

The DataSet

..ﬂ.gent : size 16
] Event ; size 14
O Krowledae : size 9
D Resource : size 7
] .Task s size 18

,.Lu:u:atiu:un L size 7

Next prepare your data for inclusion. Here is a small, five node, NodeSet.

|| A01 || col_jack_o'neill ||

" AO02 || maj-samantha_carter "

" AO03 || daniel_jackson "

" AO04 || teal'c "

" AO5 || gen_hammond ||

From the main menu select Actions > Add Node(s).

In the dialog box activate the Use a new nodeset radio button.
Underneath, in the Type: dropdown menu, select the type of NodeSet. Then
in the New NodeSet ID: textbox give it a name. Then select the [Create

Node(s)] button.
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;1 Add Node(s) X

This window will allows you ko create new nodes
in a meka-network via the wisualizer,

Mote: Mew nodes and nodesets must have unique
IDs

() Use an existing nodeset

{(#) Use a new nodeset

Mew Modeset ID; |sg-1
Type: Agent b d

Mode ID: & |

Murmber to Create: 15

[ Create MNodels) ]

The five nodes will appear in the Visualizer with the prefix and attached
numbers. Now it's time to connect the nodes.

Ale oA 4

ASe oA_1

oA 2

From the Visualizer menu select Actions > Add Link(s).
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X]

.- Add an Edge

This window will allow you ko create new edges
in a meta-network via the visualizer,

Select the source and target nodes,
then select the nebwork (or create a new one)

Mote: Mew networks must have unigue IDs

Start node

MNode class: |sg-1 : size 4 vl
Mode: |F'._1 Vl

End node

Mode class: |5g-1 : size 4 vl
Mode: |F'._2 V|

Insert Modes as they're clicked

(") Use an existing network.

(%) Use a new netwark,

Mew Metwork, I |5|;|1 % 501

Edge Weight:

After selecting [Create Link] a new link will be drawn in the Visualizer.

A3
= oA 4

ASe A_1

A_2
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Now switch the NodeSet to use to Use an existing network, select the
newly created NodeSet in the dropdown, and create the rest of the links.

(%) Use an existing netwark

() Use a new netwark.

All of the links are now complete.

Save the Meta-Network with either Save Meta-Network As... or Add
Meta-Network to ORA and use the ORA editor to add in titles and
attributes.

‘ E:E Isolates

Periphery

Places isolates that were moved into column back to their original positions.
Hide Isolate Nodes

To further simply a visualization, it may prove useful to remove isolated
nodes from the visualization.

Isolated nodes are not directly linked or connected to other nodes, which
share direct links with each other. In the screen shot below, the red ellipses
highlights an isolated nodes which need removed.
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anet _frazier

summit meetlng repIaCEJarren

Select from the Main Menu: Actions = Hide Isolated Nodes.

In the screen shot below, after removing isolated nodes, the visualization is
further simplified.

summit_meeting replace_jarren

Combine into MetaNode

This option will combine all the Isolates into one MetaNode. This can be
expanded right-clicking to bring up the contextual menu.

Move into Column

This function is used to move isolate nodes from the main viewing area to
move easily view the connected nodes. These will be lined up on the left side
of the screen.

NOTE : The original dataset was changed in order to create the isolates.

NOTE : If the names are unviewable and off the screen, change the position
of the labels

The isolates can be returned to the original position using the Periphery
options.
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maj_samantha_carter

.DSir’iS

col_jack o'neill
dafiel_jackson

| Mfrazier

.narim

Y

.travell

.narim

.travell

.DSiI’iS

ey

col_jack_o'neill

rmaj_samantha_carter

dafiel_jackson

E:E Color Nodes By Attribute

When the agent-by-agent network is opened all the nodes default to the
color red. ORA has default colors for all the various NodeSets. But ORA can
also color the nodes based on their individual attributes. Here's the default

agent-by-agent NodeSet in red.

ria)_Sarmantha_cartér

daniel_jackson

jacob_carter_selmak

aldaan

col_jack_o'neil

Janet_frazieg

0sEins

nanm
Laveu
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From the Visualizer main menu select Actions ... Color Nodes by
Attribute or Measure. This brings up the Node Color Selector dialog box.

: = Mode Color Selector f'5_<|

Use this window ko color nodes by measure walue or
attribuke,

Select an attribuke:

Select a measure:
| <nelect w |

Selecting the down arrow for Select an Attribute:. Highlight an attribute
from the list. ORA gives default colors to the nodes.

friaj_samantha_garter

col_jack_o'neil

0sirs
A

daniel_jackson

gen_hammon

narim
jacob_carter_selmak
maj_mansfield

tranvell

Siiaan

In some instances the color distinction isn't highly visible. And for
presentation purposes a good contrast is necessary.

To bring up the Color Selector click on the color you want to change.
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« = Node Color Selector E'

Use this window to color nodes by measure value or
attribute,

Select an attribute:

e

Select a measure:
| “aelect

fFemale
male

Close

iy

Note: By hovering over the measure or attribute, you can bring up detailed
tool tips.

Select a new color from the swatches. Then select [OK]

. - Select an Entity Color

Recent:

L]

[ Ok H Cancel H Reset ]

Your new color choice is now reflected in the dialog box.

Female [
male []

And the nodes with the attribute you selected are now a new, and brighter,
color.
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miaj_samantha_tarter

. . asins
col_jack_o'neill

Wl
daniel_jackson

Janet_frazies

gen_nammon
nanm

jacob_carter_selmak
travell

aldwan

” E:E Resize Nodes By Attribute

Resize by Attribute uses the numerical value of an attribute to size the
nodes. Sizes will be scaled accordingly. Below is an attribute created for this
example.

The numbers range from O to 10 and denote approximate rank. 10 denoting
general/leader down through the ranks to 5 for civilians and finally O for
persons not involved.
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Mode 1D Mode Title | rank

zsetfilk,,, w | <set filk,,. | <setfilt,., =
1 |A01 col_jack_.. |9
] |a0z maj_sam... |7
1 |A03 daniel_jac.. |5
] |and teal' 5
1 |a05 jacob_cart.. |5
] |an6 It_elliott B
1 |a07 ren‘al 10
] |ang althwin 5
] |ang janet_frazier |5
O a0 maj_man... |8
O] a1 gen_ham... (10
O [a12 lartash 7
O] |a13 narim 2
O] [a14 travell 10
1 |a1s 0sits 0
O] |a1s YLl 1]

From the main menu select Actions = Size Nodes by Attribute or
Measure. Then select the attribute to use for the sizing. When finished,
select [Close].
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NOTE : Sizing nodes by attributes only works with attributes of numerical content.
Alpha content will have no affect on the size of the nodes.

i = Mode Size Selector f'>_<|

Use this window ko size nodes by measure walue or
attribute,

Select an attribuke:
rark. i

<select=
ally

dies
dies_when
gender
group

hiost
position
race
race-z
servitude
symbioke

Close

Each node will now be displayed according to the value in the chosen
attribute.
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NOTE : The numerals are not displayed in ORA and are shown only for display

purposes.
osiris ?_parim
f “Mtravell
u ] rave
Y o:f_uu ) !
janet_frazier. . .'t_E"IOH
daniel_jackson g emaj_ ansfield
- lantash
gen_hammnn'do_
coIJack_o'neillo..-.--' ""'--.J__a.cob_carter_selmak
L @iealc @ren al
maj_samantha_caner. .’aldwin

E:E Resize Nodes By Measure

ORA has the capability to visualize nodes by scaling them relative to each
other in relation to common SNA Measures or Attributes as selected within
the ORA Visualizer.

The key benefit to sizing nodes by Measure or Attribute is the ability to
conceptually capture which nodes in your network figure more prominently
in terms of measures by simply gauging their size visually and intuitively.

First, visualize one of your networks. Below is the Stargate agent x event
network to find the agent with expertise regarding events in the scenario.
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replace_jarren

jacob_carter_selmak

revanna_mee

It_elliott

gate_attack
escape_

in

escape_summit

osiris
oskjs arrives
drug_osiris

S
elanet_frazier

daniel_jack
gen_hammond

. atravell
eetm?
tollana_attack

\narim

aj_samantha_carter

obtain_data_crystal

bring_crystals_to_sgc

From the main menu select Actions = Size Nodes by Attribute or

Measure.

From the bottom textbox I selected Cognitive Expertise. Each of the nodes
in turn grows to reflect it's value from that measure.

i+ Mode Size Selector ﬁ|

attribuke,

Use this window ko size nodes by measure walue or

Select an aktribuke:

| “select

Select a measure:

| Cognitive Expertise

Close
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The display now changes to reflect each node’s value by size.

escape_summit
yu

osiris

oslkjs arrives |
rug_osiris

.ianet_frazier

gen_hammond

jacob_carter_selmak

revanna_me

It_elliott

] travell
eeti

tollana_attack

\.narim

maj_samantha_carter

gate_attack

escape_

lantash

revanna_bombar

maj_mansfield aldwin

bring_crystals_to_sgc obtain_data_crystal

We'll compare two nodes: daniel jackson and teal’c.

daniel_jackson's cognitive expertise value is 0.2400 and is displayed with a
large red circle while the value of teal'c is 0.1556 is displayed by a much
smaller red circle. The values can be read in the Node Status dialog box.

Cognitive Measure for daniel jackson

izeneral Info | Attributes | Measures | Meighbors

Measure Yalue

Cognitive Expertise |.24EIIZI

Cognitive Measure for teal'c
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meneral Info | attributes | Measures | peighbors

Measure Yalue
Cognitive Expertise |.1556

E:E Compute Standard Measures

This functions runs four standard measures:

: Cognitive Demand measures the total amount of effort
expended by each agent to do its tasks. Individuals who are high in
cognitive demand value are emergent leaders. Removal of these individuals
tends to be quite disruptive to networks.

: Betweenness tells us which node is the most
connected to other parts of a network. For example, Betweenness can tell us
which person in a network is the most central to the network as a whole.
Betweenness measures the number of times that connections must pass
through a single individual to be connected.

: Eigenvector Centrality reflects one's connections to
other well-connected people. A person connected to many isolated people in
an organization will have a much lower score in this measure then those that
are connected to people that have many connections themselves. This would
be true even if such a WHO might have a high amount of actual connections
(i.e. high degree centrality).

: Degree Centrality tells us the relative number of direct
connections a WHO might have in a network; the higher the score the more
likely a WHO might be likely to receive and potentially pass on critical
information that flows through the organization.

These values can be viewed either by hovering over a node and revealing
the tooltip or double clicking a node and bringing up the Node status dialog
and selecting the Measures tab.

E:E Visualizer Tools
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The ORA Visualizer provides a suite of tools to visually analyze your Meta-
Network. The Visualizer Tools can be located accessed from within
Visualization mode on the main menu bar (image below):

v

i

=

&

Drill Down : With the ORA Drill-Down Wizard you can quickly
visualize ego networks by overall node class knowledge, tasks,
resources, agents) or by choosing individual nodes from a
checklist. The ORA Drill-Down Wizard is only accessible through
the Visualizer:

Node Status: The Node Status Window is selected by default. It
first pops-up when you select any node in the Visualizer. This
window provides you with a snapshot of the currently selected
node by displaying that nodes unique Attributes, Measures, and
Neighbors.

Group Viewer : Allows viewing of current display to be viewed in
various grouping: CONCOR, Newman, Johnson, FOG, and K-
FOG

Propagation Dialog :

Key Set Selector : Helps put a set of arbitrary items on the
screen.

Legend : Allows for toggling visibility of nodes and links on the
fly.

MetaNodes : A Meta-Node contains multiple nodes collapsed into
one. You can create Meta-Nodes based on the NodeClasses in your
organization, or you can create Meta-Nodes based on the
attributes of the nodes. To create Meta-Nodes, you must access
the Meta-Node Manager.

Path Finder : The Path Finder allows you to focus or drill down
on a particular node, or multiple nodes, that you may be
interested in analyzing in greater detail.
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Sphere of Influence : Each node within a network has a unique

© Sphere of Influence or Ego Network, essentially it's direct
relationship with it's neighbors as a function of specified path
length.

Block Maps : Block Maps display varying intensities of data by
displaying "blocks™ correlating to the value of data. For instance, a
block map displaying node centrality values would reserve the

e largest block for the node highest in that value. Color is used to as
well to visualize different values with the darkest color reserved
for the highest value. Block Maps can also be referred to as heat
maps.

Node Locator : Brings up a window with the Meta-Network in a
e 9 collapsible tree structure. Selecting any node within this tree will
we highlight the node, enlarge it, and bring it to the center of the
display.

Micro Simulation :

33 Networks Over Time : Allows you to view a version of your
network across multiple time periods.

_Ql Vector Maps :

” E:E Drill Down Wizard

With the ORA Drill-Down Wizard you can quickly visualize ego networks by
overall node class (knowledge, tasks, resources, agents) or by choosing
individual nodes from a checklist. The ORA Drill-Down Wizard is only
accessible through the Visualizer:

From the ORA Visualizer Main Menu select Tools = Drill Down.

The following window box will appear.
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« = Drill Down Wizard
Gelect one or maore enkity seks belaw:

[][agent] size: 16

[ ] [knowledge] size: 4

[ ] [event, manual_svent] size: 3

[ ] [location, manual_location] size: 54
[ [resaurce] size: 4

[ [task] size: 5

Search: |
0 entity(ies) selecked, 86 visible, 86 takal,

manual_location resOUrce kask
all | agent knowledge manual_event
Entity Title | Entity [D Class
<get filk,.. W | <sekfilk,,, w | <set fil
[] A
O =
[]
[l
[]
] »
< >

Close

The top sections allows you to chose the nodes for use. The bottom tabs
allow for choosing specific nodes within a set.

Drill Down Wizard Example
Using the Embassy Meta-Network, we will render the various node classes

using the Drill-Down Wizard Tool. The screen shot below displays the
Embassy Meta-Network as it should first appear in the Visualizer.
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H_mpégg f nairabi
t{_* firmig i rexp e rtise

media_consultant

- . jihad_mohammed_ali
f ,4" g expertize

L ",’
!. Jﬂm;n

A R mohammed_salim

\ -
r p¥illence

residence

sin o 1
bragh dSes
Americggay /
mahmud_abouhalima

harbor,
am

jalalabad

manhattan

bunker darfur

SO b o o gl

kandah
andanar kharoum g

From the Main Menu select Tools = Drill Down.

This will bring up the Drill Down dialog box as shown below).
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+ = Drill Down Wizard

Gelect one or maore enkity seks belaw:

[][agent] size: 16

[ ] [knowledge] size: 4

[ ] [event, manual_svent] size: 3

[ ] [location, manual_location] size: 54
[ [resaurce] size: 4

[ [task] size: 5

Search: |
0 entity(ies) selecked, 86 visible, 86 takal,

. manual_location resOUrce kask
all | agent knowledge manual_event
Entity Title | Entity [D Class
<get filk,.. W | <sekfilk,,, w | <set fil
[] .
O =
[]
[l
[]
] »
an >

Close

Here, select the node class Knowledge by selecting the Knowledge check
mark box. The screen shot below, displays the end result that you should
now see in the Visualizer.
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«+ Drill Down Wizard

Bolect one of mone eriity sots balow:

[ [agent] size: 16

[+¢] Dnohacie] sizs: 4

[ [erveent,, marusal_evenk] size: 3

[[] Decation, maneal_location) sizs: 54
[ lresnmen) sizs: 4

(] Mraceh] size: & fPrraponi_wgedice

aarch: |
I'M.Il-:pu wr_aadramism

0 erkityijes) selected, 56 vistle, 56 total.
sureeillanoe_enp erise '
manisl_lecation resOUCE bk
M| agent Imowiedge manusl_evert

| Entity Tale | Enbéy ID Class
wsak filt... V[<p=tft... V‘]-:’s-etii

Ld 'midil_te P

OO OO0y O

Next, with the Knowledge node box checked, add the node class Task. The
screen shot below displays the end result.
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= Drill Down Wizard

Feliact e of more antity sats below:

inligicud_ssdrgmism

[ [agent] size: 16

[knowdedge] size: 4

[] [event, manusl_svent] size: 5

[] Docation, manuzl_location] size: 54
[[] [rescurca] size: 4

[] [task] size: 5 bemb_prap

mwing_training

CCF B ey T

Eearch: weapon_lraining
0 enkity(ies) selected, 65 visible, 86 total,
maanal e stian resource bask sumveillence h'wrﬂillanue_upﬂhﬁt

al agent knowdedige: meanial_evani

Entity Title | Entiby I Class
<get fik,.. » | <getfik... | <satFi

'mtd-a_c orgultant

| o o

Next use the search bar feature of the Drill-Down Wizard to narrow the
search.

Enter the word Bombing in the Visualizer search field below. Then select the
check box on the bombing row. The screen should now reflect your new
search parameters. Everything not associated with bombing has been
turned off.
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« = Drill Down Wizard
Elect one o mare entity sats below:
] [=gent] size: 16
[v] [knowdedge] size: 4
[ [evert, manual_ssvent] size: 3
[ Docation, manual_location] size: 54
] [resource] size: 4
[task] size: 5

T~
1 enitity , 1 wisible, 35 total.
manieal_location resoUrce Lask
Al | agent kreowiledge manisal_event
Entity Tille | Entity ID Class Typ
<sat fil,.. % | <sekfilt,,. = |<sstfik..,
@ bombing | bormbing tazk
Al ¥

'le ligieug_sxdremism

ombing

driving_training
bomb_piep

.weapuns_expertrpe

Drill Down Wizard Explained

The ORA Drill Down Wizard can be broken down into three primary sections

of input:

1. Section 1: enables you choose individual node sets or combination of

node sets to display in the Visualizer.

finding is not easily located.

. Section 2: of the Drill Down Wizard enables you to search for a
particular node within your Meta-Network. This can be handy when
you dealing with large nodesets and the one you are interested in

. Section 3: enables you check mark an individual node within your

Meta-Network by node class if so desired.
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« = Drill Down Wizard

Gelect one or maore enkity seks belaw:
[][agent] size: 16

[ ] [knowledge] size: 4

[ ] [event, manual_svent] size: 3
[ ] [location, manual_location] size: 54
[ [resaurce] size: 4

[ [task] size: 5

manual_location L resource kask

| Al | agent knowledge manual_event |
—— m_,_é
E AT e Class
<get filk,.. W | <sekfilk,,, w | <set fil
Ol A
W =
Ol
O
Ol
] »
Al 3

Close

E:E Node Status

The Node Status Window is used to reveal pertinent information about
one selected node. The window can be brought up by either selecting it from
the main menu, Tools > Node status or by double-clicking the node in the
Visualizer. The dialog box below will appear.
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i = Node Status: ren'al x|

Mode Tite: |ren‘al |

Faode class is "Agent"
IC is "AOF"
23 links

Meighbors |/S|:|ur'|:es |/ IIRIs |
Attributes r Measures
Mame Tyvpe Walue
dies_when Mumber revanna_attack,
gender Tewt Category  |female
ally Text Category  |yes
dies Text Category  |dies
servitude rlumber tok'ra
symbiote rlumber ren‘al
race rlumber tok'ra
position rlumber tok-ra_countil
host rlumber unknown
race-2 rlumber human
Eroup rlumber tok'ra_council
Add Attribute

Show this window when a node is selected

The top of the box will contain general information about the selected node.
Underneath there are five tabs available which will display the node's
information. You can switch nodes by selecting any other node in the
Visualizer. ORA will automatically change the display.

Neighbors : displays the nodes which are linked to the selected node. It
also displays the weight of each link.

Sources :

URIs : If there are any URIs attached to the node they are display under
this tab.

Attributes : Types and Values of all attributes are displayed under this tab.

Measures : If Measures were run on the Meta-Network their values are
displayed under this tab.
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E:E Link Status

The Link Status Window is used to reveal pertinent information about one

selected link. Active the window my right-clicking the link and selecting Link
Status or by double-clicking the link in the Visualizer. There are several tabs
available which will display the node's information.

- . Link Status: daniel_jackson, gen_he x|

Link y¥eight: .0
Metwork: agent = agent

Source Made: daniel_jacksan
Target Mode: gen_hammond

Source Modeset: Agent:size |&
Target Modeset: Agent | size |a

Attributes | URls | Sources |

MMame | Tvpe | YWalue

[¥] Showe this window when a link is selected

The top section display information about the link. The weight and to which
Network it belongs. It also shows the Source and Target Node and Nodeset.

Attributes : The Link contains any attributes they will be listed under
this tab.

URIs : Any URIs this link refers to will be listed under this tab.

Sources :
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E:E Group Viewer

The Group Viewer helps separate nodes into distinct groups.

We'll use one of the networks for each of the groups to further examine the
breakdown.

There are six groupings which can be called up:

Clique :

CONCOR :

Johnson :

Newman : Used to find clusters in a network.

FOG :

Alpha-FOG :
ORA implements the Newman algorithm presented in the following paper:
Finding community structure in very large networks, Aaron Clauset, M. E. J.
Newman, and Cristopher Moore, Phys. Rev. E 70, 066111 (2004). The
algorithm uses link weights. It is not the Newman-Girvan algorithm based

on betweenness centrality.

Please note, Newman developed this algorithm as it scales better than the
Newman-Girvan for large networks.

E:E Group Viewer-Cliques

Below is an image of the Group Viewer box and procedures for using this
tool.
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« = Group Viewer

This window will let you compuke and visualize groups
within the currently wvisible network, Select the algoritbm
wou want ko see, then compute the groups and select
the number of groups.

Algorithrm: | lEEES

FParameters

Minirmurn clique size: <]

Select a number of groups to see:

[ Reset H Close ]

Parameters

Minimum clique size :

E:E Group Viewer-CONCOR

Below is an image of the Group Viewer window and procedures for using this
tool.

« = Group Viewer

This windaw will lek you compuke and visualize groups
within the currently wvisible network, Select the algoritbm
vou wank ko see, then compute the groups and select
the number of groups.

Algorithm: | COMCOR w

Parameters

[ ] Use out-links {matriz rows)?

[ ] Use in-links {matrix colurns)?

Select a number of groups to see;

Compute | [ Reset H Clase ]
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Parameters

Use out-links (matrix rows)? The links leading out of the chosen node
into another node.

Use in-links (matrix columns)? The links leading into the chosen node
from another node.

Example

The example uses the network agent x task. Foe each of the three
possibilities in, out, both the display is shown with the number of groups
set to 4. The resulting displays show how the in and out links affect the
groupings.

Use both in-links and out-links

fly_cargoship
a_at_gate _
replace_jerran

jacob_carter_selmak
tefe

_revenna

retrieve_data_crystal
return_to sgc

hide_ata_crystal

| mansfield

Create _Hsafe memary _drug
inflitrate_yuiWorld

ren'al
find_ring_room

revenna_tbriefing

aj_sam a_carter
col IS5 mapua-

Use in-links
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retrieve_data_crystal

jacob_carter_selmak

maj_mansfield

teal'c

get_reole_chemical poisan

1302 AL BAlfhory drug
fly_ship) to_sumimit
fly_cargoship

replace_jerran

inflitrate_yLivorld

find_ring_roam
present_plan_to” sgc

return_to_sgc

revenna_briefing g

ren'al

col_jack_o'neil

maj_sarmantha_carter

Spy_0n_surmmit

poisan_summit

Use out-links
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retrieve_data_crystal poison_jaffa_at_gate

ﬂ"_l,l"_Sh| _tD_Su mﬁ_cargughip
defeny revenna

hide_data_crystal g replace_jerran

inflitrate_yudiorld
jacob_carter selmak

It_elliott

rnaj_mansfield

resgnnafhriefing
teal'c

poison_surmrmit
ren'al
col R4S ARRFE -

janet_frazier

find_tunnel_crystals

E:E Group Viewer-Johnson

Below is an image of the Group Viewer Johnson window and procedures for
applying the Johnson algorithm.
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« = Group Viewer

This window will let you compuke and visualize groups
within the currently wvisible network, Select the algoritbm
wou want ko see, then compute the groups and select
the number of groups.

Algarithrs v
Parameters
Relationship bype: | Similarity W
Link methad: | Singlelink. w

Select a number of groups to see;

[ Reset H Close ]

Parameters
Relationship type:
e Similarity
e Dissimilarity
Link method:
e SingleLink
o« CompletelLink

e Averagelink

E:E Group Viewer-Newman

« Below is an image of the Group Viewer window and procedures for
applying the Newman grouping algorithm:
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to break up.

« = Group Viewer @

This window will lek you compuke and visualize groups
within the currently wvisible network, Select the algoritbm
wou want ko see, then compute the groups and select
the number of groups.
Algorithm: | Mewman w
Select a number of groups to see:

Compute [ Reset ] [ Close ]

The Newman grouping is used to find clusters in a network. | began
increasing the number of groups to view until the larger cluster began

maj_samantha_carter

narim
col_jack_o'neill

daniel_jackson

travell

janet_frazier

aldwin

ren'al

1 9 ogiris
lantazh jacob_carter_selmak

It_elliott maj_mansfield

In this case the nodes remained clustered (with only one or two nodes
breaking off) until I reached 4 as the number of groups. Then the
network broke up into two large and two small clusters. The nodes in
each of the two large clusters have a commonality as to the
organizations they belong to and the tasks they were assigned.

i

Group Viewer - K-FOG

FOG (or Fuzzy Overlapping Groups) works in either square-mode
(NodeSet-1 x NodeSet-1) of multi-mode (NodeSet-1 x NodeSet-2).
The multi-mode is the more natural procedure. it's prime function is to
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form nodes into groups (clusters or communities) and show which
nodes share the secondary functions.

REMEMBER : Groups produce tasks - people participate in tasks.
Below are images of the Group Viewer K-Fog window for both
SingleMode and MultiMode.

el singieMode IR el Multiviode [l

This window will let you compute and visualize groups This window will let vou compute and visualize groups
within the currently wisible network, Select the within the currently wisible netwark, Select the
algorithm wou want to see, then compute the groups algorithrn you wank ko see, then compute the groups
and select the number of groups., and select the number of groups.,
Algorithm: | K-FOG w Algorithm: | K-FoiG w

Pararneters Parameters

agent x agent W agent x kask, W
Select the number of trees per node: <4 Select Mode Class to Cluster
agenkt
Select the tree size: 4 | © 20
) bask
Select a number of groups to see; 15
Select a number of groups to see: 1

Compuke

Compute | [ Reset H Close ] [ Reset H Close ]

Parameters

SingleMode and MultiMode

Select a Network: The same in both. The dropdown menu lists all the
available networks in the selected Meta-Network.

Select a number of groups to see : Number of groups to divide the

nodes into. Generally the analyst would have an idea of the number of
groups that are necessary.

SingleMode

Select the number of trees per node : The number of sample
events to generate.

Select the tree size : The number of people involved in each group

MultiMode

Select Node Class to Cluster : Selects, via the radio buttons, the
node class to display using the other node class as it's base.

Links

The thickest link is usually the leader of the group. The question to ask
iIs WHY is that particular person the strongest link. It is important to
look at the composition of the group(s) involved.
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If the weights are Lopsided (many strong and/or weak links) the

analyst needs to look at the association of the actors whose

information will assist in analyzing the groups.

e If a node is connected to only one group and that group has few actors
then it is considered somewhat insular.

. SingleMode Example

« Run on the agent x agent network with a number of threes per node

set to "2", the tree size set to "2", and the number of groups to see

set to "2". The header designation is "S=the set (1-5)" and "G=first or

second group”.

S1- Sl— S2- S3- S4— S4— S5- | S5-
- G1 GZ - G1 G1 Gl GZ Gl | G2

col_jack o'nei 0.16]|0.16 || 0.23
Il ) 25 67 67 81 )
gen_hammon |[0.43 0.3 ||0.]|0.16 0.28 0.57(/0.11
d 75 R 75 ||5 || 67 R 57 2HS 89 76
. 0.1 || 0. 0.04 {|0.09(]0.13
osiris -5 |1 0.25 16 50 34 “
u 0.33(/0.04
y 34 |16
0.04 0.05 |/ 0.10
lantash 0.25 16 38 5o
daniel_jackso 0.08 || 0.04
n 33 16
travel 0.04 ]|0.13
76 34
anubis 0.04110.26 ||0.15||0.11
76 67 79 76
ren‘al 0.04 || 0.26
76 67
maj_samanth 0.15]|0.05
a_carter 79 88
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maj__mansfiel 0.05 || 0.05
d 26 88
. MultiMode Example

« The agent x task network is used and the Task Node Class is
selected to Cluster. The number of groups to see was set to "4". The
results of hitting [Compute] five times are shown below. Each of the
results is different but there is an overall pattern. In four of them there
is a distinctive single large cluster of nodes.

E:E Group Viewer-ALPHA FOG

Alpha-FOG is similar to K-FOG in it clusters nodes into groups. The
difference between the two is Alpha-FOG is used when the analyst is not
quite sure of the number of groups.

The trade-off between K-FOG and Alpha-FOG is accuracy vs. insight.

The ALPHA-FOG dialog box
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« = Group Viewer E|

This window will lek you compuke and visualize groups
within the currently wvisible network, Select the
algorithm you want to see, then compute the groups
and select the number of groups.

Algorithm: | ALPHA-FOG A

FParameters

agent x task, W
Select Mode Class to Clusker
(%) Agent

() Task

alpha Yalue (0-17; 0.5

]

0.0 0.5 1.0

[ Left ][ Zoom Out ][ Right ]

Higher alpha value permits mare groups,

[ Reset H Close ]

Parameters

The dropdown menu contains all the networks in the Meta-Network. After
selecting a network OA will display the two NodeSets in the network below in
a set of radio buttons. Select one to display. The other will be used as the
tasks set.

Alpha Value (0-1):

The slider bar controls the APLHA-value. It defaults to 0.5. You can manually
move the slider right or left then press [Compute].

Below the slider are three buttons, [Left], [Zoom Out], and [Right].

e Pressing the Left button will reset the three values. The left value will
remain the same, the right values will be reduced by half, and the
middle value will be the value unequally between the two. Each press
of the Left button will repeat the sequence. Pressing the Right button
will do the same, but in the opposite direction.
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e The Zoom Out button reverse the above procedure in the exact order
(i.e. if you pressed Left, Right Right, Left, and Left the Zoom
Out button would undo then as Left, Left, Right, Right, Left).

The buttons at the bottom control the display. The [Compute] button uses
the current Alpha value and re-display the network. The [Reset button
removes all groups and resets all the nodes to default. The [Close] button
closes the dialog box.

Below is the initial display using the default of 0.5. It doesn't really tell us
much about the grouping of the network. There are some groupings but

there are also four groups with one node only and many small "almost"
groupings. Also all the links are the same weight which does not indicate the

leader of any group.
janet_frazier‘

aldwin

acob_carter selmak

Aﬂiel_iacksun

It_elliott

maj_mansfield

maj_samantha_carter

gen_hammond

Setting the slider bar to 0.0 groups all the nodes into a single group. This
contains the opposite problem as there is only one group.
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iacob carter selmak
teal'c

’Elld

It_eliottg |

daniel_jacksan col_jack_o'neil

maj_samantha_carter.--—f-' ren'al

janet_frazier gy lantash
maj_mansfield g @ JEn_hammond

Setting the slider bar to 1.0 divides the tasks into 18 groups, none of which
are distinctive. There is definitely no groupings here.

cob_carter_selmak

1
daniel_jack

I liott
1

maj_samantha_carter

maj_mansfield

janet_frazier /

It's necessary to find the optimum setting.

Starting from the default setting | clicked Left. The range was from 0.0 -
0.5. got three groups which looked fairly good. But | decided to check out
the other options. I clicked Left again and the range changed to 0.0 - 0.25.
But it combined all the nodes into one group. Definitely was he correct
grouping. I clicked Right and the range changed to 0.125 - 0.25. It split

them into two groups.
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gen_hammond g,
Janet_frazier g

daniel jackson
lantash -

aj_samantha_carter

ren'al

: : It elliott
maj_mansfield

jacob_carter_selmak

janet_frazier g ’QEﬂ_hammDnd

lantash tdaniel_jackson

1

col_jack_d

aldhwin maj_samantha_carter

maj_rmansfield It_elliott

E:E KeySet Selector in Visualizer Tool

Note : A slightly different version of this tool is available in the ORA Main
Menu interface (i.e., non-Visualizer tool).

You can use the Key Set Selector to simply complex visualizations. The Key
Set Selector tool is accessible from the Visualization tool bar at the following

path:
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i = Key Set Selector X

Ilse the Eey Set Selector to manipulate aspects of nodes in the
visualizer, including wisibility and node [ocation.

Find: | |AND |-
K.nowledge |/ Location |/ Resource |/Task |
ALL |/ AgENt |/ Event |
MHaode D Mode Title | Class (D Class Twpe
ssetfile.. | w |=setfit.. | v | =setfi. | w | =setqi.. |-
I:l FY
= 1=
-
[
™
[
[ E
q] T [ [*]
| Gelect All | | Clear All | 0 itemnis) selected, 71 visible, 71 tC

r‘-fisihilit;.f |/N|:u:|e Location |/N|:u:|e Appearance |/Other' |

Showe Cnly Checked [tems Show All But Checked [tems

Add Checked Items Rerove Checked [tems

Close

Key Set Selector Tabs
Visibility : Contains options for manipulating the display of nodes
depending on whether or not nodes are selected. You can also add or
remove selected items

Node Locations : All selected nodes can be moved to a column to the right
or left side of the screen.

Node Appearance : Selected nodes can have their labels shown/hidden and
the node color changed.
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Other : Create Meta-Node combines all selected nodes into a Meta-Node.
Highlight Checked Items

Create Meta-Node - All selected items are combined into a Meta-Node on
the screen.

Keyset Selector Examples

Following is a short example of the KeySet Selector. It covers the main
aspects of the tool only.

Filker Commands

Find: |poison
Rule: ) Match at least one Filker (%) Match all filters

ALL | Agent | Event | Knowledge | Location | Resource | Task

Mode D Mode Title | Class 1D Class Type
<sebfilk,.. | <setfilk,.. w | <sebfilk,.. % | <setfilt,,,
ADE It_elliott Anent Agent
A2 lantash Agent Agent
E14 poison_s... |Ewent Event
k0 symbiote_... |kKnowledge |Knowledge
R0O1 symhbiote_... |Resource Resource
ROG data_crystal |Resource Resaource
T poison_s... |Task Task
To4 paison_jaf.. | Task Task
TOA create_poi.. | Task Task
£ ¥
[ Select All ” Clear all ] 9 jtem(s) selected, 9 wvisible, 71 tak

In the Filter Commands textbox the word poison is typed which causes all
nodes with poison in any attribute to be revealed. Pressing the [Select All]
button places a check mark in all the nodes. Lastly in the Visualizer
Commands pressing the [Show Only Checked Items] button hides all
but the checked items.
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poison_summit poison_summit
symbiote_poison /.

/ create_poison
poison_jaffa_at_gate o/ - =

lantash data_crystal

It_elliott
= symbiote _poison_formula

The [Clear All] button is pressed to clear all the check marks. poison is
replaced in the Filter Commands with the word sg-1. Be aware that even
though only nodes with sg-1 are to be added the two nodes with sg-17 also
appear as sg-1 is a sub-string of sg-17. SO instead of using the [Select All]
button check marks are manually placed in the check boxes desired.

Filter Commands

Find: |sg-1
Rule: ) Match at least one filker (33 Match all filkers

ALL | Agent | Event | Knowledge | Location || Resource || Task

Maode D Fode Title | position symhiote
wseb filk,,. | <setfilk,., w | <sebfilk,.. » | <setfilt,,, »
Al col_jack_... [=g-1_leader
A0Z maj_sam...
A03 daniel_jac...
A4 teal'c
[]
4
£ b
[ Select All ][ Clear all ] 5 itemi(s) selected, & visible, 16 kof

The [Add Checked Items] button is pressed and the four new nodes are
added to the Visualizer.
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It_elliott
lantash

create_poison g poison_jaffa_at_gate

. Symbiote_poison
symbiote_poison_formula | g Poison_summit

With the four nodes of sg-1 still check marked press the [Highlight

Checked Items]. The four nodes are now displayed in a larger format.

daniel_jackson

It_elliottg Po
col_jack_o'neill

maj_samantha_carte T gteal'c

The last button, [Create Meta-Node] will cull nodes into a Meta-Node.

Move Left/Right

If a set of nodes needs "pulled out” of the display the Move Left/Move
Right buttons can help. Below is a normal display. The nodes for SG-1 are

quite difficult to see.
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(ate_attack
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From the Keyset Selector dialog select the nodes to be highlighted and place
a check mark in the box.

Mode 1D Hode Title | Class D Class Type | pos
<set filk,,, » | <setfik,.. » | <setfilk,,, » | <setfik,., »|<se
A1 cal_jack_... |Agent Agent Sij-
AlZ maj_sam... |Agent Anent
AD3 daniel_jac... | Agent Anent
A4 teal': Agent Anent =
4 »

Press the [Move to the Right] button. This brings the selected items
toward that side of the display.

_ drug. Qsirs .
bring_crystals_to_sgc e @ms
gate_attack o R AOMT_SLIMMmIt

2S5 Caphantimming :
obtain_data cmeéﬁql.; : Ty %ﬁﬁzﬁl carter
revanna_b senzs .J -

janet_frazier

253



Pressing the button again will move the selected nodes farther in that
direction.

_ rug_osir o
bring_crystafse gﬁfﬂ'ﬂ" ® c.
Sl ol mee ' __ dagiel_jackson
obtain %{9 TN e @ T'2® SaMantha_carter

revanna_tee ke 4 % 1 | ®5ck o'neill

—— tedPc

janet_frazier

E:E Legend

The Legend dialog box allows you to quickly hide and reveal nodes and links
in the Visualizer.

Use the checkboxes to change a NodeSets visibility. When you first call up
the Visualizer all the boxes will contain checkboxes...

-« Legend E]

Edit  Contral
Eas
.Agent :size 16
Ewvent : size 14
Krnowledge : size 9
Resource : size 7
.Task size 18
.L-:u:atil:-n czize 7
agentx agent
agent x event
agent x knowledge w
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..and in the Visualizer all nodes and links are revealed. A little hard to make
heads or tails of something like that.

cargoShip EpaceStatinn

summlt

E 3 i / BAris,_arrive
gate_; 'y : a;aragy*stem _spaceStation

poizon_jaffa_tingatengtals_to_sgc

'f|nu:I_rln;;,|_r|_u:|u_||:.|2rlq_I _meetlng

I3nn'nI‘St;;|a_|fE- ’ : i ol mmitummit

pliadzoarr:n
obtain_data®£f@Rs tun oelz

iil{H-FE M%_summlt
find_tunnel _.|," e o . 1‘#' S
. ETEU AN ,p =5 ";}* rep|a¢e_|erran
retignp, datdangak g il “a w il oo
defand_ rexren + “j»

data_4edilm
hide_data_ crg.rstal

h ) B
revemna_biis 1/ :
military_cgfmmand i‘f‘} preS o S

symbiote_poizon_formula '

create_memony_drug
janet_frazier

create_poison
travell

get_reole_chamical reale_chameleon

By using the Legend checkboxes you can selectively show/hide nodes and
links. Deselect the checkbox to the left of Agent. Instantly all of the Agent
nodes are hidden along with any connections they had with the rest of the
nodes. The node structure is a little easier to see now.

255



memony_drug_formula

ring_room_laocation
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Next think about a particular set of

connections you'd like to see, say a task

X task network and how the agents relate to the tasks.

.Agent :size 16

D Event : size 14
|:| Knowledge : size 9
I:l Resource : size ¥

.Task size 18
|:| l.,Lu:n:atiu:un Dsize ¥

From the Legend box menu select Control == Hide All nodes Then again
from the menu Control == Refresh Legend. Now place checkmarks in the
checkboxes for agent, task, and task x task. All the tasks will be linked
together as per your network and all the agents will have connections to the

tasks they are associated with.
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Another example is how knowledge relates to specific tasks. From the
Legend menu select Control == Hide All Nodes. Now place checkmarks
next to knowledge, task, and the Knowledge x task network.

« - Legend
Edit  Control

D .ﬁgent :zize 16

D Ewvent : size 14

Knowledge : size 9
I:l Fesource : size ¥

.Task:gize 18

D .,L-:u:atiu:un csize T

|:| = agentx agent

|:| = agentx event

|:| = agentxknowladge

|:| = agentx location

O

agent x resourca
agent x tashk
event x event
event x resource

knowuledge = task

task = ewent

—
s resource ¥ task
—
—

tash » task

e e N e W
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Now the Visualizer reveals which knowledge is required for which specific
tasks.

memony_drog_farmula
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The legend also reflects the size, shape, and color of the nodes in the
Visualizer.
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E:E Legend Edit Menu

Below is an image of the Legend Edit Menu and a description of this tool:

[ Control
Copy Legend Image to Clipboard

Copy Legend Image to Clipboard : Copys an image of the entire legend
that can be pasted into an image-editing program.

E:E Legend Control Menu

Below is an image of the Legend Control window:

Sho &l Entities
Hide all Entities

Refresh Legend

Show All Nodes : Will bring into view all entities in the MetaMatrix. Good to
use if you need to make a fresh start.

Hide All Nodes: Hides every entity. Good starting point when you only wish
to display a small subset of entities.

Refresh Legend : After using the menu items above and/or using the
checkboxes this item will bring the Visualizer up to date.

E:E Node Color

The color of a NodeClass can be changed in the Visualizer. In the Legend
window click on the colored node of a NodeClass. This will bring up a color
selector box. Select a new color and click [OK]. All the nodes of that
NodeClass will change colors.
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NOTE : This color change is in effect for as long as the Visualizer is open. If
you close and re-open the Visualizer the colors will revert to their default

colors.

Here is a section with the default colors of red for agents and cyan for
tasks.

spy_on_summit o

infiltrate_sum fly_ship_to_summit
poison_summit
daniel_jack fly_ship_to_yuWorld
_ _ inflitrate_yuWorld
col_jack_o'neill n
maj_samantha_carter ob_carter_selmak
3 Briefin

- = D
* pres
retrieve_data_crystal /7 ‘w ield
g - _

Open the Legend window (if it's not open already) and click once on the
NodeSet you want to change. This will bring up the Color Change dialog

window.
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: = Select a Mode Color E|

T |
R Fecent:
5 5 5 v C]
| 55 o o
[0 [ O g o o g
EEEECT [ T A =
EEEEET T 1] 1 X o
0 1 O O e
HEEEEEEEEEEEEEEEEEEEEEEEEEEEEN

[ Ok H Cancel H Reset ]

Select [OK] and the new color will be displayed for the chosen NodeSet.

spy_on_summit

infiltrate_sum
poison_summit

daniel_jackso fly_ship_to_yuWorld
inflitrate_yuWorld
col_jack_o'neill T ond
maj_samantha_carter A Jacgb_carter_selmak

Briefin
?angt_frazier

defend_r
find_tunnel_crystals resent_plan_to_sgc
retrieve_data_crystal &/ get_reole_chemical
hide_data

The newly selected color appears in both the Visualizer and Legend windows.
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“ E:E Creating a Meta-Node

6 A Meta-Node contains multiple nodes collapsed into one. You can create
Meta-nodes based on the nodesets in your organization, or you can create
MetaNodes based on the attributes of the nodes. From the drop down menu
select Tools = Meta-Nodes or select the Meta-Node Manager button on
the toolbar. This brings up the Meta-Node dialog box.

= = Meta-Node Manager 1 x|

Lse the Meta-Maode Manager to create and remave
meta-nodes.

A meta-node contains other nodes collapsed into one. The
area of a meta-node is proportional to the number of nodes
it contains.

Tou can create meta-nodes by node class, groups, or
attributes.

Expand all meta-nodes

Select how to create links between Meta-Rodes:
i) Absolute count of the links

. Froportion of the maximum possible links

() Block model links and weights

Metm-Hade Creation

| By Mode Class |

| By Maost Recent Grauping |

By Attribute...

Close

1. Expand all meta-nodes expands all meta-nodes to their respective
single nodes.

2. Select how to create links between Meta-Nodes:

262



o Absolute count of the links : Counts each link from any node
in the Meta-Node to any other node as 1.0.

o Proportion of the maximum possible links :
o Block model links and weights :
3. Meta-Node Creation is controlled by three buttons:

o By Node Class : Creates Meta-Nodes based on current
NodeSets.

o By Most Recent Grouping : Creates Meta-Nodes based on the
most recent use of the

o By Attribute... : Creates Meta-Nodes on one individual
attribute.

E:E Meta-Node Node Class

Node creation is done via three buttons in the Meta-Node Creation section.

0sins
g S

cargoShip_cesrmmtatiomgit ﬁﬂﬁﬁﬁﬁﬁﬁﬁtem spaceStation
m wll l' Hp J ..' mm't

bring._crystaft GO P _IoKTE N\ Y. rae summ|t

pmsoruaﬁa EW (9o BHI50 pofp_summit

II
|nfl|trate quorId
b uWorId

retftﬁb"l%_@ﬂ -*g:- LT
hit de_dat_ =i
symbiote poison_formula

recle_chameleaon
get recle chemical
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This button will create Meta-Nodes for each NodeSet.

Agent (Meta MNodes)
neighbors:

Agenk: 0, 105465875
Event: 0,24553572
Knowledge: 0,19444445
Lacation: 0.294642587
Resource: 0,14285715
Task: 0.1041 66664

Location (Meta MNodes)
- I at o neighbors:
L Loc8tion  F——=|Agent: 0.20464257

T N Lacation: 0.14285715

E:E Meta-Node Attribute

This button creates Meta-Nodes using a single attribute. It's used in
conjunction with the Funnel Nodes checkbox. Below is an image of the
Select an attribute box:

Select an attribuke:
aroup W

[ Funnel nodes without this attribute
into & new Mekanode

Choosing group without the Funnel Nodes checked creates a confusing
display.
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get_reole_cherical symbiote poison_formula

eolfe SR s

present_ pr% ‘-!.'r E rng DE%Q c%stals

Uahiest flll&r-; =y l-r-
e Sﬁ'p to_Vur ARl 55 ';,jL ; oL Cwstala
I}ﬁlﬁﬁwe}m ., 1_!‘_&“‘.“ # {r‘.:;_ "fsw r| Q&L@ gte

CHHERA, ':Ilil"'l' -; ]
Ny Rl .., [y
“Lf.- i'.“____ : i‘ ol seimTyataakstal

J’ '“l"milt %@E%pwstals to_sgc

cargoShip_ SW%‘@“QJ “ pofaata Errﬁummn
hasarasystem SpaceStanc@ st "- " s

Next place a checkmark in the Funnel nodes box and select groups for a
cleaner display.

Select an attribuke:
qgraup

Funnel nodes without this attribute
into & new Mekanode

Leaving the Funnel nodes option unchecked works best with fewer

NodeSets. Below only the agent and tasks NodeSets were used. Without
funneling the individual tasks can be viewed as to which agent Meta-Node
they connect to. It also reveals that groups in area 1 are not connected to
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any tasks and that groups in area 2 are all the agent nodes that had no
groups affiliation.

sSpy_on_summit
infiltrate_summit

i-_.ISyste@nrds @
-"--_‘_Tollar@:unci.l_x:

get_reole_chemical

inflitrate_yuWorld

%
®

poison_jaffa_at_gate --Efeate_poisongi

‘ E:E Path Finder

The Path Finder is used to find, not only, the shortest path between two
nodes but also paths to other nodes when particular situations occur. Below
is an image of the Path Finder tool and a description of its various elements.
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« « Path Finder

X

Ilse this window to find paths between bwo nodes,

Skart node @

Mode class: | Agent : size 5 e

Mode:  |cal_jack_ao'neil w

End node @

Mode class: | Agent : size 5 4

Mode: |gen_hammond W

Options | gdvanced Opkions Options | Advanced Options @

4

Select a node

[] Use link direction @ Mode class: w

[ Use link weights Mode: w

Select a shortest path tolerance: i}

(%) Mathing

() Include the point in all paths

Compute sharkest paths using only these nodes:
. = S () Exclude the point in all paths

Agent : size 5 (" #woid the point {find paths maximally

distant From it}

[ Close ” Run ]

The interface contains four sections:
Start node : Select the NodeSet/Node to begin the path.
End node : Select the NodeSet/Node to end the path.
Options : Options regarding link parameters and which NodeSets to use.

Advanced Options : Options regarding whether, and how, to use one
particular node within the set.

Using only Agent nodes (tolerance = 0)

Using only the Agent NodeSet the pathway requires three intervening nodes.
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col_jack_o'neill jmaj_samant. .. [danigl_jackson keal'c gen_hammond
col_jack_o'neil | 0.0 0.0 1.0 5.0 0.0
maj_samant... | 1.0 0.0 1.0 n.n n.o
daniel_jackson |-1.0 0.0 0.0 -1.0 0.0
keal'c 0.0 0.0 0.0 0.0 1.0
gen_harmmeond | -5.0 0.0 0.0 0.0 0.0

NOTE : For this example the values in the Network have been altered from the
regular values.

Tolerance of "1", nothing else checked.

Shortest path: 1

gen_hammond
teal'c

col_jack_o'neill

There is the direct link from gen_hammond to col_jack o'neill and the
secondary pathway with teal’'c in the middle.

Use link direction

Shortest path: 2

The path direction must lead from the source to the target.

gen_hammond
teal'c

col_jack_o'neill

daniel_jackson

The link from gen_hammond to col-jack-o'neill is removed as it's a
directional link in the wrong direction. The shortest link is "2".

Use link weight (Remove links with negative values)
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Shortest path: 6

Use link weights finds the shortest path from A to B using minimal weights as
opposed to minimal number of links. Also the shortest path is the total of the link

weights — not the number of links total.

gen_hammond
teal'c

col_jack_o'neill

The shortest path is from col_jack o'neill to teal’'c (5) then from teal'c to
gen_hammond (1) for a total of 6.

Use link weight (Convert negative links to positive values)

Shortest path: 3

Uses the absolute values of numbers. A negative number becomes a
positive number.

teal'c
gen_hammond

col_jack_o'neill daniel_jackson

maj_samantha_carter

Use link direction and link weight with absolute values

Shortest path: 3

teal'c
gen_hammond

daniel_jackson
col_jack_o'neill
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E:E Sphere of Influence

Each node within a network has a unique Sphere of Influence or Ego
Network. Essentially it's a direct relationship with it's neighbors as a
function of specified path length. The ORA Visualizer allows you to focus on
this relationship by creating an Ego Map centered on any particular node
you choose.

From the Visualizer's Main Menu select Tools = Sphere of Influence.

The following dialog box will then appear. From here you can select the Size
of your sphere’'s influence, the NodeSets, and Key Sets to use.
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« « Sphere of Influence (Ego Network) E'

IJ=e this window ko view the sphere of influence (ego netwark) of nodes,
Seleck one or more nodes From the list below,

Select a sphere of influence radius;
{3 Auto-Zoam
(¥ Auto-Center

[ ] Hide connections between levels

Expands only these nodes:
agent : size 16 Location ! size 7

Ewent : size 14 Resource ; size 7
Enowledge : size 9 Task : size 18

Search: |

ALL |F'.|;|ent Event | Knowledge | Location | Resource | Task

Entity D Entity Title [ Class D Class Type |pc
<sebfilk,.. % | <set fil... | <setfilt... » | <setfil.,, | <=

[*

1000000 0O0O

W

< | b

[ Select All ] [ Clear all 0 ikemis) selected, 71 visible, 71 takal,

[ Close ][ Run ]

Select a sphere of influence radius

The drop down box allows you to choose the path length for a particular
node(s). The value starts out at 0. Below is an example of a radius of O, 1,
2, and 3. In many other cases the links will branch out as you increase the
radius.
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symbiote_poison

poison_jaffa_at_gale
symbiote_po
\. poison_summit

poison_jaffa_at_gate
s:rnm:m

oison_summit

infiltrate_summit

Auto-Zoom : Maximizes your ego network within the Visualizer.

Auto-Center : Keeps the visualized Ego Network centered within the
Visualizer display.

Hide connections between levels : Removes any connections between
nodes that do not have a connection to any node in the filter.

jacob_carter_selmak jacnh_caner_selmak\
symbiote_pois renal symbiote_poison\,___gren‘al
daniel_jackson daniel_jackson

Expand only these nodes : Allows you to select the components you wish
to have displayed in a node's Sphere of Influence.

Filter Commands : Used for selecting the filters to use on the current
visualization.

Node selection table : Allows the selection of individual nodes for
visualization. First selected is symbiote_poison in the bottom table. Then
the NodeSets events and locations were added. Only the nodes that are
linked to the original symbiote poison are displayed in the Visualizer.

A Sphere of Influence Example

This example will show how to take one node and expand upon it to show
how it is related to nodes in other nodesets. First, from the table at the
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bottom, select a node. Here we select the symbiote poison. From the
Expands only these nodes: place a checkmark in location. It reveals that
symbiote_poison is connected to two locations, Ravenna and
hasaraSystem_spaceStation.

symbiote_... | symbiote_.. medica 4

revanna

symbiote_poison

hasaraSystem_spaceStation

Expands only these entities:
[ ] knowledge ; size 12

[] agent : size 30

[Jevent gize &

Next we'll place a checkmark next to tasks:. This reveals that there are two
tasks that relate directly to symbiote_poison, poison_jaffa_at gate and
poison_summit.

symhiote_... [ symbiote_.. medica 4

revanna

symbinte_pnisnn\

hasaraSystem_spaceStation ,_—— —ePolson_jaffa_al_gate

Lpoison_summit

Expands only these entities:

B oo 0 [ knowledge : size 12

agent : size

B location : size &
event ; size 3

a [] resource @ size 10
Faction : size 9

—1 ) o HeeRmnLansla

Now that we've got a couple of nodes on the screen let's increase the radius
of the sphere to 2. The tree will now display all nodes within 2 links of
symbiote_poison.
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symhbiote_... | symbiote_. . medica +4

Select a sphere of influence radius: 2| ¥
earth
tollana / zipacha_mothership
nna

yu_homeworld / _ _
hasaraSystem_spaceSEﬂoa S mbmte—pmSonpgisgnjaffa_at_gate

cargoShip_spaceStation poison_summit

infiltrate_summit

Lastly you can eliminate any nodesets by removing them from the list.
Remove the checkmark from tasks: to reveal only the locations up to two
links away.

symbiote_... | symbiote_.. medica 4

earth
\fevanna
symbiote_poison /

hasaraSystem spaceStation /
yu_ho eworrdp"”‘”"#\

cargoShip_spaceStation

tollana

zipacna_mothership

Expands only these entities;

0  ire a0 [ ] knowledge ; size 12
agent : size
a location : size &
event : size §
[]resource ; size 10

[] Faction : size 9
[ ]task: size &

=1 s e

The Sphere of Influence allows you to hone your search and show only the
nodes you need to see.
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E:E View Networks Over Time

The Networks Over Time loads multiple Meta-Networks into the Visualizer
and displays them as Time Slices. What follows are the procedures to do
this:

Step 1)

First, highlight the Meta-Networks to load into the Visualizer. For this
example | divided the whole Stargate Summit network into four distinct
phases. 1) The meetings; 2) What was supposed to happen; 3) What did
happen; 4) The attack on the Tok'ra homeworld. These are Summit 1-4.

surmik-1
surmik-2

Uik -
o 23R ndd Mew Meta-Network

=%2? Remove Selected Meta-MNetwork

Union Meka-flebwarks

Sk

Load Into Yisualizer

Interseck Meta-Mebworks

Conform Meta-MNetworks

Step 2)
Once you select "Load Into Visualizer”, go the ORA Visualizer.

From the ORA Visualizer Main Men Bar select the Networks Over Time
Option.
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@ Layouts Display He
Drill Down
Mode Status
Group Viewer
Key Set Selector
¥ Legend
Meta-Maodes
Path Finder
Sphere of Influence
Block Maps

Mode Locator
Metwarks Ower Time
Wector Waps
The dialog box appears for you to verify you've chosen the correct Meta-

Networks. Place a checkbox in the ones you want or Check All. Then select
[View].

« = Multiple Meta-Netwo... g|

[] surnmit-1
[ ] surmit-2
[ ] surmmmit-3
[ ] surmrnit-4

[ Yig ][ Close ]

To control the Over Time function from the main menu, select Tools >
Networks Over Time.
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: = Meta-Networks Over Time

Phase Duration

Transition Phase duration: [10000]  |ms
Display Phase duration;  |3000 ms
Mode Positioning

() Constant

() Determined by Timeslice

[ Record Mode Locations upon
Exiting a Meta-Mebwork,

y,

[ Play ][ Skop ]

The Phase Duration has two controls. Transition Phase duration sets
the amount of time in milliseconds for the fading out of the previous set and
the fading in of the new set. The Display Phase duration sets the amount
of time in milliseconds that a set will be displayed before moving to the next
set.

Constant maintains a node's position throughout all Timeslices.
Determined by Timeslice allows you to move a node independently in
each Timeslice.

Record Node Locations upon Exiting a Meta-Network maintains a
node’'s position when changing Timeslices. NOTE: It does not maintain the
node's positions after you exit the Visualizer. Upon returning to the
Visualizer all nodes will be in default positions.

The Slider bar controls which Timeslice is displayed. The buttons at the
bottom, [Play] and [Stop] control the motion display.

Summit-1

The initial meetings between the SGC and the Tok'ra
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maj_mansfield

Sl fly_ship_to_yuWorld

aldwin. _
: jacob_carter_selmak
revanna_meeting

maj_samantha_carter

travell
J.emﬁt.ack

sgc_meetin

\narim
create_poison / \inﬂitrate_quurld

present_plan_to_sgc

create_memory_drug

gen_hammond §

Note: You can select multiple nodes by simply clicking on them. You do not
need to depress any other keys (i.e., ctrl+shift, etc.).

Summit-2

The plan as it was supposed to go
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replace_jerran
jacob_carter_selmak

inflitrate_yuWWorld .\ren. daniel_jackson
replace_jar escape_summit

memory_altering_drug /

_ _ oison_summit
summit_meetin

symbiote_poison
fly _ship_to_summit
cargo_ship _ |
infiltrate_summit poison_summit

Spy_on_summit

Summit-3

What really happened when Osiris showed up unexpectedly. Instead of
poisoning the Summit daniel_jackson decides to forgo that action after
hearing the information from Osiris. He's almost found out but still escapes.

replace_jerran

jacob_carter_selmak /

inflitrate_yuWorld \
replacejﬁren.

memory_altering_drug

daniel_jackson
... pE8Cape_summit

\ .dru/g;msiris

4 iris_arrives

summit_meetin
symbiote_poison
fly_ship_to_summit
cargo_ship
infiltrate_summit

osiris .-
spy_on_summit

poison_summit

Summit-3
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What was happening back on Revanna while daniel_jackson was at the
Summit.

bring_crystals_to_sge find_tunnel_crystals

poison_jaffa_at_gate find_ring_room

symbiote_poison

esceﬁgﬁ.
gate_attac

teal'c

=
3
1
@

maj/samantha_carter

e in/_data_crystal
It_elliott col_jack_o'neill
aldwin vanna_bombardment

maj_mansfield
ren‘al

defend_revenna

data_crystal

tok'ra_tunneling_crystals

tok'ra_communicator lacobs ol Sl S

NOTE : Measures and reports run on these multi-Meta-Networks are for all
connections, not the individual Meta-Networks.

Time Clustering

Time clustering is available via the Over Time dialog in the Visualizer. It's a
fairly simple panel — there’s a ComboBox to select which period you want to
cluster by (by Day, by Week, by Month, by Year), and two radio buttons to
select what a week begins with (only used when clustering by week). Finally,
there’s a simple button to cluster.
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5 Networks Over Time @

Animation | Timeslices | Cluskering

Clustering creates new timeslices based on the input intervals. Timeslices are created by
generating a snapshaok at the beginning of the period (February 1, Far example].

:{SE|EC|I Clustering Period > .

| Cluster || Defaulk |

Clusters are fairly straightforward. It looks at the start date (earliest date
available in a set of timeslices) and the end, and grabs snapshots at the
given interval, looking at the beginning of that interval. So, if you cluster by
month, it’ll move through each month, grabbing a snapshot of the 1st day. If

no Timeslices exist for that day, it just uses the Timeslice with a date closest
to that day without going over.

E:E Node Shaper

The Node Shaper allows you to change the size of individual node(s) or
assigning pictures. Below is an image of the Node Shaper widow and a
description of how to change the shape of the nodes in your model.
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« = Node Shaper

x]

1. Select a Style 2, Select a Shape (Opkional)

®

() Spot Mode Style

) Medium Mode Style ®
() Large Mode Style

() Image Mode Style

3. Seleck Modes ko Re-Shape

Filter Commands @

Find: | |

Rule: () Match at least one filker {®) Match all Filkers

ALL |.ﬁ.gent Event | Enowledge | Location | Resource || Task @
MHode 1D FHode Title | Class 1D Class Type |pos
@ <set filt... » | <sebfilk... | <setflt,., | <setfilt,., | =sel
O] (6) A
O =
O
O v
£ [ >
Select Al i Clear all @ 0 itemis) selected, 71 visible, 71 bokal,

(®)
[ Apply Changes T Load Changes ] @

1. Select a Style : Select from three Node Style Sizes or use an image in
it place of the node.

2. Select a Shape : An optional shape can be used instead of the

NodeSet's default shape. The node will retain it's default NodeSet
color.

282



Select Node to Re-Shape : The bottom section contains the controls
for selecting which nodes to work with. Typing anything in the Find
textbox will automatically filter out non-matching nodes.

NodeSet tabs : Select which NodeSets to view. ALL shows every
node or the tabs will show only their individual NodeSets.

. Checkboxes : Place a checkmark in the box next to the nodes you

want to change.

. Filters : Use for filtering based on individual attributes. You can filter

on more than one attribute at time. An example can be found in

. Select/Clear All buttons : Will either Select or Clear all

VISIBILE nodes. If a check marked node has been filtered out and is
currently NOT visible when the Clear All button is pressed, then that
node will retain it's checkmark and be affected by future changes.

. Apply/Load Changes : After any changes have been made to the top

portions selecting the [Apply Changes] buttons will cause them to be
displayed in the Visualizer.

. Close :

k=

How The Node Shaper Changes The NodeSet

What

follows are examples of how the Node Shaper changes the NodeSet.

Whenever the Node Shaper is called and a node is assigned something

other

than it's default shape new attributes will be added to Every NodeSet,

not just the NodeSet you're working with.

Drawing Type : This will define what type of node is to be drawn,
shape of image. There are three options for size (small, medium, and
large) and one option for image.

Nodes Shape : There are four large shapes (circle, rectangle, ellipse,
and hexagon), eight medium shapes (circle, hexagon, downtriangle,
pentagon, diamond, square, uptriangle, and octagon), and one small
shape.
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« Image : Contains the name of the file associated with that node.

Changing one node will create these three attributes and place the
default value in every node in every NodeSet. Any of these attributes can be
manually changed from within the Main Interface Editor.

This is useful if you have changed many nodes and want to restore them all

to their defaults quickly and easily. The quickest way is using the Copy and
Paste method.

®©O & 6 @

Draswing T... || Drawing T... || Drawing T... || Drawwing T...
<sebfilk,.. w |[«<sebfilk... % || <setfilt,.. » || <setfilk...
imane imane rmedium medium
image image medium medium
imane imane rmedium medium
image image image medium
small small small rmedium
small small srmall medium
rmedium medium medium rmedium
rmedium medium medium medium
large large large medium
rmedium medium medium medium
small small small redium
rmedium medium medium medium
large large large medium
rmedium rmedium medium medium
rmedium medium medium rmedium
rmedium rmedium medium medium

Column "1" contains the modified values. In column "2" three values of
medium are highlighted and copied using Ctrl-C. In column "3" the cursor is
moved to the top cell and Ctrl-V is used to paste those three values in. In
column "4" this is repeated until all values are back to their defaults.

If the Image attribute contained a filename then changing Drawing Type
to image will relink that file to the picture. Any of the four Drawing Type
values can be placed in this column.

” E:E Node Shaper Examples
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Original agent x agent Network
Below is the agent x agent network in the normal medium sized nodes.

We will proceed to change the shape of the nodes to varying sizes as well as
add image and picture icons to the nodes.

aldwin .
lantash iz

It elliott
= travell

jacob_carter_selmak
maj_mansfield
yu
gen_hammond
teal'c

@ 0siris
janet_frazier
col_jack_o'neill

daniel_jackson
maj_samantha_carter

Multiple Sized Nodes

By using the Find textbox and the Filters | placed checkmarks in all
members of the SGC. Then the Large Node Style was selected the [Apply
Changes] button was pressed.
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aldwin mAr

lantash

travell

jacob_carter_selmak

0siris

Picture Replacement

Here three different symbols were used to denote 1) the SG-1 team (the
blue circles), 2) the SG-17 team (the green circles), and 3) the SGC who are
not members of either team. This was accomplished by filtering which group
was to be displayed. Then checkmarks were placed and Image Node Style
was selected. Then for each group an individual picture was applied to all the

selected nodes together.
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aldwin narim

lantash

ren'a i
It_elliott e

jacob_carter_selmak
3 maj_mansneld

yu

osiris

Lastly is the ability to assign a picture of the actual person the node
represents (or location, object, etc.).
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NOTE: It's suggested that any picture to be used should be reduced to a maximum of
40 x 40 pixels before importing as this is the size ORA will reduce it automatically.

narim

It elliott
o travell

maj_mansfield

janet_frazier ﬁ

o
Moo

daniel_jackson

” E:E Visualizer Layout Menu

B Run Active Layout : Turns on the motion and allows ORA to
attempt to sort out the positioning of the nodes.

Stop Active Layout : Turns off the motion and stops all nodes
W from moving. This allows you to move individual nodes around
without disturbing the rest of the Meta-Network.

Spring Embedded Layout : This layout operates fine in datasets
of approximately under 500 nodes. Much higher than that and the
layout gets sluggish. A single layout iteration could take two
minutes or longer. Not really practical.
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Spring Embedded (with enhancements for large data) : The
enhanced layout with large datasets. It uses the same basic
algorithm but has some optimizations built in. With 10k nodes or
so, a single layout iteration takes 10 seconds or so.

NOTE : Now you're probably asking "if this new algorithm is so good,
why not keep it on all the time?" Reason: If you pick up and drag a
node, and as such drag an entire meta-network, the display will look jittery
and confusing. So, whenever you load in under 500-nodes, the normal
version is enabled. More than that, it uses the enhanced version.

o

1

T,

Run MDS Layout :

Run Tree Layout :

Run Circle Layout (Pendants to Outside): Takes all pendants
and puts them in a circle. All Nodes connected to a pendant are
on a circle inside the pendant circle. Repeat until all nodes are in
some circle, with the inner most nodes being the farthest from
any pendant.

Run Circle Layout (Center is High Betweenness) : Calculate
the Centrality-Betweenness for the graph. Take the node(s) with
the highest value. Place them in the center. All nodes connected

to those nodes get put on a circle surrounding the center. Repeat
as necessary.

Run Hierarchical Layout : Tries to layout the network in a
pyramid formation so that all arrows either point up or point
down.

Run Box Layout : More of a Polygon Layout, really. You select 1-
4 groups of nodes (either by node type or by node class). Each
group is then laid out as one edge of a polygon. 1 Group = circle,
2 Groups = 2 parallel lines. 3 Groups = Triangle, 4 Groups =
square
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EI Attribute/Measure Layout : Uses the input attribute and/or
- measure as the X,y coordinates of the nodes.

” E:E Hierarchical Layout

@ Run Hierarchical Layout :

= x HierarchylESy = When selecting the Hierarchical

The Hierarchy Layout places nodes ina pyramid like lay out option, you will be

fashion. The selected top node is placed at the peak, prompted for a square network

with arrovs running up ar dawen, whichever was . . . .

specified. (including the Visible meta-
network, since technically its

Cnly nodes and edges in the selected networks are square), and then for a node to

used. Symmetricimostly symmetric networks should

use the ignore direction' layout. use as the peak node. Flna”y’

you must choose the desired

Manual build direction. This refers to
<Selecta Metworks - Link direction, since a link could
<Select the Top Mode> = mean reports to just as easily

as it could mean commands.
=5elect Build Drirection= -

Run Layout Arrows always try to maintain
N their direction meaning, in the
The Autamatic mode autamatically choses a top node event of cycles, for example, we
for you try to minimize the number of

arrows that go "against the

e e current”, so to speak. It will

Auto Layout{Bottom to Top) also will warn you should you

try to input a symmetrical
This layout ignares direction, and farces nodes down network, as those don't rea“y
from the top node have bosses or subordinates.

Autamatic - Ignore Link Direction

Made class: | Agent : size 16 - Hierarchy Layout has two

L T E bgttons, for_automatic Igyout,

without having to enter in any

Sl data on top nodes. The buttons
are to be used depending on
o what the link between two
nodes really constitutes. If it's
more of a Link points to boss
node, building from bottom to
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top works best. It links signify
who gives commands, top to
bottom.

‘ E:E Display

Link Appearance

o Link Labels = Show Link Labels : Toggles on/off the display of
= the labels of the links.

o5 Link Labels = Show Weight Value Labels : Toggles on/off the
2 display of the weight of the links

Link Labels = Show Weight Sign Labels : Sets the label and
shows whether their weight is positive or negative.

Link Color = Default : Removes all custom link coloring and
resets all links to default.

o[

Link Color = By Link Weight : You can set a range of colors to
% represent the weight of links. A dialog box allows you to chose the
colors for the minimum and maximum weights.

Link Color = Match Source Node : Colors the link the same as
the source.

Link Color = Match Target Node : Colors the link to match the
target.
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Show Multiple Links Between Nodes : For any two (or more)
links that link the same two nodes (usually because two

:ﬂ- nodeclasses have two or more graphs linking them), this causes to
not be rendered as a straight line, but rather allow for each link to
be curved, making every single link visible.

= Retain Bidirectional Links : When two nodes have links to each
= other only one link will be displayed.

Split Bidirectional Links : When two nodes have links to each
¥{  other only both links will be displayed. These links will be rendered
as curved links between the nodes.

&  Show Links : Toggles on/off the display of links between nodes.

Scale Link Width to Number of Links Between Nodes :
Adjusts the width of the link to represent the weight of the link.

o Show Arrows : Toggles on/off the display of the arrows of the
. links.

Show Self Links (Loops) : Shows whether there is a connection
G’) between a node and itself. It is designated with a circle pointing
back to itself.

khalfan_mohamed

mohamed_awhali

mohammed_odeh

Node Appearance

Label Style = Default : Sets the label to appear to the right of
the node. This is the default position for labels.
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Label Style = On Right of Node : Sets the label to appear to the
right of the node.

Label Style = On Left of Node : Sets the label to appear to the
left of the node.

Label Style = On Top of Node : Sets the label to appear on top
of the node.

Label Style = On Bottom of Node : Sets the label to appear
beneath the node.

Label Style = Centered on Node : Sets the label to appear
directly centered on the node.

@ Node Style = Toggle Node Size : Rotates between the three
sizes and styles for the display of the nodes.

Node Style = Spot : Sets the size of all nodes to a small colored
circle.

Node Style = Small Shapes : Sets all nodes to a colored shape
(circle, square, triangle, pentagon, diamond, hexagon).

Node Style = Large Shapes : Sets shape of nodes to a colored
shape only large enough to contain the label.

Comments
) Show Comments : Toggles on/off the display of comments

A Set Comments Font : Sets the font used in Visualizer comments.
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(exg)

Title

Set Comments Color : Sets the color used in Visualizer
comments.

Title Location = Top : Sets the Title to the top of the Visualizer
window.

Title Location = Bottom : Sets the Title to the Bottom of the
Visualizer window.

Title Location > Left : Sets the Title to the left of the Visualizer
window.

Title Location = Right : Sets the Title to the right of the
Visualizer window.

Title Location = Center : Sets the Title to the center of the
Visualizer window.

Set Title : Create a title for a screen shot. The title will remain a
static size and retain its position regardless of the zoom of
movement of the display.

Set Title Font : Set the font used in the title of the screen shot

Show Title : Toggle visibility of the title.

Log Scale Nodes :

Show MouseOvers : Toggles the information boxes on and off
whenever you hover the mouse over a node or link in the
Visualizer.
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Autozoom : Zooms the display either In or Out to bring all nodes
into view.

Background Color > Black : Sets the Visualizer background to
black.

Background Color = White : Sets the Visualizer background to
white.

Background Color = Custom : Brings up the color picker which
allows you to chose any color for the background.

NOTE : Some of the possible background colors can make it difficult to view
the Visualizer. Your best choice is black (although white is used in the
examples for easier printing).

Background Image > Load : Allows you to chose a .jpg, .gif, or
.png to use as a background.

NOTE : Some pictures may make viewing the network somewhat difficult.

=)

&

Background Image > Clear Image : Removes the image and
returns the background to the last background color used.

Black and White Only : Removes all colors form the Visualizer.

Grayscale : Removes the hue from all nodes and links displaying
them as shades of gray. If any of the nodes are difficult to read try
changing the background color to a darker or lighter color. A black
background works very well for grayscale images.

Reset Node/Link Options : Resets all node and link colors back
to default.
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E:E Link Color

In ORA you can color links according to several preferences. Below are the
procedures for doing so.

col_jack_o'neill \maj_samant. .. [daniel_jackson keal'c gen_hammond
col_jack_o'neil 0.0 1.0 20 1.0 2.0
maj_samant... | 2.0 0.0 1.0 20 1.0
daniel_jackson | 1.0 20 oo 1.0 2.0
keal'c 20 1.0 2.0 0.0 1.0
gen_hammand | 1 00,0 100.0 100.0 100.0 n.o
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NOTE : For this example all the nodes are colored black so as to decrease the color
confusion.

NOTE : For this example the link weights have been drastically altered from the
original values to assist in display purposes.

NOTE : Below is a warning for the placement of the Min and Max sliders. When the
sliders are set to the absolute left and right positions this causes all the colors to be
set to red. Move the sliders in to prevent this.

col_jack_o'neill

maj_samantha_carter

« = Color Edges by Weight

This dialog allows wou ko change the color of an edge by its weight,

IJse the color sliders to seleck a 'min' and 'max’ color, and then choose to
scale or dispurse evenly,

. Even Distribution  § Scale to weight ]
1.0 B
2.0 B
100.0 =

close

Even Distribution - The Full spectrum
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col_jack_o'neill

maj_samantha_carter teal'c

gen_hammond daniel_jackson

- - Color Edges by Weight
This dialog allows you ko change the color of an edge by its weight,

Ise the color sliders to select a 'min' and ‘mazx’ color, and then choose ko
scale or dispurse evenly.

. Even Distribution  § Scale bo Weight ]
1.0 |
2.0

100.0 ER

close

The colors used are evenly distributed across the chosen spectrum. Using a
NodeSet with weights of 2, 4, 6, 8, & 10 would have three colors chosen at
evenly spaced intervals across the spectrum.

Even Distribution - The Limited spectrum
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col_jack_o'neill

teal'c

maj_samantha_carter

1

gen_hammondi"

daniel_jackson

. - Color Edges by Weight

This dialog allows you bo change the color of an edge by its weight,

IJse the color sliders to select a 'min' and ‘max’ color, and then choose ko
scale or dispurse evenly,

Max
:  Even Distribution  § Scale to Weight ]
1.0 I
2.0 I
100.0

close

Limiting the spectrum to smaller set will cause some of the numbers to
contain very similar colors. This might make it difficult to tell the various
shades of blue apart. Use this only when there are a very limited number of
values.

Scale to Weight
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col_jack_o'neill

maj_samantha_carter teal'c

gen_hammond daniel_jackson

« = Color Edges by Weight
This dialog allows wou ko change the color of an edge by its weight,

Ilse the color sliders to select a 'min' and 'max’ color, and then choose ko
scale or dispurse evenly.

Ewen Diskribution [ Scale ko Weight |
L0 &
20 B
100.0 [ |

close

When scaling to weight the 100 values cause a spread to occur that makes
all other values in the same general color area.

Link Values

From maj_samantha_carter
To gen_hammond A

Weight (double) = 1.0 Fram col_jack_o"neill

Fram gen_hammond flosn oo
= Weight {double) = 2.0
To maj_samantha_carter = I:Eu e)
WWeight (double) = 100.0 From gen_hammond
To col_jack_o'neill
weight {double) = 100.0

gen_hammond
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When a link is bi-directional and the weights of the links are not the same
the Visualizer will color the link that was drawn last.

Change link Color

After setting the type Even Distribution/Scale by Weight the color of the
links can be set manually through the color changer. Click on the color box
of any of the links to bring up the color change dialog box. Select a new
color and select [OK].

E:E Comments

While in the Visualizer Comments can be added to the display. Right-click a
node and from the contextual menu select Add Comment. The comment is
placed in a colored box with a dashed arrow connecting them to the original
node.

NOTE : These comments are not saved when exiting the Visualizer.

NOTE : The main use of these comments would be in creating screenshots for display
in order to add commentary for a report.

Below is a section of the Stargate scenario with the unexpected appearance
of Osiris.

’__n_a_s.cape_summit ’drug_usiris

=

e
-

x/ .--.----. r-.. ers q
! 4 surimit_meetin L 0siris_arrives
| gt nectng 4

-

Iy e .,
| T
'-daniel_iackaun ' 0siris

Adding a Comment

A comment is added stating Osiris's arrival changes the plan.
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?‘3 E?_p'e_summit?_______h_“““-“ ,f’ drug_osiris

/

I__.r .-' |' | -"'--.____\_._- >
/ ol
/ J, poison_ sumrrrlt’\ ol

S _"f ity u
‘\_\ / —__'l.' "‘.F
l il
..f"' ——t —,' =
’ \summlt meetmg’ \ ‘PSII’IS Arrives
i il
T, '. .r / i

T \\ / ---____F__.--" |
dameUacF{s&n - , e
e

/

From the main menu, under the Tools item, the font size and color, as well
as the color for the box, can be changed.

?5 ci?_}zi'e_summit?_______h_“-_-“- /,’ drug_osiris

f,-" .r |' \ \ __ >

r -

, J, poisan_ sumrrrlt’ L _",/ “igw
., \‘ i _{ i

| | e
.s"r . -,.‘ *
\summlt meetmg’ ‘Psms Arrives
'\\ '.
3 \“\.\ |II." ; / o
. / ,, Q\\ |
d:anlel_|acli<5-an sl u. o
_,/

Oziris' arriwval ch&{nges _

Adding Multiple Comments

It is also possible to add multiple comments to the same node.
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&
"\'\.
.'\\.
‘.'\.
-,

daniel_iésckanr;""-f--""' ' T ‘nsiris

:;;.« ESE.EIICIE_SL,Immlt . : ‘drug_ugirig

",

oison surmmit ) -
hoison_Sumiil dgy——s— W

N _._.-"". rl_.-
/ A |
il e ."- = I. n
summit_meeting ga— Dsifis_arrives
|

., : v e ] .
y e A f

- = T, |

-~ M f

. |

. |

i r,

7 tgiris' arriwval changes Daniel's plan
[ )

0ziris does not reveal she knows Daniel

REMEMBER: These comments are not saved when exiting the Visualizer.

Deleting a Comment

A comment can be deleted by first selecting that comment. A right-click
brings up the contextual menu. From this menu select Delete Selected

Node(s).

i

MouseOvers

NOTE : To access the contextual menu the option must be checked.

Go to Display >® Show Mouse Overs and make sure the option is check

marked.

When the pointer is passed over any Node in the Visualizer a yellow tooltip
box will appear showing information on links to other nodes as well as
values for measures than have been run. Below is a screen shot comparing

two MouseOvers.
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ren'al
) : - tesl't maj_sar
ren'al (Agent) | 5E daniel_jackson (fgent)
jack o'neill
Attributes: Attributes: _ -
position = kok-ra_cound
symbioke = ran'al 3
dies_when = revarra_atback daniel_jackson
ally = was . ally = yas
hiosk = wnknown prsliell
dies = dics
race-2 = Rman ;
et frazier
servitude = kakrs servitude = sgc -
gender = Famals gender = mal=
group = kak'ra_courdil group = 5g-1
race = rak'ra race = kauri
Meighbors: Meighbors:
aldwin: 1.0 col_jack_o'neil: 1.0
jacob_rarker_selmak: 1.0 gen_hammond: 1.0
lantash: 1.0

If an Attribute is empty ORA will leave a blank line for that attribute. Only if
the attribute has a value will it be displayed. Neighbors are all the links to
other nodes.

E:E Node Images

Nodes can be replaced with various symbols or pictures to make it easy to
identify individual nodes. There are a few items to note.

All images should be reduced to approximately 50 x 50 pixels before
using in ORA. Bigger images will be reduced in size on the display and
the image quality may possibly be degraded.

If a picture is placed on a background with the color R=255, B=0, G-
192 the background will be changed to the color of the node.

Setting a Image Folder

The Set Picture option is designed with modularity in mind, with adding new
images as easy as putting a folder with images in the
include\OraFiles\images\Visualizer\node folder. The dialog will
automatically read that folder for subfolders, use the subfolder names as
categories, and the images inside the subfolders as the images for each
category.
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Set Picture

Right-click any node and select from the contextual menu Appearance
Submenu > Set Picture. The Node Selector dialog box will appear. The
drop down menu contains various types of node images. With a node
selected a custom image can be applied. Nodes with Images will scale.

Mode Color Responsive

! ® T | Cormmunication

[ Mew Image H k. ]

Custom
The Custom option allows for the inclusion of a user's own icons.
The custom category is used for images that have been previously loaded in
the current meta-network. Clicking OK applies the currently selected node’s
image to all nodes selected in the Visualizer.

Additional information can be found in the Node Shaper section.

The [New Image] button brings up a navigation box from which to
navigate any directory and select an image file. The picture types can be
jpa/Zjpegqg, gif, or png. These will all be collected into the Custom section.

NOTE : Remember to reduce the picture size BEFORE importing it into ORA.

To set a new image right-click the node and select Set Picture. This brings
up the picture dialog box. Locate the appropriate picture and select it. A
black border will appear around the image. Select [OK] will set the picture
to the node.
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tEa|'Er

Select Mode
Hide Modeis)
Center Mode
Pin Mode
Expand Mode

col_jack_o'neill

ek Picture

Combine inta Meta-Node
Add Comment

Sek Mode Size
Sek Font Size

rmaj_samantha_carter

g 8
7 B
A W

Delete Selected Node(s)

Pin Subrenu [

[ Mew Imnage H k. ]

JRL Submenu r

E:E Visualizer Contextual Menus

The Contextual Menu is displayed by right-clicking an a Node or Link. It
contains many standard uses in manipulating nodes and links.

Node Menu
Pin SubMenu :

Pin All Nodes : Globally pins all nodes. Nodes are unaffected by the [Play]
button or the movement of other nodes.

Unpin all Nodes : Frees all nodes from being pinned.

Pin Selected Node(s) : All selected nodes will become pinned

Unpin Selected Node(s) : All selected nodes will become unpinned.
URL SubMenu :

Attach URI : You can attach a URI to the selected node.

Go To URI : Activates your browser and goes to the URI associated with

this node.
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Appearance Submenu :

Picture : You can replace the node shape with a picture.

Node Size : You can numerically set the Node Size of an individual node.
Font Size : You can numerically set the Font Size for an individual node.
Enlarge : Increases the size of the selected node in the Visualizer
Shrink : Decreases the size of the selected node in the Visualizer
Brighten : Lightens the shade of the color of the selected node

Darken : Darkens the shade of the color of the selected node.

Hide Labels : Hides the label of the selected node

Show Labels : Reveals the label of the selected node

Visibility Submenu :

Hide Node(s) : Removes the selected node (along with all links) from view
in the Visualizer.

NOTE : This does not delete the node from the Meta-Network.

Hide Adjacent Node(s) : Hides all nodes that are linked to the selected
node. The selected node remains visible.

Other:

Color Adjacent Edges : Allows you to chose the color for all links
associated with the selected node. Only works on one node at a time.

Select Node : Registers the node as selected when ORA affects multiple
nodes.

Center Node : Brings the selected node to the center of the Visualizer.

Pin Node : Pins node to background so it is unaffected by the movement of
other nodes.

Expand Node : Shows all nodes and links connected to the selected node.
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Combine into MetaNode : Multiple nodes can be selected and combined
into a Meta-Node which will contain links to all the nodes that the individual
nodes had. The four large circles of SG-1 are selected. The and green circles
show which tasks are associated with these agents. Press, and hold, the
Control key while selecting each node for the Meta-Node. Then without
releasing the Control key, right-click one of the nodes to bring up the
contextual menu. Select Combine into Meta-Node.

\.revenna_brieﬂng

pdigon_summit

A"
\

% my_on_surnmit

jackson
Iy _ship_to_summit

It_elliott

After combining the task nodes that were linked to the individual nodes are
now linked to the sg-1 Meta-Node.
\.revenna_brieﬂng

v ship_to_yuiwarld
poison_sumimit

find_tunnel_crystals

spy_on_summit

fiv_ship_to_summit

defend_revenna

It_elliott
retrieve_data_crstal

NOTE : If additions or deletions of NodeSets needs done expand the Meta-
Node before proceeding.

Add Comment : Attaches a comment to the currently selected node.
Good for making notes for display purposes. Comments can be toggled to be
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shown or hidden form the Display menu. The color and font of the comments
are also controlled from the Display menu.

Delete Selected Node(s) : Allows for the deletion of nodes form a Meta-
Network from within the Visualizer.

NOTE : This deletion is permanent once the Meta-Network is saved. If there

is any gquestion regarding the deletion then remove the Meta-Network from
ORA before saving and reload the Meta-Network.

Link Menu

Link Status : Brings up the Link Status box with information on its weight,
the network, source and target nodes, source and target nodeset.

Hide Link : Hides the link. This does not delete the link.
Set Value : Set a new value for a link.
Reverse Direction : Reverses the Source and Target aspects of the link.

Delete Link : Removed the link from the Network.

E:E Removing Nodes In The Visualizer

You can remove nodes directly from the ORA Visualizer by right clicking on a
node and selecting Hide Node. Below is an example of removing an node
using the Hide Node tool.

Find the node you want to hide. Here we will hide ren’al.
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find_tu
den_hammand

present_plan_to_soc

hide_data_crystal

create_mermory_drug

create_poisan

retr

Place the cursor over the node and right-click on the node to bring up the
contextual menu. Highlight Hide node. gen_hammond and the four task
nodes are now separated from the rest of the network.

gen_harmmaond
present_plan_to_soc

hide_data_crystal ®
create_memaory_drug ®

create_poisan ®

retrieve_dat

E:E Comments

Add Comment : Attaches a comment to the currently selected node.
Good for making notes for display purposes.
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/n!n:ape_summit

E:E Mouse Menus

Right clicking any node in the Visualizer brings up a menu of the most
useful tasks concerning nodes.

The Pin Node Submenu : Allows you access various function involving
pinning and unpinning nodes in the Visualizer

The URI Submenu : Allows you to attach a URI to a node or go to a URI
already attached to a node.

The Appearance submenu : allows you to control the size of the individual
node and font, brighten or darken it's color, or show or hide an individual
label. You can even assign an individual picture to a node which is helpful
when you are familiar with the agents, locations, or items.

MetaNodes : After selecting two or more nodes you can combine them into
a single MetaNode and give that MetaNode a name. If necessary you can
also Expand that MetaNode into its individual nodes.

Comments : You can add or delete comments for any node in the Meta-
Network.
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/n!n:ape_summit

E:E Visualizer Patterns

This is a list of common patterns that can make it easier to find various
clusters as the underlying structure of your network.

. . Agant_1
No Links 2-Group
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xclusivity

E:E GeoSpatial Network

ORA provides tools to visualize Geospatial Information Systems: GIS
Visualizer and GIS Visualizer 3D. When working with the GIS Visualizer your
Meta-Network must include location information.

@ GeoSpatial is concerned with plotting who or what was where on a
global basis. It plots nodes on a map and then connects those nodes.

t 2 Dra-GIS Yisualizer 4 =10] x|
File Modify Metwork Analyze Metwork Tools Options Help

0+ x & ) b;‘ @ |Fonesize| 10 node size| 1 unkwian| 15|~

Y ™ ; Y il

hilani; bip_|

[TETRT;

{0 b 10 40 40 40 40 40 40 40 90 1p071)071E0T POl pO¥HDT BR1[FR1BE1S
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? Loom also deals with nodes | n locations but is keyed on the
timeframes in which nodes appear. There are locations in which two agents
appear in but which were there at different times and never met.

Camera.,. Camera... Camera.. Camera,.. Camera..,

(22 a1

The GeoSpatial Visualizer differs from the 2D Visualizer as it places nodes on
a representative map whereas the regular Visualizer allows the nodes to
float freely in a non-space.

Many Geospatial information system (GIS) products apply the term
geospatial analysis in a very narrow context. In the case of vector-based GIS
this typically means operations such as map overlay (combining two or more
maps or layers according to predefined rules), simple buffering (identifying
regions of a map within a specified distance of one or more features, such as
towns, roads or rivers) and similar basic operations. The Geospatial Network
tool in ORA allows for the plotting of a Meta-Network on a map of the globe
using longitude and latitude for placing the nodes.
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This longitude and latitude is associated with a location nodeclass. Then
other nodeclasses are associated with the location nodeclass. This
information is used to place people and items on the map.

Below is the default map included with ORA's GIS tool.

Vo dectm Tamn D by

AN I e [RR r

LY & J}.

NOTE : Other maps, or layers, can be added and loaded into the GIS
Visualizer. The GIS Visualizer generally can load geospatial maps based on
the Shapefile format.

The ORA Geospatial Visualizer can be accessed from either the main menu

bar: Main Menu Bar > Visualization > Geospatial Networks or by
clicking the triangle on the Visualizer button in the Editor.

Geospatial Networks attributes
The Meta-Network MUST contain a location Node Class and that Node Set
MUST contain longitude and latitude data. Below is an example of a

Location node class information that contains Longitude and Latitude as
attributes.

T e o B [

316




| Murmansk Russia 468000

" Arkhangelsk Russia 416000

" Saint Petersburg || Russia 5825000

" Magadan Russia 152000

" Perm' Russia 1160000

" Yekaterinburg Russia 1620000

NI Russia 2025000

Novgorod

Glasgow UK 1800000
" Kazan' Russia 1140000

NOTE : The columns which are necessary to build a Location Node Class
are highlighted in Blue. In this example below, COUNTRY, POP, and CAP are
not necessary, though they can be added, as additional attributes. Further
below this chart, we will display how a location node set will appear in ORA's
editor.

Longitude and Latitude Format : The longitude and latitude use the
degree.minute format. Longitude begins at the prime meridian which runs
through Greenwich Village and run eastward 360 degrees. You can also
denote the longitude values with positive or negative (-) numbers between O
and 180. Latitude uses a 0-point which begins at the equator and runs to
90 to the north and -90 to the south.
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Mode D Mode Title | ethno-reli.. | friendship |atitude longitude palitical-le...
==etfilt... |v ==et filt... |v =metfilt.. | w |<setfilt.. | w |=setfilt... |w | <setfilt. |w|<setfilt. |«
™~ afghanistan afghanistan 3415 a% | i
|:| africa africa
™~ airpart airport
|:| britain britain christian friend 51.38 0.05 liberal
-] cape_town | cape_town L
|:| dar_es_sal.. |dar_es_sal.. 1
[ ] |darfur darfur friend |2 24.45
Ll EEYPL EEypt sunni friend ool ill4
™~ elUrape elUrope friend liberal
|:| farm farm friend B
[ ] |indonesia indonesia sunni friend 609 105 .49 liberal
L] |israel israel jewrish friend 37 35.1
L] |karachi karachi
L] |kenva kenya friend 117 36.45
L] |iebanan lebanan sunni friend 33.53 3531
|:| liberia liberia 4.5 1047
L] |iondan landan christian friend 51.36 0.05 o
[ | ) manhatn manhatmn rhristian friend A0 47 FAEH liheral ol

3

GeoSpatial Network Toolbar

e The GUI contains tools to work with the GIS maps. You can also
customize the toolbar with functions from the menu.

Standard Toolbar

0

Copy Image to Clipboard : Places a copy of the current map in
the clipboard which can be pasted into another program.

Pan Map : Place the cursor on the map and click the button. The
map will re-center on those co-ordinates.

Select Place : Click and drag to capture nodes for information to
display in an information window. This information will be

displayed in an expanding tree format. Click and drag the cursor
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to include the nodes to display.

A pop-up window will display information for all the nodes captured by the
cursor.
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JO,

@ C

@

« = Location-5Selection Information | N =] [E1

File

l.j Region & (4 centered at 75.0,43.0 {lat, lon) ;I
l.j Region 7 (&) centered at 39,1 72996,6.5100007 (lat, lon)
l.j Region & (3) centered at 35.31,33.53 (lat, lom)
l.j Region @ (&) centered at 77.02 3991 (lat, o)
Ell,j Region |0 (%) centered at 0.050000004,51.359993 (lat, lon)
=12 location (2)
- H-[ london (london)
- H-[3) britain (britain)
[=1{2) event (1)
- H-) jihad (jihad)
=0

[#-(2) bin_laden (bin_laden)

l.j khalid_al-fawnaaz (khalid_al-fawwaz)

l.j ibrahim_eidarous (ibrahim_eidarous)

[#-(2) bin_laden (bin_laden)

l.j khalid_al-fawnaaz (khalid_al-fawwaz)

l.j abdullah_ahmed_abdullah (abdullah_ahmed_abdollah)
Ell,j Region || () centered at 36.5,1.17 {lat, lon)
l.j Region |2 () centered at 73.1,33.399998 (lat, lon)

l.j Fegion |3 (7y centered at 36.43,1.17 {lat, lon) [
EI M Damian ld 3% rantanad 1f?.d.|-'l.d.l'l JE Flat lamd _ILI
4 4

Zoom In : Zoom In works in two ways. 1) Click and drag to select
the area you want to zoom in on. The selected area will fill the GIS
window. 2) Click the map once and the view will zoom in centering
on the clicked area. This can be repeated until you zoom in as
close as needed.

Zoom Out : Place the cursor on the map and click the button. the
map will zoom out and re-center on those co-ordinates.

Show Labels : Toggle the labels on & off.

Show Links : Toggle the links on & off.

Show Arrows : Toggle the arrows on & off.
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Font Size : Increase or decrease font size using the up & down
arrows.

Node Size : Increase or decrease node size using the up & down
arrows. The size of the node is proportional to the number of
entities in a location.

Link Width : Increase or decrease link width using the up & down
arrows.

E

GeoSpatial File Menu

@ The GeoSpatial file menu allows you to open, add, and save map data.

L-_‘j;?

=

Open Meta-Network... : Opens a NEW Meta-Network file into
the Geospatial map. REMEMBER: The new file needs to have both
longitude and latitude data.

Open Trailset... :

Add GIS Data... :

=

Add CSV : You can load a .csv file and specify which columns
contains the longitude/latitude data.

: « ORA GIS CSY File Loader

Filename

Header ; Select

Label coloumn Load a file

Latitude calournn ¢ | Load a File

L)L) €)%

Longitude colournn @ | (KRN

Mexk Cancel
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Add KML (Google Earth) : KML is a file format used to display

geographic data in an earth browser (e.g. Google Earth). A KML
u file is processed in much the same way that HTML (and XML) files
are processed by web browsers. Like HTML, KML has a tag-based
structure with names and attributes used for specific display
purposes.

Add e0O0 : Contains Geographic Information Systems (GIS)
= mapping data exported by ArcGIS software. ORA can import this
style of vector data and convert it for use in the GeoSpatial tool.

Add ERSI Shapefile : An ERSI shapefile is a digital vector
u storage format for storing geometric location and associated
attribute information. Shapefiles spatially describe geometries:
points, polylines, and polygons.

NOTE : This format lacks the capacity to store topological
information.

= Add Shapefile (using Openmap) :
L Add Shapefile (using Geotools) :
Save Map... :
;‘_—._-‘ Save Map To PNG : Saves the currently map to the .PNG format.

Save Map To SHP : Saves the currently map to the .SHP format.

Save Map To DyNetML : Saves the current map to the DyNetML
format with the added NodeClass ClusterLocation--
ClusterLocation. This records changes affected by the Network

;_';:‘ Save Map To KML : Saves the currently map to the .KML format.
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Aggregator in grouping locations into regions.

No Aggregation

ClusterLocation 4

ClusterLocation |0 ClusterLocation 3 .
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ClusterLocation 3 /
i

ClusterLocation 2
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Save Map To Loom Trailset : Saves the currently map to the
Loom format.

Current GIS Layers

r=;

=]

b

Open From Defaults : Opens what is currently saved as the
default Dynamic Network and GIS layers.

Open from a File : Uses the information saved in the choose file
to set the Dynamic Network and GIS layers.

Save As Default : Saves the currently selected Dynamic
Network and GIS layers as the default.
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i.'i:‘ Save to a File : Saves the currently selected Dynamic Network
and GIS layers to a file.

Current Meta-Network Locations Configurations

= Open From a File :
;_‘;:‘ Save to a File :
E—O Create Meta-Network From Visible Network...

Copy Image To Clipboard : Saves a picture of the current map
| to the clipboard which can be pasted into another program for
use in demonstration purposes.

Close

E:E GeoSpatial Modify Menu

@ GeoSpatial Actions Menu.
LEE Replace Current Meta-Network :
3'8 Create New Spatial Relation :

& Create New Spatial Nodeset :
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“ E:E GeoSpatial Analyze Menu

@ GeoSpatial Actions Menu controls color and size of location nodes.

Reset Map Zoom : Reset the display of the map to it's default
size.

ﬂ Reset Nodes Colors and Size : Returns on nodes to their default
colors and sizes.

NOTE : If the colors do not reset, click on the map with Pan tool
to force the reset.

Size Nodes by Attribute or Measure : Sizes nodes using
numerical data.

NOTE : You can not size by an attribute using non-numerical data.

Size Links by Value : Adjusts the weights of links in proportion
to all links.

iy

Color Nodes by Attribute or Measure : Colors the nodes using

Color Nodes by Component :

fﬁ Color Nodes by Concor Grouping : Colors nodes using Concor
Grouping*.

Color Nodes by Newman Grouping : Colors nodes using
Newman Grouping*
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“ E:E GeoSpatial Tools Menu

@ Tools is a set of controls for adjusting how nodes and links are displayed.

Layer Manager : Controls the visibility of the NodeClass(es),
Network(s), and Shape layers on the map by checking or
unchecking the boxes.

Network Aggregator : Controls the groupings of nodes which are
displayed together as separate regions.

Get/Set View :

Configure Meta-Network Locations :

E:E Layer Manager

The GIS Layer Manager controls what is displayed in the GeoSpatial
Visualizer. This includes all NodeClasses and Shape layers. It is similar to the
Legend in the regular Visualizer.
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s = GIS Layer Manager x|

Layers Options

Cryrarnic Mekwark Layer

[+ Magent ﬂ

[V Mevent

¥  knowledge

¥ Mlocation j
IS Layers

[+ EMSHAPEFILE_OPENMAR: dowpo-brow

Move o Mawe Davn

Selecting or Deselecting a NodeClass or GIS Layer will remove it from the
display. It does not remove it from the dataset.

The Move Up and Move Down buttons adjust the display position of the
SHAPE files. These buttons have no affect on the Network Layers.

Layer Manager Menus

Layers

Add New Layer : You can add additional map files to the display.

Remove Selected Layer : You can remove selected map layers from
the display.

Show All Network Layers : Displays all node information on the map

Hide All Network Layers : Removes all Network information form the
map. The Information is still available through the Layer Manager.

Change Layer Position > Move Layer Forward :
Change Layer Position > Move Layer Backward :

Change Layer Position > Move Layer To Front :
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Change Layer Position > Move Layer To Back :
Add Layer As Nodeset :

Options
Set Current Map Data As Default :

Reset Map With Default Data :

i

The Network Aggregator looks at regions instead of individual locations.
Using the slider you can control how dense each region will be. Increasing
the density groups more locations into a region.

Network Resolution Dialog
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Using a sliding scale, which in turn represents network information retention
(or loss) depending on the level of the adjusted slider. A value can also be
entered manually in the numeric field box.

When the network bar is fully red it indicates full network resolution and
therefore network information is preserved and displayed in the GIS
Visualizer. Conversely, when lower network resolution figures are entered
network detail can be sacrificed. This bar graph is intended to show the level
of such loss.

It is best to experiment with the slider at varying values and observing GIS
visualization for optimum balance of data resolution and visual relevancy.

This is a useful tool when you have many noisy or cluttered locations. The
grouping assists you in seeing the connections easier.

GeoSpatial with no aggregation

L

4 ¢

' |

" la
ad; "
. (eltanzanfa i ¥ ()39""1@
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| A = f ekl ™

GeoSpatial using Network Aggregation

329



2 za F_‘

= Fe ;%

evant|(3) (a)agent

E:E GeoSpatial Options Menu

@ These options control various display options of the Visualizer.
& Show Links : Toggles the visibility of the Links.
'Q_) Show Labels : Toggles the visibility of the Node Labels.
('_f) Show Arrows : Toggles the visibility of the link Arrows.
Use 2D Visualization (Openmap)

Use 3D Visualization (NASA Worldwind)

E:E Loom/View Trails
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Before starting you need a dataset that can be used within the Loom. One
such dataset is the TAVI dataset.

Use File = Open Meta Network to open TAVI.xml

The clock icon in the Meta-Network Panel means that it is a dynamic meta
network and that there are continuous-time updates (deltas, which are
listed below the top-level network) indicating how the network changes
over time.

[ Meta-Network Manager # X | A0 X

# 3o - fravi
7 282 Initial

ooo | ocation @ size O

(] »

oo Pepson :size O
ooo Rendezvous | size 0
ooo Threat : size 0
#2*® Person x Location
":" Person = Persaon
":" Person = Rendezvous
’r’ Rendezvous = Location
#2*® Rendezvous = Threat
":" Threat = Location
":" Threat = Persan
9 S T2009-03-11at 1941 23
oo Location : size |

=]

=]

oo Person :size |

o

oo Rendezvous @ size O
oo Threat : size |
Persan = Lacation
Person = Persan
Persaon = Rendezvaus
Rendezvaus » Locatian
Rendezvaus » Threat

L ke

Threat = Location
":" Threat = Person

o= S3 R2009-03-11at 194307

o= Gg x 2009-03-11 at 19 43 44 -

To analyze the data you must have a relation that A) changes over time and
B) stays many:one (e.g., a person must have only one location at any given
time). Usually this is Agent x Location, but in theory you can select other
relations.
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In the main ORA screen, open the Visualizer = View Trails. Select the
Person x Location input network.

At the top left is a list of Agents; the bottom left is a list of locations.
Activating the check-box next to an agent will cause its trail to appear in the
right hand panel. The large vertical strips correspond to locations, and the
path moving between them is the trail indicating the agent's location at each
point in time.

Select the dates to analyze:

Timeline: C}
Before time | Aggregate... | Select All | Clear All |

Open Loom : Highlight the TAVI dataset in the Meta-Network pane. From
the drop down menu select Visualizations > View Trailsets. In the dialog
box select Persons x Locations. The Loom window will appear with the
chosen Network.

+ » Loom | Person ® Location_trail =10 x|

File Optlons  Events

rPerson ;

.iitf!t'_%
==

|4

-

rLociation

L X B

Selecting one person you can easily see where they've been (Left
window). But when you select multiple people, it can quickly get impossible
to view the trails right window).
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File Options  Beents

LRkl

[ W WMEEE CamErs. LA L emers . b amera

ooooooofl

|l:- s :i i_- R
Camera J Location

Camafn 5 Location
Cameta 1 Location
Camista 2 Locakion

Making the Display more Readable : can be done in several ways.
Clicking the color circle representing the individual node brings up the color
changer. You can then select a color which stands out better for viewing.

L Loom | Peron xtocation.trad |-

e Oplions  Events

) :l.."lnl'trl Camera_ Camita_Cainera L amirk
| [ | |
Eipersont .-
¥ Person 2 LI
| Pergon 3 L ]

v Person 4 L]
=] .
e P L] |
=]y - .I.i
sl
Lol
e -
Camera 3 Location b
Cameta § Localion -
Camara 1 Location -
Camera 2 Location -
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E=

Loom File

? Loom File Menu

Open ... : Opens up DyNetML file which contains location and time
data.

Save as... : Saves currently open DyNetML file under a new
filename.

Export = DyNetML : Saves the Loom data as a DyNetML file.

Save Image as... : Saves an image of the current Loom state.
Can be saved as a png, jpeg, pdf, svg, or tiff file.

k=

Loom Options

? Loom Options Menu

Anti-Aliasing : Used to smooth out rough edged lines.

Grayscale : Removes all colors from image and is good when
printing black and white images.
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Camera.. Camera.. Camera.. Camera. Camera...

> -

Show Timeline : Displays the timeline markers on the left of the
Loom.

Stretch Vertical : You can select a percentage to enlarge the
height of the Loom. Good when many nodes are situated in a
small area.
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Camera.. Camera.. Camera.. Camera.. Camera.

Bar Width : Widens the individual locations. Good when many
nodes are situated in a small area.

~Arnara 4 Locabon

Cammeeda J LOCahor LarmMera 5 Locakon Camera 1 LOCahor Lamira § Locahon

Allow Multiple Waypoints per Period : If unchecked a node wiill
appear only in the most weighted position. If checked then the
node will be placed in all locations.

Example : A main location also contains three separate rooms. An
agent can be listed to be in the main location but can also be listed
as moving between the individual rooms. If this option is checked,
the agent will be shown to be in all locations which can lead to it
appearing an agent is in two places at once.
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NOTE : The dotted line denotes a node which disappeared from all locations
then reappeared later on.

" E:E ORA Measures

ORA contains over 100 measures.

What is a Measure

A measure is a function that takes as input a Meta-Network and outputs a
single value or a vector of values. Consider the measure Density. The
output for this measure is a single number used to analyze an organization.
By default, all measures are run on a Meta-Network. To view which

measures are available, go to the Tools menu and select the Measures
Manager.

ORA Measures Manager

The Measures Manager categorizes measures in the following ways:
Entity Level, Graph Level, and Risk Category.

Entity Level Measure is one that is defined for, and gives a value for,

each entity in a network. If there are x nodes in a network, then the
metric is calculated x once each for each node.

Examples are Degree Centrality, Betweenness, and Cognitive Demand.
Graph Level Measure is one that is defined for, and gives a value for,

the network as a whole. The metric is calculated once for the
network.

Examples are Centralization, Graph Hierarchy, and the maximum or
average Betweenness
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Some reports use a predefined set of measures, and these are not
affected by the Measure Manager selections (for example, the Intel,
Context, Located SubGroups, Sphere of Influence, and Immediate
Impact reports). The Risk Report, however, uses only the measures
selected in the Measure Manager.

The following sets of entities (with their abbreviated symbol) are used
throughout the document: Agent (A), Knowledge (K), Resource (R), and
Task (T). The following networks defined on these entity sets are used
throughout the documentation.

|| Symbol Entity Sets Name ||
| u g |
|| AA Agent Agent Communication Network “
|| AK Agent Knowledge Knowledge Network ||
|| AR Agent Resource Capabilities Network ||
|| AT Agent Task Assignment Network “
|| KK Knowledge Knowledge Information Network ||
|| KR Knowledge || Resource Training Network ||
KT Knowledge || Task Knowledge Requirement
Network
RR Resource Resource REeltEa SRl I
Network
RT Resource Task Resource Requirement
Network
|| TT Task Task Precedence Network ||
Input:

This lists each of the Networks that are required as input to the
measure. If a measure takes as input a specific network from the Meta-
Network, such as the Agent x Knowledge (AK) matrix, then it is
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listed. If the measure runs on any square (unimodal) network then
N is given. A measure can require more than one input matrix.

1. Each input matrix can have one or more of the following
requirements:

a. square: the matrix must have the same number of
rows as columns

b. binary: it must be binary data (i.e. any links in the
network are assumed to have a weight of one)

c. symmetric: the network must be undirected

2. ORA does the following when a network does not meet one
or more of the above requirements:

a. square: measure is not computed

b. binary: measure is computed, and edge weights are
ignored (all edges are given value one)

Cc. symmetric: measure is computed, and the matrix is
first symmetrized using the union method

A complete list of all measures available in ORA, along with references,
input and output specifications, can be found in the following ORA
Measures sections.

” E:E Access Redundancy

Informal Name

None
Citation

Carley, Kathleen M. 2002. "Summary of Key Network Measures for

Characterizing Organizational Architectures.” Unpublished Document: CMU
2002

Minimum and Maximum Values
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Minimum : O
Maximum : Re[0,(|A]-1%|R]].
Computational Time
Fast

Description

Average number of redundant agents per resource. An agent is redundant if
there is already an agent that has access to the resource.

Input : Agent by Resource matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Actual Workload

Informal Name
None
Citation
Carley, Kathleen M. 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description
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The knowledge and resources an agent uses to perform the tasks to which it
is assigned. Individuals or organizations that are high in workload are those
that are doing more complex tasks and have the resources and knowledge
or expertise to do those tasks. Tasks are more complex if they require more
expertise and/or more resources. This measures is only calculated if all of
the following matrices are available: agent x knowledge, agent x resource,
agent x task, knowledge x task, resource x task.
Example : In a given organization, employees have access to certain
knowledge (e.g., fix computers) and resources (e.g., computer parts).
This measure would compute a value to reflect the overall level of
organizational access within the network.
Actual Workload
Input :
Agent by Knowledge matrix with DataType=Dbinary
Agent by Resource matrix with DataType=binary
Agent by Task matrix with DataType=Dbinary
Knowledge by Task matrix with DataType=binary
Resource by Task matrix with DataType=binary

Output : Node Level with Type=agent and DataType=real.

" E:E Agent Knowledge Needs Congruence

Informal Name

None

Citation
Lee, 2004

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Computational Time

Medium

Description

The number of knowledge that an agent lacks to complete its assigned tasks
expressed as a percentage of the total knowledge required for the assigned

tasks.
Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

H E:E Agent Knowledge Waste Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Medium

Description

The number of knowledge that an agent has that are not needed by any of
its tasks expressed as a percentage of the total knowledge of the agent.

Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

" E:E Agent Resource Needs Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description
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The number of resources that an agent lacks to complete its assigned tasks
expressed as a percentage of the total resources required for the assigned
tasks.

Input :
Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

E:E Agent Resource Waste Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

The number of resources that an agent has that are not needed by any of its
tasks expressed as a percentage of the total resources of the agent.

Input :
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Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

" E:E Agent Socio Economic Power

Informal Name
None
Citation
Kathleen M. Carley, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast

Description

A measure of actor power based on access to knowledge, resources, and
tasks in the organization.

Example : An individual within an organization that has the most
connections, hence access, to knowledge (special skills), resources
(unlimited funding) and tasks (has the most important tasks). Such an
agent would rank high in the SocioEconomic Power measure.

Input :

Agent by Knowledge matrix with DataType=binary.

345



Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

" E:E Assignment Redundancy

Informal Name
None
Citation
Carley, Kathleen M. 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O
Maximum : Re[0,(|A]-1*|T]]
Computational Time
Fast
Description

Average number of redundant agents assigned to tasks. An agent is
redundant if there is already an agent assigned to the task.

Input : Agent by Task matrix with dataType=binary

Output : Graph Level with DataType=real

E:E Authority Centrality

346



Informal Name

None

Citation

Kleinberg J.M, 1998

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

A node is authority-central to the extent that its in-links are from nodes that
have many out-links. Individuals or organizations that act as authorities are
receiving information from a wide range of others each of whom sends
information to a large number of others. Technically, an agent is authority-
central if its in-links are from agents that have are sending links to many
others. The scientific name of this measure is authority centrality and it is
calculated on agent by agent matrices.

Input : Square matrix with DataType=real.

Output : Node Level with DataType=real.

" E:E Average Distance

Informal Name

None

Citation
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NetStat

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The average shortest path length between nodes, excluding infinite
distances.

Example : In a given organization, this measure computes the average
amount of connections between any two members in the organization.

Input : Square matrices.
Agent by Knowledge matrix with DataType=binary
Agent by Task matrix with DataType=binary
Knowledge by Task with DataType=binary

Output : Graph Level with DataType=real.

" E:E Average Speed

Informal Name

None

Citation
Carley, Kathleen M. 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The average speed with which any two nodes can interact. This is based on
the inverse of the shortest path lengths between node pairs.

Example : In an organization that any two individuals have an average
of 3.4 connections between them would approximate the average speed
at which an a communication might spread throughout the organization.
Naturally, the lower the average links, the higher the organizational
speed.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

” E:E Betweenness Centrality

Informal Name
None
Citation
Freeman, 1979
Minimum and Maximum Values

Minimum : O
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Maximum : 1

Computational Time

Slow

Description

Network centralization based on the betweenness score for each node in a
square network. This measure is defined for directed and undirected
networks.

The Betweenness Centrality of node v in a network is defined as: across all
node pairs that have a shortest path containing v, the percentage that pass
through v. Individuals or organizations that are potentially influential are
positioned to broker connections between groups and to bring to bear the
influence of one group on another or serve as a gatekeeper between
groups. This agent occurs on many of the shortest paths between other
agents. The scientific name of this measure is betweenness centrality and it
is calculated on agent by agent matrices.

Example : This measure indicates the extent that an individual is a
broker of indirect connections among all others in a network. Someone
with high Betweenness could be thought of as a gatekeeper of
information flow. People that occur on many shortest paths among other
People have highest Betweenness value. Betweenness is one of the key
measures used by those interested in networks.

Input : Square Node Level Matrix with DataType=Dbinary

Output : Node Level and dataType="real"

" E:E Bonacich Power Centrality

Informal Name

None

Citation
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Bonacich P., 1987 "Factoring and weighing approaches to clique
identification” Journal of Mathematical Sociology, 2 (January, 1972), 113-
120.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description
The Bonacich Power Centrality computes the centrality of each entity based
on the centrality of its neighbors. Beta should be chosen such that its
absolute value is less than the reciprocal of the largest eigenvalue of N.

Example : In a given organization, this measure can tell us who is
connected to the most powerful (e.g., other highly connected agents)
people.

Input : Square Node Level matrix with DataType=real.

Output : Node Level and DataType=real.

H E:E Boundary Spanner

Informal Name

None

Citation

Cormen, Leiserson, Rivest, Stein 2001. "Introduction to Algorithms™ Second
Edition. Cambridge, MA: MIT Press, 2001.

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Description
An node which, if removed from a network, creates a new component.
This is often called a Gate Keeper node. It consists of High Betweenness
and Low Centrality. A Boundary Spanner is an articulation point of N,

as defined in the referenced book.

Example : An employee with few direct connections, but if removed
from the network will result in an unconnected sub-group.

Input : Square Node Level Agent by Agent matrix with
DataType=binary, Direction=No.

OutputNode Level with DataType=Binary.

” E:E Burt Constraint

Informal Name
None
Citation

Burt, Ronald. Structural Holes: The Social Structures of Competition.
Cambridge, MA: Harvard University Press, 1992.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
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Description

The degree to which each node in a square network is constrained from
acting because of its existing links to other nodes.

Example : Bob is given a certain task, but that task requires certain
links, which Bob does not have. Bob is constrained in the sense he does
not have the links to complete the task. This measure computes a value
for such relationships as they distributed across the whole network.

Input : Square matrix with dataType=real.

Output : Node Level with DataType=real.

" E:E Capability

Informal Name

None
Citation
Carley, Kathleen M., 2007
Minimum and Maximum Values
Minimum :
Maximum :
Computational Time
Fast
Description
Detects entities with high or low degree relative to other entities. The
formula discounts for the fact that most agents have some connections and

assumes that there is a general discount to having large numbers of
connections.
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Input : Square matrix with dataType=real.

Output : Node Level with DataType=real and type=row.

" E:E Clique Count

Informal Name

None

Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow

Description

The number of distinct cliques to which each node belongs. Individuals or
organizations who are high in number of cliques are those that belong to a
large number of distinct cliques. A clique is defined as a group of three or
more actors that have many connections to each other and relatively fewer
connections to those in other groups. The scientific name of this measure is
cligue count and it is calculated on the agent by agent matrices.

Input : Square matrix with dataType=binary.

Output : Node Level with DataType=integer.
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" E:E Classic SNA Density

Informal Name
None
Citation
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast

Description

The ratio of the number of links versus the maximum possible links for a
square network. Self-loops are ignored.

Input : Square matrix with dataType=binary.

Output : Graph Level with DataType=real.

" E:E Closeness Centrality

Informal Name
None

Citation

Freeman, L.C. (1979). "Centrality in Social Networks I: Conceptual
Clarification.” Social Networks, 1, 215-239.
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow
Description

The average closeness of a node to the other nodes in a network. Closeness
is the inverse of the average distance in the network between the node and
all other nodes.

Closeness reveals how long it takes information to spread from one
individual to others in the network. High scoring individuals in Closeness
have the shortest paths to all others in the network. It would follow such
individuals could monitor the information flow in an organization better than
most others that have a lesser Closeness value. The ones with the highest
value in this measure will often times have the best picture of what is
happening in the network as a whole.

In short, Closeness is the inverse of the average distance in the network
between any given node and all other nodes.

Example : Closeness reveals so-called people in the know. Closeness
measures the path length from one person to another in a network. It
tells us which person is central to an organization.

Input : Square matrix with DataType=binary.

Output : Node Level with DataType=real.

H E:E Closeness Network Centralization

Informal Name

None
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Citation

Freeman, L.C. (1979). Centrality in Social Networks I: Conceptual
Clarification. Social Networks, 1, 215-239.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow

Description

Network centralization based on the closeness centrality of each node in a
square network. This is defined only for connected, undirected networks.

Example : An organization has employees, computers, benchmarks, and
products. How central these entities exist within the connections of the
network, which is defined by the connections they have throughout the
network, is loosely what is network centralization. This measure
computes a value for the centrality of these entities.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

” E:E Cognitive Demand

Informal Name
Emergent Leader
Citation

Carley, Kathleen M. & Yuqing Ren, 2001, "Tradeoffs Between Performance
and Adaptability for C31 Architectures.” In Proceedings of the 2001
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Command and Control Research and Technology Symposium, Annapolis,
Maryland, June, 2001.

Carley, 2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description

Measures the total amount of cognitive effort expended by each agent to do
its tasks, need to move, connecting others, and so on. Such individuals may
never become the formal leader of a group. Emergent leaders are identified
in terms of the amount of cognitive effort that is inferred to be expended
based on the individual's position in the meta-network. Individuals who are
strong emergent leaders are likely to be not just connected to many people,
organizations, tasks, events, areas of expertise, and resources; but also, are
engaged in complex tasks where they may not have all the needed
resources or knowledge and so have to coordinate with others, or have other
reasons why they need to coordinate or share data or resources.

Input : Agent by Agent matrix with dataType=binary.

Output : Node Level Agent with DataType=real.

H E:E Cognitive Distinctiveness

Informal Name

None

Citation
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Carley, Kathleen 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU

2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow

Description

Measures the degree to which each pair of agents has complementary
knowledge, expressed as the percent of total knowledge.

Input : Matrix with Type=Agent (Source) and Type=Knowledge (Target)
and DataType=binary.

Output :
Node Level : Node Level with Type=agent and DataType=real.

Dyad Level : Dyad Level with SourceType=agent,
TargetType=agent, and DataType=real.

" E:E Cognitive Expertise

Informal Name
None

Citation

Carley, Kathleen M. 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU

2002
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow

Description

Measures the degree to which each pair of agents has complementary
knowledge, expressed as a percentage of the knowledge of the first agent.

Example : If one person in an organization knows how do perform X but
can't do Y. Whereas another individual can do Y but not X, such
individuals would rank highly in this measure.

Input : Agent (source) by Knowledge (knowledge) matrix with
DataType=binary."

Output :
Node Level with Type=agent and DataType=real.

Dyad Level with Type=agent, Target=agent, and DataType=real.

" E:E Cognitive Resemblance

Informal Name
None
Citation
Carley, Kathleen M. 2002. "Summary of Key Network Measures for

Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Computational Time

Slow

Description

Measures the degree to which each pair of agents has the exact same
knowledge. Each value is normalized by the row sum.

Example : In an given organizational network, let us say that Bob has
the knowledge to perform X, Y, and Z. Whereas Sally also has the
knowledge to perform X, Y and Z. This measure would rank this pair
(i.e., dyad) high in Cognitive Resemblance.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Dyad Level with an Agent by Knowledge matrix with
DataType=real.

" E:E Cognitive Similarity

Informal Name
None
Citation
Carley, Kathleen M. 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O

Maximum : 1
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Computational Time
Slow

Description

Measures the degree to which each pair of agents have overlapping
knowledge.

Example : With an organization where Bob has the knowledge of X, Y
and Z and Sally has the knowledge of Q, R and Z. The Cognitive
Similarity measure would compute a value for Bob and Sally's
overlapping knowledge of Z.

Input : Agent (source) by Knowledge (target) matrix with
dataType=binary.

Output :
Node Level with Type=agent and DataType=real.

Dyad Level with Agent by Agent matrix with DataType=real.

" E:E Column Breadth

Informal Name
None

Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Fast

Description
The fraction of entities with column nodes with degree greater than one.
Example : In a given organization, we have the following entities:
employees (agents), computers (resources), benchmarks (tasks). This
measure tells us on how many links greater than one exist within these
entity types.
Input : Matrix with DataType=binary.

Output : Graph Level with DataType=real.

H E:E Column Count

Informal Name

None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Number of Columns
Computational Time
Fast
Description

The number of column nodes in a network.

Input : Matrix with DataType=binary.
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Output : Graph Level with DataType=integer.

" E:E Column Degree Centrality

Informal Name
None
Citation
Wasserman and Faust, 1994
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
A centralization based on the degree of the column nodes of a network.

Input : Matrix with DataType=real

Output : Node Level with dataType=real and Type=column.

" E:E Column Degree Network Centralization

Informal Name

None

Citation
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NetStat
Minimum and Maximum Values
Minimum :
Maximum :
Computational Time
Fast
Description
A centralization based on the degree of the column nodes of a network.
Input : Matrix with DataType=real

Output : Node Level with dataType=real and Type=column.

H E:E Column Redundancy

Informal Name

None

Citation

Carley, Kathleen M. 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O

Maximum : Re[0,(m-1)*n]

Computational Time
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Fast

Description
The mean number of column node links in excess of one.
Input : Matrix with dataType=binary.

Output : Graph Level with DataType=real.

" E:E Communication

Informal Name

None
Citation
Carley, Kathleen M., 2003
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Measures the communication need of agents to complete their assigned
tasks.

Example : In a given organization Bob is assigned a task which is
dependant upon his social links to other individuals in the network. The
measure would compute a value for how dependent Bob is on the links
to the other individuals to complete the task. A higher value would
indicate Bob must possess a greater number of connections to complete
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any given task he is assigned. Conversely, a low value would indicate
relatively few linkages are necessary to complete certain tasks.

Input :
Agent by Agent matrix with dataType=binary.
Agent by Task matrix with dataType=binary.
Agent by Resource matrix with dataType=binary.
Resource by Task matrix with dataType=binary.
Task by Task matrix with dataType=binary.

Output : Node Level with Type=agent and DataType=real.

” E:E Communication Congruence

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures."” Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description
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Measures to what extent the agents communicate when and only when it is
needful to complete tasks. Perfect congruence requires a symmetric Agent X
Agent network.

One of the following pairs of matrices must exist: AK/KT, AR/RT. If both
exist, then the measure first concatenates them into [AK AR], [KT RT] and
uses them.

Communication Congruence = 1 iif agents communicate when and only
when it is needful to complete their tasks. There are three task related
reasons when agents i and j need to communicate:

(a) Handoff: if i is assigned to a task s and j is assigned to a task t and s
directly precedes task t.

(b) Co-Assignment: if i is assigned to a task s and j is also assigned to s.

(c) Negotiation: if i is assigned to a task s and j is not, and there is a
resource r to which agents assigned to s have no access but j does.

The three cases are computed as follows:

(@) let H = AT*TT*AT'

(b) let C = AT*AT'

(c) let N = AT*Z*AR’, where Z(t,r) = [AT'*AR - RT"](t,r)<0
Note that C is always symmetric, but not necessarily H and N.
let Q@,j) = [ (H+H") + C + (N+N"](,j) = O.

Communication Congruence requires reciprocal communication, explaining
the transposes of H and N to make them symmetric.

let d = hamming distance between Q and AA, which measures the degree to
which communication differs from that which is needed to do tasks.

The maximum value for d is d_max = |A|*(]A]-1)
Then Communication Congruence = 1 - (d /d_max), which is in [0,1].

Input :
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Agent by Agent matrix with dataType=binary.

Agent by Task matrix with dataType=binary.

Agent by Resource matrix with dataType=binary.

Resource by Task matrix with dataType=binary.

Task by Task matrix with dataType=binary.
Output :

Graph Level with DataType=real.

H E:E Communicative Need

Informal Name
None
Citation
Carley Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description

Measures the percentage of reciprocal links in a network. This is also called
Reciprocity.

Input : Square matrix with DataType=binary
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Output : Graph Level with DataType=real.

" E:E Complete Exclusivity

Informal Name
None

Citation

Ashworth, M. and Kathleen M. Carley, 2003 "Critical Human Capital” Working
Paper, CASOS, Carnegie Mellon, Pittsburgh PA.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

Detects entities that have ties that no other entity has. Individuals or
organizations that are high in complete exclusivity for events are those that
attend or are supposed to attend an event that no one else does. The
scientific name of this measure is complete exclusivity and it is calculated on
agent by event matrices.

Example : Individuals or organizations that are high in complete
exclusivity for events are those that attend or are supposed to attend an
event that no one else does.

Input : Matrix with DataType=binary.

Output : Node Level with DataType=real and Type=row.
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" E:E Complexity

Informal Name
None
Citation
Wasserman and Faust, 1994
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
The density of the meta-network as a whole.
Input : MetaMatrix with DataType=binary.

Output : Graph Level with dataType=real.

" E:E Connectedness

Informal Name
None

Citation

Krackhardt, D. 1994. Graph Theoretical Dimensions of Informal
Organizations. In Computational Organization Theory, edited by Carley,

371



Kathleen M. and M.J. Prietula. Hillsdale, NJ: Lawrence Erlbaum Associates,
1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

Measures the degree to which a square network's underlying (symmetrized)
network is connected. Individuals or organizations that connect groups are
those that are connecting disconnected groups. The individual or
organization may be connected to only one or a few members of each
groups. This is a composite measure that is high when the agent is
potentially influential but is not in the know. This is calculated as the ration
of betweenness centrality to total degree centrality and is calculated on
agent by agent matrices.

Input : Square matrix with dataType=binary.

Output : Graph Level with DataType=real.

" E:E Distinctiveness Correlation

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
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Maximum : 1

Description

Measures the degree to which each pair of rows has complementary data,
expressed as the percent of total data.

Input : Matrix with dataType=binary.
Output :
Node Level with Type=row and DataType=real.

Dyad Level with SourceType=row, TargetType=row, and
DataType=real.

" E:E Correlation Expertise

Informal Name
None
Citation
Carley, Kathleen, M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description

Measures the degree to which each pair of rows has complementary data,
expressed as a percentage of the data of the first row.
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Input : Matrix with dataType=binary.
Output :
Node Level with Type=row and DataType=real.

Dyad Level with SourceType=row, TargetType=row, and
DataType=real.

" E:E Resemblance Correlation

Informal Name
None
Citation
Carley, Kathleen, M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description
Measures the degree to which each pair of rows has the exact same data.
Input : Matrix with dataType=binary.
Output :
Node Level with Type=row and DataType=real.

Dyad Level with SourceType=row, TargetType=row, and
DataType=real.
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" E:E Similarity Correlation

Informal Name
None
Citation
Carley, Kathleen, M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description
Measures the degree to which each pair of rows have overlapping data.
Input : Matrix with dataType=binary.
Output :
Node Level with Type=row and DataType=real.

Dyad Level with SourceType=row, TargetType=row, and
DataType=real.

" E:E Density

Informal Name

None
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Citation

Wasserman, Stanley and Katherine Faust. Social Network Analysis: Methods
and Applications. Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast
Description

The ratio of the number of links versus the maximum possible links for a
network.

Density compares existing links to all possible links in the employee
communication network. It reflects the social level of organizational
cohesion. This measure must be interpreted in relation to the size of the
group and the type of work performed.

Input : Unimodel matrix with DataType=binary.

Output : Graph Level with DataType=real.

H E:E Diameter

Informal Name

None
Citation

Wasserman, Stanley and Katherine Faust. Social Network Analysis: Methods
and Applications. Cambridge: Cambridge University Press, 1994.
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Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

The maximum shortest path length between any two nodes in a unimodal
network G=(V,E). If there exist i,j in V such that j is not reachable from i,

then |V] is returned.
Input : Square matrix with dataType=binary.

Output : Graph Level with DataType=integer.

Informal Name

None
Citation
Carley, Kathleen M.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Slow
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Description
Computes the degree to which something could be easily diffused (spread)
throughout the network. This is based on the distance between nodes. A
large diffusion value means that nodes are close to each other, and a
smaller diffusion value means that nodes are farther apart.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Effective Network Size

Informal Name
None

Citation

Burt, Ronald. Structural Holes: The Social Structures of Competition.
Cambridge, MA: Harvard University Press, 1992.

Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
The effective size of a node’s ego network based on redundancy of links.
Example : In a given organization, let us say Bob has ties to many
others in the organization, who in turn have redundant ties to other

people. The point at which this no longer applies tends to define effective
network size.
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Input : Square matrix with DataType=real.

Output : Node Level with DataType=real.

" E:E Efficiency

Informal Name

None

Citation
Krackhardt, D. 1994. Graph Theoretical Dimensions of Informal
Organizations. In Computational Organization Theory, edited by Carley,

Kathleen M. and M.J. Prietula. Hillsdale, NJ: Lawrence Erlbaum Associates,
1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

The degree to which each component in a network contains the minimum
links possible to keep it connected.

Example : In an organization, let us say Bob has a connection to the
computer, Sales, Event, and Goal. This measure computes a value for
the minimum number of links entities such as Bob must have for the
network to maintain its network status. Therefore, this is a network level
measure. In other words, if Bob had one less link, then the entities
would cease to constitute the original network.

Input : Square matrix with DataType=binary and Directed=No.
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Output : Graph Level with DataType=real.

" E:E Eigenvector Centrality

Informal Name

None

Citation

Bonacich P, 1972

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

Calculates the principal eigenvector of the network. A node is central to the
extent that its neighbors are central. Leaders of strong cliques are
individuals or organizations who are connected to others that are themselves
highly connected to each other. In other words, if you have a clique then the
individual most connected to others in the clique and other cliques, is the
leader of the clique. Individuals or organizations who are connected to many
otherwise isolated individuals or organizations will have a much lower score
in this measure then those that are connected to groups that have many
connections themselves. This would be true even if such a WHO might have
a high amount of actual connections (i.e. high degree centrality).

It calculates the eigenvector of the largest positive eigenvalue of the
adjacency matrix representation of a square network. A Jacobi method is
used to compute the eigenvalues and vectors.

Hub-Centrality and Authority-Centrality measures are generalizations of the
Eigenvector Centrality measure and take into account directed links.
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Example : It follows that a person well-connected to well-connected
people can spread information much more quickly than one who only has
connections to lesser important people in a network. People with higher
scores of Eigenvector Centrality could be critical when rapid
communication is needed.

Furthermore, individuals or organizations that are connected to man
other otherwise isolated groups will have a much lower score in this
measure than those that are connected to groups that have many
connections themselves.

Input : Square Agent by Agent Node Level matrix with DataType=real
and directed=No.

Output : Node Level and DataType=real.

" E:E Exclusivity

Informal Name

None

Citation

Ashworth, 2002

Minimum and Maximum Values

Minimum :

Maximum :

Computational Time

Fast

Description

Detects entities that have ties that comparatively few other entities have.
Individuals or organizations that are high in complete exclusivity for
knowledge are those that have expertise or are connected to types of
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knowledge that no one else has. The scientific name of this measure is
complete exclusivity and it is calculated on agent by knowledge matrices.

« Individuals or organizations that are high in complete exclusivity for
location are those that have frequented locations that no one else has.

e Individuals or organizations that are high in complete exclusivity for
resources are those that have resources or are connected to types of
resources that few others have.

e Individuals or organizations that are high in complete exclusivity for
tasks are those that are engaged in or assigned to tasks or activities
for which no one else is engaged in or assigned to.

Input : Matrix with DataType=binary.

Output : Node Level with DataType=real and Type=row.

E:E Fragmentation

Informal Name

None

Citation

Borgatti, S.P. 2003. The Key Player Problem. Dynamic Social Network
Modeling and Analysis: Workshop Summary and Papers, R.

Breiger, K. Carley, & P. Pattison (Eds.) Committee on Human Factors,
National Research Council, 241-252.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
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Description
The proportion of nodes in a network that are disconnected.

Example : In a given organization 25 out of 400 sales agents are
disconnected from the resources and knowledge that exists at the
company headquarters because they travel more frequently and are thus
disconnected from the rest of the network. The attribute of this
disconnection expressed as a property of the entire organization is its
computed disconnected measure.

Input : Square matrix with DataType=binary and Directed=No.

Output : Graph Level with dataType=real.

" E:E Geodesic Distance

Informal Name
None
Citation
Wasserman and Faust, 1994
Minimum and Maximum Values
Minimum : O
Maximum : Number of columns - 1
Computational Time
Medium
Description
Computes the length of the shortest path between all node pairs, where
length is the number of links, ignoring link weights. If no path exists

between two nodes, then a distance of zero is given. The distance from a
node to itself is also zero.
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Input : Square matrix with DataType=binary.

Output : Dyad Level with DataType=integer.

" E:E Global Efficiency

Informal Name

None
Citation
Latria and Marchiori, 2001
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description

Global Efficiency is the normalized sum of the inverse geodesic distances
between all entity pairs.

Example : In an organization certain resources are closer to each other
in terms of links. If both resources are located closer to each other than
it would follow an organization where such resources tend to be more
closely distributed across a network would be a more efficient network.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.
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" E:E Hierarchy

Informal Name

None

Citation
Krackhardt, D. 1994. Graph Theoretical Dimensions of Informal
Organizations. In Computational Organization Theory, edited by Carley,

Kathleen M. and M.J. Prietula. Hillsdale, NJ: Lawrence Erlbaum Associates,
1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow

Description

The degree to which a unimodal network exhibits a pure hierarchical
structure.

Example : Let us say in an organization Sue is the president. Under
Sue, we have 4 vice presidents, whom all in turn have 5 or 10 direct
reports, who all have 2 or 3 managers working for them. To such a
degree that this architecture is present in the organization is its
computed Krackhardt Hierarchy value.

Input : Square matrix with DataType=binary.

Output : Graph Level with dataType=real.
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" E:E Hub Centrality

Informal Name

None

Citation

Kleinberg J.M, 1998

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
Description

A node is hub-central to the extent that its out-links are to nodes that have
many in-links. Individuals or organizations that act as hubs are sending
information to a wide range of others each of whom has many others
reporting to them. Technically, an agent is hub-central if its out-links are to
agents that have many other agents sending links to them. The scientific

name of this measure is hub centrality and it is calculated on agent by agent
matrices.

Input : Square matrix with DataType=real.

Output : Node Level with DataType=real.

" E:E In Degree Centrality

Informal Name
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None
Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

For any node, e.g. an individual or a resource, the in-links are the
connections that the node of interest receives from other nodes.

Example : An agent by knowledge matrix with a number of in-links. A
piece of knowledge has is the number of agents that are connected to.

Input : Square Agent by Agent matrix with DataType=real.

Output : Node Level with DataType=real and Type=Column.

" E:E In Degree Network Centralization

Informal Name

None

Citation

NetStat

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Computational Time

Fast

Description

A centralization of a square network based on the In-Degree Centrality of
each node.

Example : In a given organization, all employees have many incoming
links to other employees. This is their In degree connections. This
measure computes a value for the entire organization as a whole as to
how central these connections are within the organization.

Input : Square matrix with DataType=real.

Output : Graph Level with DataType=real.

" E:E Information Centrality

Informal Name
None

Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Slow, with High Space requirements

Description

Information centrality is a network metric that accounts for indirect as well
as shortest (geodesic) paths among entities. Information centrality is similar
to betweenness, except that betweenness considers only shortest paths
geodesics, whereas information centrality also considers more circuitous
paths weighted by the inverse of the path length (the number of links

along the path).

Calculates the Stephenson and Zelen information centrality measure for
each entity.

Example : Entities high in information centrality are more likely to get
more information and to get information faster.

Input : Square matrix with DataType=real and Directed=No.

Output : Node Level with DataType=real.

H E:E Interdependence

Informal Name
None

Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O

Maximum : 1

Computational Time
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Fast

Description

The percentage of links in a unimodal network that are Pooled or Reciprocal.
Example : A reciprocal link is one that is bidirectional. Let us say Bob
has a link to Sue and Sue has a link back to Bob This is a reciprocal link.
However, if Bob had a lot of links to Sue and others, which were not
reciprocated, that is bidirectional, than Bob would be said to rank higher
in radial links, which linked in one direction. The extent that a network
exhibits these relationships is computed as the Interdependence and
Radial value for the network.

Let G=(V,E) be the graph representation of a square network.

Let a = Pooled Edge Count and b = Reciprocal Edge Count of the
network.

Then Interdependence = (a+b)/|E]|
Input : Square matrix with DataType=Dbinary.

Output : Graph Level with DataType=real.

H E:E Interlockers

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O

Maximum : 1
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Computational Time

Fast

Description

Interlocker nodes have a triad count greater than one standard deviation
above the mean node triad count.

Example : A typical corporate board of directors is a good example of
an interlocking architecture. Whereas a predominant amount of board
members—perhaps close to 70-percent—might serve on one board only,
it is often common that the remaining 30-percent may serve on 3 or
more other boards. These directors that serve on the other boards
constitute the interlocking agents that connect all these typical boards
together. The Interlockers and radial measures compute a value for such
relationships as they exist in the network at the entity, that is agent
(e.qg., "board member"), level.

Input : Square matrix with DataType=Dbinary.

Output : Node Level with DataType=binary.

" E:E Inverse Closeness Centrality

Informal Name
None
Citation

Wasserman, Stanley and Katherine Faust. Social Network Analysis: Methods
and Applications. Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O

Maximum : 1
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Computational Time

Slow

Description

The average closeness of a node to the other nodes in a network. Inverse
Closeness is the sum of the inverse distances between a node and all other

nodes. Nodes high in closeness centrality are more likely to communicate
faster and operate more efficiently.

Input : Square matrix with DataType=binary.

Output : Node Level with DataType=real.

" E:E Isolate Count

Informal Name

None
Citation
Carley, Kathleen, M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Number of nodes in the network

Computational Time

Fast
Description

The number of isolate nodes in a unimodal network.

Input : Square matrix with DataType=binary.
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Output : Graph Level with DataType=integer.

" E:E Knowledge Access Index

Informal Name

None

Citation

Ashworth, M. and Carley, Kathleen M., 2003, "Critical Human Capital",
Working Paper, CASOS, Carnegie Mellon, Pittsburgh PA.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description
Boolean value which is true if an agent is the only agent who knows a piece
of knowledge and who is known by exactly one other agent. The one agent
known also has its KAI set to one.
An node level measure that computes the average shortest path length
between entities, excluding infinite distances. This is known as the
Knowledge Access Index (KAI) value.
Example : Let us imagine a social network where 50 employees have
many connections to each other. The average number of connections per
employee is the Access Index.
Input : Agent by Agent matrix with DataType=binary

Output : Output is nodelLevel with Type=agent and DataType=binary.
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" E:E Knowledge Actual Workload

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description
The knowledge an agent uses to perform the tasks to which it is assigned.
Input :
Agent by Knowledge matrix withDataType=binary
Knowledge by Task matrix with DataType=binary
Agent by Task matrix with DataType=binary

Output : Node Level with Type=agent and DataType=real.

E:E Knowledge Congruence
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Informal Name
None
Citation
Carley, Kathleen M. 2002
Minimum and Maximum Values
Minimum :
Maximum :
Computational Time
Medium
Description
Measures the similarity between what knowledge are assigned to tasks via
agents, and what knowledge are required to do tasks. Perfect congruence

occurs when agents have access to knowledge when and only when it is
needful to complete tasks.

Input : Agent by Knowledge, Agent by Task, and Knowledge by Task
matrices with DataType=binary.

Output : Graph Level with DataType=real.

H E:E Knowledge Diversity

Informal Name
None

Citation

Borgatti, S.P. 2003. The Key Player Problem. Dynamic Social Network
Modeling and Analysis: Workshop Summary and Papers, R.
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

The distribution of difference in idea sharing. This is the Herfindahl-Hirshman
index applied to column sums of AK.

Example : Characterizes the network in terms of how the items in a
knowledge network (who knows what) are non-uniformly distributed
across employees

Input : Agent by Knowledge matrix with DataType=binary.

Output : Graph Level with dataType=real

" E:E Knowledge Exclusivity

Informal Name

None

Citation
Ashworth, 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

396



Fast

Description
Detects agents who have singular knowledge.

Example : A key piece of knowledge that supports an entire
organization is only accessible through one person.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Node Level with DataType=real and Type=agent.

" E:E Knowledge Load

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
Average number of knowledge per agent.

Input : Agent by Knowledge matrix with DataType=binary
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Output : Graph Level with DataType=real.

" E:E Knowledge Negotiation

Informal Name
None

Citation

Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU

2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

The extent to which agents need to negotiate with each other because they
lack the knowledge to complete their assigned tasks.

Example : In a given organization, Bob does not have knowledge
needed to complete a certain task but Sue does have it. Bob must
negotiate with Sue to gain that knowledge to complete the task. The
extent to which others in the organization must negotiate for knowledge
that others have is the organization's knowledge negotiation value.
Input :

Agent by Tasks matrix with DataType=Dbinary.

Agent by Knowledge matrix with DataType=binary.
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Knowledge by Tasks matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Knowledge Omega

Informal Name
None

Citation

Carley, K, Dekker, D., Krackhardt, D (2000). How Do Social Networks Affect
Organizational Knowledge Utilization.

Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description
The degree to which agents reuse knowledge while doing their tasks.
Example : Sue has X amount of tasks within her company. How many
of those tasks that require a knowledge that can be used for one or
more of her other tasks is omega knowledge. This measure computes a
value for such relations to knowledge sets at the network level.
Input :
Agent by Task matrix with DataType=binary.

Knowledge by Task matrix with DataType=binary.

Task by Task matrix with DataType=binary.
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Output : Graph Level with DataType=real.

" E:E Knowledge Potential Workload

Informal Name
None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum :
Maximum :

Computational Time

Medium

Description

Maximum knowledge an agent could use to do tasks if it were assigned to all
tasks.

Example : In a given organization, let us say Bob is assigned all task
that exist in the organization. This measure would compute a value
expressing Bob's potential to carry out all the tasks based on his
connections to the resources and knowledge needed for the tasks.
Input :

Agent by Knowledge matrix with DataType=binary.

Knowledge by Task matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.
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" E:E Knowledge Redundancy

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : Re [0,(JA]-D)*|K]]
Computational Time
Fast
Description

Average number of redundant agents per knowledge. An agent is redundant
if there is already an agent that has the knowledge.

Input : Agent by Knowledge with dataType=binary.

Output : Graph Level with dataType=real.

H E:E Knowledge Task Completion

Informal Name

None
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Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The percentage of tasks that can be completed by the agents assigned to

them, based solely on whether the agents have the requisite knowledge to

do the tasks.
Example : Bob is assigned 10 Tasks to complete which require a certain
amount of knowledge to finish. However, on average only 10-percent of
this knowledge will be available to Bob for him to complete the tasks
given. This measure would compute a value for the likelihood that Bob
would be able to complete any given task.

NOTE : Task Completion Overall is a combination of the Task Completion
Knowledge and the Task Completion Resource.

Input :
Agent by Knowledge matrix with dataType=binary.
Agent by Task matrix with dataType=binary.
Knowledge by Task matrix with dataType=binary.

Output : Graph Level with DataType=real
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" E:E Knowledge Under Supply

Informal Name
None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The extent to which the knowledge needed to do tasks are unavailable in the
entire organization.

Input :
Agent by Task matrix with dataType=binary.
Agent by Knowledge matrix with dataType=binary.
Knowledge by Task matrix with dataType=binary.

Output : Graph Level with DataType=real

E:E Lateral Link Count
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Informal Name

None

Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description
The percentage of lateral links in a unimodal network. Fixing a root node x, a
lateral link (i,j) is one in which the distance from x to i is the same as the
distance from x to j.

Let G=(V,E) be the graph representation of a network. And fix an entity
X€V to be the root entity.

Example : Fixing a root entity x, a lateral edge (i,j) is one in which the
distance from x to i is the same as the distance from x to j.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real

Informal Name
None
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Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Number of links in the network
Computational Time
Fast
Description
The number of links in the network.
Input : Matrix with DataType=binary.

Output : Graph Level with DataType=integer.

” E:E Local Efficiency

Informal Name
None
Citation
Latora and Marchiori, 2001 (Full reference forthcoming)
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Slow

Description

Normalized sum of the Global Efficiency of each node's ego network (here,
the ego network for entity i does not include entity i).

Example : In an organization, Bob has a connection to the computers,
Sales Data, Events, Goals. This measure computes a value for the
minimum number of links to entities such as Bob must have for the
network to maintain its network status. Therefore, this is a network level
measure. If Bob had one less link, then the entities would cease to
constitute the original network.

Input : Square matrix with dataType=binary.

Output : Graph Type with DataType=real.

H E:E Location Relevance

Informal Name
None
Citation
Olson, Malloy
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description

The extent to which location influences a particular persons connections.
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Input :
Agent by Agent matrix with DataType=real.
Agent by Location matrix with DataType=real.

Output : Node Level with Type=location with dataType=real.

" E:E Minimum Speed

Informal Name

None

Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum : O
Maximum : 1

NOTE : Minimum Speed = 1 / (Levels for the Network)

Computational Time

Medium

Description

The maximum shortest path length between node pairs (i,j) where there is a
path in the network from i to j. If there are no such pairs, then Minimum
Speed is zero.

Example : In an organization, we have Bob and Sue with numerous
paths between them. The shortest path between this entity pair would
be Bob and Sues (Bob/Sue) minimum speed. One might also say that if
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there were numerous links between Bob and Sue and that the average
linkage was in the neighborhood of 5 paths (e.g., links) when every
person in the organization is taken as a whole, the shortest linkage
between them would be the minimum speed at which Bob and Sue

might communicative. If Bob and Sue had direct links, minimum speed
would be 0.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Network Levels

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Z<[0,|V]-1]
Computational Time
Medium

Description

The Network Level of a square network is the maximum Node Level of its
nodes.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=integer.
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" E:E Node Count

Informal Name

None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Number of nodes in the network
Computational Time
Fast
Description
The number of nodes in a unimodal network.
Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=integer.

" E:E Node Levels

Informal Name

None

Citation

Carley, Kathleen M., 2002

409



Minimum and Maximum Values
Minimum : O
Maximum : Number of nodes in the network - 1
Computational Time
Medium
Description

The Node Level for a node v in a square network is the longest shortest path

from v to every node v can reach. If v cannot reach any node, then its level
is O.

The Network Level of a square network is the maximum Node Level of its
nodes.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=integer.

" E:E Organization Agent Knowledge Needs Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Medium

Description

Across all agents, the knowledge that agents lack to do their assigned tasks
expressed as a percentage of the total knowledge needed by all agents.

Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Organization Agent Knowledge Waste Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Across all agents, the knowledge that agents have that are not required to
do their assigned tasks.
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Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Graph Level with DataType=real.

” E:E Organization Agent Resource Needs Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Across all agents, the resource that agents lack to do their assigned tasks
expressed as a percentage of the total resources needed by all agents.

Input :
Agent by Resource matrix with DataType=binary.

Agent by Task matrix with DataType=binary.
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Resource by Task matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Organization Agent Resource Waste Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Across all agents, the resources that agents have that are not required to do
their assigned tasks.

Input :
Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Graph Level with DataType=real.
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" E:E Organization Task Knowledge Needs Congruence

Informal Name
None

Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description

Across all tasks, the knowledge that tasks lack expressed as a percentage of
the total knowledge needed by all tasks.

Example : An organization needs many skills to meet it's organizational
objectives. However, not all of the skills are present within the
organizational network. This measure computes a value for this lack of
skills as it is distributed across the organization as a whole.
Input :

Agent by Knowledge matrix with DataType=binary.

Agent by Task matrix with DataType=binary.

Knowledge by Task matrix with DataType=binary.

Output : Graph Level with dataType=real
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" E:E Organization Task Knowledge Waste Congruence

Informal Name
None
Citation
Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Across all agents, the knowledge that agents have that are not required to
do their assigned tasks.

Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Graph Level with dataType=real

" E:E Organization Task Resource Needs Congruence

Informal Name
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None

Citation

Lee, 2004

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

MediumFast

Description

Across all tasks, the resources that tasks lack expressed as a percentage of
the total resource needed by all tasks.

Example : An organization needs many resources to meet it's
organizational objectives. However, not all of the resources are present
within the organizational network. This measure computes a value for
this lack of resources as it is distributed across the organization as a
whole.
Input :

Agent by Resource matrix with DataType=binary.

Agent by Task matrix with DataType=binary.

Resource by Task matrix with DataType=binary.

Output : Graph Level with dataType=real

" E:E Organization Task Resource Waste Congruence

Informal Name
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None

Citation

Lee, 2004

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
Description

Across all agents, the resources that agents have that are not required to do
their assigned tasks.

Input :
Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Graph Level with dataType=real

" E:E Out Degree Centrality

Informal Name
None
Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

For any node, (e.g. an individual or a resource), the out-links are the
connections that the node of interest sends to other nodes. For example,
imagine an agent by knowledge matrix then the number of out-links an
agent would have is the number of pieces of knowledge it is connected to.

The scientific name of this measure is out-degree and it is calculated on the
agent by agent matrices. Individuals or organizations who are high in most
knowledge have more expertise or are associated with more types of
knowledge than are others. If no sub-network connecting agents to
knowledge exists, then this measure will not be calculated. The scientific
name of this measure is out degree centrality and it is calculated on agent
by knowledge matrices. Individuals or organizations who are high in "most
resources" have more resources or are associated with more types of
resources than are others. If no sub-network connecting agents to resources
exists, then this measure will not be calculated. The scientific name of this
measure is out degree centrality and it is calculated on agent by resource
matrices.

Input : Square Agent by Agent matrix with dataType=real.

Output : Node Level with DataType=real and Type=row.

H E:E Out Degree Network Centralization

Informal Name
None
Citation

418



NetStat
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Fast

Description

A centralization of a square network based on the Out-Degree Centrality of
each node.

Example : In a given organization, all employees have so many links to
other employees. This is their out degree connections. This measure
computes a value for the entire organization as a whole as to how
central these connections are within the organization.

Input : Square matrix with DataType=real.

Output : Graph Level with DataType=real.

" E:E Overall Task Completion

Informal Name
None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
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Maximum : 1

Computational Time

Medium
Description

The percentage of tasks that can be completed by the agents assigned to

them, based solely on whether the agents have the requisite knowledge and
resources to do the tasks.

NOTE : Task Completion Overall is a combination of the Task Completion
Knowledge and the Task Completion Resource.

Input :
Agent by Knowledge matrix with dataType=binary.
Agent by Resource matrix with dataType=binary.
Agent by Task matrix with dataType=binary.
Knowledge by Task matrix with dataType=binary.
Resource by Task matrix with dataType=Dbinary.

Output : Graph Level with DataType=real

" E:E Performance as Accuracy

Informal Name

None
Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002
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Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
Description

Measures how accurately agents can perform their assigned tasks based on
their access to knowledge and resources.

Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Agent by Resource matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Graph Level with DataType=real

" E:E Personnel Cost

Informal Name

None
Citation

Ashworth, M. and Carley, Kathleen, M., 2003, "Critical Human Capital,
Working Paper, CASOS" Carnegie Mellon, Pittsburgh PA.

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Computational Time

Fast

Description

Total number of people reporting to an agent, plus its total knowledge,
resources, and tasks.

Personnel Cost is the sum of the in-degree centrality of all AA matrices in the
graph (this computes the number of agents reporting to each agent), plus
the out-degree centrality of any AK, AR, and AT graphs.
Example : In a given organization, five employees report to Sue. All of
the knowledge, resource and tasks connections attributed all the
employees and Sue constitute Personnel Cost. This measure then

computes a value for Sue based on all these connections of her
employees.

Input :
Agent by Agent matrix with dataType=binary.
Agent by Knowledge matrix with dataType=binary.
Agent by Resource matrix with dataType=binary.
Agent by Task matrix with dataType=binary.

Output : Node Level with Type=agent and DataType=real.

" E:E Pooled Link Count

Informal Name

None
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Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast
Description

The percentage of pooled links in a unimodal network. A pooled is an link

(i,J) such that there exists at least one other link (i,k) in the network, and k
<> .

Let M be the adjacency matrix representation of a unimodal network.

Let S = { (i,j) | M(,j))=1 A sum(M(,j))>1 }

In other words: edge (i,j) is a pooled edge iff the in-degree of entity j > 1.
Then Pooled Edge Count = |S]| 7/ |E].

Example : A pooled edge in a network N=(V,E) is an edge (i,j)e E such
that there exists at least one other edge (i,k) € E, and k # j.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Potential Boundary Spanner

Informal Name
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None

Citation

Cormen, Leiserson, Rivest, Stein 2001. "Introduction to Algorithms" Second
Edition. Cambridge, MA: MIT Press, 2001.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow
Description

Individuals or organizations that connect groups are those that are
connecting disconnected groups. The individual or organization may be
connected to only one or a few members of each group. This is a composite
measure that is high when the agent is potentially influential but is not in the
know. This is calculated as the ration of betweenness centrality to total
degree centrality and is calculated on agent by agent networks.

Locates nodes that are high in betweenness centrality, but low in total
degree centrality, and therefore potentially act as links between groups of
entities.
Example : This measures finds an individual who could likely have great
potential to interact with other parts of an organization based on their
existing connections.

Input : Square matrix with DataType=binary and Directed=No.

Output : Node Level and DataType=real

H E:E Potential Workload

Informal Name
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None

Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum :
Maximum :

Computational Time

Medium

Description

Maximum knowledge and resources an agent could use to do tasks if it were
assigned to all tasks.

Input :
Example : In a given organization, Bob is assigned all task that
exist in the organization. This measure would compute a value
expressing Bob's potential to carry out all the tasks based on his
connections to the resources and knowledge needed for the tasks.
Agent by Knowledge matrix with DataType=binary.
Agent by Resource matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Resource by Task matrix with DataType=binary.

Output : Node Level with DataType=real

E:E Radials
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Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast

Description

Radial nodes have a triad count less than one standard deviation below the
mean node triad count.

Input : Square matrix with DataType=binary.

Output : Node Level with DataType=binary.

" E:E Reciprocal Link Count

Informal Name
None

Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
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Minimum : O
Maximum : 1

Computational Time

Fast
Description

The percentage of links in a unimodal network that are reciprocated. A link
(i,)) in the network is reciprocated if link (j,i) is also in the network.

Let G=(V,E) be the graph representation of a network.
Let S=card { (i,j) e E|i<,(j,i)) e E}

Then Reciprocal Edge Count = |S]| 7 |E]|
Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real

" E:E Relative Cognitive Distinctiveness

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Slow

Description

Measures the degree to which each pair of agents has complementary
knowledge, expressed as the percent of total knowledge. Each value is
normalized by the row sum.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Dyad Level with Type=agent and DataType=real.

" E:E Relative Cognitive Expertise

Informal Name

None

Citation

Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Slow

Description

Measures the degree to which each pair of agents has complementary
knowledge, expressed as a percentage of the knowledge of the first agent.
Each value is normalized by the row sum. Individuals or organizations that
are high in specialized knowledge are those that have expertise or are
connected to types of knowledge that few others have.

Input : Agent by Knowledge matrix with DataType=binary.
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Output : Dyad Level with Type=agent and DataType=real.

" E:E Relative Cognitive Resemblance

Informal Name
None
Citation
Carley, 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow

Description

Measures the degree to which each pair of agents has the exact same
knowledge. Each value is normalized by the row sum.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Dyad Level with Type=agent and DataType=real.

" E:E Relative Cognitive Similarity

Informal Name
None
Citation
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Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow

Description

Measures the degree to which each pair of agents have overlapping
knowledge. Each value is normalized by the row sum.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Dyad Level with Type=agent and DataType=real.

H E:E Relative Expertise

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium
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Description

The degree of dissimilarity between agents based on shared knowledge.
Each agent computes to what degree the other agents know what they do
not know. Individuals or organizations that are high in specialized knowledge
are those that have expertise or are connected to types of knowledge that
few others have. The scientific name of this measure is relatively unique and
it is calculated on agent by knowledge matrices.

Input : Agent by Knowledge matrix with DataType=binary.

Output : Node Level with Type=agent and DataType=real.

” E:E Relative Similarity

Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description
The degree of similarity between two agents based on shared knowledge.
Each agent computes to what degree the other agents know what they

know.

Input : Agent by Knowledge matrix with DataType=binary.
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Output : Node Level with Type=agent and DataType=real.

" E:E Resource Access Index

Informal Name
None

Citation

Ashworth, M. and Carley, Kathleen M., 2003, "Critical Human Capital",
Working Paper, CASOS, Carnegie Mellon, Pittsburgh PA.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

Boolean value which is true if an agent has exclusive access to a resource
and who is known by exactly one other agent. The one agent known also has
its KAI set to one.

An node level measure that computes the average shortest path length
between entities, excluding infinite distances. This is known as the Resource

Access Index (RAI) value.

Example : Let us imagine a social network where 50 employees have
many connections to each other. The average number of connections per

employee is the Access Index.

Input :

Agent by Agent matrix with DataType=binary
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Agent by Resource with DataType=binary.

Output : Node Level with Type=agent and DataType=binary.

" E:E Resource Actual Workload

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description
The resources an agent uses to perform the tasks to which it is assigned.
Input :
Agent by Resource matrix withDataType=binary
Resource by Task matrix with DataType=binary
Agent by Task matrix with DataType=binary

Output : Node Level with Type=agent and DataType=real.
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" E:E Resource Congruence

Informal Name
None
Citation
Carley, Kathleen M. 2002
Minimum and Maximum Values
Minimum :
Maximum :
Computational Time
Medium
Description
Measures the similarity between resources assigned to tasks via agents, and
what resources are required to do tasks. Perfect congruence occurs when
agents have resources when and only when it is needful to complete tasks.

Input : Agent by Resource, Agent by Task, and Resource by Task
matrices with DataType=binary.

Output : Graph Level with DataType=real.

H E:E Resource Diversity

Informal Name

Who Has What
Citation
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Borgatti, S.P. 2003. The Key Player Problem. Dynamic Social Network
Modeling and Analysis: Workshop Summary and Papers, R.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

The distribution of difference in resource sharing. This is the Herfindahl-
Hirshman index applied to column sums of AR.

Example : Characterizes the network in terms of how the items in a
resource network (who has what) are non-uniformly distributed across
employees

Input : Agent by Resource matrix with DataType=binary.

Output : Graph Level with dataType=real

" E:E Resource Exclusivity

Informal Name
None
Citation
Ashworth, 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
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Computational Time

Fast

Description
Detects agents who have singular resource access.

Example : A key resource that supports an entire organization is only
accessible through one person.

Input : Agent by Resource matrix with DataType=binary.

Output : Node Level with DataType=real and Type=agent.

" E:E Resource Load

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast

Description

Average number of resources per agent.
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Input : Agent by Resource matrix with DataType=binary

Output : Graph Level with DataType=real.

" E:E Resource Negotiation

Informal Name

None

Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for

Characterizing Organizational Architectures.” Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The extent to which agents need to negotiate with each other because they
lack the resources to complete their assigned tasks.

Example : In a given organization, Bob does not have access to the
resources needed to complete a certain task but Sue does have it. Bob
must negotiate with Sue to gain those resources. The extent to which
others in the organization must negotiate for resources that others have
is the organization's resource negotiation value.

Input :

Agent by Tasks matrix with DataType=Dbinary.
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Agent by Resource matrix with DataType=binary.
Resource by Tasks matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Resource Omega

Informal Name
None

Citation

Carley, Kathleen M., Dekker, D., Krackhardt, D (2000). How Do Social
Networks Affect Organizational Knowledge Utilization.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description
The degree to which agents reuse resources while doing their tasks.
Example : Sue has X amount of tasks within her company. How many
of those tasks that require a resource that can be used for one or more
of her other tasks is omega knowledge. This measure computes a value
for such relations to the resources at the network level.
Input :
Agent by Task matrix with DataType=binary.

Resource by Task matrix with DataType=binary.
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Task by Task matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Resource Potential Workload

Informal Name
None

Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU

2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

Maximum resources an agent could use to do tasks if it were assigned to all
tasks.

Example : In a given organization, let us say Bob is assigned all task
that exist in the organization. This measure would compute a value
expressing Bob's potential to carry out all the tasks based on his
connections to the resources and knowledge needed for the tasks.

Input :
Agent by Resource matrix with DataType=binary.

Resource by Task matrix with DataType=binary.
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Output : Node Level with Type=agent and DataType=real.

" E:E Resource Redundancy

Informal Name
None
Citation
Carley, Kathleen M., 2002. "Summary of Key Network Measures for
Characterizing Organizational Architectures.” Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : [(|R]-D)*|TI]
Computational Time
Fast

Description

Average number of redundant agents per resource. An agent is redundant if
there is already an agent that has the resource.

Input : Agent by Resource with dataType=binary.

Output : Graph Level with dataType=real.

H E:E Resource Task Completion

Informal Name

None
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Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The percentage of tasks that can be completed by the agents assigned to

them, based solely on whether the agents have the requisite resources to do

the tasks.
Example : Bob is assigned 10 Tasks to complete which require a certain
amount of resources to finish. However, on average only 10-percent of
those resources will be available to Bob for him to complete the tasks
given. This measure would compute a value for the likelihood that Bob
would be able to complete any given task.

NOTE : Task Completion Overall is a combination of the Task Completion
Knowledge and the Task Completion Resource.

Input :
Agent by Resource matrix with dataType=Dbinary.
Agent by Task matrix with dataType=binary.
Resource by Task matrix with dataType=binary.

Output : Graph Level with DataType=real
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" E:E Resource Under Supply

Informal Name

None

Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU

2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium

Description

The extent to which the resources needed to do tasks are unavailable in the
entire organization.

Example : In an organization where Bob needs to complete Task A, he
needs access to Resource B, which in this case might be a computer.
However, what would happen if Resource B were simply unavailable?
Say the computer was offline 50-percent of the time. This computer
would likely under supply the task of completing Task A. This measure
would compute a value to the effect that this under supply factor
affected the ability to perform the task at hand.

Input :
Agent by Task matrix with dataType=binary.

Agent by Resource matrix with dataType=binary.
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Resource by Task matrix with dataType=binary.

Output : Graph Level with DataType=real

" E:E Row Breadth

Informal Name

None

Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
The fraction of entities with row nodes with degree greater than one.
Example : In a given organization, we have the following entities:
employees (agents), computers (resources), benchmarks (tasks). This
measure tells us on how many links greater than one exist within these
entity types.

Input : Matrix with DataType=binary.

Output : Graph Level with DataType=real.

E:E Row Count
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Informal Name
None
Citation
Carley, Kathleen M., 2002
Minimum and Maximum Values
Minimum : O
Maximum : Number of rows in the network
Computational Time
Fast
Description
The number of row nodes in a network.
Input : Matrix with DataType=binary.

Output : Graph Level with DataType=integer.

H E:E Row Degree Centrality

Informal Name

None

Citation

Wasserman and Faust, 1994

Minimum and Maximum Values

Minimum : O
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Maximum : 1

Computational Time
Fast
Description
A centralization based on the degree of the row nodes of a network.
Input : Matrix with DataType=real

Output : Node Level with dataType=real and Type=row.

" E:E Row Degree Network Centralization

Informal Name
None
Citation
NetStat
Minimum and Maximum Values
Minimum :
Maximum :
Computational Time
Fast
Description
A centralization based on the degree of the row nodes of a network.

Input : Matrix with DataType=real
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Output : Graph Level with dataType=real and Type=row.

" E:E Row Redundancy

Informal Name

None

Citation

Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : [(N-1)*M]
Computational Time

Fast

Description
The mean number of row node links in excess of one.
Example : Let us say in our organizational matrix, we have Bob
who multiple links to Sue. Let us say this is multiple linkages has an
average of 2.5 per employee to the same manager Sue or another.

The measure computes a value for this average which is considering
row redundancy.

Input : Matrix with DataType=binary.

Output : Graph Level with dataType=real.
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" E:E Sequential Link Count

Informal Name

None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

The percentage of links in a network that are neither Reciprocal Links nor
Pooled Links. Note that an link can be both a Pooled and a Reciprocal link.

Let G=(V,E) be the graph representation of a network, and let X = set of
Pooled edges of G, and let Y = set of Reciprocal edges of G.

Then Sequential Edge Count = | E-X-Y]| 7/ |E]
Example : The percentage of edges in a network that are neither
Reciprocal Edges nor Pooled Edges. Note that an edge can be both a
Pooled and a Reciprocal edge. Self-loops are ignored.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.
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" E:E Shared Situation Awareness

Informal Name

None

Citation
Graham, 2004
Minimum and Maximum Values
Minimum : O
Maximum : Unscaled real number
Computational Time

Medium

Description

Individuals or organizations that are high in group awareness are those that
by virtue of their connections to others, what resources they use, what
knowledge there is, what tasks there are - have a better understanding of
what others are doing.

Example : If we take any given pair of actors in an organization, this
measure computes a value for how similar they are to each other based
on their relationships (i.e., links) to others in the same organization.

Input : Agent by Agent matrix with dataType=binary.

Agent by Agent matrix with dataType="binary" - label="Select an
Interaction Matrix™

Agent by Agent matrix with dataType="binary" - label="Select a
Physical Proximity Matrix"

Agent by Agent matrix with dataType="binary" - label="Select a
Background Similarity Matrix"
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Output :
Node Level with Type=agent and DataType=real.
Dyad Level with TargetType=agent and DataType=real.
Formula :
Let alpha, beta, delta, gamma, mu be Real numbers.
Let A = Agent x Agent interaction/communication network.
Let P = Agent x Agent physical proximity network.
Let S = Agent x Agent social demographic similarity network.
Let e = eigenvector centrality measure computed on A.
Let G = geodesics between agents computed on A.
Then the SSA measure between agents i and j is:

SSA(i,J) = alpha*e[i]*e[j] + beta*P(i,j) +
delta*S(i,j)/(gamma*G(i,j)) + mu*A(i,))*A(,i)

" E:E Simmelian Ties

Informal Name

None

Citation
Krackhardt, David. 1998. "Simmelian Tie: Super Strong and Sticky." In
Power and Influence in Organizations., edited by Roderick M. Kramer and
Margaret Neale, pp. 21/38. Thousand Oaks, CA: Sage.

Simmel, Georg. 1950. "The Sociology of Georg Simmel.” New York: Free
Press, 1st free press paperback edition.

Minimum and Maximum Values
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Minimum : O
Maximum : 1
Computational Time

Medium

Description
The normalized number of Simmelian ties of each node.
Example : Described informally as ties embedded in cliques and are
often associated with brokers inside such cliques such that if Bob and
Susan only know of each other because of Chan and now all of them,
Bob, Susan and Chan, now know each other. Chan, Bob, Susan now
have simmelian ties to each other.

Input : Square matrix with DataType=binary.

Output : Node Level with dataType=real.

" E:E Skip Link Count

Informal Name

None

Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002.

Minimum and Maximum Values
Minimum : 0O
Maximum : 1

Computational Time
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Medium

Description

The fraction of links in a unimodal network that skip levels. An link (i,j) is a
skip link if there is a path from node i to node j even after the link (i,]J) is
removed.

A skip edge in a network G=(V,E) is an edge (i,j)<E such that j is reachable
from i in the graph G'=(V,E\(i,))), that is, the graph G with edge (i,})
removed. Skip Count is simply the number of such edges in G normalized to
be in [0,1] by dividing by |E].

Example : The fraction of edges in a unimodal network that skip levels.
An edge (i,)) is a skip edge if there is a path from entity i to entity j even
after the edge (i,j) is removed.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

H E:E Social Technical Congruence

Informal Name
None
Citation
Cataldo et al, 2006
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium
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Description
Social technical congruence represents the proportion of coordination
requirements that were satisfied through some type of actual coordination
activity carried out through some means of communication.
A representation of the coordination requirements among the different
workers is obtained by multiplying AT, TT and transpose of AT matrices. This
product results in a people by people matrix where a cell ij indicates the
extent to which person i works on tasks that share dependencies with the
tasks worked on by person j. In other words, the resulting matrix represents
the Coordination Requirements or the extent to which each pair of people
needs to coordinate their work.

Formally, the Coordination Requirements (CR) matrix is determined by the
following product:

Let, CR = AT * TT * transpose(AT)
Given a particular CR matrix constructed from relating product dependencies
to work dependencies, we can compare it to an Actual Coordination (CA)
matrix that represents the interactions workers engaged in through different
means of coordination.
Diff (CR, CA) = card { diffj; | crj 0 & ca;> 0 }
ICR| =card { crj= 0 }
We have,
Congruence(CR, CA) = Diff (CR, CA) / |CR]
Input :
Agent by Agent matrix with DataType=binary
Agent by Task matrix with DataType=binary
Task by Task matrix with DataType=binary

Output :

Graph Level with dataType=real.
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Dyad Level with Agent (source) by Agent (target) with
DataType=real.

" E:E Span of Control

Informal Name

None

Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for

Characterizing Organizational Architectures. Unpublished Document: CMU
2002

Minimum and Maximum Values
Minimum : O
Maximum : €R [0,|V]-1]
Computational Time

Fast

Description
The average number of out links per node with non-zero out degrees.

Example : Bob has 5 out degree links to 5 other personnel in his
company and of those 5 personnel, the average non-zero (i.e., people
that make up that personnel that have out-degree links of there own) is
4. Whereas Sue might have 5 personnel out degree links, but those
personnel have 3 out-degree links themselves on average. It would
figure that Sue might have a greater span of control, since the people
she connects do, don't have as many connections as those that Bob
connects to does. This measure would compute a value for such
relationships called Span of Control.

Input : Square matrix with DataType=Dbinary.
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Output : Graph Level with dataType=real.

" E:E Spatial Betweenness Centrality

Informal Name
None
Citation
Olson, Mallory
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow

Description

The extent to which a node lies between other nodes that are far from each
other.

Input :
Agent by Agent matrix with DataType=real.
Agent by Location matrix with DataType=real.

Output : Node Level with Type=agent and DataType=real

E:E Spatial Closeness Centrality
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Informal Name
None
Citation
Olson, Mallory
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow

Description

The extent to which a node is close to the other nodes both in the network
and in space

Input :
Agent by Agent matrix with DataType=real.
Agent by Location matrix with DataType=real.

Output : Node Level with Type=agent and DataType=real

H E:E Spatial Degree Centrality

Informal Name

None

Citation

Olson, Mallory
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Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Slow
Description
The total distance from a node to its neighbors
Input :
Agent by Agent matrix with DataType=real.
Agent by Location matrix with DataType=real.

Output : Node Level with Type=agent and DataType=real

" E:E Spatial Eigenvector Centrality

Informal Name
None
Citation
Olson, Mallory
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time
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Slow

Description
The sum of the eigenvector centralities of all nodes located at a place.
Intuitively, the likelihood of arriving at a node at a particular location in a
random walk.
Input :
Agent by Agent matrix with DataType=real.

Agent by Location matrix with DataType=real.

Output : Node Level with Type=location and DataType=real

" E:E Strict Knowledge Congruence

Informal Name
None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description
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Measures the similarity between what knowledge are assigned to tasks via
agents, and what knowledge are required to do tasks. Perfect congruence
occurs when agents have access to knowledge when and only when it is
needful to complete tasks.

Knowledge Congruence = 1 iff agents have knowledge when and only when

it is needful to complete their tasks. Thus, we compute the knowledge
assigned to tasks via agents, and compare it with the knowledge needed for

tasks.
Input :
Agent by Knowledge matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Knowledge by Task matrix with DataType=binary.

Output : Graph Level with dataType=real.

" E:E Strict Resource Congruence

Informal Name
None
Citation
Carley, Kathleen M., 2002. Summary of Key Network Measures for
Characterizing Organizational Architectures. Unpublished Document: CMU
2002.
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
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Description
Measures the similarity between resources assigned to tasks via agents, and
what resources are required to do tasks. Perfect congruence occurs when
agents have resources when and only when it is needful to complete tasks.
Knowledge Congruence = 1 iff agents have knowledge when and only when

it is needful to complete their tasks. Thus, we compute the knowledge
assigned to tasks via agents, and compare it with the knowledge needed for

tasks.
Input :
Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.
Resource by Task matrix with DataType=binary.

Output : Graph Level with dataType=real.

" E:E Strong Component Count

Informal Name
None

Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
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Description

The number of strongly connected components in a network. The network
can be directed or undirected.

Given a square network G=(V,E), the Strong Component Count is the
number of strongly connected components in G. This is computed directly on
G, whether or not G is directed.

Input : Square matrix with DataType=binary.

Output : Graph Level with dataType=integer.

” E:E Task Exclusivity

Informal Name
None
Citation
Ashworth, 2002
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast
Description
Detects agents who exclusively perform tasks. Individuals or organizations
that are high in complete exclusivity for tasks are those that are engaged in
or assigned to tasks or activities for which no one else is engaged in or

assigned to. The scientific name of this measure is complete exclusivity and
it is calculated on agent by task matrices.
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Input : Agent by Task matrix with DataType=binary.

Output : Node Level with DataType=real and Type=agent.

” E:E Task Knowledge Needs Congruence

Informal Name
None
Citation

Lee, 2004

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
Description
The number of knowledge not supplied to a task, but required to do the
task, expressed as a percentage of the total knowledge required for the
task.
Task Knowledge Needs compares the knowledge requirements of each task
with the knowledge available to the task via agents assigned to it. It is
similar to Knowledge Congruence, but quantifies only the under supply of
knowledge to tasks.
Input :
Agent by Knowledge matrix with dataType=binary.

Agent by Task matrix with dataType=binary.
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Knowledge by Task matrix with dataType=binary.

Output : Node Level with Type=Task and dataType=real

" E:E Task Knowledge Waste Congruence

Informal Name

None

Citation

Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description

The number of knowledge supplied to a task via agents that are not required
by it expressed as a percentage of the total knowledge required for the task.

Task Knowledge Waste compares the knowledge requirements of each task
with the knowledge available to the task via agents assigned to it. It is
similar to Knowledge Congruence, but quantifies only the over supply of
knowledge to tasks.
Input :
Agent by Knowledge matrix with dataType=binary.
Agent by Task matrix with dataType=binary.

Knowledge by Task matrix with dataType=binary.
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Output : Node Level with Type=task and DataType=real.

" E:E Task Resource Needs Congruence

Informal Name

None

Citation

Lee, 2004

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium
Description

The number of resources not supplied to a task, but required to do the task,
expressed as a percentage of the total resources required for the task.

Task Knowledge Needs compares the knowledge requirements of each task
with the knowledge available to the task via agents assigned to it. It is
similar to Knowledge Congruence, but quantifies only the under supply of
knowledge to tasks.
Input :
Agent by Resource matrix with dataType=binary.
Agent by Task matrix with dataType=binary.

Resource by Task matrix with dataType=binary.

Output : Node Level with Type=task DataType=real.
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" E:E Task Resource Waste Congruence

Informal Name
None

Citation

Lee, 2004
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time

Medium

Description

The number of resources supplied to a task via agents that are not required
by it expressed as a percentage of the total resources required for the task.

Task Knowledge Waste compares the knowledge requirements of each task
with the knowledge available to the task via agents assigned to it. It is
similar to Knowledge Congruence, but quantifies only the over supply of
knowledge to tasks.
Input :
Agent by Resource matrix with DataType=binary.
Agent by Task matrix with DataType=binary.

Resource by Task matrix with DataType=binary.

Output : Node Level with Type=task and DataType=real.

464



" E:E Total Degree Centrality

Informal Name

In The Know

Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Fast

Description

The Total Degree Centrality of a node is the normalized sum of its row and
column degrees. Individuals or organizations who are "in the know" are
those who are linked to many others and so, by virtue of their position have
access to the ideas, thoughts, beliefs of many others. Individuals who are "in
the know" are identified by degree centrality in the relevant social network.
Those who are ranked high on this metrics have more connections to others
in the same network. The scientific name of this measure is total degree
centrality and it is calculated on the agent by agent matrices.

Individuals or organizations who are "in the know" are those who are linked
to many others and so, by virtue of their position have access to the ideas,
thoughts, beliefs of many others. Individuals who are "in the know" are
identified by degree centrality in the relevant social network.

Input : Square Agent by Agent Matrix with dataType=real.

Output : Node Level with dataType=real.

465



" E:E Total Degree Centralization

Informal Name
None

Citation

Freeman, L.C. (1979). Centrality in Social Networks I: Conceptual
Clarification. Social Networks, 1, 215-239.

Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Fast

Description

A centralization of a square network based on the Total-Degree Centrality of
each node.

Example : An organization has a sales team, computers, sales data and
a marketing team. How central all of these entities are within the
organization is its total degree network centralization value.

Input : Square matrix with DataType=real.

Output : Graph Level with DataType=real.

" E:E Transitivity

Informal Name
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None

Citation

NetStat

Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Medium

Description

The percentage of link pairs {(i,}), (j,k)} in the network such that (i,k) is
also an link in the network.

Example : The percentage of pairs in the employee communication
network where employee A is linked to B and B is linked to C and C is
also linked to A

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real

" E:E Triad Count

Informal Name

None

Citation

NetStat

Minimum and Maximum Values
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Minimum : O
Maximum : Integer (N-1) (N-2)
Computational Time
Medium
Description
The number of triads centered at each node in a square network. A triad is a
relationship amongst three nodes such that they constitute a distinct and
important relationship which is deemed relevant to network architecture.

Input : Square matrix with DataType=binary.

Output : Node Level with DataType=integer.

H E:E Upper Boundedness

Informal Name
None
Citation
Krackhardt, D. 1994. Graph Theoretical Dimensions of Informal
Organizations. In Computational Organization Theory, edited by Carley,
Kathleen M. and M.J. Prietula. Hillsdale, NJ: Lawrence Erlbaum Associates,
1994.
Minimum and Maximum Values
Minimum : O
Maximum : 1

Computational Time

Slow
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Description
The degree to which pairs of agents have a common ancestor.
Example : In a given organization, if Bob and Ahmed were both hired
by Pedro this measure would compute a value correlating to this shared
ancestry or linkage that both have to Pedro.

Input : Square matrix with DataType=binary.

Output : Graph Level with DataType=real.

" E:E Watts-Strogatz Clustering Coefficient

Informal Name
None
Citation

Watts DJ, Strogatz SH "Collective dynamics of ‘'small-world" networks"
NATURE 393 (6684): 440-442 JUN 4 1998.

Minimum and Maximum Values
Values for both Graph Level and Node Level
Minimum : O
Maximum : 1
Computational Time
Slow
Description
Measures the degree of clustering in a network by averaging the clustering

coefficient of each node, which is defined as the density of the node’'s ego
network.
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Example : The average of the proportion of links between each
employee and his or her direct neighbors divided by the number of links
that could possibly exist between them.

The clustering coefficient gives a sense of the local characteristics of the
network--how information spreads by means of employee groups. A higher
clustering coefficient supports local information diffusion as well as a
decentralized infrastructure because employees are likely to share
information and know what is happening in their work group.

Input : Square matrix with DataType=Dbinary.

Output : Both Graph Level and Node Level use produce DataType=real.

" E:E Weak Boundary Spanner

Informal Name
None
Citation
Cormen, Leiserson, Riverest, Stein, 2001
Minimum and Maximum Values
Minimum : O
Maximum : 1
Computational Time
Medium
Description
A node which if removed from a network creates a new component.
Input : Square matrix with DataType=binary and Directed=No.

Output : Node Level with dataType=binary.
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" E:E Weak Component Count

Informal Name
None

Citation

Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : Integer Value
Computational Time
Medium

Description

The number of weakly connected components in an undirected (symmetric)
network.

Input : Square matrix with DataType=binary and Directed=No.

Output : Graph Level with dataType=integer.

" E:E Weak Component Members

Informal Name

None

Citation
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Wasserman, Stanley and Katherine Faust. "Social Network Analysis: Methods
and Applications.” Cambridge: Cambridge University Press, 1994.

Minimum and Maximum Values
Minimum : O
Maximum : Any Integer Value
Computational Time

Medium
Description

Computes the component to which each node belongs in the underlying,
undirected network.

Example : Given a square, symmetric network G=(V,E), the Weak
Component Member for a entity is the weak component to which the
entity belongs. The components are numbered from 1 to the number of
weak components (Weak Component Count).

Input : Square matrix with DataType=Dbinary.

Output : Node Level with DataType=integer.

E:E Report Overview

Description
Reports are one of ORA's core functions and comprise a very powerful
feature in ORA. There are two ways to access the reports. 1) From the main
menu Analysis > Generate Reports and 2) The Reports button in the
main window.

Categories

ORA reports are divided into groups.
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Knowledge Networks & Network Text Analysis : Communications
Network Assessment, Communicative Power, Group Talk, Hot Topics, Large
Scale, Parts of Speech, Semantic Network.

Statistical Procedures and Diagnostics : Context, Missing Links, Potential
Errors, QAP, Statistical Change Detection, Statistical Distribution.

Geospatial : Geospatial Assessment, Key Entity, Trails, Unique Trails
Report.

Groups : Core Network, Local Patterns, Locate SubGroups.

Dynamics : Belief Propagation, Change in Key Entities, Immediate Impact,
QAP, Statistical Change Detection.

Specialty : Capabilities, Drill Down, Influence Net, Merchant Marine,
Optimizer, Public Health, Tactical Insight, Trails Analysis.

Locate Key Entities : Change in Key Entities, Communicators, Critical Sets,
Key Entity, Management, Simmelian Ties Analysis.

Locate Key Relations : Shortest Path

All Measures :

‘ E:E Belief All Measures

Description :

Computes a collection of measures and generates output in categories. Each
category analyzes a particular aspect of the meta-network structure.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :
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‘ E:E Belief Propagation

Description :

Estimates belief propagation through social networks. This report contains
the most common beliefs shared by most people, the beliefs with the highest
GINI coefficient, the most strongly held beliefs, the most likely to change
beliefs, the most neutral individuals, and the most opinionated individuals.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, multiple Meta-Network comparison.

‘ E:E Capabilities

Description :

Analyzes the knowledge, resource, and task capabilities of agents and
organizations in the network.

Why Use This Report :

To assess an individuals' or organizations' capability to perform tasks.
What networks are in the meta-network :
When are needed to run report :

Using the "don't run the time consuming measures" :
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Output :

Single Meta-Network, side-by-side comparison, multiple Meta-Network
comparison.

‘ E:E Change In Key Entities

Description :

Analyzes the changes over time of the agents that score highest in measure
values.

Why Use This Report :

This report provides information on the overall structure of a complex
network and identifies, for each type of node, which nodes stand out. A
complex network typically is a meta-network with multiple types of entities
such as people, expertise, resources and locations. Overall structure is
defined using meta-network metrics such as Overall Complexity, Social
Density, Social Fragmentation, Communication Congruence, Knowledge
Congruence, Performance as Accuracy, and Average Communication Speed.
Key entities within each of the component networks are identified in terms of
metrics such as Degree Centrality, Cognitive Demand, Specialization, and
Redundancy. Separate key-entity pages are produced for each type of
entity. For example, if there are people and resources - then key people and
key resources are both identified. If the user selects two or more networks,
this report will compare the results.

What networks are in the meta-network :

When are needed to run report :

At least two networks.
Using the "don't run the time consuming measures" :

Output :

Single Meta-Network.
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E:E Communications Network Assessment

Description :

This report assesses a communications network. As information on speed of
information transmittal becomes available it will be updated. This report
takes a resource by resource network (preferably one where the nodes are
communications devices and the links are the speed of reliability of the link).

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

‘ E:E Communicative Power

Description :

Analyzes one or more semantic networks to classify concepts by measure
values.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :
Output :
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Single Meta-Network, side-by-side comparison, multiple Meta-Network
comparison.

‘ E:E Communicators

Description :

Analyzes the communication network (agent by agent) and gives high level
statistics on its structure.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, side-by-side comparison.

‘ E:E Context

Description :

Compares measured values against various stylized forms of networks in an
effort to characterize network topology.

Why Use This Report :
What networks are in the meta-network :
When are needed to run report :

Using the ""don't run the time consuming measures :
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Output :

Single Meta-Network.

‘ E:E Core Network

Description :

Computes the core network and reports general statistics.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :
Using the ""don't run the time consuming measures" :

Output :

Single Meta-Network, side-by-side comparison.

‘ E:E Critical Sets

Description :

Finds critical sets of nodes in a network that best reach all other nodes, or
whose removal maximally disrupts a network.

Why Use This Report :
What networks are in the meta-network :
When are needed to run report :

Using the "don't run the time consuming measures :
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Output :

Single Meta-Network.

‘ E:E Custom

Description :

Computes a custom report with user selected measures and output tables,
pictures, and figures.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Drill Down

Description :

Computes the drill down from a selected organization and then to a selected
agent.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures"' :
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Output :

A single Meta-Network.

‘ E:E Geospatial Assessment

Description :

Finds nodes that are co-located based, and counts the number of nodes that
appear at location points.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Group Talk

Description :

Analyzes the relationship between agents and knowledge.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :

Using the ""don't run the time consuming measures :
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Output :

A single Meta-Network.

‘ E:E Hot Topics

Description :

Analyzes semantic network output from AutoMap.

Why Use This Report :

When you have semantic network data or lists of concepts, networks derived
from email content, or texts or documents of any sort.

What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, multiple Meta-Network comparison.

‘ E:E Immediate Impact

Description :

Computes the key actors of the network, and then isolates them individually
to determine the effect on measure values.

Why Use This Report :

This report allows the user to engage in what if analysis about the
immediate impact of removing one or more nodes. Comparative statistic
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techniques are used to assess the network with and without the nodes in
question.

The user identifies a network, identifies which node or nodes to remove, and
then ORA computes the consequent changes in the network by removing
those nodes in terms of overall network structure and key entities. A feature

of this report is that the user can save the meta-network with the removed
nodes and then assess the modified network with any of the other reports.

What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures" :

Output :

Single Meta-Network.

‘ E:E Influence Net

Description :
Displays the influence network and gives high level statistics on its structure.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures™ :

Output :

A single Meta-Network.
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E:E Key Entity

Description :

Identifies key entities and groups who by virtue of their position in the
network are critical to its operation.

Why Use This Report :

This report performs a network-level report to find Overall Complexity,
Social Density, Social Fragmentation, Communication Congruence,
Knowledge Congruence, Performance as Accuracy, and Avg Communication
Speed. (Replaces the Event Analysis, Intelligence, and Location Analysis
Reports).

What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures :

Output :

Single Meta-Network, side-by-side comparison, multiple Meta-Network
comparison.

‘ E:E Large Scale

Description :

Computes all network analysis measures.
Why Use This Report :
What networks are in the meta-network :

When are needed to run report :
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Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Local Patterns

Description :

Find link patterns in a network, such as Star, Checkerboard, and Clique.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Locate SubGroups

Description :

Identifies the subgroups present in the network using various grouping
algorithms. Most algorithms only work on a single network at a time

Why Use This Report :
What networks are in the meta-network :
When are needed to run report :

Using the "don't run the time consuming measures" :
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Output :

\gg N

Description :

Identifies over- and under- performing individuals and assesses the state of
the network as a functioning organization.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures' :

Output :

A single Meta-Network, multiple Meta-Network comparison.

‘ E:E Merchant Marine

Description :

Analyzes the relationship between crew members, owners, vessels, and
locations of the Merchant Marine Vessel data.

Why Use This Report :

Used with a special data-set developed by CASOS.
What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures" :
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Output :

A single Meta-Network.

‘ E:E Missing Links

Description :

Compute possible missing links in a network.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :
Using the ""don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Optimizer

Description :

Adapt the link structure of a Meta-Network to maximize or minimize selected
measure values.

Why Use This Report :
What networks are in the meta-network :
When are needed to run report :

Using the ""don't run the time consuming measures :
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Output :

A single Meta-Network.

‘ E:E Part of Speech

Description :

Describe the distribution of concepts by part of speech in one or more
networks.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, multiple Meta-Network comparison.

‘ E:E Potential Errors

Description :

Detects potential errors in agent to agent interactions based on the expected
interactions from cognitive similarity and expertise.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :
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Output :

A single Meta-work.

Description :

Analyzes health department data to find potential problems.
Why Use This Report :
What networks are in the meta-network :
When are needed to run report :
Using the ""don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E QAP/MRQAP Analysis

Description :

Computes QAP and MRQAP Correlation and Regression (Dekker and Y-
Permutation methods) on input networks.

MRQAP : Used for multivariate cases if your dependent variable is
continuous or count data (like in a negative binomial case), you should use
MRQAP. If your dependent variable is binary, you should use ERGM (P*)
which is forthcoming in ORA. One can perform MRQAP on data that have a
dichotomous dependent variable (basically, this is equivalent to using a
linear probability model). You do need to interpret your results accordingly.

QAP Analysis : Computes QAP Correlation and Regression (Dekker and Y-
Permutation methods) on input matrices. QAP is designed as a bivariate test
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(only two variables). Generally, QAP is perfectly fine for almost any bivariate
network problem.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Semantic Network

Description :

Analyzes one or more semantic networks, computing central networks and
key concepts and links.

Why Use This Report :

Assesses the connection among concepts. Will derive networks from email
content, texts, or documents of any sort.

What networks are in the meta-network :
When are needed to run report :
Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, side-by-side comparison.
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‘ E:E Shortest Path

Description :

Computes the shortest path between two entities and general statistics on
the paths. The sphere of influence of each entity is also computed.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Simmelian Ties Analysis

Description :

Calculates the number of Asymmetric, Sole-Symmetric, and Simmelian Ties
in unimodal networks computes standard measures on them.

Why Use This Report :
What networks are in the meta-network :

When are needed to run report :

A single agent by agent or actor by actor network.
Using the "don't run the time consuming measures :
Output :
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E:E Sphere of Influence

Description :

For each individual, identifies the set of actors, groups, knowledge,
resources, etc. that influence, and are influenced, by that actor.

Why Use This Report :
What networks are in the meta-network :

When are needed to run report :

Any network. But it's most interpretable if you have an agent by agent and
also have another network such as agent by knowledge or agent by
resources or agent by location.
Using the "don't run the time consuming measures™ :
Output :

Single Meta-Network.

‘ E:E Standard Network Analysis

Description :

Calculates the standard network analysis measures (Degree Centrality,
Betweenness, etc).

This report calculates the standard network analysis measures such as
Degree Centrality, Betweenness Centrality, etc. This report can be used on
any "square network™ where all the nodes are of one type; e.g., a people x
people or resource x resource network. The standard network analysis
measures typically provide an analyst with a broad overall picture of the
structure of the network. If the user selects two or more networks, this
report will compare the results.
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Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, side-by-side comparison.

‘ E:E Statistical Change Detection

Description :

Analyzes the changes in network-level measures over time using a Statistical
Process Monitoring (SPM) control chart. Control limits are determined based
on a user defined level of risk.

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures"' :

Output :

Single Meta-Network, multiple Meta-Networks.

‘ E:E Statistical Distribution

Description :
Fits statistical distributions to a network based on measure values.
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Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Tactical Insight

Description :

Analyzes the top agent nodes across time periods, tracking locations and
measure values.

Why Use This Report :
What networks are in the meta-network :

When are needed to run report :

At least three networks.
Using the "don't run the time consuming measures" :

Output :

Single Meta-Network, Multiple Meta-Network comparison.

‘ E:E Trails

Description :
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Analyzes the trails that an entity class makes through another entity class,
for example, how vessels pass through ports.

Why Use This Report :
What networks are in the meta-network :

When are needed to run report :

At least two networks. Also requires data in trails format so who/what was
where when. Could also be who/what interacted with who/what when.

Using the "don't run the time consuming measures" :

Output :

A single Meta-Network.

‘ E:E Trails Analysis

Description :

Analyzes the trails that are found in the Trails Viewer. It does this by
analyzing the trails of one nodeclass as it makes its way through another
nodeclass (e.g. how vessels pass through ports).

Why Use This Report :

What networks are in the meta-network :

When are needed to run report :

Using the "don't run the time consuming measures™ :

Output :

A single Meta-Network with multiple Meta-Network comparison.
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E=

Unique Trails Report

Description :

Analyzes the path of an entity class through locations over time.

Why Use This Report :

What
When

Using

networks are in the meta-network :
are needed to run report :

the ""don't run the time consuming measures :

Output :

A single Meta-Network.
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	1 - The Menu
	2 - The Icons
	3 - Meta-Network Manager Pane
	4 - Editor Pane
	5 - Reports Pane
	This pane is initially empty when ORA is first started up. As reports are run they will be contained within this panel.
	NOTE : All three panes can be resized to your preference.


	Add Attribute
	Add attribute (second option)
	Delete Attribute
	Import Attribute
	Adding a document links in the Editor
	NOTE : When using a absolute path to a document the link will not work if the Meta-Network is opened on another computer. It's much safer to use URIs from the internet to connect documents.

	Adding a URI in the Visualizer
	Multiple URIs/URLs
	Find a Sub-set within a NodeSet
	NOTE : A search for "male" will find all values of "male" as well as "female" because "male" is a sub-string of "female".

	Node Buttons
	NOTE : When creating your spreadsheet, do not add any additional titles, notes, or other headings, which will interfere with the "square" properties of the Network.
	NOE : If you don't end up with a diagonal line then your graph is not square.

	Working with ID Names
	Areas where it's important to maintain Name ID integrity
	/ Open Meta-Network
	/ Data Import Wizard
	Other Functions Besides Importing
	/ Save Meta-Network
	Save Meta-Network As...
	/ Save Workspace
	NOTE : Concepts can not contain embedded commas.

	Pile Sort GUI
	Pile Sort Menus
	Other Functions
	Loading a list of concepts :
	NOTE : To have duplicate concepts in more than one pile requires the creation of duplicate cards.
	NOTE : You can leave cards in side deck. Any card not so placed will become an isolate in the resulting network.

	Viewing in ORA
	NOTE : Highlighting and copying a 4x4 block of cells then pasting these in a new location will replace the same size block.
	NOTE : ORA does not ask you for new names for duplicated Meta-Networks. It is advisable to give the new Meta-Network a different name in the Meta-Network ID field in order to distinguish it from the original.
	NOTE : The last three menu items change as is determined by what is selected in Pane 1. Currently the icons are identical

	General
	Data Sets
	Reports
	NOTE : The term Network Algebra is synonymous with Matrix Algebra in computational parlance. Also, the following images display Matrix Algebra in the title bar. This may or may not be the case for the most recent version of ORA.

	The "Entire Meta-Network" tab
	The "Individual Networks" tab
	The Visualizer
	Meta-Network Anonymizer dialog
	Example
	Example
	Resource / Expertise availability

	C2 Structure and Meta-Network
	C2 Structure Generation Procedure
	Assigned Agents
	Approximated Information Sharing Network
	Inferred Command Chain
	Inferred Result Sharing Network
	Visualization by CAESAR III
	Filter Commands :
	item(s) Selected | Visible | Total
	Buttons
	Tabbed Window
	Drop-Down Menu
	Description
	NOTE : If your dataset contains an Organization nodeset ORA will display the NTA main window. If not, it will ask for you to chose a substitute Organization nodeset.

	1. Input Data
	2. Settings (Global Parameters)
	NOTE : Be mindful of any memory considerations when running high value replications or time points.

	3. Simulation time line
	4. Cases to simulate
	Add new simulation cases
	There are four options:
	NOTE : This will remove any settings that are currently active.

	Step-by-Step wizard
	Apply events to specified agents
	Create set of cases using Measures
	Centrality, Total Degree
	Cognitive Demand
	Clique Count
	A set of agents by a set of cases by measure(s).
	Further information can be obtained form the following references:
	For binary task accuracy
	View Networks
	Bar Chart
	Scatter Plot
	Histogram
	NOTE : If you have any Networks you do not want to use in your calculation hit [Cancel] and remove them from The Meta-Network Pane before proceeding.
	NOTE : It is of the utmost importance that the Networks in all Meta-Networks are named the same. If not, the Over Time function will not work correctly.

	Computation Parameters
	Measures Over Time window
	NOTE : Hovering over any measure will bring up a description of that measure.
	NOTE : It is of the utmost importance that the Networks in all Meta-Networks are named the same. If not, the Over Time function will not work correctly.

	Animating the Display
	Word Cloud Tools and Settings
	The Visualizer Interface
	Synchronization
	The ORA Layout Algorithm uses a standard spring embedder algorithm. For large data sets, this has been enhanced using the Barnes-Hut Simulation for calculating the force of repulsion between any two nodes. Reference :Nature 324, 446 - 449 (04 December...
	NOTE : This function works well when selecting a small part of your overall Meta-Network and magnifying it to fill the Visualizer screen.
	NOTE : Use this feature in conjunction with the magnifying glass function to work your visualization into largest size possible.
	NOTE : This also affects the size of the nodes in the Legend.
	NOTE : Only one set of nodes can be selected at a time. Creating a second selection negates the first nodes selected.
	NOTE : The Hyperbolic function, when selected, converts the slider to this feature. This is also true of using the zoom and rotate functions. Use all three in conjunction to get your visualization just the way you want it. Scroll down below this scree...
	NOTE : It is useful to use this tool in conjunction with the Rotate and Magnify tools to obtain just the view you desire.
	NOTE : Use the rotate feature in tandem with the magnifying glass to find a visualization's maximum screen size.
	NOTE : Clicking on the Magnifying glass in the Visualizer tool bar will set the view to include all visible nodes.
	NOTE : If you pan the visualization, the paint drawing will remain stationery on the screen. It does not move with the visualization.
	Save Special :

	Selecting Image Resolution on Save
	NOTE : Values less than 1.0 are ignored when scaling images.
	Notes on Display of Multiple Edges : If your Meta-Network contains graphs with “multiple edges between two nodes” ORA will display the edges as curved lines so as to allow visualization of overlapping Edges. This is to say that if there is represented...


	Isolates
	IMPORANT NOTE : Changes done using Add Node(s) and Add Link(s) are transient. Be sure to use either the File > Save Meta-Network As… (to save the entire Meta-Network with additions) or File > Add Meta-Network to ORA (to create a new Meta-Network using...
	NOTE : If the Number to Create is larger than 1 then the text placed in section 3 for Node ID will be used as a prefix for all new nodes crated.

	Adding Multiple Nodes
	NOTE : You can only use a prefix ONCE. ORA will not accept any previously used prefixes a second time.
	NOTE : Now either save the altered Meta-Network using the File > Save Meta-Network As… to a new filename or continue with Add Link(s).
	NOTE : Changes done using Add Node(s) and Add Link(s) are transient. Be sure to use either the File > Save Meta-Network As… (to save the entire Meta-Network with additions) or File > Add Meta-Network to ORA (to create a new Meta-Network using only the...
	NOTE : Since this function creates directed links a second link would need created for reciprocal action.

	Adding a Missed Link
	NOTE : this created a directional link from janet_frazier to gen_hammond but not the other way. To make it go both ways, a second link from gen_hammond to janet_frazier would need to be created.

	The DataSet
	Periphery
	Hide Isolate Nodes
	Combine into MetaNode
	Move into Column
	NOTE : The original dataset was changed in order to create the isolates.
	NOTE : If the names are unviewable and off the screen, change the position of the labels
	NOTE : Sizing nodes by attributes only works with attributes of numerical content. Alpha content will have no affect on the size of the nodes.
	NOTE : The numerals are not displayed in ORA and are shown only for display purposes.

	Cognitive Measure for daniel_jackson
	Cognitive Measure for teal'c
	Drill Down Wizard Example
	Drill Down Wizard Explained
	Parameters
	Parameters
	Example
	Use both in-links and out-links
	Use in-links
	Use out-links
	Parameters
	REMEMBER : Groups produce tasks - people participate in tasks.

	Parameters
	SingleMode and MultiMode
	SingleMode
	MultiMode

	Links
	SingleMode Example
	MultiMode Example
	The ALPHA-FOG dialog box
	Parameters
	Alpha Value (0-1):
	Note : A slightly different version of this tool is available in the ORA Main Menu interface (i.e., non-Visualizer tool).


	Key Set Selector Tabs
	Keyset Selector Examples
	Move Left/Right
	NOTE : This color change is in effect for as long as the Visualizer is open. If you close and re-open the Visualizer the colors will revert to their default colors.

	The interface contains four sections:
	Using only Agent nodes (tolerance = 0)
	NOTE : For this example the values in the Network have been altered from the regular values.

	Tolerance of "1", nothing else checked.
	Shortest path: 1
	There is the direct link from gen_hammond to col_jack_o'neill and the secondary pathway with teal'c in the middle.

	Use link direction
	Shortest path: 2
	The link from gen_hammond to col-jack-o'neill is removed as it's a directional link in the wrong direction. The shortest link is "2".

	Use link weight (Remove links with negative values)
	Shortest path: 6
	Use link weights finds the shortest path from A to B using minimal weights as opposed to minimal number of links. Also the shortest path is the total of the link weights — not the number of links total.
	The shortest path is from col_jack_o'neill to teal'c (5) then from teal'c to gen_hammond (1) for a total of "6".


	Use link weight (Convert negative links to positive values)
	Shortest path: 3

	Use link direction and link weight with absolute values
	Shortest path: 3

	Select a sphere of influence radius
	A Sphere of Influence Example
	Summit-1
	Summit-2
	Summit-3
	Summit-3
	NOTE : Measures and reports run on these multi-Meta-Networks are for all connections, not the individual Meta-Networks.

	Time Clustering
	Original agent x agent Network
	Multiple Sized Nodes
	Picture Replacement
	NOTE : It's suggested that any picture to be used should be reduced to a maximum of 40 x 40 pixels before importing as this is the size ORA will reduce it automatically.
	NOTE : Now you're probably asking "if this new algorithm is so good, why not keep it on all the time?" Reason: If you pick up and drag a node, and as such drag an entire meta-network, the display will look jittery and confusing. So, whenever you load ...


	Link Appearance
	Node Appearance
	Comments
	Title
	NOTE : Some of the possible background colors can make it difficult to view the Visualizer. Your best choice is black (although white is used in the examples for easier printing).
	NOTE : Some pictures may make viewing the network somewhat difficult.
	NOTE : For this example all the nodes are colored black so as to decrease the color confusion.
	NOTE : For this example the link weights have been drastically altered from the original values to assist in display purposes.
	NOTE : Below is a warning for the placement of the Min and Max sliders. When the sliders are set to the absolute left and right positions this causes all the colors to be set to red. Move the sliders in to prevent this.

	Even Distribution - The Full spectrum
	Even Distribution - The Limited spectrum
	Scale to Weight
	Link Values
	Change link Color
	NOTE : These comments are not saved when exiting the Visualizer.
	NOTE : The main use of these comments would be in creating screenshots for display in order to add commentary for a report.

	Adding a Comment
	Adding Multiple Comments
	REMEMBER: These comments are not saved when exiting the Visualizer.

	Deleting a Comment
	NOTE : To access the contextual menu the option must be checked. Go to Display >/ Show Mouse Overs and make sure the option is check marked.

	Setting a Image Folder
	Set Picture
	Custom
	NOTE : Remember to reduce the picture size BEFORE importing it into ORA.

	Node Menu
	Pin SubMenu :
	URL SubMenu :
	Appearance Submenu :
	Visibility Submenu :
	NOTE : This does not delete the node from the Meta-Network.

	Other :
	NOTE : If additions or deletions of NodeSets needs done expand the Meta-Node before proceeding.
	NOTE : This deletion is permanent once the Meta-Network is saved. If there is any question regarding the deletion then remove the Meta-Network from ORA before saving and reload the Meta-Network.


	Link Menu
	NOTE : Other maps, or layers, can be added and loaded into the GIS Visualizer. The GIS Visualizer generally can load geospatial maps based on the Shapefile format.

	Geospatial Networks attributes
	NOTE : The columns which are necessary to build a Location Node Class are highlighted in Blue. In this example below, COUNTRY, POP, and CAP are not necessary, though they can be added, as additional attributes. Further below this chart, we will displa...

	Standard Toolbar
	Layer Manager Menus
	NOTE : The dotted line denotes a node which disappeared from all locations then reappeared later on.


	What is a Measure
	ORA Measures Manager
	Entity Level Measure is one that is defined for, and gives a value for, each entity in a network. If there are x nodes in a network, then the metric is calculated x once each for each node.
	Graph Level Measure is one that is defined for, and gives a value for, the network as a whole. The metric is calculated once for the network.
	Examples are Centralization, Graph Hierarchy, and the maximum or average Betweenness
	Some reports use a predefined set of measures, and these are not affected by the Measure Manager selections (for example, the Intel, Context, Located SubGroups, Sphere of Influence, and Immediate Impact reports). The Risk Report, however, uses only th...
	The following sets of entities (with their abbreviated symbol) are used throughout the document: Agent (A), Knowledge (K), Resource (R), and Task (T). The following networks defined on these entity sets are used throughout the documentation.


	Input:
	This lists each of the Networks that are required as input to the measure. If a measure takes as input a specific network from the Meta-Network, such as the Agent x Knowledge (AK) matrix, then it is listed. If the measure runs on any square (unimodal)...
	Each input matrix can have one or more of the following requirements:
	square: the matrix must have the same number of rows as columns
	binary: it must be binary data (i.e. any links in the network are assumed to have a weight of one)
	symmetric: the network must be undirected
	ORA does the following when a network does not meet one or more of the above requirements:
	square: measure is not computed
	binary: measure is computed, and edge weights are ignored (all edges are given value one)
	symmetric: measure is computed, and the matrix is first symmetrized using the union method
	A complete list of all measures available in ORA, along with references, input and output specifications, can be found in the following ORA Measures sections.
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	Note that C is always symmetric, but not necessarily H and N.
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