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Abstract

The two major smartphone platforms (Android and i0OS) have more than two mil-
lion mobile applications (apps) available from their respective app stores, and each
store has seen more than 50 billion apps downloaded. Although apps provide desired
functionality by accessing users’ personal information, they also access personal in-
formation for other purposes (e.g., advertising or profiling) that users may or may
not desire. Users can exercise control over how apps access their personal informa-
tion through permission managers. However, a permission manager alone might not
be sufficient to help users manage their app privacy because: (1) privacy is typically
a secondary task and thus users might not be motivated enough to take advantage
of the permission manager’s functionality, and (2) even when using the permission
manager, users often make suboptimal privacy decisions due to hurdles in decision
making such as incomplete information, bounded rationality, and cognitive and be-
havioral biases. To address these two challenges, the theoretical framework of this
dissertation is the concept of nudges: “soft paternalistic” behavioral interventions
that do not restrict choice but account for decision making hurdles. Specifically, I
designed app privacy nudges that primarily address the incomplete information hur-
dle. The nudges aim to help users make better privacy decisions by (1) increasing
users’ awareness of privacy risks associated with apps, and (2) temporarily making
privacy the primary task to motivate users to review and adjust their app settings.

I evaluated app privacy nudges in three user studies. All three studies showed
that app privacy nudges are indeed a promising approach to help users manage their
privacy. App privacy nudges increased users’ awareness of privacy risks associated
with apps on their phones, switched users’ attention to privacy management, and
motivated users to review their app privacy settings. Additionally, the second study
suggested that not all app privacy nudge contents equally help users manage their pri-
vacy. Rather, more effective nudge contents informed users of: (1) contexts in which
their personal information has been accessed, (2) purposes for apps’ accessing their
personal information, and (3) potential implications of secondary usage of users’
personal information. The third study showed that user engagement with nudges
decreases as users receive repeated nudges. Nonetheless, the results of the third ex-
periment also showed that users are more likely to engage with repeated nudges (1)
if users have engaged with previous nudges, (2) if repeated nudges contain new in-
formation (e.g., additional apps, not shown in earlier nudges, that accessed sensitive
resources), or (3) if the nudge contents of repeated nudges resonate with users.

The results of this dissertation suggest that mobile operating system providers
should enrich their systems with app privacy nudges to assist users in managing their
privacy. Additionally, the lessons learned in this dissertation may inform designing
privacy nudges in emerging areas such as the Internet of Things.
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Chapter 1

Introduction

Smartphones show significant adoption by mobile users in the US and worldwide. According to
recent market reports, smartphone penetration in the mobile market is about 75% in the US and
40% worldwide [44]. This increased adoption of smartphones has been attributed primarily to the
availability of mobile apps. Both Android and 10S, the two most popular smartphone platforms,
have more than two million apps available to download from their respective app stores [2 50],

and each store has seen more than 50 billion app downloads [/1} 49].

Apps provide desirable functionality by accessing sensors integrated with mobile devices (e.g.,
GPS, camera, accelerometer) and by accessing users’ personal data (e.g., phone contacts list,
calendar, call logs For example, the Google Maps app provides directions by accessing the
user’s location information. However, apps also access users’ personal information for other
purposes beyond functionality that users may or may not desire [35, 199, 142, [185]. The top
downloaded apps both in iOS and Android collect a wide range of users’ personal information
such as device unique identifiers (e.g., IMEI), location information, and phone contacts list, and
may utilize users’ personal information for advertising, profiling, and other purposes without
users’ knowledge or consent [[19} 133,155,199, [185].

In light of these perceived privacy violations, studies have shown that many users desire to con-
trol what types of personal information apps can and cannot access [22}130,165,(107]. In apparent
response to such demands, platforms have provided their users with various techniques to man-
age their privacy and amongst these techniques are permission managers [4, [190]. Permission

managers enable users to selectively allow/deny apps access to different types of personal infor-

!Going forward, we refer to both sensor data and personal data as users’ personal information or simply personal
information



mation. For instance, the permission manager enables a user to allow the Facebook app to access

her location information but to deny the app access to her photos.

Although permission managers are intended to help users protect their privacy, users often un-
derutilize them or do not use them at all [22} 165, [107]. This underutilization is likely the result
of two main challenges. First, privacy is often not the user’s primary task [79, [148, [198]], and
therefore the user might not be motivated enough to use the permission manager to control her
app privacy settings. Second, privacy decision making is subject to decision making hurdles
(e.g., incomplete information or behavioral and cognitive biases) that often lead to suboptimal
privacy decisions [38,159]. Therefore, users might not be able to make optimal privacy decisions
even when using permission managers. For example, users might not deny apps access to their
personal information (through permission managers) because users are unaware of how much of

their personal information is being collected by apps [65, 73] [118]].

Privacy nudges are a promising approach to overcome these two challenges. Nudges are “soft
paternalistic” behavioral interventions that do not restrict choice, but attempt to account for de-
cision making hurdles [58,159,161, [181]]. As a subcategory of nudges, privacy nudges specifically
focus on helping users make better privacy decisions [58]]. In the mobile context, app privacy
nudges aim to temporarily make privacy the primary task for users by informing them of po-
tential privacy risks associated with their apps. The goal is to switch users’ focus to privacy
management and motivate users to review their app privacy settings [65)]. In addition, mobile
app privacy nudges also aim to overcome privacy decision making hurdles, especially the in-
complete information hurdle: the disparity between users’ and service providers’ knowledge of
collection, use, sharing practices, potential consequences, and available protections concerning
users’ personal information [59, |61]. To address this disparity, app privacy nudges may, for
example, inform users about how much of their personal information is being collected, which
brings users’ attention to apps’ behaviors that they may have been unaware of and helps users
make better privacy decisions [65, 73,110, [118]].

As a promising approach to help users better manage their privacy, nudges are finding their
way into various commercial platforms. For instance, Facebook recently introduced the “Pri-
vacy Checkup” to ensure that the user shares her personal information with the intended audi-
ence [[100, [159]]. The “Privacy Checkup” interrupts users who are about to make a public post,
verifies with whom the user wants to share the post, and provides options to share the post with
a limited audience (e.g., friends only). Similarly, in iOS 8 Apple introduced a form of privacy
nudging: if a user allows an app to access her location even when not using the app (e.g., in the

background), i10S will inform the user when the app accesses her location in the background and



ask if the user wants to continue allowing the app to do so [48, 52]. The implementations of
privacy nudges by these commercial platforms shows that nudges are gaining traction as a tool

assisting users in managing their complex privacy preferences.

In the mobile app privacy context, prior work has primarily focused on designing privacy nudges
to help users make better privacy decisions when choosing new apps to install (i.e. install-time
app privacy nudges) [85, 118} 134} 142, |162]. The install-time nudge works by informing users
of privacy risks associated with the app that the user chooses to install and recommending a more
privacy-friendly app than the one chosen. However, an install-time nudge can only be effective
(a) if there is an alternative app that is more privacy-friendly than the one chosen by the user, or
(b) if the nudge can persuade the user to refrain from installing the privacy-invasive app, even
when no alternative app exists. To the best of our knowledge, and assuming alternative apps
exist at all, there is no accessible way (outside the experimental settings) to find alternatives to
privacy-invasive apps. In addition, prior work has suggested that privacy notices are less likely
to garner users’ attention at install time in comparison to notices at run-time (e.g., during or after
using an app) [74], and that users are less likely to choose another app once they have made up
their minds to install a given app [174]]. Thus, if the user chooses to proceed and install the app,
the install-time app privacy nudges lose their effect.

To extend previous work on mobile app privacy nudges, this dissertation focuses on designing
and evaluating runtime app privacy nudgeto help users better manage their app privacy settings.
Specifically, runtime app privacy nudges aim to (1) increase users’ awareness about privacy risks
associated with apps that users have previously installed, and (2) motivate users to review their
app privacy settings and adjust them as needed. This thesis will attempt to answer the following

research questions:

¢ [s access to an app permission manager an effective way of helping users review and mod-

ify their app privacy settings?
e Can app privacy nudges enhance the effectiveness of an app permission manager?

® How effective is the “recent access” privacy nudge content in motivating users to review
their app privacy settings in comparison to other nudge contents? The “recent access”
nudge content informs users that their sensitive information (e.g., location information)
has recently been accessed by apps installed on their phones. Both Android and iOS (the
most popular mobile operating systems) use recent access nudge contents (see Chapter [

2Going forward, we refer to runtime mobile app privacy nudges as app privacy nudges or simply privacy nudges

unless we need to distinguish between install-time and runtime app privacy nudges.



for more details). In Android, a screen in the Settings app show the list of apps that
made recent location requests (i.e. within 15 minutes). Similarly, a screen in the Settings
app in i0OS shows a list of apps that request access to the user’s location information.
Next to each app, a purple arrow refers to an app that has recently accessed the user’s
location information, and a gray arrow refers to an app that had accessed the user’s location

information within the past day.

¢ Can we design nudge contents that are more effective than the “recent access” nudge con-

tent in motivating users to review their app privacy settings?
¢ How do mobile users respond to repeated app privacy nudges?

¢ Can we keep users engaged with repeated nudges by updating or varying nudge contents?
Which is more effective in keeping users engaged with repeated nudges, updating or vary-
ing nudge contents?

e What factors may motivate users to engage with repeated nudges?

The thesis of this dissertation can be summarized as follows.

It is possible to design runtime mobile app privacy nudges that increase users’
awareness of privacy risks, motivate them to review privacy settings, and cause them
to adjust their app privacy settings to reflect their privacy preferences. Effective
nudge contents highlight unexpected contexts, purposes, and potential implications
of accessing sensitive information by apps. User engagement with repeated nudges
can be maintained by limiting them to users who engaged with earlier nudges, to
repeated nudges that contain new information, or to repeated nudge contents that

resonate with users.

The results of the first field study (see Chapter [3) indicate that users benefit from an app per-
mission manager, with a majority of our participants taking advantage of the controls it offers.
The results, however, indicate that, even with access to a permission manager, users’ awareness
of the privacy risks associated with apps already on their devices remains limited (e.g., users are
unaware of how frequently apps collect their personal information). Therefore, users are unable
to fully utilize the permission manager to protect their privacy, and they would further benefit
from receiving nudges that effectively: (1) increase awareness about privacy risks associated
with their apps, and (2) motivate them to review and adjust their app privacy settings as needed.

In addition, the results of the first study show that privacy nudges can indeed help users utilize the

4



permission manager to better manage their app privacy settings. Specifically, the privacy nudges
led all but two of our participants to review their app permissions at least once within the eight
days after having access to the permission manager for a week. More importantly, the privacy
nudges led more than half of our participants to exercise control over the personal information
that apps were allowed to access. In sum, privacy nudges were shown to be a promising approach

in helping users better manage their app privacy settings.

The results of the second online experiment (see Chapter 4] suggest that not all app privacy
nudge contents are equally effective in motivating mobile users to review and possibly adjust
their app privacy settings. Although the “recent access” nudge content is used by current mobile
operating systems to inform users that their location information has been recently used by apps
on their phones, our results show that it is one of the least effective nudge contents. Only 59%
of respondents in our experiment indicated their willingness to review and possibly adjust their
app privacy settings in response to the “recent access” nudge content. In contrast, other nudge
contents were more effective in motivating mobile users to review their app privacy settings. In
particular, significantly more respondents indicated their willingness to review their app privacy
settings in response to five different nudge contents: informing users of the context in which
their personal information has been accessed (76%), informing users of the purpose for accessing
their personal information (two nudge contents: 76% and 83%), and informing users of potential
implications of accessing and then reusing personal information for secondary usages (two nudge
contents: 72% and 75%). In summary, app privacy nudges can help mobile users make informed
privacy decisions through nudge contents designed to inform users of: unexpected app behavior,
purposes unrelated to the apps’ main functionalities, or potential implications of secondary usage

of users’ personal information.

The results of the third field study (see Chapter [5) demonstrates that user engagement with
nudges decreases as users receive them repeatedly. In particular, the number of participants
(51.7%) who indicated their willingness to review and adjust their app settings in response to the
first nudge is more than those who did so in response to the repeated nudge (39.7%). In addition,
the number of app setting adjustments (67%) made in response to the first nudge is more than
adjustments made in response to the repeated nudge (33%). Nonetheless, our results identified
factors that may motivate users to engage with repeated nudges. Our results show that users were
more likely to engage with repeated nudges (1) if users had engaged with previous nudges, (2) if
repeated nudges contained new information (e.g., additional apps, not shown in earlier nudges,
that accessed sensitive resources), or (3) if the nudge contents of repeated nudges resonated with
users. In summary, although user engagement with nudges decreases as users receive them re-

peatedly, we identified a number of factors that nudge designers should take into account when



sending users repeated nudges.

In light of these studies, this dissertation makes the following contributions to the research of

mobile privacy:

e We show that app permission managers are useful tools that help users to manage their
privacy on mobile devices. We explored the utility of permission managers at the time
when Android (the most popular mobile operating system) had not provided users with
privacy tools to exercise control over how individual apps access various types of users’
sensitive informatio Furthermore, we show that although app permission managers are

useful, they cannot alone help users achieve the level of privacy protection that they want.

e We show that mobile app privacy nudges can be effective interventions that make users
aware of privacy risks associated with their apps, motivate them to review their app privacy
settings, and increase the utility of app permission managers. To the best of our knowledge,
we are first to deploy app privacy nudges to users in situ and enable users to act upon the

nudges by adjusting their app privacy settings.

® We show that not all privacy nudge contents equally motivate mobile users to review and
adjust their app privacy settings. In particular, we show that the “recent access” nudge
content (which informs users that their location information has been recently accessed by
apps), which is inspired by similar recent access nudge contents in current mobile operat-
ing systems, is one of the least effective nudge contents. Additionally, we show that we
can design nudge contents that are more effective than the “recent access” nudge content in
motivating users to review their app privacy settings. We show that more effective nudge
contents inform users of: the unexpected contexts in which their sensitive information has
been accessed, the purpose for apps’ accessing their sensitive information, or the potential

implications of how their sensitive information can be reused.

e We show that user engagement with nudges decreases as users receive them repeatedly.
Specifically, fewer participants indicated their willingness to review their app settings in
response to a repeated nudge than to a first nudge. In addition, participants made fewer
app setting adjustments in response to repeated nudges. These results align with previous
work on stimuli which suggest that user engagement with stimuli decreases with repeated
exposure (e.g., [83,1179,[183]).

3Google introduced the “App permissions” manager in Android Marshmallow (Android OS version 6) and above.
See Chapter for more details.



e We show that receiving a repeated nudge with a different nudge content than the previous
nudge (varying the nudge’s content), does little to influence users’ decisions in compari-
son to receiving a repeated nudge that shows the same nudge content as the previous nudge
albeit updated (updating the nudge’s content). Nonetheless, anecdotal evidence suggests
that varying a nudge content does have some influence on users’ decisions. Simultane-
ously, some participants did not notice the difference between the nudge contents, most
likely due to the nearly identical look and feel of the two nudges. It could be the case that
varying a nudge content does little to influence users’ decisions when receiving repeated
nudges in comparison to updating a nudge content. Alternatively, the difference between
nudge contents was not conspicuous enough and, thus, the influence of varying nudge con-
tents (if it exists) was diminished. We suggest that future work may explore the effect
of varying nudge contents using two dissimilar nudge designs in contrast to the similar

designs we used in our experiment.

® We show that a number of factors may motivate users to engage with repeated nudges. In
particular, users are more likely to engage with repeated nudges (1) if users have engaged
with previous nudges, (2) if repeated nudges contain new information (e.g., additional
apps, not shown in earlier nudges, that accessed sensitive resources), or (3) if the nudge
contents of repeated nudges resonate with users. App privacy nudge designers should take
these factors into account when sending users repeated nudges. In addition, researchers
should consider these factors when designing experiments which evaluate the long-term
effect of app privacy nudges.

e We show that two benefits of app privacy nudges emerged from our empirical results. First,
app privacy nudges increase users’ awareness of privacy risks associated with their apps
by highlighting such risks in nudge contents. Second, app privacy nudges make privacy
the primary task for users at least briefly, switch users’ attention to privacy management,
and motivate users to review and possibly adjust their their apps privacy settings. The
latter benefit extends the effect of app privacy nudges beyond the limited content of the
nudge itself. We refer to this phenomenon as the “spill-over effect” of app privacy nudges.
When users are presented with a nudge about a particular type of sensitive information
(e.g., location information) or particular apps, users take advantage of the opportunity to
also review app settings related to other types of sensitive information (e.g., phone contacts

list) and review apps settings of other apps (i.e. other than the apps presented in the nudge).

The remainder of this dissertation is organized as follows. Chapter [2] looks at prior work on

mobile app privacy and privacy nudges, and shows how this dissertation extends previous work.



Chapter 3] reports the results of the first study, which explores the effectiveness of the permission
manager before and after introducing the privacy nudges. Chapter [ reports the results of the sec-
ond study, which designs and evaluates effective nudge contents. Chapter [S|reports the results of
the third study, which evaluates user engagement with repeated nudges. Finally, Chapter [6] sum-
marizes the lessons learned throughout this dissertation and describes future research directions

beyond the work in this dissertation.



Chapter 2

Background & Related Work

2.1 Privacy Mechanisms in Mobile Platforms

Both Android and iOS provide tools and controls to help users protect their privacy; However,
each platform adopts different approaches to protect users privacy. Below we describe how each

platform handles users’ privacy.

2.1.1 Android

In Android, app developers are required to declare the list of permissions that the app needs in
order to access protected resources (e.g., the user’s location) [6]. When a user chooses to install
a new app from the Google Play store, the user is presented with a list of permissions that the
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app requires. Android shows the list of permissions required by the app as a primary feature to
inform users about potential privacy and security risks associated with installing the app. The
user has to accept all the required permissions to install the app.

At runtime, Android provides users with privacy control over location information. Users can
turn off location information and prevent all apps from accessing it; However, users cannot ex-
ercise control over individual apps. Additionally, Android provides a list of apps that recently
requested the user’s location as a transparency feature. Traditionally, Android has not provided
users with privacy controls over other types of personal information (e.g., phone contacts list or

calendar)

In Android 4.3, Google introduced a permission manager, called AppOps, that was hidden by
default and required an external app to access [16]. AppOps allows users to selectively grant or
deny permissions for installed apps. AppOps, shown in Figure organizes permissions into
four categories: location, personal data (e.g., calendar, phone contacts), messaging (e.g., SMS),
and device features (e.g., vibration, notification). In each tab, apps are ordered by most recent
access. When selecting a specific app in an AppOps tab, users are shown all permissions for that
app. In Android 4.3, AppOps allows users to control 31 different operations (e.g., would an app
be able to read from the clipboard?) [113]. Google incrementally expanded the operations that
AppOps controls to 43 in Android 4.4 and 48 in Android 5 [114, [115]. However, AppOps has

been made inaccessible since Android 4.4.2 [94], unless the device is rooted.

In Android Marshmallow (Android OS version 6.0), Google replaced install-time permission
screens with just-in-time permission requests and introduced the “App permissions” manager (as
shown in Figure [2.2)) which allows users to selectively grant or deny permissions for installed
apps [S,'43]]. When an app requests access to a sensitive resource for the first time (e.g., location
information), the user is prompted to either grant or deny such a request. If the request is granted,
the app can access the resource anytime. The user can revert the decision anytime either through
the “App permissions”” manager (as shown in Figure left) or the per-app permission setting
(as shown in Figure 2.2 right).

2.1.2 iOS

i0S handles privacy and security primarily through the app review process [68]. Apple provides
detailed guidelines to app developers to ensure that their apps incorporate the appropriate security
and privacy measures before the apps are approved and listed on the app store. For instance, an

app would be rejected if the app does not function unless the user shares her personal information
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with the app [69]. In addition, the guidelines include specific requirements if apps use personal
information that is considered sensitive. For instance, an app is required to provide a privacy
policy if the app uses health information through the HealthKit or financial information through
the Apple Pay frameworks [69].

i0S follows an opt-in model and therefore an access request by an app is denied by default unless
the user explicitly allows it. When an app requests access to the user’s personal information for
the first time, the user will be prompted to allow or deny that request [46]. If the user accepts
the access request, she can later revoke it through the the privacy controls (i.e. a permission
manager) that i0OS provides [46]]. iOS gradually has been providing users with privacy controls
to enable them to selectively grant/deny apps’ access to personal information. 10S 4 allowed
users to selectively control how individual apps access their location only [46]. The controls
expanded to include phone contacts lists in 10OS 5 [190] and other types of personal information
(e.g., calendar, microphone, camera, HealthKit, HomeKit) in iOS 7 and iOS 8. In iOS 8, users
are provided with an even finer-grained control over location information. The user can allow the
app either to use her location all the time or only while the user is using the app (i.e. preventing
apps from accessing the user’s location in the background). Recently, i0S 8 introduced a form of
privacy nudging: if a user allows an app to access her location even when not using the app (e.g.,

in the background), iOS will occasionally ask if the user wants to continue allowing that [48]152].

2.2 Evaluating and Enhancing Privacy Mechanisms in Mo-
bile Platforms

2.2.1 Android

When a user chooses to install a new app, the user is presented with a list of permissions that the
app requires. Android shows the list of permissions required by the app to inform users about
potential privacy and security risks associated with the app. As a result, an area of research has

been focusing on evaluating the utility of this feature, including how to improve its effectiveness.

Felt et al. evaluated the advantage of the permission model adopted by Android over the full-
privileges model in desktop operating systems (i.e. once the app is installed, it can access vir-
tually everything on the the device.) [103]. By surveying 100 paid apps and 856 free apps, the
authors showed that Android apps are less privileged than apps in desktop operating system.
Therefore, the permission model in Android is relatively effective in protecting users’ security

and privacy.

12



Listing the permissions that the app requests before installation is only effective if the user reads,
understands, and makes a decision based on the requested permissions. Kelley et al. conducted
semi-structured interviews with 20 Android users to explore whether users read the permissions
presented at the installation time, comprehend them, and understand what the permissions allow
the apps to do [133]]. Although half of the participants reported that they notice or read the list
of permissions before installing new apps, most of the participants were unable to understand
what these permissions meant or what they allowed apps to do [133]. In a more comprehensive
study, Felt et al. conducted an online survey and a lab study to evaluate the utility of Android
permissions in warning users about potential security and privacy risks associated with installing
new apps [105]. The majority of the participants failed to notice the list of the permissions be-
fore installing apps and had limited comprehension of what the permissions meant and entailed.
However, about 20% of participants noticed the permissions before installing new apps, and had
a fairly good level of permission comprehension. An even smaller number of participants (8%)
self-reported that they refrained from installing some apps in the past based on the comprehen-

sion of app permissions [105].

99 ¢

Prior work also proposed and evaluated several designs (e.g., “privacy facts”, “privacy granules”,
“privacy summary”) to effectively communicate the privacy risks associated with apps that users
want to install [85) 118}, 134} 142, [162]]. The goal of these designs is to nudge users away from
privacy-invasive apps or to consider apps that are more privacy-friendly than the ones chosen by

users. We discuss each one of these designs in detail in Section [2.4

When apps access the GPS sensor to obtain the user’s location, Android shows a blinking icon
in the notification bar presumably to inform the user. Fu et al. [110] designed and proposed
a full-screen location access notification and evaluated it against the existing Android location
access disclosure method (i.e. the blinking icon in the notification bar). The authors showed that
their proposed notification is more effective than Android existing notification. In addition, they
showed anecdotal evidence of how the proposed notification affected participants’ behavior (e.g.,
influence users to stop using intrusive apps).

Traditionally, Android has not provided users with fine-grained privacy controls to enable users
to selectively allow/deny apps’ access to their personal information. As a result, a body of
prior work has been focusing on developing fine-grained privacy controls per individual app.
Apex [152]] modified Android to enable users to selectively grant or deny access to specific
permissions on a per-app basis. In addition, Apex allows users to specify constraints on how
apps use resources (e.g., frequency or time of the day) [152]]. Enck et al. developed “TaintDroid”

a modified version of Android that tracks in real-time how third-party applications access and

13



transfer sensitive information [99]. The authors evaluated TaintDroid by selecting 30 apps that
require access to both the Internet (i.e. to transfer data) and sensitive data (e.g., location, device
ID). The authors found that 20 of those apps potentially violate users’ privacy by transferring
sensitive data off the phone to destinations including advertisers [99]. An extension of TaintDroid
is AppFence, which empowers users with privacy controls to either provide fake data to third-
party apps or block those apps from using the Internet to transfer sensitive data off the phone
especially to advertisers [121]]. Because blocking apps’ access to such data might effect users’
experiences, the authors evaluated how 50 apps would work both with and without the privacy
controls. They found that users can exercise control over their sensitive information without
affecting their experience with most apps. However, a third of the tested apps would not function
with the privacy controls which necessitated a trade-off between usability and privacy [121]. In
a similar approach, Beresford et al. developed “MockDroid” a modified version of Android that
allows users to provide fake information to third-party applications [76]. However, when fake
data is provided to an app, the user is notified and given the chance to provide real data, if needed.
The goal is to give the user the ability to choose between usability and privacy [76]]. Zhou et al.
developed “TISSA” a modified version of Android that provides “privacy mode” which allows
users to control how apps can access sensitive data [200]. The privacy settings manager allows
users to provide apps with anonymized or fake data instead of the actual real data. The authors
evaluated the proposed system with 24 free apps and found it to be effective in capturing privacy
leaks [200]. Jeon et al. [125]] developed two tools, “Dr. Android” and “Mr. Hide”, that provide
users with privacy controls over apps but with no modifications to the Android system. Mr. Hide
works as a service to facilitate how installed apps access sensitive data, whereas Dr. Android
modifies (i.e. rewrites) those apps to access sensitive data through Mr. Hide. The authors
evaluated the approach using both automated and manual testing on real apps, and they found
the approach to work with minimal issues [125]].

2.2.2 i0S

Although the app vetting process is the primary technique to handle privacy and security issues
in 10S, the vetting process was not documented at the beginning and therefore was not trans-
parent. In addition, iOS had not yet provided privacy controls to enable users to manage their
app privacy settingﬂ Due to the lack of transparency and privacy controls, researchers have
examined privacy risks associated with apps on i10S. Egele et al. developed “PiOS” which uses

static analysis to automatically identify potential privacy leaks of users’ personal information to

This was true back in 2011. However, since then Apple made the vetting process more transparent and also

gradually introduced privacy controls.
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third-party destinations [95]]. Using PiOS, the authors analyzed 1407 apps (825 free apps from
the app store and 582 apps from Cydieﬂ) and found that 55% of the analyzed apps leaked the de-
vice’s unique identifier (e.g., IMEI) to third-party destinations [95]. However, the authors found
that most apps, including apps in Cydia, did not leak other types of users’ personal information

(e.g., contacts list, photos, call logs, etc.) [93]].

10S gradually has been providing users with privacy controls to manage their app privacy set-
tings. To examine the effectiveness of the privacy controls, Fisher et al. [107] asked 273 iOS
users to take screenshots of the apps’ location privacy settings on their devices, and examined
whether users allowed or denied apps access to their location. The authors also explored how
to use the privacy decisions made by users to predict their future decisions. The results showed
that indeed users utilize privacy controls in 10S. For instance, most users denied at least one app
from accessing their location. The results also showed that users’ decisions to grant/deny apps
the access to location information differ by apps. For instance, while almost all users granted the
Google Maps app access to their location, only half of the users, who had installed the Shazam

app El, granted it access to their location [[107]].

ProtectMyPrivacy (PMP) was introduced to enable 10S jailbroken users to selectively grant or
deny apps access to an extended list of users’ personal information beyond what i10OS provided
(e.g., control over device unique identifier (e.g., IMEI)) [63]. PMP also allows users to provide
fake information to apps to avoid effecting users’ experiences (e.g., some apps might crash if
denied access to some information) [63]]. In addition, PMP provides users with privacy setting

recommendations for new apps via crowdsourcing as we discuss in detail in Section [2.4] [63]].

When an app in i0S requests access to users’ personal information (e.g., the user’s location) for
the first time, the user is prompted with a dialog box and asked to grant or deny that request. The
developer of the app is encouraged to provide an explanation for the purpose of the request. Tan
et al. explored the prevalence of developer-specified explanations for access requests and evalu-
ated their effectiveness on iOS users’ behavior [180]. By analyzing 4400 apps, the authors found
that only 19% of the access requests included explanations by developers. The authors, then,
compared the effectiveness of access requests with and without explanations in a 772-participant
within-subject AMT online experiment. Participants were presented with a screenshot of an
access request dialog with an explanation, then another screenshot of a different app with no
explanation. To examine the effect of the content of the explanation, participants were asked
to perform a third task in which they were presented with a screenshot of a request dialog with

2The iOS app store for jailbroken phones
3 A popular music recognition app. URL:http: //www.shazam.com
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a explanation from a list of potential explanations that covered a wide range of scenarios (e.g.,
accessing and sending the data to the provider’s servers or accessing the data to provide near-by
offers). The authors found that access requests were more likely to be granted when an explana-
tion is provided regardless of the actual content of the explanation [[180]. They also found users
experience is improved when the purpose of the access request is presented to the user [[180].
However, the provided explanation by apps from the app store did not help users understand why
their personal information was being requested and whether it would be subjected to secondary
uses [[180].

2.3 Privacy Nudges

Nudges are “soft-paternalistic”” behavioral interventions that do not restrict choice, but attempt
to enhance and influence the user’s choice by accounting for decision making hurdles such as
asymmetric information, heuristics (e.g., anchoring) and bounded rationality, and cognitive and
behavioral biases (e.g., overconfidence) 58,159,161, [181]. For instance, to nudge students to eat
healthy food, we can design the school’s cafeteria menu to make the healthy food attractive (e.g.,
putting the healthy food first in the menu) [181]. This is considered a nudge because it does not
restrict choice (e.g., students can still choose unhealthy food) but attempts to influence students’
decisions by making healthy food salient [181]. Nudges are shown to be useful in different
domains such as retirement plans, health care, and organ donations [181]. Within privacy and
security contexts, nudges may ameliorate some of the inconsistency in user decision making,
such as the dissonance between users’ stated privacy concerns and actual observed behavior or

users’ privacy and security preferences that change over time [38, [176].

Of all decision making hurdles, we are particularly interested in asymmetric and incomplete

information and how nudges can help overcome this hurdle in the context of mobile app privacy.

Asymmetric Information and Privacy Nudges

In privacy contexts, asymmetric or incomplete information refers to a disparity between users’
and service providers’ knowledge of collection, use, sharing practices, potential consequences,
and available protections concerning users’ personal information [61]. This phenomenon has
been attributed to ineffective communication of privacy risks and protections to users in privacy
policies and notices [[124]. In the context of mobile privacy, researchers recently have identified
a similar information asymmetry, in which users are unaware of the data collection performed by
mobile apps [55, 199,104} 1105, 142, (174, [185]]. This has led to alternate proposals for presenting
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privacy risks to users in a manner that is more readable and salient [[131]. However, research fo-
cused on privacy contexts finds that information disclosures lead to fleeting and even perverse ef-
fects on behavior, casting doubts on one time information disclosures’ ability to yield better user
privacy decision making. For example, Adjerid et al. [62] showed that the impact of simple and
readable notices can be thwarted by a mere 15 second delay between showing privacy-relevant
information and privacy choices. In light of these limitations, scholars are increasingly turning
to alternate methods such as privacy nudges for communicating relevant privacy information to
users [58]].

In the mobile context, the potential for nudges that account for asymmetric information to support
privacy decision making is appealing. It may include notifications that, in contrast to traditional
notices, highlight the recipients, contexts, or types of personal information being shared via a
mobile device. [65, 72, 73, [110].

2.4 Nudging Users to Change their Privacy & Security Behav-

iors and Decisions

Thaler and Sunstein posit that any design choice (deliberate or not) influences people’s decisions
and nudges them toward one decision or another [[181l]. By adopting this broad definition we
categorize as research on nudges, any prior work that developed approaches to influence users’
privacy and security behaviors and decisions. To navigate previous work easily, we arrange it
into two categories: (1) the mobile context and (2) other contexts (e.g., online social networks,

or web browsers). [140] provides an extensive literature review of security and privacy nudges.

2.4.1 Mobile Privacy & Security Nudges

Prior work has looked at the effectiveness of feedback in helping users review and possibly
adjust their privacy settings in mobile location-sharing systems. Tsai et al. explored the effect of
feedback on users’ privacy preferences for a mobile location sharing application that allows users
to share their location with friends on Facebook [[186]. In a 56-participant 4-week field study,
participants had the ability to create and edit rules to control how their locations are shared. The
treatment group (feedback condition) was given access to a list of people who requested their
location, at what time, and where (feedback condition); The control group was not given any
feedback. The authors found that participants in the feedback condition were more comfortable
sharing their location even with strangers [[186].
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Jedrzejczyk et al. explored how real-time feedback notifications affect users’ privacy settings
and behaviors in a location sharing application [[123]. The authors conducted a field study with
12 participants divided in two groups: 5 and 7 people respectively, related to one another within
each group (e.g., family members and close friends). The results showed that real-time feed-
back notifications reduced the number of unreasonable/unnecessary requests because feedback
notifications made requesters accountable for their location requests. However, the participants
never used the privacy settings provided by the application nor adjusted them in response to
the feedback notifications they received during the study, presumably because participants have
close relationships to one another [123]. Patil et al. explored how the timing of the feedback
(i.e. before vs. after the disclosure occurs) and the availability of controls to act upon the feed-
back (i.e. available vs. no controls) affect users’ privacy decisions in location sharing social
networks [161]]. Using experience sampling, 35 participants received hypothetical location re-
quests from pre-defined groups (e.g., participants’ family, friends, colleagues). Participants in
the feedback condition were informed that their location was shared according to their privacy
settings (that they identified at the beginning), asked to specify their level of comfort with the
decision, and asked whether the request should have been denied. Participants in the decision
condition were prompted to grant or deny a location request and to specify their level of com-
fort with the decision. When comparing participants’ decisions in situ to their initial decisions,
participants in the feedback condition felt that they were oversharing, whereas the participants
in the decision condition tended to be more comfortable with sharing (i.e. their in situ settings
were less protective than their prior settings) [161]].

Prior work has primarily focused on nudging users towards less privacy-invasive apps during
the installation process. Kelley et al. designed and evaluated a “Privacy Facts” interface to help
users select apps that request fewer permissions [134]. The “Privacy Facts” interface consists
of two sections: what information the app collects, and what third-party libraries the app uses
(e.g., advertisement or analytic). The authors evaluated the privacy fact interface against the
Android default permission screen. Using a 20-participant lab study and a 366-participant on-
line experiment, participants were asked to select a number of apps and were shown either the
privacy facts or the Android default permission screen. The authors found that privacy facts
can influence users to select apps that request fewer permissions [134]]. Harbach et al. enriched
permission dialogs with personalized examples from the user’s device (e.g., showing a personal
photo stored in a user’s device if an app requests access to files stored in the device.) to make
risks more salient and overcome habituation [118]]. Using experiment settings similar to Kelley
et al. [134], the authors conducted a 36-participant lab study and a 332-participant AMT online
study to compare the proposed approach to the Android default permission screen. The authors

found that personalized examples are effective in helping users to either choose apps with fewer
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requested permissions or to not install intrusive apps altogether [118]. Lin at al. designed and
evaluated a “Privacy Summary” interface to bridge the gap between users’ expectations and how
apps are actually collecting and using their information [[142]. Through crowdsourcing, the pri-
vacy summary shows the percentage of users who feel surprised that the app is collecting some
types of personal information. Using an online experiment, the authors evaluated the privacy
summary interface against the Android default permission screen by asking participants whether
they would recommend a friend to install a given app. They found that users in the privacy
summary interface condition were more aware of privacy implications of installing the apps. In
addition, the privacy summary interface was easier to comprehend. Choe et al. explored how
privacy rating affects users’ perceptions of apps and whether the positive or negative framing of
the rating has an influence on such perception [85]. In a 332-participant between-subject online
experiment, the participants were asked to search for a weather app and presented with the re-
sults (e.g., app description page) along with the privacy rating. The authors found that apps that
received high privacy ratings where trusted more than apps with lower privacy rating regardless
of the framing. However, when the privacy rating of an app is low, the negative framing has a
counter effect (i.e. participants trusted the app more) [85]. Paturi et al. designed and evaluated
“Privacy Granules” which are icons aimed to communicate the potential risk of the ads library
included in Android mobile apps [[162]. The authors focused on the risk of capturing three data
types: location, device unique identifier (e.g., IMEI), or web search queries. Through both static
and dynamic analysis, the authors analyzed the top 50 free Android apps to identify what per-
sonal information is collected and what libraries are bundled with the apps. In a within-subject
online experiment, 272 participants were presented with the privacy granules followed by the
Android default permission screen and asked about four different apps in term of easiness to
find privacy threats from the apps and from third-party libraries. Users reported finding threats
to identity and search queries easier in the privacy granules than the Android default interface;
however, both interfaces were effective in helping users find privacy threats related to location
information. In addition, the privacy granules interface was effective in informing users about

privacy threats from third-party ads libraries [162].

Researchers have also explored using recommendations to assist users in making better app pri-
vacy decisions. Protect My Privacy (PMPf_f] used crowdsourcing to recommend privacy settings
(both granting and denying) for each app [63]. The recommendations followed a majority rule
and focused on representative apps (e.g., installed by 5 users) and users (e.g., made decisions
for 10 other apps). The total number of recommendations shown by PMP to users is slightly

less than 2M and the acceptance rate is 67% [63]]. To move from one recommendation-fits-all

“Protect My Privacy was described earlier in
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to more fine-grained recommendations, [142, [143| [144]] clustered users into a small number of
profiles. Liu et al. analyzed how 4.8M Android users made decisions to grant 12 different per-
missions to apps installed on their mobile devices [144]]. By focusing on representative users
(e.g., installed more than 20 apps) and apps (installed by at least 10 users), the authors used ma-
chine learning clustering algorithms to put users into a small number of profiles based on their
decisions to grant or deny apps the access to different permissions. Using a small number of
labeled apps (i.e. apps in which a user granted/denied access to permissions), the authors were
able, with relatively high accuracy, to assign the user to one of the profiles and, in turn, predict
privacy decisions for apps in which the user has not yet labeled [[144]. Lin et al. developed a
similar approach but, in addition, utilized static analysis to identify why an app requests access
to a particular permission (e.g., to provide a function or to deliver ads) [142,[143]. Using AMT,
the authors asked 725 participants to express their comfort level with apps accessing different
permissions for different purposes. Using participants’ responses, the authors clustered users
into four profiles using machines learning techniques. The four profiles included two extreme
groups (unconcerned and privacy conservatives) and two groups of users in between [142,|143].
Wilson et al. evaluated the effectiveness and influence of privacy profiles on users’ privacy pref-
erences for location sharing applications [195]. In a field study, 33 participants installed and
used “Locaccino” - a mobile location sharing application - on their smartphones for three weeks.
The participants were randomly assigned to two conditions: (1) a profile condition in which par-
ticipants’ privacy preferences were created using a small number of profiles (e.g., people who |
want to always share my location with), and (2) a control group where participants created their
privacy preferences using standard rule-based approach. Participants were required to complete
a daily questionnaire to indicate their satisfaction with location sharing events (both real and ar-
tificial) that occurred during the day. The authors found that participants in the profile condition
were more likely to share their location than those in the rule-based condition, and participants

in both conditions were similarly satisfied [193]].

While the majority of research has examined install-time mobile privacy nudges, some work has
focused on helping users better manage their privacy for apps that users previously installed (i.e.
at runtime). Fu et al. [110] designed and evaluated a runtime location access notification. When
an app that the user is currently using accesses the user’s location, the user is notified through
a full-screen notification. The authors showed that their proposed notification is more effective
than Android’s existing notification mechanism (i.e. the blinking icon in the notification bar).
However, they reported users being annoyed by the full-screen notification especially when apps
accessed users’ location frequently. Balebako et al. [[73] conducted a lab study with 19 partic-
ipants to evaluate their perception and concerns about data collection practices of two popular

game apps. Data collection practices were communicated to participants through two mecha-
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nism: a notification at the moment the apps collected and shared the information, and a report
that showed how frequently each app shared different types of participants’ personal information
(e.g., location, device ID). The authors showed that users are unaware of, and surprised by, apps’
data access practices, especially frequency [73]. Bal et al. designed and evaluated “Styx”: a sys-
tem that monitors apps’ data collection practices and informs users of what these apps are able to
infer based on the data they accessed and collected [71]]. For instance, Styx informs the user that
an app can potentially predict the user’s gender when the app obtains the list of installed apps on
the user’s device [71]. In a between-subject lab study with 55 participants, the authors evaluated
the effectiveness of a proof-of-concept of Styx against a basic interface that provides the user
with a chronological list of data collection events by apps. Styx was shown to be more effective
in informing users about potential privacy risks [[71]. Protect My Privacy (PMP) utilized crowd-
sourcing to recommend privacy settings (both granting and denying) for each app [63]. PMP
prompts the user with privacy settings recommendation while the user is using the app (e.g., a
recommendation to allow the app to use the user’s location but not her phone contacts list). If the
user accepts the recommendation, PMP applies the recommended settings instantly. Thompson
et al., evaluated two types of nudges to identify apps that access system resources (e.g., vibration
and changing wallpaper): a passive nudge in which the user needs to navigate to the Settings app
to identify apps that has accessed system resources, and a semi-active nudge in a form of a no-
tification which the user receives in the notification bar [182]. Via a lab experiment, the authors
showed that the semi-active nudge was more effective than the passive nudge in grabbing users’
attention and in helping users to identify apps which has accessed system resources. In addition,
the results of the experiment also showed that these two types of nudges were more effective in
helping users to identify apps which has accessed system resources than the control condition
(i.e. no accessible mechanisms to identify apps that has accessed system resources) [182]. In
Chapter [3] we describe the design of runtime mobile app privacy nudges to inform users about
how frequently apps access their personal information, and how we evaluated the effectiveness

of the nudges in a field study.

2.4.2 Privacy & Security Nudges in other Domains

Privacy and security nudges have also been proposed and evaluated in domains other than the
mobile. In this section, we briefly describe some of these nudges. Although we cite as many

related references per concept as we can, we only discuss few references to highlight the concept.

Prior work in online social networks has looked at the effectiveness of feedback in helping users
review and possibly adjust their privacy settings [[100, 126, [192]. [126] designed and evaluated
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two types of feedback: (1) showing users who viewed their profiles, and (2) showing users what
content was viewed recently (e.g., a post or a picture). However, both types of feedback were
artificial because thi information is not available on Facebook. By asking participants to install
a Facebook application, the authors conducted a 107-participant between-subject experiment for
24 days with three conditions: two types of feedback and a control condition. The authors found
that the privacy setting changes made by participants were not statistically significant across
conditions, which the authors attributed to the artificial nature of the feedback [126]. Wang et
al. designed and evaluated a Facebook privacy nudge to help users consider the audience and
content of their posts to avoid regrettable posts [192]. When the user posted some content on
Facebook, the nudge showed both the profile pictures of some of the recipients, the total number
of recipients, and delayed posting the content to Facebook for 10 seconds. The authors tested
the nudge with 28 Facebook users in a 6-week field study, a 3-week control phase followed by a
3-week treatment phase. Although participants did not adjust their privacy settings in response

to the nudges, they found the nudges useful especially the audience nudge [[192]].

Researchers have also designed and evaluated social cues to help users make better privacy and
security decisions [77, 90, 111, 160]. Besmer et al. designed and evaluated a prototype that uses
social cues (both positive and negative) to assist users to configure their privacy access control re-
garding applications on Facebook [/7]]. The authors asked 309 participants on AMT to authorize
a number of Facebook applications to access their personal data on Facebook. Throughout the
authorization process, participants were shown the percentage of other users who also authorized
(or did not authorize) the app to access different pieces of their personal information. The authors
found that negative social cues influenced users’ decisions [77]. In a large-scale study, Das et al.
explored how social cues increased users’ awareness and use of security tools [90]. Using seven
different variations, the authors informed 50K Facebook users of the number of their friends who
use either one of three security features: login notifications, approvals, or trusted contacts. The
authors found that this simple social cue was effective in nudging users to consider these security
features [90].

Prior work in security dialogs and warnings explored approaches to assist users in making better
security decisions (64, 66, 182, 183, 184, 106, [170, [179]. Brustoloni et al. explored how polymor-
phic dialogs (dialogs that alway change changing what input is required from the user and how it
is elicited) and polymorphic combined with audited security dialogs assist users in choosing less
risky decisions [84]. In a 26-participant between-subject lab study, participants (as employees in
a company) received emails with attachments related to two scenarios (recruiting applicants and
processing customer requests) using Mozilla Thunderbird with an extension to show the modi-

fied dialogs. Attachments were associated with justified and unjustified risks. Both approaches
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were shown to be effective to assist users in making better security decisions when the risk is
unjustified [84]. Bravo-Lillo et al. designed and evaluated “attractors” which are interfaces mod-
ifications that bring users’ attention to critical information to help them make informed security
decisions [82]. In two AMT between-subject experiments, the authors evaluated 11 different
attractors using two different scenarios: high security risk and no security risk. The authors
found attractors to be effective in bringing users’ attention to critical information presented in
the security dialogs and, thus, helped users to make informed security decisions [82]. Felt et
al. evaluated how the manipulation of the appearance of the SSL warnings would improve their
effectiveness [[106]. In a large-scale field study, the authors manipulated the warning by changing
the default image of the warning (using a policeman, a criminal, a traffic light), adding an extra
step before the user makes the final decision, changing the style of the warning, and reusing the
Firefox’s SSL warning on Chrome. The results show that only reusing the Firefox’s warning on

Chrome led to significant improvement in the effectiveness of warning [106].

Scholars have also developed and evaluated different approaches to assist users in choosing
stronger passwords [98, [108, [188]. Forget et al. proposed and evaluated a mechanism - per-
suasive text passwords (PTP) - to help users create stronger passwords [108]]. PTP takes the
password that the user initially created and suggests, as a replacement, a modified and stronger
version of the original password. In a 83-participant lab study, the authors evaluated four differ-
ent variations of PTP. The authors found that indeed PTP nudged participants to adopt stronger
passwords with minimal usability effects [108]. Similarly, Ur et al. conducted online experi-
ments to measure how strength meters affect password created by users [188]. In a two-part
2931-participant online study via AMT, the authors evaluated 14 different password strength
meters. In the first part, they asked participants to play a role in which they need to create new
passwords for their emails as their providers changed the passwords requirements. In the sec-
ond part, participants were invited via email to login using their new passwords. The authors
found that meters nudged participants to create longer passwords overall. However, only aggres-
sive meters (e.g., requiring an additional class character or longer passwords) were effective in

nudging participants to create stronger and harder to be guessed passwords [188].

2.5 Distinction From Prior Work

Prior work has focused primarily on designing app privacy nudges that help users make better
privacy decisions when choosing new apps to install (install-time app privacy nudges) (83, 118,
134,1142,1162]]. The install-time nudge works by informing users of privacy risks associated with

the app that the user chooses to install and recommending a more privacy-friendly app than the
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one chosen. In experimental settings, install-time nudges are shown to be effective in informing
users of privacy risks associated with apps that users want to install, and effective in influencing
users to consider installing more privacy-friendly apps [83, [118} (134, 142, [162]. However, an
install-time nudge can only be effective (a) if there is an alternative app that is more privacy-
friendly than the app that the user chooses to install, or (b) if the nudge can persuade the user to
refrain from installing the privacy-invasive app altogether, even without alternatives. To the best
of our knowledge, outside the experimental setting there is no accessible way to find alternatives
to privacy-invasive apps assuming alternatives exist at all. In addition, prior work has suggested
that privacy notices are less likely to garner users’ attention at install-time in comparison to
notices at runtime (e.g., during or after using an app) [[74]], and that users are less likely to choose
another app once they have made up their minds to install a given app [174]]. Thus, if the user
chooses to proceed and install the app, the install-time app privacy nudges lose their effect.

To extend previous work on mobile app privacy nudges, this thesis focuses on designing and
evaluating runtime app privacy nudges to help users better manage their app privacy settings.
Specifically, runtime app privacy nudges aim to (1) increase users’ awareness about privacy risks
associated with apps that users have previously installed, and (2) motivate users to review their
app privacy settings and adjust them as needed. As such, runtime app privacy nudges do not
burden the user to find alternative privacy-friendly apps. Instead, runtime nudges are intended
to help the user to better manage the privacy settings for apps that the user has already installed
and used. Furthermore, runtime nudges may also motivate users to uninstall privacy-invasive
apps (65, [110].

Few studies have looked at runtime mobile app privacy nudges. Balebako et al. [[73] proposed
mobile privacy nudges based on apps’ access frequency to specific data and evaluated them in
a lab study. Although our work in Chapter (3| builds on the work of Balebako et al., our work
differs in two dimensions. First, our work measures the effect of privacy nudges in triggering
users to review and adjust their app permissions, whereas the work of Balebako et al. measured
perception and feeling. Second, our study in Chapter [3| evaluates privacy nudges in situ, with
participants using their own devices “in the wild”, whereas Balebako et al. conducted a lab
study, and participants did not use their own devices. Fu et al. [110] proposed a per app runtime
location access notification and contrasted it with the existing location access disclosure method
in Android (i.e. a blinking icon on the notification bar). Our work in Chapter [3|extends the work
of Fu et al. but differs in two dimensions. First, our work measures the effect of privacy nudges
in triggering users to review and adjust their app permissions, whereas Fu et al. focused only on
transparency without providing users with tool to adjust their app privacy settings. Second, Fu et
al. focused on location access, whereas we also examine phone contacts, calendar, and call logs.
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Protect My Privacy (PMP) utilized crowdsourcing to recommend privacy settings (both granting
and denying) for each app [63]. In contrast, our focus is on informing users of apps behavior
instead of informing them of other users’ privacy settings. Bal et al. designed and evaluated
“Styx”: a system that monitors apps’ data collection practices and informs users of what these
apps are able to infer based on the data they accessed and collected [71]. Our work in Chapter ]
builds on the work of Bal et al. by using inferences/consequences of data collected by apps to

design effective runtime mobile app privacy nudges.

In contrast to [110] which nudges the user while using the app (app-usage dependent nudges),
our work primarily focuses on privacy nudges that are independent of app-usage. An advantage
of our approach is to also inform users of privacy risks associated with apps that access users’
sensitive information in the background (i.e. while users are not actively using the app). Only
22% of mobile users are aware of apps’ capabilities (and thus potential privacy risks) while
apps in the background [182]. Nonetheless, future work should explore which approach is more

effective and when.

In sum, this thesis attempts to extend previous work by introducing runtime mobile app pri-
vacy nudges, evaluating their effectiveness, designing effective content of privacy nudges, and

evaluating approaches to keep users engaged with repeated nudges.

25



26



Chapter 3

Permission Managers & Mobile App Privacy
Nudges

In this chapter, we focus on two research questions: (1) Is access to an app permission manager
an effective way of helping users review and modify their app permissions? (2) Can app privacy
nudges, that regularly alert users about sensitive data collected by their apps, enhance the effec-
tiveness of an app permission manager? To address these questions, we conducted a 22-day field
study in which 23 participants interacted with a permission manager — AppOps on Android — for
one week, followed by an 8-day phase in which the permission manager was supplemented with

privacy nudges tailored to a participant’s installed apps and their data access behavior.

Our mixed methods approach provides rich insights into (1) how and why participants review
and restrict app permissions with a permission manager and (2) how they react to privacy nudges
alerting them about the data collected by their apps. Our results confirm that users are generally
unaware of mobile app data collection practices. Our findings also demonstrate the benefits
of fine-grained permission managers and show that the effectiveness of these managers can be
significantly enhanced by the delivery of nudges intended to further increase user awareness

about mobile app data collection practices.

This chapter makes the following contributions. First, our study highlights the benefits of a
permission manager like AppOps and quantifies the additional benefits that result from supple-
menting such functionality with privacy nudges. Second, we designed mobile privacy nudges
that increase user awareness of data collection practices and effectively motivate users to re-
view and often revise their app permissions. Third, we evaluated the effectiveness of the privacy
nudges in a real-world setting. Finally, we derive recommendations for the design of effective
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Notification provided by AppOps. keep sharing my location

Figure 3.1: Screenshot of a privacy nudge for location (left) shown to a participant during our study. Nudge content
is based on participant’s apps and their access to location information. “Let me change my settings” opens AppOps.
“Show me more before I make changes” opens the detailed report (right). “Keep Sharing my location” closes the
nudge.

privacy nudges on mobile devices based on our results.

3.1 Mobile Privacy Nudge Design

We designed a mobile privacy nudge that provides concise privacy-relevant information and
meaningful actions that reduce the threshold for users to act upon the nudge’s content.

3.1.1 Nudge Content

Prior work has shown that users are unaware of, and surprised by, apps’ data access practices
and frequency [73} [110} [127], which suggests nudging users to review their app permissions
has utility. Therefore, we designed the mobile privacy nudge shown in Figure [3.1] to display a
succinct message describing the number of apps accessing one information type and the total

number of accesses in a given period.

The nudge further lists three specific apps that accessed the information in the given period, to

concretize the otherwise abstract information. In order to avoid showing only expected apps
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(e.g., mapping and navigation apps accessing location), the three displayed apps are selected
randomly from apps that accessed that information type. The addition of “and 10 other apps”
aims to pique the user’s interest, and trigger them to review permission settings for the particular

information type.

In order to enhance the nudge’s credibility, we included cues that establish a relation between the
nudge notification and the installed privacy manager (AppOps in our case), such as the AppOps
icon and a tag line at the bottom (see Figure 3.1

3.1.2 Nudge Response Options

The privacy nudge provides targeted response options to facilitate privacy management (see Fig-
ure [3.I). The “Let me change my settings” option opens AppOps directly. We hypothesized
that facilitating access to the permission manager may lead users to review and adjust additional
permissions once they switch their focus to privacy management. Since we want nudge users to

select this option, it is highlighted.

The second option (“Show me more before I make changes”) opens a detailed report, shown in
Figure |3.1] which lists each app’s access frequency for the nudge’s particular information type,
in descending order. The detailed report enables users to investigate which apps accessed the
particular information in order to support them in comparing their expectations with apps’ data
practices. Rather than just naming the option “show me more information,” we intentionally
indicated that users will also be able to make changes through this option, and imply that this
information may help their decision. The detailed report replicates the nudge’s other response
options to make the provided information actionable. Prior work inspired the detailed report
design [73]].

The third option (“Keep sharing my [data]”’) allows users to indicate the status quo is acceptable.
Keller et al. [[130] recommend employing enhanced active choice to emphasize the desired option
(option 1) by “highlighting the losses incumbent in the non-preferred alternative.” Therefore,
option 3 is adapted to the specific information (i.e. [data] is replaced with “location”). Finally,
users can also ignore the nudge by pressing the “Home” button or by switching to a another app.

3.2 Methodology

We conducted a field study to gain insights on the effect and perceived utility of mobile privacy
managers, as well as the effect and perception of privacy nudges. We implemented our privacy
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Figure 3.2: AppOps has four different tabs: location, personal (e.g., phone contacts and calendar), messaging(e.g.,
SMS), and device (e.g., vibration, camera). Each tab lists all apps that accessed the corresponding category of data,
e.g., location (left). Selecting a specific app opens a screen showing all permissions accessed by the app (right).

nudges on Android since it supported a permission manager, AppOps, which is accessible on
regular non-rooted devices. Thus, our 23 participants were able to use their own phones. Our
study received IRB approval.

3.2.1 The Permission Manager - AppOps

In Android 4.3, Google introduced a permission manager, called AppOps, that was hidden by
default and required an external app to access. AppOps allowed users to selectively grant or
deny permissions for installed apps. AppOps, shown in Figure organizes permissions into
four categories: location, personal data (e.g., calendar, phone contacts), messaging (e.g., SMS),
and device features (e.g., vibration, notification). In each tab, apps are ordered by most recent
access. When selecting a specific app in an AppOps tab, users are shown all permissions for
that app. In Android 4.3, AppOps allows users to control 31 different operations [113]]. Some
of these operations map directly to one or more permissions (e.g., read contact control maps to
“android.Manifest.permission. READ_CONTACTS” permission). Other operations do not map
to any permission (e.g., the existence of audio control although accessing audio does not require

a permission).

3.2.2 Implementation of Study Client

We designed a study client app to act as a launcher for AppOps and installed it on participants’
phones. Our study client collected information about app permissions accesses for specific in-
formation types, which was used to generate personalized privacy nudges for each participant’s

phone. The required information was obtained by periodically recording logs created by Ap-
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pOps. The AppOps logs show for each app-permission pair the last time the app tried to access
the permission. The logs show when access to a permission was rejected (e.g., after the user
restricted an app’s access). If the app is currently using a permission, the logs show how long
the app has been accessing it. By capturing this information in five minute intervals, we gained
detailed insights about apps accessing permissions, as well as the progression of permission
changes made by participants via AppOps. Accessing the AppOps logs requires a one-time
runtime permission (“GET_APP_OPS_STATS”), which can only be granted if the device is con-
nected via USB after app installation.

In addition to recording access frequency and permission changes, our study client recorded par-
ticipants opening AppOps, as well as their interaction with displayed privacy nudges. Permission
changes had to be recorded periodically, since AppOps does not provide easy access to specific
interaction events and modifying AppOps would have required rooting and flashing participants’
devices, which we deemed undesirable. Hence, we used the time difference between a partic-
ipant’s recorded response to a privacy nudge and an observed permission adjustment to infer

whether it was triggered by the respective nudge.

3.2.3 Study Procedure

Our field study consisted of an entry session, three consecutive field phases lasting 22 days in
total, an exit survey, and an optional exit interview. We opted for a within-subjects design as we
were interested in observing phone and app usage without interventions in order to establish a
baseline, as well as observing interaction with a permission manager with and without supporting

privacy nudges.

Entry session: We invited participants to our lab to read and sign our consent form. Because
AppOps was only available on Android versions 4.3—4.4.1, participants were required to affirm
that they would not update to Android 4.4.2 during the study, and could be disqualified otherwise.

Next, participants completed an online entry survey on a provided computer. The survey asked
about general Android usage (e.g., frequently used apps, reasons for installing or uninstalling
apps), mobile privacy and security attitudes and behaviors (e.g., screen look use, phone en-
cryption, awareness of apps’ permissions), and demographic questions (e.g., gender, age, phone
model). While the participant completed the survey, we installed the study client on her phone
with the required runtime permission to access AppOps logs, and placed it in a folder named
‘Android Apps Behaviors,” to make it easily locatable.
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Phase 1: Baseline: For the first 7 days of the study, our study client collected data about the
participant’s installed apps and their data access behavior, without providing access to AppOps
or showing privacy nudges. The information collected served as a baseline to better understand

participants’ phone and app use, and also informed the generation of privacy nudges in phase 3.

Phase 2: AppOps Only: On the first day of the second phase, we made AppOps available through
the study client and sent an email and an SMS to participants introducing it. The message subject
was “AppOps is now available to you” and it read “AppOps is an app which allows you to
selectively grant/deny apps access to your personal information (e.g., location, phone contacts,
calendar, SMS messages, etc) on your phone. We just made this app available to you. To use it,
go to ‘Android Apps Behaviors’ f