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Abstract

Remote Sensing enables knowledge discovery from live data collected by un-
manned probes. Planetary exploration, drone surveillance, and underwater sensing
are three examples of domains in which remote sensing plays a central role. Near
real-time knowledge acquisition of a rare target during such missions is challenging
due to three extremes: low bandwidth, novelty of target, and class imbalance. We
call the learning that happens in these extreme conditions as Live Learning. This is
a new capability at the intersection of edge computing and machine learning. It aims
to learn a model for a rare target from unlabeled data captured on distributed probes
that are only reachable over a low-bandwidth network.

The main contribution of this thesis is the design, implementation, and evalu-
ation of Hawk, an interactive model-agnostic live learning system that enables the
discovery of rare novel phenomena from a stream of extremely skewed unlabeled
visual data capture on weakly-connected remote sensing probes. Hawk is designed
to optimize the use of two critical resources: (a) the network bandwidth from the
remote source to the human expert, and (b) the expert’s labeling bandwidth. Live
Learning embodies a new semi-supervised learning algorithm to train models on-
the-fly to discover instances of a target from very few initial labeled data. We show
the effectiveness of Hawk by performing extensive validation on three very demand-
ing publicly-available datasets from the domains mentioned above. Each of these
datasets was released within the past few years, and has been used in recent ML
research publications in its domain.

Our experiments show that even at bandwidths as low as 12 kbps and a base rate
of 0.1%, a team of 7 probes is able to use Hawk to discover up to 87% of the event
instances that could have been discovered using a brute-force model. Such a model
is created from advance knowledge, transmission and labeling of all mission data.
Our results show 1.5X-2X improvement in recall when Live Learning in Hawk is
combined with recent Few Shot Learning algorithms such as SnaTCHer. Our results
also show how the use of Diversity Sampling can further improve recall in Hawk.
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Chapter 1

Introduction

Remote sensing refers to the process of acquiring information about a phenomenon or object from
a distance. It involves detecting and monitoring the physical characteristics of a remote object
using emitted and reflected radiation. Cameras mounted on unmanned autonomous probes such
as aerial drones (UAVs), satellites, and underwater vehicles, collect data to be analyzed by the
mission personnel or researchers on the ground. Remote sensing has a wide range of applications
in many domains; some examples include, use of UAVs in wildfire surveillance, satellite imagery
for weather forecast, and more.

Historically, aerial photography was the primary form of remote sensing and has since been
in use for more than 160 years [S]]. Aerial photography is a faster and cheaper way of producing
maps as compared to ground surveys. It was widely used in World War I as a reconnaissance
tool, cameras mounted on aircraft were used to record enemy positions and movements. By
World War II there was tremendous growth in the field of remote sensing, with the development
of radar, sonar, and infrared detection systems. The “space race” in the 1950s paved the way for
satellite-based remote sensing. Since then, the development of new acquisition platforms and
the availability of cheaper and smaller sensors have brought significant advances in the field of
remote sensing.

Remotely sensed data, such as satellite and aerial imagery, is beneficial for a number of use-
cases, such as urban planning, natural resource management, and military operations. The remote
sensing platforms are continuously generating a huge amount of data that needs to be analyzed
to extract meaningful information for the targeted application. The generated data is transmitted
to the ground receiving station either during the mission or post-mission. There are mainly two
ways of receiving the data collected by the remote platforms. First, the generated data is stored
in non-volatile memory and then off-board processing is performed when the remote probe lands
after the mission. This acquisition method though simple, is limited in its application because
it does not allow visualization or near real-time response during the mission. The second ap-
proach is to transmit compressed data back to mission personnel via a wireless network. The
near real-time transmission of remote sensed data helps mission personnel to visualize and make
time-critical decisions according to it. This is especially useful in applications such as surveil-
lance, and search and rescue (SAR) missions. However, the network bandwidth sets a limit on
the resolution and the transmission rate of the captured data. How can we overcome this difficulty
of transmitting useful data back to mission personnel during a time-critical mission in a network
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Figure 1.1: Bandwidth-challenged Remote Sensing

bandwidth-challenged environment? In this dissertation we explore how to perform on-board
processing to intelligently select relevant data for transmission.

Figure[I.1] illustrates the problem setting considered in this dissertation. A swarm of robotic
probes called “scouts” are deployed to collect data from a remote area. A scout is an unmanned
autonomous system equipped with ample sensing, compute, memory and storage capability. The
team of scouts works collaboratively to discover and transmit instances of rare novel phenomena.
These scouts have weak network connectivity to the Internet. They are equipped with rich image
sensors that continuously capture unlabeled visual data. One such time-critical collaborative
usecase is the use of UAVs during SAR missions, the authors in [10] used machine learning
(ML) to locate victims from images captured from UAVs of avalanche debris. Another remote
sensing example is the use of multiple drones by a team led by Reckling to locate and monitor
the rare plant species, Geum radiatum, that is known to occur only on hard-to-access, high-
elevation bluffs in the Blue Ridge Mountains in North Carolina [55]]. For both these usecases,
each scout (Scout;) captures high-resolution data at a very high acquisition data rate given by
D,. However, the available communication bandwidth (B;) is many orders less than the input
data rate, i.e, B; << D;. Thus, only a tiny fraction of the captured data is sent to the mission
personnel for inspection over the network. Can a computer system help in discovering the few
positive instances containing the target from the huge volume of captured data?

The novelty of the target class precludes the existence of an off-the-shelf ML model. If an
accurate ML model for the target class exists, then only data with instances of the target class is
transmitted, ensuring that precious bandwidth is not wasted. The rarity of the target class also
violates common machine learning (ML) assumptions about balanced classes. In this scenario,
learning is difficult mainly because of three extremes: low bandwidth, novelty of target, and class
imbalance. We refer to semi-supervised learning that takes place under these conditions as /ive
learning. We go over these challenges in more detail in Sections [[.T]to[I.3]
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1.1 Low network bandwidth

Often, remote sensing missions are conducted in regions that are inaccessible and may have poor
backhaul bandwidth to the Internet. Scouts are equipped with rich sensors such as cameras or
sonars to collect samples from the region. Over the years, technical advancements have been
made in developing miniature camera sensors that capture videos and images at 4K and 8K
resolution. While we target visual data in our work, its principles are applicable to any kind of
data. Visual data is especially challenging because it involves very high data rates.

The camera sensors on the scout capture raw data at a very high data rate. Even with efficient
encoding, continuous transmission of data from a single 4K camera at 30FPS would demand over
30 megabits per second (Mbps) of bandwidth. On the other hand, the scouts have poor network
bandwidth to the mission personnel. For example, the backhaul bandwidth from an interplanetary
space scout is only a few tens of kbps [46]. As another example, a military drone may be
bandwidth-challenged because of the need for stealth and jam resistance in communication. This
forces the use of low-signature wide-band spread-spectrum frequency-hopping techniques that
constrain bandwidth to a few tens of kbps [4]. As a third example, the physics of acoustic
communication in underwater sensing limits bandwidth to a few tens of kbps [22].

The quality of sensors on the scouts are likely to improve in the future. As scouts are equipped
with multiple video cameras, multi-spectral sensing, and other adjuncts; input data rates higher
than what is mentioned are likely in the future. In contrast, worst-case backhaul bandwidth
is unlikely to improve dramatically. Hence, there exists a severe mismatch between input and
output data rates on a scout. Today, this mismatch ratio can easily reach 10® — 10* or more. Thus,
both the absolute value of this bandwidth, and its extreme mismatch relative to the incoming
data rate on a scout severely limit the amount of data that can be transmitted back to the mission
personnel.

1.2 Target Novelty

The earliest works in deep learning and its training algorithm, backpropagation, can be traced
back to the 1960s[30]. The remarkable progress in deep learning can be attributed to the intro-
duction of graphics processing units (GPUs) and the availability of big labeled datasets such as
IM labeled images from ImageNet[39]. Today, Deep Neural Networks (DNN) are widely used
in solving many important visual applications across multiple domains such as retail, medical
imaging, autonomous military systems, and so on. The use of DNN technique ameliorates the
burden of needing expertise in the area for hand-crafting features.

The DNN models are trained in a fully supervised manner using a large amount of labeled
training data. For example, ImageNet has around a million labeled images and each class has
about 700 to 1000 labeled examples. In many real-world deployments, DNN models pre-trained
on a large collection of labeled data having pre-determined classes are used to infer and classify
incoming data.

As discussed earlier, remote sensing helps in the acquisition of new knowledge, which are
not known a priori before the start of the mission. For example, sightings of a new enemy combat
vehicle initiates the need to develop a DNN model capable of detecting the new threat. Thus,
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there is a need to customize the model on the newly available data. To improve model accuracy
for new targets from different viewpoints, we use a learning technique called transfer learning.
Transfer learning modifies the parameters of an existing DNN model to train a new task on a
smaller dataset. Transfer learning significantly improves model accuracy without incurring the
cost of training on a large training set.

To train an accurate model we need 100 to 1000s of labeled examples. However, for a novel
target class there might only be a handful of labeled examples available to the mission personnel
at the start of the mission. During the mission, there may be more positive instances of the
target class hidden among the unlabeled raw images captured by the sensors on the scout. The
poor backhaul bandwidth to the Internet inhibits the transmission of all the data to the mission
personnel for examination and labeling. A small fraction of data needs to be intelligently selected
for transmission using the knowledge acquired during the mission. Thus, there is a need to
create a system that integrates learning and labeling and can perform live learning by creating
self-improving models for a novel target from the data that is captured on the scouts.

1.3 Low Base Rate

A major challenge in creating models for a novel target is the low rate of occurrence of these
interesting events from a large collection of unlabeled data. Interesting events by definition are
rare. The rarity of an event is expressed by its base rate[41], which is defined as the probability
of encountering a target in the acquired data. The task of finding positive instances of a target
from the voluminous amount of data captured by the scouts is very demanding.

In machine learning (ML), a low base rate maps to extreme class imbalance. A classification
dataset having skewed data distribution across classes is called imbalanced. The degree of imbal-
ance is considered to be extreme, when the proportion of the minority class which is equivalent
to the base rate of the target class is less than 1% of the entire data collection [29].

As mentioned earlier, the poor communication bandwidth precludes the system from trans-
mitting all the data to the mission personnel for examination. The precious bandwidth can be
saved by transmitting only positive instances to the mission personnel. If an ideal model was
present in the scout, this would be possible. However, as mentioned earlier, training an accurate
model using transfer learning requires hundreds of labeled examples of the target class. For a
novel target, there may not be that many examples available. If, however, the whole point of the
mission is to collect more positives needed to train an accurate model, we have a chicken-or-egg
problem. Thus, there is a need for a selective transmission mechanism on the scouts that is capa-
ble of intelligently choosing images for transmission. The transmitted images are labeled by the
personnel on the ground and then added to the labeled set to train models capable of recognizing
instances of the target class from the captured images.

1.4 Object Recognition with Deep Learning

Computer vision is a field of artificial intelligence that enables computers to interpret and under-
stand visual information from images, videos and other inputs. The remarkable success in the
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field of computer vision over the past decade can be attributed to the application of deep learning
models to machine perception tasks.

Classic computer vision models used hand-crafted feature descriptors from pixel data, such
as color histograms, textures, and shapes. Engineering these features needed expertise in the
field to precisely tunes these features and creating robust accurate models was very challenging.

In 2012, a large deep neural network called AlexNet showed excellent performance on the
ImageNet Large Scale Visual Recognition Challenge (ILSVRC)[33]]. This marked the beginning
of the wide adoption and development of deep neural network (DNN) models. Unlike previ-
ous algorithms, these deep models avoid the need to manually create features. Instead, these
DNN models “learn” how to extract features from an image and infer its contents. Deep learn-
ing brought great successes in the field of image recognition, and face recognition algorithms
achieving above human-level performance.

Image recognition is an application of computer vision that seeks to recognize objects in an
image. It includes a set of sub-tasks such as image classification and object detection. In image
classification, the DNN model processes an image and outputs the classification label of that
image. Image classification applications are used in many areas, such as medical imaging, object
identification in satellite images, traffic control systems, and more. Object detection, combines
image classification with object localization to answer the question, “What objects are where?”

With the advent of deep learning, there has been rapid progress in creating deeper and faster
DNN models. Accuracy and inference speed are two competing criteria in DNN model develop-
ment. In general, to get higher accuracy, we need to use a “deeper” model. But a deeper model
has many more compute parameters that make it slower to train and infer.

DNN models are typically trained in a supervised manner, where the model learns the pa-
rameter values from the labeled data provided. The process of creating such labeled data to
train DNN models needs tedious human work. Today, companies recruit workers to accelerate
this process using crowd-sourcing tools such as Amazon Mechanical Turk, Appen, and Upwork.
This essentially leverages human-level parallelism offered by many crowd workers. Some of the
popular datasets that have millions of labeled data that are used for model training are, ImageNet,
Google Open Images, and MS COCO.

The visual analysis of remote sensing imagery require expertise in the field. For example,
to derive meaningful climate-related insights from satellite imagery the labeler needs knowledge
about meteorology. There may also be data access restrictions that limit the use of crowd workers
for labeling. Thus, it is valuable to minimize labeling effort and enable a small number of
domain-experts to build accurate ML models from very few labeled examples.

1.5 Thesis Statement

In this dissertation, I address the problem of discovering data of rare novel phenomena under
conditions of poor network connectivity. We claim that:

It is feasible and effective to create a distributed system that integrates selective trans-
mission, human labeling, and model training to perform low base rate active learning in
an edge computing setting. Such a system can be valuable in collecting training data of
a novel phenomenon in extreme bandwidth-challenged environments. Such a system can
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transparently perform machine learning in the background and automatically select tac-
tical parameters to match the network bandwidths, data distribution, and computational
loads on robotic probes.

1.5.1 Why is this thesis statement important?

In remote sensing, the constraints of low network bandwidth, extreme class imbalance, and nov-
elty, hampers the creation of deep learning models for the discovery of a rare novel phenomenon.
In many learning scenarios, only a handful of labeled examples of a target class may be avail-
able for training an ML model. New positive instances need to be discovered from millions of
unlabeled images captured by the sensors on remote sensing platforms. Only a system that in-
tegrates labeling, machine learning, and bandwidth-aware adaptation can solve these challenges.
The thesis, if validated, will address the challenges mentioned in Sections @ to @ and enable
the creation of model-agnostic bandwidth-adaptive learning system for the discovery of rare new
phenomena on unmanned missions.

1.5.2 Why does it not follow trivially from what is already known?

This challenge is unaddressed by existing deep learning algorithms. A full description is pro-
vided in Chapter @ In brief, the closest work that address the challenges mentioned is the
decentralized approach of Federated learning. However, federated learning, assumes that data
is already pre-labeled. Since scouts are unmanned, obtaining labels is only possible by trans-
mitting data to a distant human. Two most relevant works, Snorkel[S3] and Eureka[20], have
demonstrated methods of reducing labeling effort to create training sets, but they expect some
programming or machine learning knowledge from its users. Snorkel requires users to provide
weak-supervision in the form of labeling functions, and it relies on the meta-data associated with
each item. Though Eureka does not necessitate the presence of meta-data, it expects users to ex-
plicitly create and supply new classifiers. Other works in this space include no-code or low-code
Al tools released by companies such as Google and Microsoft that leverage automated machine
learning (AutoML) to enable users to train and deploy DNN models. These platforms, however,
require users to provide a significant amount of labeled data to train highly accurate classifiers.
Given these challenges, it would be valuable to have a system that automates the formulation
and execution of machine learning in the background and let the domain expert focus solely on
labeling.

1.6 Thesis Validation

We validate this thesis in this dissertation by building Hawk, an interactive model agnostic live
learning system that enables discovery of rare novel phenomena from a stream of unlabeled
visual data captured on weakly-connected remote sensing platforms. The key performance indi-
cator (KPI) is the number of positive instances discovered during the mission.

The main contributions of the dissertation are as follows:



1.7

. We introduce the concept of live learning, a new capability at the intersection of edge

computing and machine learning. No prior system performs live learning. We recognize
that in the presence of extreme imbalance and low bandwidth, even a weak model learned
on-the-fly is helpful in enriching the live sensor stream by pruning away irrelevant data.

We present the system Hawk which operates in a bandwidth-constrained environment,
maximizing the use of two most critical resources: (a) the network bandwidth from the
remote source to the human expert, and (b) the expert’s labeling bandwidth.

. We propose a semi-supervised learning algorithm to rapidly train models on-the-fly to

discover positives instances of a target from very few labeled data.

We present extensive experimental results on multiple contemporary datasets to validate
the design and implementation of Hawk.

Thesis Overview

The rest of this dissertation is organized as follows:

Chapter 2] introduces recent work in machine learning that are relevant to live learning. We
also show how the unique attributes of live learning differs from these works.

Chapter ] describes the system architecture and provides quantitative and qualitative anal-
ysis of design choices in Hawk.

Chapter [3] provides detail about the learning algorithm in Hawk. We also formalize the
semi-supervised learning used in Hawk, which selects a random subset of data to be
pseudo-labeled and used for model training. We also provide descriptions of the parame-
ters used for Hawk learning.

Chapter [5| describes the system implementation and the application interfaces of Hawk.

Chapter [0 evaluates the effectiveness of Hawk on three challenging datasets. We examine
the effect on Hawk performance based on the site of model learning. We also compare the
performance of Hawk learning to an ideal system and inspect the headroom for improve-
ment.

Chapter [7] presents two techniques to improve the recall of Hawk. The two techniques
explored are, (a) diversity sampling, and (b) few-shot learning. We examine and evaluate
the improvement in recall when integrating these algorithms to Hawk.






Chapter 2

Background and Related Work

Hawk is a live-learning system that trains ML models on-the-fly to enrich the result streams from
remote platforms by pruning away irrelevant unlabeled data. Live learning sits at the intersection
of edge computing (Section [2.1)) and machine learning. Table [2.1]illustrates the unique attributes
of live learning. As seen from the table, though live learning shares some attributes, it is funda-
mentally different from works in active learning, distributed learning, and federated learning as
discussed in Sections 2.2 to 2.4

2.1 Edge Computing

Mobile devices are everywhere, rapidly growing in number and applications. According to a
report from CISCO[16]], the number of mobile devices will grow from 8.8 billion in 2018 to 13.1
billion by 2023. The prevalence of mobile devices such as smartphones has been instrumental
in fulfilling the vision of “information at my fingertips at any time and place”, which was only a
dream in the mid 1990s[61]]. The mobility of these devices comes at the cost of limited compute
capability. Applications such as scene understanding and video processing have high computa-
tional demands which cannot be met by the limited resources available on these mobile devices
alone. One solution is to augment these mobile devices’ capabilities via offloading computation
to a more resource-rich computing infrastructure.

This was first demonstrated by Brian Noble et al.[47], in 1997, by implementing speech
recognition on a resource-limited mobile device by offloading computation to a nearby server.
The term cyber foraging was coined by Satyanarayanan [62], to signify the augmentation of
computational and storage capabilities of resource-limited mobile devices by leveraging one or
more resourceful servers. Today, cloud computing and edge computing serve as the optimal sites
for compute offload.

The modern edge computing landscape can be represented as a tiered model as described
by Satya et al[63]. Figure [2.1] illustrates the three tiers in edge computing, where each tier
are separated by distinct design constraints. Tier-1 represents “the cloud”, where elasticity and
permanence are the dominant features. With the emergence of Cloud computing in the mid-
2000s, the cloud has become the infrastructure to offload computation from a Tier-3 mobile
device. The main feature of Tier-3 devices, such as smartphones, VR/AR headsets, and drones,
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Table 2.1: Unique Attributes of Live Learning

is its mobility and sensing capabilities. These devices are continuously generating data that
require to be processed to extract important information from them. Because of its mobility Tier-
3 devices are always more resource-constrained than Tier-2 and Tier-1 devices. For example,
many services, such as language translation, and video processing, require more compute power
than what is available on Tier-3 devices. Offloading to Tier-1 is not always ideal. In 2010, Li
et al. [37] report that the average round trip time (RTT) from 260 global vantage points to their
optimal Amazon EC2 instances is 74 ms. For applications that need crisp-response, where the
end-to-end delay needs to be less than a few tens of milliseconds, the cloud as an offloading site
is not adequate.

To overcome these challenges, edge computing (Tier-2) is proposed which creates the illusion
of bringing Tier-1 “closer”. The network proximity to Tier-3 is the main purpose of Tier-2.
Servers in Tier-2 are organized into small, dispersed data centers called cloudlets, which enable
Tier-3 devices to offload compute-intensive operations at very low latency. Edge computing
enables latency-critical and bandwidth-hungry applications, such as, autonomous driving, by
enabling offloading of compute to servers in proximity to Tier-3.

In Hawk, a scout is equipped with sensors for data collection (Tier-3) and it has compute
and storage comparable to a high-end desktop. ML training and inference are possible on such a
platform (Tier-2). Thus, a scout can be viewed as a platform where Tier-3 is colocated with

Tier-2.

2.2 Active Learning

In machine learning, the optimal selection of data for labeling is known as active learning [64]].
Active learning algorithms aim at selecting the most useful samples from the unlabeled dataset
and transmit to the human annotator for labeling. The goal is to reduce the number of items
labeled while maintaining performance.

The approaches in active learning can be divided mainly into “Stream-based” and ‘“Pool-
based” selective sampling. In stream-based active learning[43, 67], the algorithm makes an
independent judgment whether a sample needs to be queried for its labels. The algorithm never
revisits a previously discarded sample and the accuracy is usually worse than pool-based tech-
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Figure 2.1: Three-Tiered Model of Modern Computing

niques.

In pool-based sampling [43, [81], the algorithm examines the entire dataset before selecting
the samples to query. The time taken for this preview is ignored, even if it takes many hours.
Only data presented for labeling incurs a cost; as long as no data is presented to the user for
labeling, examining data is viewed as zero-cost. This, however, is not true in the case of a near
real-time low-bandwidth system like Hawk; the preview is most definitely not “free.”

Active learning algorithms have historically been explored in a cloud setting, where access
to data is cheap and easy. In contrast, data is dispersed and connectivity is poor in the setting we
consider. When time is of the essence, as in the case of live learning, it is counter-productive to
wait a long time just to obtain an optimal labeling sequence. The entire decision process has to
be more online in nature.

Classic wisdom in active learning suggests that it is best to sample data in a way that provides
maximal information gain. One widely-used sampling criteria is maximum-entropy, where the
learner selects data examples about which it is most confused [64]]. Interestingly, recent work has
suggested that such methods may not be optimal in the deep learning setting, where the exposure
of difficult examples early in the learning process may confuse non-convex learners [11]]. Also,
the literature targets data whose distribution across class and non-class is balanced, whereas a
low base rate implies a highly skewed distribution. Thus, in this work we develop an active
learning technique to work in an imbalanced data setting by asymmetric handling of negatives
and positives. The selection mechanism is tunable to match the low-bandwidth setting.
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2.3 Distributed Learning

The increasing demand for learning from large amounts of data has given rise to new challenges
regarding efficiency and scalability of learning algorithms with respect to computational and
memory resources. A possible solution to this large-scale learning problem is distributing the
learning across multiple worker nodes as a way of scaling out to improve performance. Thus,
distributed machine learning refers to scaling out the training phase of machine learning by
leveraging cross-machine parallelism and storage capacity.

As the recent survey by Verbraeken et al [77] states: “...the long runtime of training the mod-
els steers solution designers towards using distributed systems for an increase of parallelization
and total amount of I/O bandwidth, as the training data required for sophisticated applications
can easily be in the order of terabytes [[13]. In other cases, a centralized solution is not even an
option when data are inherently distributed or too big to store on single machines.”

There are two main types of distributed machine learning: data-parallel and model-parallel
distributed learning. [52]]. In Data-parallelism, the training data is partitioned to the worker nodes
in the computer cluster. The same model is replicated across the worker nodes, and each worker
applies the learning algorithm to its own subset of the data. The worker nodes communicate to
synchronize the model parameters or gradients, to ensure that a consistent model is trained. In
model-parallelism, the model is split into different parts that can run parallelly in different nodes,
and the same copies of the data sets are available on the nodes. The final model trained is the
aggregate of all the model parts on the worker nodes.

Conventional distributed algorithms are designed for controlled environments, such as data
centers, where the training data is distributed equally among machines or worker nodes, and
high-throughput networks are available. The training nodes may be located within a single data
center, or across multiple well-connected data centers. In contrast to live learning, where labeling
is integral to the problem specification, distributed learning assumes that data has already been
labeled. Exactly how that happens is outside the scope of the problem. Distributed learning is
typically done on clusters of computers in data centers, where network connectivity is 10 Gbps
or higher. This mindset is well captured by Langer’s 2019 work [34]], that states ... we focus our
attention on analyzing how existing distributed deep learning systems perform in typical network
environments with limited communication bandwidth, such as Gigabit Ethernet.” That Gigabit
Ethernet is viewed as “limited communication bandwidth” says it all!

2.4 Federated Learning

Federated Learning is a machine learning technique that trains a centralized model while training
data remains distributed over multiple decentralized edge devices or servers. Privacy and compli-
ance with data movement restrictions (such as HIPAA in the US [[18] and GDPR in the EU [74])
are the two key motivations for federated learning. Li et al [38] describe federated learning as
“...training statistical models over remote devices or siloed data centers, such as mobile phones
or hospitals, while keeping data localized.” In contrast, privacy and regulatory concerns in data
movement are not significant considerations in live learning.

Labeling is outside the scope of federated learning. Any necessary labels are assumed to
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have already been acquired prior to the start of federated learning. Exactly how that happens is
unspecified. In contrast, labeling is an integral part of the live learning problem specification.
Similar to distributed learning, works in federated learning also assume the data is distributed
among devices in a balanced fashion.

An area of overlap between live learning and federated learning are the bandwidths involved.
Training on data across smartphones with 4G or 3G connectivity is an often-cited use case of
federated learning. The lower end of this range (3G) is typically a few hundred Kbps to a few
Mbps. In contrast, live learning is applicable even to much lower bandwidths (down to 12 Kbps
in the experiments reported here).

2.5 Prior Work in Training Set Creation By Experts

A training set is a set of examples each annotated with ground truth labels pertaining to a specific
task. Training data is a key ingredient in deep learning. The quantity, quality, and diversity of a
training set impact the accuracy of trained models. Many publicly available datasets are created
by crowd-sourcing the task of image labeling. However, due to privacy concerns and the lack of
expertise of specialized domains the task of labeling is the burden of domain experts. Previous
works, Eureka and Snorkel aimed at reducing the labeling efforts of domain-experts in collecting
training data.

Snorkel [53] expected weak-supervision in the labeling function and can be used only if there
is textual meta-data associated with the items. To quote the paper: “Snorkel enables users to
generate large volumes of training data by writing labeling functions, which are simple functions
that express heuristics and other weak supervision strategies.” This approach requires domain
experts to write code, raising the barrier to access of the system.

Eureka [20] is a distributed system whose goal is to enable domain-experts to collect training
data for a rare phenomenon from visual data. Eureka supports DNN-based feature extraction,
and SVM-based filters. Eureka does not integrate training and learning. It requires the user to
explicitly create new classifiers and trigger the next iteration of labeling. Eureka uses thresholds
as a selective mechanism to transmit items for labeling. This needs knowledge of the machine
learning algorithm to ensure the number of transmitted items do not overwhelm the network
bandwidth.

13



14



Chapter 3

Learning in Hawk

In this chapter, we elaborate on the learning in Hawk. Hawk uses Active and Semi-Supervised
learning to intelligently select items for labeling and training new improved models. The learn-
ing in Hawk can be divided into three parts, (a) labeling, (b) model training, and (c¢) model
inferencing. We go over each of them in more detail in the following sections.

This chapter is organized as follows. First, in Section 3.0, we provide a brief overview about
the working of Hawk. In Section [3.1) we go over the two types of labeling in Hawk, namely
(a) human-provided labels and (b) system obtained pseudo-labels; and how they jointly help
improve the quality of learning. Next, in Section [3.3] we describe the model training process
and present the various hyperparameters used during training in Section [3.3] Then, we describe
the different phases of a Hawk model in Section In Section we provide details on how
a new learning algorithm can be added to Hawk. Finally, in Section [3.6] we briefly introduce a
web-based toolkit for generating a Hawk mission configuration.

3.0 Overview

Hawk enables the discovery of novel target instances from a stream of unlabeled data captured
by a team of scouts. There is an extreme imbalance in the data distribution across classes, in this
work we consider scenarios where the base rate of the target class is 0.1% or less. The scouts
have very poor backhaul bandwidth to the Internet typically tens of kbps. Unbeknownst to the
expert, model learning happens in the background. Hawk intelligently chooses items to transmit
to the expert for labeling; the aggregated labels are then used to intermittently train and deploy
improved models during the mission. The labels used for training may be human-labeled data or
data pseudo-labeled by the system (Section [3.2).

Hawk performs rapid creation of models for rare new targets from data captured at scouts.
Hawk infers the incoming data using the trained model and selects a small fraction of images to
query the human-expert for labels. The labels from the expert are shared among the scouts. The
accumulated human-labeled data and some pseudo-labeled data are used in training new models.
A new model trained with additional labeled training data has a better accuracy compared to a
previous model. An improved model helps discard easy negatives and discover more positives
from the incoming data stream. Thus, recursively replacing the model in deployment with an
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improved model helps improve the quality of results transmitted to the expert. This enables
efficient utilization of the backhaul bandwidth by transmitting better results to the expert.

As mentioned in Section 4#.4] Hawk may train models on the cloud or on the scouts. The
site of training determines the image resolution of the results transmitted to the expert. Full-
resolution tiles are required for model training. Thus, when the training happens on the scouts,
we can optimize downlink bandwidth usage by transmitting thumbnails of size 256x256 pixels
to the expert. However, in case of training on cloud, full-resolution tiles are transmitted. The tile
size depends on the choice of DNN model architecture, for example, we use tile size of 256x256
pixels for ResNet50 whereas we use much larger tile size of 600x600 pixels for YOLO.

Labels provided by the expert are transmitted back to the scout as they are generated. The
uplink bandwidth demand for this is very small. No image data has to be transmitted; only
numerical values indicating tile identity, labels and bounding boxes. The expert is expected to
provide accurate labels for the transmitted results. In our work, we do not deal with bias in the
labels or imperfect human labelers. This has been studied in detail in works such as [12] [66].
Their solution can be integrated in a future version of Hawk.

3.1 Labeling in Hawk

Supervised machine learning is an approach that uses labeled datasets to train algorithms to
classify data or predict outcomes accurately. In supervised learning, the algorithm “learns” from
the labeled training dataset by iteratively making predictions on the data and adjusting for the
correct output. It is called supervised learning because the process of a model learning from a
labeled training dataset is analogous to a teacher supervising the learning process. Supervised
learning models tend to be more accurate than unsupervised learning models, and the majority of
practical ML applications use supervised training. One main disadvantage of supervised learning
is the upfront cost of obtaining labels for the data.

The raw incoming image streams in scouts do not have labels associated with them. The
poor network connectivity to the Internet prohibits sending of all the data to the domain expert
for labeling. However, the acquisition of unlabeled data is relatively cheap compared to the cost
of labeling the data. In such scenarios, semi-supervised learning(SSL) which uses unlabeled
data in conjunction with a small amount of labeled data, is used to improve the learning accu-
racy [80]. Semi-supervised learning lies in the intersection of unsupervised learning (with no
labeled training data) and supervised learning (with only labeled training data). We do SSL by
using a modified form of pseudo-labeling [35]] to obtain labels for the negatives that are available
locally on each scout. Hawk uses a combination of human-labeled and pseudo-labeled data to
train the models. We provide more detail in Section [3.2]

The poor backhaul bandwidth limits the number of items Hawk can query the expert for
labels. Thus, Hawk uses active learning strategies to select optimal items and train the models
during a mission. As mentioned in Section[2.2] active learning techniques select the most useful
samples from the unlabeled data stream and transmit to the human annotator for labeling. The
selective transmission strategy in Hawk selects a small subset of tiles to present to the domain
expert for labeling. The expert is not expected to possess machine learning or programming
knowledge. The expert examines the results transmitted from the scouts and provides accurate
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labels using the Hawk UI (Section[5.3). In the following section, we describe the active learning
and SSL in Hawk in more detail.

3.2 SSL and Active Learning in Hawk

Pseudo-labeling [35]] is a popular semi-supervised learning technique, it assigns approximate
labels to some of the unlabeled data based on the available labeled data. Here, we first train
a model using the training data and then we use that model to generate pseudo labels for the
unlabeled dataset. In classical pseudo-labeling, only unlabeled-samples with high confidence
scores are added to the training labels (pseudo-labels); this reduces the density of data points
at the decision boundary and can be viewed as a form of entropy minimization. Finally, both
the original labels and pseudo-labels are combined to learn a new model. In Hawk, we use a
modified form of pseudo-labeling to train a more robust model because of two main reasons;
(a) poor accuracy of initial models, and (b) extreme-class imbalance of the unlabeled pool. The
earlier models trained in Hawk are not well calibrated and may misclassify items with very high
confidence scores. Because of the rarity of targets, any wrongly labeled positive can degrade the
quality of learning and affect the model evolution in Hawk.

To address the challenges of low bandwidth, extreme class imbalance, and target novelty,
Hawk makes three changes to classic pseudo-labeling. Asymmetric handling of negatives and
positives is the essence of these changes:

e First, no data item is added to a training set as a positive unless confirmed by human

labeling.

e Second, most data that is pseudo-labeled as negative is unlikely to be transmitted.

e Third, a fresh random subset of available pseudo-labeled negatives is used in the training

set of each model.

The first rule is motivated by extreme class imbalance. When there are very few TPs, even a
single misclassified positive can have devastating impact in training. It is therefore worth spend-
ing limited bandwidth to ensure that every single positive added to the training set is verified as
aTP.

The second rule is motivated by low bandwidth, and the desire to use this scarce resource
for high value. As mention in Section relative to the current model, a data item may be a
positive (P), a hard negative (#\)) or an easy negative (£A). Hawk prioritizes the transmission
of #HAs over ZAS because their chances of misclassification are higher, and therefore obtaining
a human label is more valuable. Hawk transmits ZA§ only when bandwidth is under-utilized
because of too few Ps and FAS.

The third rule is motivated by the danger of confirmation bias in SSL. A TP that is mislabeled
as an ZA(in an early training set can wreak havoc on the entire evolution of models. There is
no way to totally avoid this danger — it is inherent to pseudo-labeling. However, the risk can
be reduced by choosing a random selection of ZAS afresh for the training of each new model.
Because of the very small number of TPs and the extreme class imbalance, the chances that a
misclassified TP will be selected again from the huge volume of ZAs is low. A specific model
may be affected, but it is unlikely that this will harm the evolution of models over a longer term.
HAS pose less of a danger because they are prioritized over £AS in selective transmission for
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human labeling, and are therefore likely to eventually receive a human label. The use of ZAS in
training serves two purposes. First, it reduces the tendency for model drift to occur in training.
Second, it tunes the model better to the specific attributes of the incoming data.

Formally, let z € R? be an unlabeled data item having d dimensions and let y € {0, 1} be
the corresponding one-hot label vector for C' classes, then we aim to learn a model,

M(;0g) : RY — {0,1}Y, where 6 are the parameters of the model M of generation Gen-G
and M (z;0¢) = [p.]<_, are the softmax probabilities (p. € [0, 1]) produced by the model.

The data items, D¢ are the unlabeled data processed on the scouts after the deployment of
model Gen-G, but before the training of a new generation G 4+ 1. The items in D¢, can either
belong to the human-verified set Dy, or the unlabeled set D, . The number of items in the set
Dy (or D,G) is given by Ny (or Nyg). Then, we can represent Dy, and D, as follows:

Dia = { (i, y;) }he, Dug = {z;} e

where z; is a data item and y; is the corresponding one-hot label vector.
Suppose the ground-truth labels of unlabeled set D, were known, then we can denote the
number of data items of class ¢ as N,, i.e., chzo N. = N,qg. The degree of imbalance in the

unlabeled dataset may be given as v = mf%

Algorithm 1 Pseudo-Labeling Negatives in Hawk
Input: Model M, Data stream D
for xr; in Dg do
[peili—g < M ()
end for
{l’o, c.. 7x‘DG|} <— SOI't(pli), Vi € |Dg|
Dy = {xg,...,xr}, where M < 0|Dgl|

AR S

> Set of low-scoring items
6: Dg={x,..., 2, } + RandomSelection(D., Ny)
7: §o; = 1 forie Dy
> Pseudo-labeling data as negatives

Under conditions of high imbalance (v > 1), Kim et al [31]] show that naively applying
pseudo-labels can be detrimental to model training. In Hawk, as stated before, we consider an
extremely imbalanced binary classification scenario, where v > 1000 and C' is 2. Respecting
Kim et al’s guidance, we only pseudo-label a random subset of low-scoring EAj, as given in
Algorithm [I] We first select a fraction § of low-scoring unlabeled data items in D, (where the
probability of z; belonging to the target class (class 1) is small, i.e., y;; < 0.5).

Adding all the pseudo-labeled negatives to the training set may negatively impact the quality
of the trained model. Instead, we balance the data across classes in the training set as recom-
mended by Li et al [39] and Mahajan et al [42]. We balance the number of items in positive and
negative classes such that, Ny + Nyg = SNy;. The sampling ratio  is a parameter, from our
experiments we set 3 = 50.

The pseudo-labeled negatives are then added to the training set along with human-labeled
items. We train and optimize the model parameters using cross entropy loss. In the presence of
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class imbalance, £As being more frequent in the training set can cause instability during training.
This can be mitigated using a weighted variant of Cross Entropy loss such as [17, 40]. We use
the class-balanced variant of Focal Loss [40] as follows:

=51 —p)*log(p) ifc=1
L(p) - 1\,.2 .
—(1—=3)p*log(l —p) otherwise,

where [ is the sampling ratio and p is the probability estimate given by the model.

Hawk uses a TopK selective transmission protocol to implement active learning. Data items
that are inferenced by the current model on a scout are added to a priority queue and sorted by
their confidence score. The highest-scoring items are likely to be #s. Below them are likely to be
HAS. Further below are the ZAS. The value of “K” in TopK is chosen to be bandwidth adaptive,
so as to fill (but not overfill) the end-to-end pipeline from incoming data to a distant human
labeler. When bandwidth is scarce, very few #HAS and EAS are transmitted. When bandwidth is
plentiful, there is less need to be frugal. At all bandwidths, TPs are precious and the protocol
aims to find and confirm every one of them via human labeling. The learning in Hawk is biased
to improving recall, the selective transmission policy aims to transmit most of the positives at
the expense of wasting some bandwidth on FPs. In Section we discussed the strategy of
revisiting discards in the hope of finding misclassified positives.

3.3 Model Training in Hawk

Hawk recursively trains new improved models as the training set improves as more number of
positives and negatives are labeled by the expert. Training of a new model is triggered in Hawk
when the number of labeled data exceeds a certain threshold. To allow flexibility, Hawk supports
declarative specification of the training strategy used on a mission. The experts can control the
training process by tuning the hyperparameters. In Section[3.3.1] we describe some hyperparam-
eters used during model training. Hawk expects no programming or machine learning skills of
domain experts.

3.3.1 Hawk Hyperparameters

Hyperparameters are variables whose values control the training process and influence the quality
of the trained model. These are configurable variables and the values are set before the start
of the mission. We briefly describe some of these hyperparameters and how they influence
training. In Hawk, we provide default values for these hyperparameters which are sufficient for
satisfactory operation. The labeler may choose to tune these values before the start of the mission
by modifying the configuration file. Table[3.1]gives a list of hyperparameters used in Hawk along
with their default values. We explain these hyperparameters in the paragraphs below.

Learning rate

The learning rate is a hyperparameter that affects the rate at which the DNN model weights
are updated with respect to the error estimate. If the value is too small, it results in a long
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Parameter name Description Default Values

Learning rate (LR) Rate of model learning 0.01
LR warm-up epochs Initial number of warm-up epochs 10
Learning rate schedule Pre-defined LR schedule Cosine
Momentum Percentage of gradient retained 0.9
Weight decay L2 regularizer le-4
Training Epochs Number of training epochs 10
Optimizer Name of optimization algorithm  SGD
Label Smoothing Degree of smoothing 0.1
EMA momentum Update momentum 0.6
Batch-size Number of images in a batch 64
Image-size Resolution of image feed 256
Layers to unfreeze Number of model layers to train 3
Model architecture Name of DNN model architecture resnet50

Table 3.1: Hyperparameters in Hawk

training process due to the small gradient descent steps. However, if the value is too large,
the gradient descent could overshoot the minima and we may learn sub-optimal model weights.
Thus, choosing a good value of learning rate is vital as it controls how quickly the DNN model
can converge to local minima and yield good accuracy. In Hawk, as we are training from a
pre-trained DNN model, we set the learning rate to a small value (0.01).

When we train the initial (Gen-0) model, we use the first few epochs to “warm-up” the learn-
ing rate. If we use a high learning rate at the start of training, the model could suffer from
“early-overfitting” by learning highly differentiable features from the labeled bootstrapping data.
To prevent this, we apply a linear warm-up of learning rate by start with a learning rate much
smaller than the initial learning rate and then gradually increase our learning rate. We perform
learning rate warm-up during the first 10 epochs of training the Gen0 model.

A learning rate schedule adjusts the learning rate during training based on a pre-defined
schedule. In the early epochs of training the learning rate is set to be high, then as the training
progresses and the model accuracy improves, the learning rate is reduced. In Hawk we support
two types of learning rate schedules: a) Step Decay and b) Cosine Decay. In step decay, the
schedule drops the learning rate by a factor after every few epochs. The default schedule in
Hawk is cosine decay, where the learning rate is decayed as a cosine function. Figure shows
the learning rate across epochs in Hawk when the cosine decay schedule is used. For the first
10 warm-up epochs, the learning rate is linearly increased and then the learning rate is smoothly
decreased.

Optimizer

Optimizers are optimation algorithms that find the value of the parameters such as weights and
learning rate to minimize the loss function. These algorithms influence the accuracy of the
model and the speed of training. In Hawk, there are three optimizers available: SGD (default),
RMSProp, and Adam. They are briefly described below.
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Figure 3.1: Cosine Learning Rate Schedule

MiniBatch Stochastic Gradient Descent (SGD):

This is one of the most widely used optimizer that uses the derivative of the loss function to
reduce the loss function and find the minima. It iteratively reduces the loss function by updating
parameters in the direction along the steepest descent. The dataset is divided into small batches
and after processing each batch, the model weights are updates.

Root Mean Squared Propagation (RMSProp):

RMSProp is a gradient based optimization which uses an adaptive learning rate instead of treat-
ing the learning rate as a hyperparameter. It ensures that successive mini-batches have similar
gradient updates by normalizing the gradient using a moving average of squared gradients. This
helps balance the size of updates and helps mitigate the problem of exploding and vanishing
gradients.

Adaptive Moment Estimation (Adam):

It is an optimization algorithm which is a combination of RMSProp and SGD with momentum. It
stores both the moving average of the past gradients (momentum) and the moving average of the
past squared gradients (RMSProp). The authors[32]] empirically show that an Adam optimizer
gives much higher performance results than the other optimizers.

Momentum

Momentum, as the name signifies enables the gradient updates to have inertia in the direction of
the update. Therefore, instead of only relying on the gradient of the current step, the momentum
algorithm accumulates an exponentially decaying moving average of past gradients and contin-
ues to move in their direction. This accelerates learning and helps overcome the oscillations of
noisy gradients.
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Weight decay

Weight decay is a regularization technique to prevent the model from overfitting. It is done by
adding a penalty term to the loss function. This helps keep the weights small and avoid the
problem of the gradients exploding. In Hawk, we use 1e-4 as the default value of weight decay.

Training Epochs

The number of epochs determines the duration of model training. In the presence of a validation
dataset, the model is trained until convergence, training for any more epochs will result in accu-
racy drop. This is done by using an early-stopping scheduler which keeps track of the validation
loss and stops the training process if there is no improvement after a given number of epochs.

For a novel rare target, collecting such a substantially large validation dataset (number of
positives = 100) may be tedious. In Hawk, if a validation dataset is not available to calculate an
estimate of model accuracy, we use a fixed number of epochs. This may result in a suboptimal
model, which may be sufficient during live learning. The number of epochs is a configurable
hyperparameter in Hawk. In the default configuration, the initial (Gen-0) model is trained for 15
epochs or until converge if a validation dataset is available. Online models are trained for 10 to
15 epochs. In the beginning of a mission, we train the online models for 10 epochs. When the
number of labeled positives exceeds 100, the models are trained for 15 epochs. When configuring
the training strategy, the labeler can provide the number of training epochs relative to the number
of labeled positives.

3.3.2 Label Smoothing

We use label smoothing regularization to stop the model from becoming overconfident and hence
reduce overfitting. This technique was introduced to train Inception-v2[69]. Using one-hot en-
coded labels in cross-entropy minimization encourages the largest possible logit gaps to be fed
into the softmax function. This along with bounded gradient will make the model less general-
izable and too confident about its predictions. In label smoothing we replace one-hot encoded
label y with:

v =(1-¢y+e/K

where K is the number of classes and € is a hyperparameter that determines the degree of smooth-
ing. Thus to avoid overfitting, in our experiments we use € = (.1, the same value as on the
paper[69]].

3.3.3 Exponential Moving Averaging

Performing exponential moving average (EMA) on the model weights are done to increased
accuracy and have more stable models. In Hawk, the averaging happens when a new model is
trained, and helps in having a smoothed version of the model. The EMA model weight is updated
as follows:
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Myi1 = (1 —p). My + p.Mni1 update

where 1 is the update momentum (default is 0.6), My is the averaged model weight and
My update 1 the model update for the NV + 1 model generation.

3.4 Model Inference in Hawk

Hawk is build to support a wide range of object classification and detection models and its modu-
lar design allows easy integration of new models. The ever-evolving research in machine learning
is developing new models that are smaller, faster, and more efficient. In this section, we go over
the different phases of a model in Hawk learning and describe how a new model can be added to
the backend.

3.4.1 Phases of Hawk Model

During a Hawk mission, the model evolves through multiple generations such as “Gen-0", “Gen-
17, and so on. Based on the time of creation, training, and functionality, a Hawk model can
belong to one of the following three phases: (a) Initial phase, or “Gen-0" model is trained from
a handful of labeled positives before a mission starts (b) Online phase, the models (“Gen-17,
“Gen-2”, ...) are trained quickly during the mission from human-labeled and pseudo-labeled
data, and (c) Post-mission phase, the models are used after the mission to infer on new data

From Section [3.4.2]to Section[3.4.4] we describe these phases in more details, their function-
ality and how they are trained. In the next section, we go over different hyperparameters that are
used in the Hawk’s training process.

3.4.2 Initial Hawk Model

Before the mission begins, Hawk trains the initial model, Gen-0, from the initial bootstrapping
data. This model may be trained on the cloud or on the scouts. When the mission is configured,
the labeler may upload the initial bootstrapping examples or she may upload an initial model
trained on the cloud. If only examples are uploaded then Hawk trains the initial model on the
scouts for 30 epochs or until convergence, if a validation dataset is provided. Hawk samples some
of the data captured on the scouts and pseudo-labels them as negatives for the initial training. As
the base rate is less than 0.1%, the probability of finding a positive among the sampled data is
minuscule. Training on the cloud until convergence yields better accuracy models as the training
process can be monitored and controlled by the labeler. In this case, the initial model is uploaded
to the scouts during the configuration phase.

As explained in Section [3.1] the number of bootstrapping examples are too few to train a
DNN from scratch, in most cases less than 20 positives. In Hawk, we use a model pre-trained
on Imagenet that is available on torchvision.models subpackage as the base model from
which we train the initial Hawk model. Before the training begins, the labeler also provides the
configuration file containing the values of hyperparameters listed in Table [3.1] For satisfactory
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performance it is recommended that the initial model has an AUC of 0.10 or above on a validation
dataset having a similar base rate as the incoming data stream.

3.4.3 Online Models

As the mission progresses, Hawk learns new models from the data labeled by the expert. When
training on the scout, the number of epochs are kept short due to the limited compute resources
available at the scouts. Since, the main purpose is selective transmission, suboptimal improve-
ment is acceptable as a trade-off for simplicity. Training and inference happens concurrently on
Hawk. Therefore, resources used for training a new model limit the inference rate of the current
Hawk model. During configuration, the expert can specify the number of training epochs relative
to the number of positive labels. By default, Hawk trains the online models for 10 epochs and
increases the number of epochs to 15 when the number of labeled positives is above 100 exam-
ples. The training of online models takes about 3 minutes on average. A new model generation,
Gen-N + 1 is fine-tuned using the weights of Gen-/N model. After training, we perform an EMA
averaging of the newly trained model with the current model. This ensures that Hawk learning is
not affected by noisy training data. The default value of the EMA momentum is 0.6.

3.4.4 Post-mission Models

Once the mission completes, the Hawk models can be evaluated using a held-out test data. The
labeler may either transport all the models to the cloud or she may send control messages to
evaluate the models on the scouts. The call returns the metrics of the model relative to the test
data. The metrics include model AUC, precision, recall, and f1 scores. The labeler may ship the
desired model version back to home and deploy the model for inferencing outside of Hawk.

3.4.5 Hawk model interface

Hawk models are trained on-the-fly during the mission and are used for inferencing incoming
datastream. A Hawk mission can operate with or without a test set against which the accuracy
of a model is evaluated. A learning algorithm in Hawk contains a ‘trainer’ which is responsible
for training new models. It keeps track of the model versions and the labeled data used during
training. The trainer yields a model that is used for inference. A trainer and model in Hawk
implement the following methods:

® trainer.get_version () : Calls to this method provides the model version of the

current Hawk model.

e trainer.train_model () : The labeled directory is provided as input to this method.
It sets the hyperparameters as per the configuration file and trains a new model generation.

® model.load_model () : This method is provided with the path of a trained model.
The model weights are loaded to GPU before deploying it in Hawk.

® model.infer () : This method takes tiles as input and outputs the class probability
along with bounding boxes, in the case of detection.
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® model.evaluate_model () : Can be used only if a test dataset is available. It is used
to evaluate a model against the test dataset. It takes the path to the test dataset as input and
outputs metrics such as AUC, precision, and so on.

3.5 Adding a new learning algorithm in Hawk

Hawk learning can be extended by adding new learning algorithms. The user can create a sub-
package of the new learning algorithm in the directory hawk /t rainer. The new trainer inher-
its methods from the parent class Mode1Trainer. The user may modify the t rain_model ()
method according to the learning algorithm. A configuration YAML file containing the key-
value pairs of the hyperparameters should also be included in the package. The output of the
train_model () method should be an instance of the class Mode 1. As mentioned in the previ-
ous Section@], this class implements methods suchas infer () and evaluate_model ().
The user may modify these methods as necessary.

3.6 Configuration Wizard

As mentioned in Section learning in Hawk uses various hyperparameters the values of
which may vary depending on the mission scenario. To assist the domain-expert in choosing
the appropriate values for these parameters we have created a web-based configuration toolkit
or configuration “wizard” which can generate a Hawk configuration file for the specific mission.
The configuration wizard asks the user a series of questions, such as:

* How many examples are available in the bootstrapping set?

* Are the captures scenes cluttered?

® Do the images have low-contrast?

Based on the answers provided by the user, the wizards suggests the most appropriate learning
algorithm along with hyperparameter values and generates a mission configuration file. Then,
at the start of the mission, the expert provides the generated configuration file to Hawk which
learns new models according to the parameters specified.

3.7 Discussion

In this chapter, we discuss the need to develop a new semi-supervised technique for the live
learning setting. Because of the rarity of positives in the data, any wrongly labeled positive can
degrade the quality of learning and affect the model evolution in Hawk. Thus, we use a modified
pseudo-labeling technique to deal with the extreme class imbalance in the data. We also provide
details on the hyperparameters used during model training and the different phases of a Hawk
model. In the next chapter, we present the architecture of Hawk and provide qualitative analysis
in support of various design choices.
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Chapter 4

Hawk Design and Architecture

In Chapter I} we presented the challenges in collecting training data for a rare novel target from
weakly connected distributed remote data-sources. To address those challenges, we designed
and built the system Hawk, a bandwidth-frugal, live learning system that trains machine learn-
ing (ML) models on-the-fly. Hawk aims at reducing the volume of data transmitted for discov-
ering instances of a rare target from unlabeled data captured at remote sources. The system
has a self-improving selective transmission mechanism that chooses the best items to present to
the labeler. The system tightly integrates machine learning, selective transmission, labeling and
bandwidth-aware adaptation.

Unlabeled data for labeling and learning are continuously captured by sensors on remote
platforms called scouts. As mentioned in Chapter [I| we assume a scout to have compute and
storage comparable to a high-end desktop today, and both inferencing and training of DNN
models are possible on such a platform. Some scouts may be static, while others are mobile, such
as autonomous drones. A scout uses its on-board compute capability to process incoming data,
and to selectively transmit a small subset of the data that it deems to be “interesting” relative to the
phenomena being explored. However, data that is not immediately perceived as “interesting” is
not lost, but retained on local storage. Scouts have ample storage resources to allow for retention
periods on the order of a few days to a few weeks. This is easily achieved today by available
storage solutions [[1]. This allows for reexamination of archived data to find missed positives,
when new knowledge is available.

Data collection, inferencing, selective transmission, labeling, and training happen concur-
rently in Hawk. The complexity of Hawk learning is hidden from the labeler. She is only aware
that, over time, more of the data sent to her for labeling are positives and fewer are trivial neg-
atives. Hawk expects no programming or machine learning skills of domain experts. Accurate
domain-specific labeling is all that is expected.

This chapter is organized as follows. We first discuss the working of Hawk and provide an
end-to-end data pipeline in Section In Sections to we describe the different design
decisions in Hawk. We provide quantitative and qualitative analysis of the design choices against
three calibration tasks given in Section 4.2
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Figure 4.1: End-to-End Data Flow in Hawk

4.1 End to End Data Flow

In this Section, we provide a high-level overview of the Hawk architecture. Figure 4. 1|illustrates
the end-to-end flow of data in Hawk. In the figure, the width of the arrows is proportional to the
volume of data flow. As shown in the figure, incoming video streams from the sensors to the
scout are both written to the local storage and processed. The processing at the scout consists
of three steps. First, the video stream is decoded to individual image frames. Each of these
high-resolution image frames is then broken up into smaller tiles (Section4.3). Finally, the tiles
are inferenced in small batches using the current model.

Inferencing is done in small batches for three main reasons. First, batching is typically
needed to make efficient use of Graphics Processing Units (GPUs). Neural networks are em-
barrassingly parallel algorithms, where computations of each node are generally independent of
other nodes [6]. GPUs excel in parallel programming and helps accelerate model training and
inference by several orders of magnitude. Processing data in batches help effectively utilize the
thousands of processing cores available in a GPU and reduce the time spent in data stalls. Sec-
ond, certain selective transmission strategies, such as “TopK” and “Maximum Entropy”, are only
meaningful on batches. More about this can be found in Section Third, the reactive time
in live learning is lowered by generating results in small batches rather than aggregating results
from the entire data.

A small subset of the tiles inferenced by the model are selected for transmission (Section[4.5).
The poor backhaul network bandwidth prevents transmitting all the tiles to the labeler. Ideally,
we want to transmit only tiles that contain instances of the target class. This would have been
possible if an accurate model was already available on the scout. The occasional false positives
(FPs) will only waste a small amount of band- width. However, no such pre-trained model exists
for a novel target and the purpose of the mission is to collect more true positives (TPs) needed to
train an accurate model. Thus, we have a chicken-or-egg problem.

Early in the mission, when the model is weak, the selective transmission will be subopti-
mal. Many FPs will be transmitted for labeling, and some TPs will not. Later, as the model
improves, these errors are reduced. At all times, the inherent low base rate of the target class
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Figure 4.2: Common Yellowthroat Figure 4.3: MQ-9 Reaper Drone

means that most incoming data is not transmitted. Hawk has a tunable data sourcing policy (Sec-
tion {.7) that guides how it balances between processing new incoming data and re-processing
previously-discarded data that is still available on scout storage. The selective transmission pro-
cess is agnostic to data-source; all that matters is that selected items receive a high score from
inferencing using the current model. The selective transmission algorithm is adaptive with re-
spect to end-to-end runtime bandwidth. Its goal is to fill (but not overfill) the end-to-end pipeline
and thus optimize the use of scarce bandwidth.

Transmitted items are queued for labeling by one or more human experts. All data received
for labeling is also available for training in the cloud. We assume labels provided by experts are
accurate. Labels are transmitted back to the scout as they are generated. The uplink bandwidth
demand for this is very small. No tile data has to be transmitted; only numeric values indicating
tile identity, labels, and bounding boxes.

4.2 Calibration Tasks

To provide quantitative and qualitative insights for Hawk’s design decisions, we created three
pilot tasks that are representative of Hawk missions. These tasks are derived from publicly
available datasets. Most publicly available labeled datasets are balanced, they have an equal
number of examples across classes. In Hawk, we assume the target class is rare, having a base
rate of 0.1% or lower. The tasks considered in this section are unrelated to the datasets that are
used to validate the system in Section[6.2] Hence, the danger of overfitting is completely avoided.

4.2.1 YFCC-derived Task

The YFCC-derived task aims to collect TPs of a rare bird species in a bird-rich environment. The
dataset for this task starts from the publicly-available YFCC100M dataset of nearly 10® unlabeled
images [[72]]. From this dataset, we selected 10° images that pass a pre-trained YOLOv3 [56]] filter
for the class “bird” at low threshold. The resulting dataset is diverse, yet strongly biased towards
birds. From the publicly available, labeled iNaturalist dataset [76], we augment our bird-rich
dataset with 103 images of the bird “Common Yellowthroat” (Figure . Since this bird does
not appear in the YFCC dataset, we are able to precisely achieve a base rate of 0.1% which meets
our definition of “rare phenomenon.”
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Figure 4.4: Sample of Target Classes Chosen from Open Images

4.2.2 DVIDS-derived Task

The DVIDS-derived task aims to collect TPs of a new aerial threat in an aircraft-rich environment.
The dataset for this task starts from two million military-related labeled images available from the
Defense Visual Information Distribution Service (DVIDS) [3]]. From this dataset, we constructed
a dataset of 680,000 total images with a heavy bias towards military aircraft. We then added 680
images of the target class, MQ-9 Reaper Drone (Figure[4.3), to achieve a base rate of 0.1%. This
is a challenging task because the target class looks very similar to many other military aircraft in
the dataset.

4.2.3 Open_Images-derived Task

The Open_Images-derived dataset uses the entirety of 9.2 million images in the Google Open Im-
ages Dataset V6, labeled with bounding boxes for 600 different object classes. Of these classes,
we select 100 targets, a subset of which are shown in Figure 4.4] This dataset is used test the
generalization of Hawk design. In each experimental run, one of these 100 classes is used as the
target, and a random dataset of 500,000 images is constructed: 500 contain the target class, the
rest are randomly sampled from all images without the target. Experimental results are averages
over three runs for each of the 100 target classes.
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Figure 4.5: Tile Size Trade-off on 4K Okutama Dataset. AUC (area under the precision-recall
curve) is a standard metric of model accuracy.

4.3 Tiling of High Resolution Input Data

Before inferencing, a model typically transforms input data to a fixed low resolution (e.g.,
256x256 for ResNet, and 600x600 for YOLO). Unfortunately, downsampling negatively impacts
the accuracy of inferencing on high-resolution input data. For a 4K video frame, downsampling
to 256x256 pixels shrinks a small object (20x20 pixels) down to barely a single pixel. It is in-
herently difficult to reliably detect such a small object [26]]. This problem will only worsen as
camera resolution increases to 8K and beyond.

To address this problem, Hawk splits high-resolution frames into smaller tiles. Tile size is a
configuration parameter of Hawk, and is set to match the downsampling of the model. The same
tile size is used both for training and for inferencing. The price paid for tiling is increased com-
putational demand, both in training and in inferencing. For example, splitting a 4K frame into
128 tiles results in that many more inferences to perform within a finite time budget determined
by the frame sampling rate.

We illustrate the trade-off in Figure {.5] using the 4K Okutama dataset [9]. For this experi-
ment, we use ResNet50 as the ML model. As stated earlier, irrespective of the input frame, the
model down-scales the input to a fixed resolution of 256x256. The blue curve shows the gain in
model AUC, when the input frame is split into smaller tiles. When whole 4K frames are given
as input to the model we only get a model AUC of 0.74, in contrast when the frames are tiled to
256x256 resolution we observe an increase in recall and hence an improvement in model AUC
to 0.91. However, when a frame is split into tiles of 256x256, the model has to process 128 tiles
on average resulting in a decrease in throughput as given by the red curve. The throughput drops
from 55 FPS when a single frame is inferenced to less than 1 FPS, because of the increase in the
number of input tiles the model has to inference. Accuracy improves as tiles become smaller, but
the sustainable frame rate drops [78].
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4.4 Training Site

Standard machine learning approaches require centralizing the training data on one machine or in
a datacenter. Also, training in the cloud benefits from the unlimited hardware resources available
there. In Hawk, the data is collected by distributed remote platforms. However, all the TPs
required for training are available at the cloud for the construction of a training set, since they
are transmitted for labeling (Figure [d.1)). The negatives for the training set can be assembled
from all FPs that were transmitted, augmented by negatives from cloud archives. By definition,
since the phenomenon being studied is new and rare, there are few TPs in the archives — almost
everything there is negative. Figure 4.6(a) and (b) shows the timeline of events in the Hawk
pipeline when training is done in the cloud and scouts respectively.

Time flows from left to right in this figure. In both timelines, a sequence of improving models
(Geny_1, Geny, Geny 1, ...) inferences data at the scout. A small, high-scoring subset of the
data is then selected (Section[4.5)) for transmission and labeling. Concurrent with selecting results
to present for labeling, Hawk also trains a new and improved classifier with a training set that
includes recently-labeled data. Training of a new model is triggered when the number of new
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bzip2 rsync
Com- | File Data | Reduc-
pressed | size sent | tion
(%) | MB) | (MB) | (%)

Model Input | Output
Instance | (MiB) | (MiB)

a 89.95 8556 488% | 9432 88.84 5.81%
89.95 8557 4.87% | 9432 88.87 5.78%
c 89.95 8556 488% | 9432 88.84 5.81%

Table 4.1: Efficacy bzip2 and rsync on DNNs (ResNet-50). Compression level was consistent
across different trained instances, so only 3 examples shown here.

Model Input (A) | Output (B) | Compression
(MB) (MB) Ratio (A:B)
ResNet-50 97.69 38.61 2.53
YOLOvS5-small 27.60 11.95 2.31
EfficientNet-B4 74.26 27.71 2.68

Table 4.2: DeeploT Model Compression

positives labeled has increased by a certain percentage. This percentage is a tunable parameter
of Hawk. When training is complete, the new model replaces the current model.

As the figures show, the human labeler is oblivious to models evolving over time. She is only
dimly aware that the quality of processing seems to be improving. Poor backhaul bandwidth
to the Internet, combined with the cognitive delay of an expert in labeling, shift the labeling
timeline to the right relative to the inference timeline. Hence, even after Hawk has switched to
a new classifier, the human labeler might be still be labeling results from a previous model for
some time.

When the training happens on the cloud, the new model has to be transmitted from the cloud
to the scout. Deep learning models for image classification tend to be large. For example, in our
experiments, the ResNet-50 model has a size of 95 MB and the YOLOv5-small model has a size
of 14 MB. At 12 kbps, transmitting these models would take over 17 hours and over 2.5 hours
respectively. Only with aggressive compression can transmitting models that are tens of MBs
in size over kbps networks be practical. Classic compression and deduplication techniques tend
to be ineffective on DNNs. Table [4.1] shows, for example, how ineffective bzip2 and rsync
are on a sampling of the models used in our experiments. A much more promising approach
is the seminal work of Yao et al [82]] on DeeploT, which reports size reductions of 90-99% on
sequential model architectures such as LeNet and VGG. DeeploT obtains a global view of deep
model parameter redundancies and learns to compress DNN model structures into smaller dense
matrices without compromising much on the model performance. It does this by finding the
minimum number of non-redundant hidden elements in the deep model. Unfortunately, DeeploT
is less effective in DNNs having more complex architectures such as ResNet-50 and YOLO that
are used today on image datasets. Our measurements (Table {.2)) only show factors of two to
three reduction in size. Using DeeploT, a ResNet-50 model of size 97.69 MB can be compressed
by 2.53X to obtain a model of size 38.61 MB. In the case of YOLOvS5-small and EfficientNet-B4,
the compression ratio is 2.27X and 2.68X respectively. While substantial, this is not adequate

33



LAYER-1 LAYER-2 LAYER-3
Model Original (A) | Output(B) | Compression | Output(B) | Compression | Output(B) | Compression
(MB) (MB) Ratio (A:B) (MB) Ratio (A:B) (MB) Ratio (A:B)
ResNet-50 97.69 7.81 12.50 24.84 3.93 41.86 2.33
YOLOvS5-small 27.60 5.39 5.12 7.64 3.61 8.77 3.15
EfficientNet-B4 74.26 6.84 10.86 9.92 7.49 21.55 345

Weights of earlier layers are frozen and do not change during training

Table 4.3: Model Compression: Freezing Layers

for extreme low bandwidths. Later in Section [6.4.4] we explore the impact of 100X and 10X
model compression if they were attainable on DNNs such as ResNet-50, YOLOvS5-small, and
EfficientNet-B4.

On the other hand, training on the scout is severely limited by the hardware resources avail-
able, and by the need to share these limited resources with concurrent inferencing of incoming
data. However, it has the benefit of avoiding the transmission of large models over an extremely
low-bandwidth network. The lower the bandwidth, the more valuable this benefit. Hence, Hawk
uses an adaptive training strategy. When bandwidth is high, training in the cloud is an obvious
win. At very low bandwidth, however, training at the scout is the better approach. If an early
decision is made to train on the scout, a further bandwidth optimization is possible. Only thumb-
nails are needed for labeling, while full-resolution data is needed for cloud-based training. Even
though the training is now much slower than cloud-based training, it is more than compensated
by avoiding model transmission. The cross-over point is dependent on the model compression
achievable. In Section[6.4.4] we explore these trade-offs in Hawk.

A more sophisticated compression technique would be to train only the last few layers of the
model, and freeze (or fix weights) the initial layers. The initial few layers learn generic features
of images, such as colors, edges or corners of objects. By keeping their weights fixed we retain
the knowledge learned during pre-training and reduce the time required for transfer learning on
new data. Since, only the weights of a few layers are trained, we save the network bandwidth
required for transmitting the model. Table 4.3] gives the compression ratio for different models
when only the last layers are trained and transmitted during cloud training.

4.5 Selective Transmission

The poor backhaul bandwidth limits the number of images that can be transmitted to the expert
for labeling. Hawk has to be selective in its transmission of images that needs to be labeled by
the expert. As explained in Section[4.1] Hawk inferencing is done in batches on a combination of
live and reexamined data. It then filters the output through a selection policy. Hawk trains models
recursively. The current model thus embodies the learning that has occurred since the start of
the mission. A newly-trained model is deployed as soon as possible. This helps in the efficient
utilization of network bandwidth by reducing the volume of trivial FPs being transmitted.

In stream-based active learning, when a data item is encountered the algorithm makes a
decision whether to query the human. The decision is made independent of other items in the
data stream. This strategy may fill up the network bandwidth if the algorithm is not selective.
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On other hand, if the algorithm is too conservative it may starve the labeler or waste available
network bandwidth. To counter this, Hawk processes data in small batches before it selects items
to query the labeler. As mentioned before in Section 4.1] inferencing in batches ensure efficient
use of GPUs and some strategies for selective transmission are only meaningful on batches. In
Hawk, out of B processed items, K items are selected to be transmitted to the expert for labeling.

The scores given by the model define a soft partitioning of the batch into positives (P), hard
negatives (HN\) and easy negatives (£A). “Easy” and “hard” are, of course, relative to the current
model. An EA(is far from the decision boundary of the current model, while an #%(is much
closer. Inferencing scores close to 1.0 suggest 2, while scores close to 0.0 suggest EA; Every-
thing deemed 2, but nothing deemed £ is transmitted for labeling. The “gray middle” is more
difficult, because it may include some P with lower scores than they deserve.

Previous work, Eureka, has a threshold-based selection scheme, it presents all data items
that score above a threshold, as they are encountered in the stream. Having a fixed threshold
results in more FPs being transmitted to the client, especially in the early stages of learning when
the model performance is poor. Another challenge in this selection policy is that the process of
finding a “good” threshold cutoff is highly manual and requires many iterations of trial and error.

Table 4.4 gives the results for multiple data selection schemes from active learning that
we explored in Hawk. In particular we examined three data selection policies, namely “ran-
dom,” “threshold,” “maximum-entropy,” and “TopK”. A “random” strategy transmits /& random
items, while a “TopK” presents the top K scoring data items encountered in a batch of size
B. “Maximum-entropy” strategy transmits those K items about which the classifier is most
uncertain. For binary probabilistic classifiers, this is equivalent to selecting K items whose prob-
abilistic confidence is closest to 0.5. The “threshold” strategy is the same as the strategy used
in Eureka, where items above a certain confidence threshold is transmitted to the annotator. In
our experiments we use a confidence threshold of 0.6. In all three cases we transmit 20 items for
labeling after processing a batch of 10,000 images.

As can be seen from the summary in Table 4.4 and Figure maximum-entropy and
TopK improved much faster than random sampling or thresholding policy in Eureka classifiers.
Note, the X-axis of the graphs in Figure are in logarithmic scale. As seen in Figure
though “TopK” and “Maximum-entropy” asymptotically converge to similar AUC, TopK im-
proves much faster in the early stages of labeling as compared to maximum-entropy. Another
interesting observation is the disparity in the number of positives discovered when using the two
strategies. Using TopK, we transmit about 1.3X — 1.5X more positives as compared to maximum-
entropy. Because maximum-entropy transmits examples it is most uncertain about, there may be
scenarios where the number of positives transmitted is even less that no-learning strategy, as can
be observed in Table 4.4(a). Thus, TopK may be the better choice if one plans to use the current
classifier for ingest or search while labeling is still in progress.

In the rest of the chapter, we refer to the Hawk variant that uses TopK policy as Hawk-TopK.
With an extremely low base rate, the conventional ML approach of i.i.d. random sampling will
uncover very few positives, and is not very effective. Though Eureka and Hawk, converge to
roughly the same AUC for the YFCC and Open_Images tasks, Hawk achieves this with 3X —
15X less human labeling effort than with Eureka.

These results suggest that Hawk’s approach of only requesting labels for a small subset of
the data items pays off handsomely. The fact that Eureka converges to a significantly lower AUC
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Figure 4.7: AUC Improvement with Labeling Effort
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Images | Positives | Positives Found /

Method Shown | Found Images Shown AUC

No-Learning 1400 496 (11 0.35 .01 0.51 0.03)
Random 1400 I 0.00 (0.00) 0.54 ©0.03)
Maximum-Entropy | 1400 436 (12) 0.31 0o 0.80 .01
TopK 1400 616 (1 0.44 .01 0.82 0.02)
Eureka (Threshold) | 3936 628 (10) 0.23 0.15) 0.78 0.03)

(a) YFCC-derived

Images | Positives | Positives Found /

Method Shown | Found Images Shown AUC

No-Learning 1360 | 128 a2 0.09 ©.01) 0.10 0.03)
Random 1360 2 (0 0.00 (0.00) 0.15 .05
Maximum-Entropy 1360 324 s) 0.24 (0.00) 0.81 (0.03)
TopK 1360 | 499 @) 0.37 (0.00) 0.81 (0.02)
Eureka (Threshold) | 21228 | 557 a2 0.03 (.01 0.52 0.13)

(b) DVIDS-derived

Images | Positives | Positives Found /

Method Shown | Found Images Shown AUC

No-Learning 1000 | 204 o) 0.20 (0.00) 0.26 (0.00)
Random 1000 2m 0.00 (0.00) 0.27 (0.00)
Maximum-Entropy 1000 221 (0 0.22 (0.00) 0.52 (0.00)
TopK 1000 | 295 m) 0.30 (0.00) 0.53 .01
Eureka (Threshold) | 15209 410 (o) 0.03 (0.00) 0.46 (0.01)

(c) Open_Images-derived

Figures above are means of three experimental runs and the figures in parentheses are standard
deviations.

Table 4.4: Data Selection Results

than the Hawk variants on the DVIDS task (0.52 versus 0.81) in spite of collecting more positives
(557 versus 324/499), suggests that the FPs surfaced by Hawk also serve as valuable examples
in the training set.

In our work, we assume a uniform base rate of 0.1% or lower, we acknowledge that this is
not true of a real-world deployment where the data distribution is often non-uniform and there
may be a possibility of burstiness in the occurrence of TPs. The burstiness could be temporal or
spatial in nature. In such a scenario, where the TPs are more than the value of K, Hawk might
miss or delay the transmission of some of the TPs. We do not address this problem in our work
but leave it for future work (Section [8.2.7).
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4.6 Rapid Early Improvement of Model Precision

Early in the mission, when the model controlling selective transmission is weak, rapid improve-
ment of precision is crucial to reducing wasted network bandwidth. Any positives that are missed
because of poor recall can be discovered by later visits to the discard pile (Section[4.7). To im-
prove model accuracy for new targets from different viewpoints, we use the technique of transfer
learning [8]]. For rapid training, Hawk can be configured to use a cascade filter based on a sup-
port vector machine (SVM) [68]. Training an SVM can be done in a fraction of a second even
on scout hardware. The SVM uses the weights of the penultimate layer of the DNN as a feature
vector. We call this shallow transfer learning, as the model weights trained are small and shallow
and the training requires fewer number of labeled examples to converge as compared to DNN
training. For all design analysis experiments specified in this chapter, we use an SVM based
linear classifier.

The use of an SVM strategy only works when there is a significant structural similarity be-
tween the phenomena being explored and the training set on which the DNN was trained. In
scenarios where this is not true, we need to apply deep transfer learning, where weights of some
DNN model parameters are trained on the new data. We explore this further in Section|[6.3]

To evaluate whether Hawk can efficiently use human labeling effort, we explore how a
model’s AUC (the area under its precision-recall curve) improves as more data is labeled. At-
taining higher AUC values with fewer labels indicates higher efficiency. Results in Table [4.4]
shows how AUC improves in Hawk with labeling as compared to “No-Learning”. The row cor-
responding to TopK is what we refer as Hawk-TopK.“No-Learning” is the same as Hawk-TopK
except no learning is done to improve Gen-0. On all three tasks, Hawk-TopK performs better
than No-Learning. For YFCC-derived task, Hawk achieves an AUC of 0.82 vs. 0.51 in the case
of No-Learning. Similarly for DVIDS (0.81 vs. 0.10) and Open_Images(0.53 vs. 0.26), Hawk
outperforms No-Learning by a huge margin.

One reason for the low AUC performance in the Open_Images-derived task is the size of the
target class in the images of the dataset. Open_Images dataset is an object detection dataset and
the images in this task are highly cluttered with the target object at times occupying only a small
fraction of the image. The model trained is unable to capture the features of this small target and
are distracted by features of larger, dominant objects in the scene rather than the desired target.

4.7 Re-visiting Discards

A scout wastes little bandwidth on Z£A§. Rigidly adhering to this principle would mean that a 2
that is misclassified as an ZA’may never be transmitted for labeling and will be lost forever. This
would be especially unfortunate because of the low base rate — every positive is precious. The
obvious solution of lowering the selectivity of transmission is unacceptable because the increased
level of FPs would overwhelm the limited bandwidth.

We therefore keep selectivity high, but periodically re-visit items that were discarded earlier.
Training of a new model is triggered in Hawk upon accumulation of positive labels. The better
recall of an improved model may help to find a “lost” 2. To understand the merits of re-visiting
discarded data, we conducted experiments using the calibration tasks. Table [4.5]shows the total
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Total Total Percentage of
Re-visit Images | Positives Ground-Truth
Approach | Processed | Found Positives Found
YFCC-Derived Task (700 ground-truth positives)
None 700,000 | 616 1) 88%
Top 100 715,300 | 629 ) 89%
All 5,460,460 | 630 (1) 90%
DVIDS-Derived Task (680 ground-truth positives)
None 680,000 | 523 (13) 73%
Top 100 693,600 | 552 3 81%
All 4,751,840 | 575 ) 85%
Open_Images-Derived Task (500 ground-truth positives)
None 500,000 | 201 @) 40%
Top 100 510,500 | 219 3 44%
All 3,424,140 | 222 (2 44%

Figures in parentheses are standard deviations across three runs.

Table 4.5: Value of Re-visiting Discard Pile

REPLICATE_FULL | REPLICATE_POSITIVES
Positives Final Positives Final
Dataset Found AUC Found AUC
YFCC-derived 616 an | 0.82 002 | 617 5 0.79 0.02)
DVIDS-derived 499 (9) 0.81 002 | 489 8) 0.80 (0.02)
Open_Images-derived | 295 ) | 0.53 oo | 289 ) 0.51 .01

Figures in parentheses are standard deviations across three experimental runs

Table 4.6: Results using different data sharing policies

number of positives discovered for each task using three approaches: (a) no re-visit; (b) re-visit
only the 100 top-scoring results in the discard pile of each previous batch; and (c) re-visit all
previous discards.

Three observations follow from these results. First, there is indeed value in re-visiting the
discard pile. For example, the bottom row for the YFCC-derived task in Table [4.5]shows that 14
additional positives were found, an increase of about 2.3%. Second, the last column shows
that nearly 10% of the positives were still missed, suggesting ample opportunity for further
improvement. Third, just re-visiting the 100 top-scoring items in the discard piles of each batch
is almost as good as re-visiting all discarded data. For a modest increase in the number of images
processed (barely 2%), almost the full benefit is obtained (629 out of 630 positives). The results
for the DVIDS and Open_Images tasks in Table {.5] confirm these observations. Based on these
results, Hawk uses the policy of just re-visiting the 100 top-scoring items in discard piles. In
effect, scores from an old model act as a result cache to guide the selection of items to rescore
with a new model.
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4.8 Randomized Use of Unlabeled Data

The use of EAS in training is important because it reduces model drift over the course of evolution
and helps improve the quality of the model. As mentioned earlier, when training is done in the
cloud there is a large supply of ZAs available from cloud archives. Although unlabeled by the
current mission, these can be assumed to be negatives (EAS or HAS) because the phenomenon
being explored is new. In contrast, when training is done on the scout, the large supply of
unlabeled £As may include some classification errors.

To reduce the impact of these errors, we randomize the selection of EA§ that are chosen
afresh for each training session. Randomizing the selection helps overcome a major risk in using
unlabeled data for training on the scout, namely the possibility of a ? that is misclassified as
an EN wreaking havoc. There is no way to fully avoid this danger — it is inherent in using
unlabeled data. However, by randomization we reduce the chances that a misclassified P will
be selected again from the huge volume of ZAs is low. A specific model may be affected, but
it is unlikely that this will harm the long-term convergence of the model. Without consuming
precious network bandwidth, freshly-collected EAs are still able to play a useful role in training.

4.9 Leveraging Multiple Scouts

Hawk enables scouts to work collaboratively as a team. Examples include drone swarms for
military reconnaissance, and space missions in which a swarm of scouts is launched from an
unmanned orbiter to explore a planetary body [24]. The result streams from these scouts are
merged in temporal order and delivered to the labeler. Internal bookkeeping ensures that every
label is conveyed to the scout that generated that result. In Hawk, we explored two data sharing
policies, namely, REPLICATE_FULL and REPLICATE_POSITIVES. REPLICATE_FULL is a
bandwidth-hungry policy in which all labeled training data is shared across all scouts. In contrast,
REPLICATE_POSITIVES only shares the TPs across all scouts. The negatives are locally ob-
tained, and therefore different at each scout. A potential concern with REPLICATE_POSITIVES
is that the accuracy of the model may suffer with respect to REPLICATE_FULL because neg-
ative examples are not being shared across scouts. Table §.6] compares the performance of the
two policies across the three datasets. For each dataset, the AUC for REPLICATE_POSITIVES
is nearly identical to that of REPLICATE_FULL.
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Chapter 5

Hawk Implementation

In the previous chapter, we described and evaluated the design of Hawk. As discussed, Hawk
uses an adaptive training strategy, it selects the site of model training based on the available
backhaul bandwidth to the Internet. For prompt response during live learning, Hawk quickly
trains and deploys new improved but suboptimal DNN models using transfer learning. In the
default mode of operation, Hawk uses TopK selection strategy to transmit items to the expert for
labeling. In our results, We also show that Hawk-TopK always performs better than the “No-
Learning” search strategy, which uses the initial model with no further learning or improvement.

Hawk is implemented in Linux using C, Python, and PyTorch. The entire implementation is
in user space, and Docker is used to encapsulate the components that pertain to learning. There
are no kernel modules or kernel modifications. For network communication we use ZeroMQ[23]],
a transport-agnostic asynchronous network messaging library which is cross-platform and sup-
ports 30+ languages.

The Hawk server is started on scouts, which are configured with user-specified mission pa-
rameters before they are launched. The configuration includes the type of training, selective
transmission, and retraining strategies to be used for the mission. Once the scout reaches the
location of exploration where relevant data will be encountered, the mission is started. The high-
resolution data that is collected at the scout is inferred using the DNN model that is currently
in use. Hawk effectively uses the scarce bandwidth to transmit only a small fraction of data to
the user for labeling. Any result that is explicitly labeled is added to the training set for future
training. The labeled results are shared across the scouts. Training of a new model is triggered
when the total number of new positives reaches a threshold. Once training is completed, the
new model immediately replaces the existing model on that scout. The improved accuracy of
a newly-trained model helps reduce the volume of false positives transmitted and improves the
value of human labeling effort.

We use the term HOME to refer to the location of the domain-expert. At HOME, the expert
monitors the progress of the mission via a labeling GUI. The GUI displays thumbnails of the
result stream to be labeled. Section provides details about the labeling GUI. Since Hawk
is designed to be used by domain-experts who are not trained in machine learning, the default
settings of these parameters are sufficient for satisfactory operation.
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MESSAGE PATTERNS
A2S : REQ/REPLY
S2S : REQ/REPLY
S2H : PUSH/PULL
H2C : PUSH/PULL

Scout Browser-based
Scout,, Scout,, (Coordinaldn Home Labeling U1
Admin Inbound Outbound
(Subscriber) (Publisher)
1: a2s_configure_scout I
2: a2s_start_mission
repeat
3: s2h_send_tiles
Labeling
tile from
scout 4:h2c_send_labels
M 5: s2s_get_tile
6: s2s_add_tile_and_label
7: a2s_stop_mission

T ‘ 8: a2s_get_post_mission_archive . u
t

Figure 5.1: Sequence of API calls in Hawk.

5.1 Hawk API

The expert connects to the scouts using the GUI from the HOME. A Hawk mission involves
multiple rounds of network communication between scouts and HOME. Over these rounds, Hawk
continually trains and improves the DNN model to produce increasingly accurate results over
time. Among the scouts, one of the scout is selected as the COORDINATOR which collects labels
from user and distributes it to other scouts.

Hawk uses the ZeroMQ[23]] messaging library for the communication between scouts and
HOME. ZeroMQ is an asynchronous messaging library, which provides a message queue without
a dedicated message broker. The ZeroMQ API provides sockets that carry atomic messages
across various transports like TCP, UDP, in-process, inter-process, and multicast. In Hawk, we
use two basic messaging patterns:

1. Request-reply (REQ/REPLY), a client connects to a server, requests info, then receives

a reply. This is a remote procedure call and task distribution pattern. This pattern of
messaging is used when there is good connectivity between the server and clients. It is
a synchronous call, where the client wait for response from the server before processing
continues on the client side.

2. Push-pull (PUSH/PULL) is a parallel task distribution and collection pattern. The mes-
sages are distributed in a round-robin fashion to the clients. The PUSH/PULL sockets are
one-way only. This is equivalent to producer/consumer model. The results computed by
clients or consumers are not sent upstream. PUSH/PULL sockets are asynchronous. In
Hawk, we use PUSH/PULL messaging pattern between scouts and HOME.

42



The messages are serialized using Google’s protocol buffers[2]. For experimental missions,
we emulate constricted bandwidth-environment using the traffic shaping tool, FireQOS [73].

As shown in the Figure [5.1) the HOME process launches three worker processes: ADMIN,
INBOUND, and OUTBOUND. The ADMIN process transmits control messages from HOME to par-
ticipating scouts including how to configure the scouts for the mission. The INBOUND process
collects results transmitted from the scouts. Finally, the OUTBOUND process is responsible for
transmitting user labels back to the scouts. Depending on functionality Hawk API can be divided
into four components:

e ADMIN to ScouT API (A2S API)

Scourt to Scout API (S2S API)
Scout to HoME API (S2H API)
HOME to COORDINATOR API (H2C API)

Note, in this thesis we use the term “API” to refer to internal interfaces between various com-
ponents in Hawk. The A2S API relays control messages from ADMIN to scouts. These control
messages include mission configuration, start, stop, and so on. This API uses the REQ/REPLY
messaging pattern. The configuration message sent via the A2S API specifies the type of train-
ing, selective transmission and retraining strategies to be used for the mission. It also transmits
either the initial DNN model (/) or the initial bootstrap set which contains labeled images (L)
used to train the initial model. During this configuration phase, we assume there exists good
bandwidth between admin and scouts.

The S2S API is used to share knowledge of the learning between the scouts. This includes
labeled results, or DNN model weights. We use REQ/REPLY messaging pattern for this API. The
data selected for labeling are transmitted via S2H API. The transmitted results contain thumbnails
if the training is done on scouts Otherwise, if training is performed on the cloud, full-resolution
tiles are sent to HOME. These results also contain metadata needed to correctly convey the labels
back to the relevant scout. The results labeled by the expert are sent to the COORDINATOR via
the H2C API. Because of the low bandwidth between scout and home, we use a PUSH/PULL
messaging pattern for S2H and H2C communication.

Figure [5.1] shows the sequence of API calls made during the labeling of results in Hawk.
The configuration file from home is sent to the ADMIN, which constructs the configuration mes-
sage. This message is transmitted to the scouts via a2s_configure_scout call. When
a scout receives the configuration message, it initializes all modules needed for the mission
which includes training, processing, selective transmission, and so on. The configuration mes-
sage also includes the initial bootstrapping examples or the initial trained model. The ADMIN
waits for the reply from all the participating scouts. On receiving responses from all the par-
ticipating scouts, the ADMIN calls a2s_start_mission to begin the mission. In some
cases, there may be a significant delay between mission configuration and mission start to al-
low for the probes to reach the correct location of exploration. The model processing the
incoming tiles and the selective module selects a small subset for transmission. These tiles
are published by the scouts using the s2h_send_tiles method. The INBOUND process re-
ceives these tiles along with their meta-data and saves them to the local file system. The OuUT-
BOUND process transmits the labels provided by the user to the COORDINATOR. The COORDI-
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NATOR calls s2s_get_tile to fetch the tile content from the parent scout if the label is a
positive. It then invokes s2s_add_tile_and_label to distribute the labeled tile along
with its content to other scouts. This continues till the end of the mission. The ADMIN calls
a2s_stop_mission to explicitly stop the mission. Post mission, the ADMIN makes the
a2s_get_post_mission_archive call to collect the model generation along with logs
from the scouts. In cases where the mission terminated with probe loss, this call may never be
called.

5.2 Hawk Workflow

Using Hawk, we aim to construct DNN models that can detect instances of a rare target with
minimal human supervision. As mentioned in the previous section, the scouts are configured
with the mission parameters which include the weight of the initial DNN model (/) or a small
set of labeled images (Ly). The learning and data selection of the Hawk pipeline in scouts is
formalized in Algorithm 2]

Algorithm 2 Hawk Learning Algorithm on Scout
1: My, Lo, B, - - - < configure_scout()

2: if M is present then

3: My < load_model()

4: elseif L is present then

5: My < train_model()

6: end if

7: start_mission()

8: D < incoming data

9: T < split_tiles(D)

10: 1 =0,L = Ly

11: repeat

2 P={}8={} ,
13: if | P;| < B then

14: P; < P, U infer_data(M;, T')

15: end if

16: S; < S; Uselect_data(P;)

17: L < L U get_labels(S,) in parallel in all scouts
18: if |L| > R; then

19: M; 1 < train_model()
20: R;.1 < retrain_condition()
21: 1=1+1
22: end if ’

23: until stop_mission()

44



1ND 3ureqeT JYmeH JO J0YSudaIds :7°S 131

u n IS A OGNN %

€ B%Sp. ¥ vO0 @@ 6 =a O »

Badly¥1000

badl'eyT000

Badl'Z51000

e > ]|

169 : sanneban pajpqe uewny
66T : SIANISOd Pajage uewnH
/S8ETT : PAssadold SallL
0009vZ : SallL [e10L

/ : UOISIAA [9PON

'sonsnels yoress

- 3JAILISOd T

:saxog Buipunog

JALSOd W
loge abew
X0q 3} JO SI3UI09
euobelp uo %2119 sexoq buipunog meip of

annebaN N A3y
annIsod :d Aay

:suononnsu| Buiage

spge
ooogsoye0) @ O D € >
+ x InymeH @

45



Once the scout is configured, it initializes the DNN model and other components needed for
the mission. It then waits for the start_mission from home to start processing the incoming
data, D. Each high-resolution incoming data frame is broken up into small tiles 7". The tile size is
a tunable parameter, it also depends on the learning algorithm used in the mission. For example,
if image classification using ResNet50 is chosen, the tile size is 256x256 pixels. The tiles are
then inferenced in small batches using the current model. After processing B tiles, Hawk’s
selection policy selects a small subset of tiles, S;, are selected to be transmitted to the expert for
labeling. The user sends back labels to the scouts, these labeled results are added to the training
set, L. When the number of labeled tiles reaches a threshold, R;, training of a new model is
triggered. The current model is immediately replaced by the newly trained model. Inferencing,
data selection, labeling, and training happens concurrently on Hawk. Hawk aims to improve
the quality of the model over multiple rounds of labeling and training. Learning continues until
it reaches a set stop_criteria or is explicitly stopped by the admin. The mission stop
criterion is conditioned on collecting a certain number of positives or after a certain mission time
has elapsed.

5.3 Hawk Labeling Interface

To the labeler, Hawk appears to just be a simple GUI. All of the complexity of training, inferenc-
ing, and bandwidth adaptation are hidden from the labeler. The labeling interface is a simple web
application implemented using JavaScript. The interface can be viewed using any web browser;
it has been tested on Chrome and FireFox. Using the Ul the user can provide image tags or
bounding box annotations to incoming result tiles.

Figure [5.2] provides a screenshot of the labeling interface. As mentioned earlier in Sec-
tion the INBOUND process collects image thumbnails and metadata of tiles transmitted from
the scouts. These results are stored in the local file system. The expert may choose to label some
of the results. As seen in the screenshot, we also provide a preview of some of the subsequent
tiles. Using the UlI, the expert can mark a result as a positive or a negative, he may also provide
additional details such as bounding boxes. Results labeled by the expert are stored in the file
system as well as transmitted by the OUTBOUND process to the scouts. These labels are added
to the training set in the scouts for future learning. The GUI provides controls for tunable server
parameters. Since Hawk is designed to be used by domain experts who are not trained in ma-
chine learning, the default settings of these parameters are sufficient for satisfactory operation.
When multiple scouts are involved, their result streams are merged in temporal order as they are
received. Internal bookkeeping ensures that every label is conveyed to the scout that generated
that result.

5.4 Modes of Operation

Real use cases of Hawk typically start out with very few positive instances of the target class.
Bootstrapping from these few examples to many more is, of course, the whole point of Hawk.
An important implication is that there can be no stable test set against which to evaluate the
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quality of models as they evolve in a Hawk mission. This makes it impossible to provide classic
measures of quality of a classifier such as precision, recall, AUC (area under precision-recall
curve), and ROC (receiver operating characteristics) curve. This is not a limitation of Hawk or
of our evaluation methodology, but is an intrinsic constraint when no labeled test set is available.

In lieu of rigorous metrics of quality, weaker indicators must suffice. The number of true
positives discovered, relative to the number of data items examined by the user is one such
indicator. The rate of discovery of true positives per unit time, also known as productivity, is
another. Later in a session, more time is spent confirming presumed-positive labels rather than
correcting them. These indicators correspond to expert-perceived improvement in quality and
correlate with precision, but give no indication of recall. The expert has no idea how many
instances have been misclassified and not presented for labeling. Short of manual review of
Hawk’s discard pile, we cannot estimate this quantity. The missed instances are thus an unknown
unknown rather than a known unknown.

We refer to the above mode of Hawk operation as production mode. In addition, Hawk
also offers a research mode of operation for experimental investigations in machine learning
and computer vision. This mode is enabled when a labeled test dataset is provided during the
configuration phase. Calls to the method get_test_result during the experimental mission
then return classic metrics relative to that test set. If no test data set is provided, Hawk operates
in production mode, and only returns precision-related metrics.
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Chapter 6

Evaluating Hawk

In the previous chapters, we described the working of Hawk and its various design choices. In
this chapter, we evaluate how effective Hawk learning is in discovering instances of a novel target
from incoming high-resolution image streams from a team of weakly connected scouts.
Specifically, we address the following questions:
¢ In spite of extreme low bandwidth, can a scout discover many of the positives that
it encounters during a mission?

e When additional bandwidth is available, is Hawk able to use it effectively to speed
up the discovery of true positives?

e How close is Hawk to an ideal system?
e How does the site of model training affect the performance of Hawk?

e |s Hawk effective with bootstrap sets smaller than 20 positives, implying an even
weaker Gen-0 model?

e s Hawk model agnostic?

We first describe the evaluation setup in Section[6.1] Then, we present the datasets we use to
validate Hawk in Section[6.2] Finally, from Sections [6.4.1] to [6.4.6] to provide the results of our
evaluations and provide answers to the above questions.

6.1 Evaluation Setup

Our evaluations use 7 physical machines as a scout swarm, each with a 6-core 3.6 GHz Intel
Xeon processor, 32 GB memory, 4 TB disk storage for image data, and an NVIDIA GTX 1060
GPU. We use the FireQoS traffic shaping tool [73] to emulate the following bandwidth and
RTT combinations on each scout’s backhaul: 12 Kbps @4s, 30 Kbps @2s, and 100 Kbps @2s.
Connectivity between scouts is 1 Mbps @200m:s.

Before the start of the mission, we train the initial model using a labeled bootstrapping set.
For all experiments unless specified, we use a bootstrapping set of 20 positives. This model is
also referred as “Gen-0, and is uploaded to the scouts in the configuration phase. We config-
ure the 7 scouts with mission parameters, such as revisit, training, and selection policies. As
discussed in Section we revisit the top 100 items from the discard pile when a new model
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is deployed. For the retraining policy, we train a new model once 33% more positives than the
previous training set have been labeled.

We use a TopK selective policy as discussed in Section 4.5 In this policy we only transmit
the K top-scoring items after inferencing a batch of 1000 tiles. The goal is to fill, but not overfill,
the end-to-end pipeline from incoming data to cloud. The bottleneck of this pipeline is the
smallest of three values: (a) the ingest rate at a scout; (b) the inferencing rate on a scout; and,
(c) the transmission rate at current bandwidth of an average-sized tile. To allow for some spare
bandwidth, in our experiments we set K to be significantly lower than the bottleneck value: K=4
at 12 kbps; K=10 at 30 kbps; K=30 at 100 kbps.

During a mission, images from the unlabeled dataset are randomly delivered to the 7 scouts
at an average rate of one every 20 seconds. This can be viewed as a low sampling rate of 0.05
frames per second. This is the maximum sustainable rate, given the modest hardware resources
of a scout, the need to tile images, and the need to perform both inferencing and training. The
dataset is striped across scouts at the input rate of 0.05 frames per second, and the experiment
continues until the entire dataset has been delivered.

We emulate the human labeler by code that returns the ground-truth label for its input, after
an optional delay for think time. We conduct three runs of each experiment, using different seeds
for random number generation.

6.2 Validation Datasets

We validate Hawk on three publicly-available datasets from the domains of drone surveillance,
planetary exploration, and underwater sensing. Each of these datasets was released within the
past few years, and has been used in recent ML research publications in its domain.

As previously mentioned in Section[4.3] we split high-resolution images present in the dataset
into smaller tiles. Most DNN models inference images at a lower-resolution, for example 256x256
pixels in the case of ResNet50. To remove ambiguity in the results, we discarded tiles where a
labeled object straddles tiles. We also removed tiles in which the fraction of the area occupied
by target instance is less than 1% of the tile.

6.2.1 Aerial Drone Surveillance (DOTA)

Dataset of Object deTection in Aerial images (DOTA) dataset [79]] is a large-scale dataset for
object detection in aerial images. Aerial object detection is useful for many applications such
as remote object tracking and UAV navigation. Since its inception in 2018, the dataset has
rapidly gained adoption in the computer-vision community as a challenging dataset for object
detection and classification. The aerial images in the dataset are collected from multiple sensors
and platforms such as Google Earth, GF-2 Satellite, and drones.

Popular image datasets such as ImageNet and MSCOCO are made of natural images taken
from a human perspective where the target is often large and occupies a majority of the image.
In contrast, the images in DOTA are captured from an aerial perception, so the targets in DOTA
tend to be very small. There also exists a large variation in the scale, orientation, and shape of
the targets in DOTA dataset.
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The fifteen annotated classes in DOTA are: plane, ship, storage tank, baseball diamond,
tennis court, swimming pool, ground track field, harbor, bridge, large vehicle, small vehicle,
helicopter, roundabout, soccer ball field and basketball court. Figure [6.2] shows example images
from DOTA classes.

DOTA dataset consists of 2806 labeled images, ranging in resolution from 800x800 pixels
to 4000x4000 pixels, with a bias towards higher resolution. All images are broken into tiles of
size 256x256 pixels, yielding a mission dataset of 252,231 usable tiles. During a mission, all the
tiles from a single image in the mission dataset are randomly delivered to one of 7 scouts at an
average rate of one every 20 seconds.

6.2.2 Planetary Exploration (HiRISE)

Images collected by the High Resolution Imaging Experiment onboard the Mars Reconnaissance
Orbiter form the basis of the HiRISE dataset [19]. There are 73,031 labeled images, each cropped
to 227x227 pixels. These images help in classifying Martian landmarks, such as craters and
dunes.The eight target classes in the dataset are “Bright dune”, “Crater”, “Dark dune”, “Slope
streak”, “Impact ejecta”, “Spider”, “Swiss cheese”, and “Other”.

We created a derived dataset by reducing the number of images of each class to achieve
a 0.1% target base rate. We also reserve 10% of the dataset as a held-out test set. During a
mission, 100 tiles in 20 seconds are delivered at random to each of the 7 scouts. Figure
shows example images of four target classes from this dataset.

6.2.3 Underwater Sensing (Brackish)

The Brackish dataset [51] is a publicly available dataset containing labeled images of marine
animals in a brackish strait with varying visibility. The six target classes in the dataset are big
fish, small fish, starfish, shrimp, jellyfish, and crab.

There are 14,518 images of 1080p resolution. We split each image into tiles of size 256x256
pixels, with an overlap of 50 pixels and remove tiles in which the size of the target instance is less
than 20x20 pixels. The resulting derived dataset has 563,829 tiles. We created the dataset such
that each target class has a base rate below 0.1%. During a mission, 100 tiles in 3 seconds are
delivered at random to each of the 7 scouts. Figure[6.4] shows example frames from the dataset.

6.2.4 Experimental Notation

As previously discussed in Section [6.1], all our experiments begin with a model pre-trained on
ImageNet and then trained via transfer learning on a certain number of bootstrapping TPs of
the target class. This crude model is referred to as “Gen-0.” The unlabeled mission dataset is
striped across scouts at the specified input rate for the dataset, and the experiment continues until
the entire mission data has been delivered. This takes roughly an hour to an hour and a half,
depending on the dataset. We compare Hawk to three other alternatives, and the results use the
following notation:

® Hawk-xx-yy: Hawk at a bandwidth of xx kbps, starting from a Gen-0 that was bootstrapped
from yy TPs.
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(a) Roundabout (b) Swimming Pool (c) Large Vehicle (d) Airplane

(TPs=336) (TPs=335) (TPs=357) (TPs=350)
Each of the above examples is a small part of a 256x256 tile from a large high-res DOTA image.

Ground truth bounding boxes are also shown. There are 252,231 unlabeled tiles in the mission
dataset.

Figure 6.2: Examples of DOTA Target Classes
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(a) Dark Dune (b) Impact Ejecta (c) Spider (d) Swiss Cheese

(TPs=64) (TPs=64) (TPs=64) (TPs=64)
Each of the above examples is a 227x227 pixels in size. There are 73,031 unlabeled tiles in the

mission dataset.

Figure 6.3: Examples of HiRISE Target Classes

i LN B .
(a) Starfish (b) Shrimp (c) Small Fish (d) JellyFish
(TPs=370) (TPs=564) (TPs=564) (TPs=584)
Each of the above examples is 256x256 pixels in size. There are 563,829 unlabeled tiles in the

mission dataset.

Figure 6.4: Examples of Brackish Target Classes

® NolLearn-xx-yy: same as Hawk-xx-yy, except that no learning is done to improve Gen-0.

® BruteForce-xx: at xxkbps, a DNN that uses the same architecture as Hawk but is trained of-
fline in the cloud using unlimited resources and a fully-labeled version of the same dataset
used in the mission. This model is an asymptotic limit towards which Hawk can aspire.
Though trained on all TPs in the mission data, the BruteForce is not a perfect model. Thus,
transmission of some FPs and omission of some TPs can occur during the mission.

e Oracle-xx: an oracle at xx kbps. The oracle is a perfect model that returns ground truth
scores for all inputs, and a positive instance is transmitted for labeling as soon as it is
encountered in the input stream.

6.3 Learning Strategy

The learning in Hawk allows a flexible declarative expression of how to train models. As dis-
cussed earlier in Section [4.6] Hawk rapidly learns models on newly labeled data to improve the
quality of the model. There are two ways to perform transfer learning. Figure [6.5(a) shows the
two approaches for the YFCC-derived task. pre-trained DNN as a fixed feature extractor and then
train a linear classifier on top of it. Second, unfreezing some of the top layers of the pre-trained
model and then re-training the model on new data with a low learning rate. The first approach
is a shallow transfer learning strategy called St rategy-SVM, which does SVM training using
feature vectors from a DNN pre-trained on ImageNet [59]. This allows us to learn models us-
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ing newly labeled data in a fraction of a second even on scout hardware. A drawback of this
approach is the diminished model accuracy because the weights of the DNN are not trained on
the examples of the novel target. This can be solved by deep transfer learning, in which we un-
freeze some of the top layers of the pre-trained model and then re-train the DNN model on the
new data. This, however, is a slow process and may take hundreds of seconds. Thus, we use a
hybrid approach called St rategyDNN, where we do less frequent releases of fine-tuned DNN
models (slow training), interspersed with SVM releases (fast training). As seen in Figure[6.5(a),
the rapid initial model improvement from SVM training helps both strategies. However, beyond
a certain point, further improvement is only possible through DNN fine-tuning.

The use of a cascade SVM only works when there is a significant structural similarity between
the phenomena being explored and the training set on which the DNN was trained. This is
illustrated by Figure [6.5(b), which shows model evolution on DOTA data that has low structural
similarity to the images in ImageNet dataset which were used to bootstrap Hawk. Because of
low structural similarity between DOTA and ImageNet, there was no significant improvement
using SVMs. Thus, for the experiments in this chapter, we use St rategyDNN without SVM
training.

For all experiments, we use a ResNet-50 model that is pre-trained on ImageNet as “Gen-0”
model. In Section [6.4.6] we evaluate the performance of Hawk using other DNN model archi-
tectures. Residual Networks (ResNet) introduced by He et al.[21], utilize “shortcut connections”
in the neural network to reduce optimization difficulties. There are different versions of ResNets
depending on the number of layers, ranging from 18-layers to 152-layers. In Hawk, we use the
version of ResNets with 50-layers, as it provides good model accuracy with reasonable compute
demand.

6.4 Evaluation

6.4.1 Bandwidth-Frugal Model Evolution

In this Section, we analyze the effectiveness of Hawk for an extremely low backhaul bandwidth
of 12 kbps and training done on the scout. For the results presented in this section, we perform
learning using a ResNet50 DNN model. We analyze the performance using other DNN models,
namely YOLO-v5 and EfficientNet-B4 in Section [6.4.6] All results presented are the average of
three runs using different seeds for a random number generator.

Table shows the evolution of models for the class “Roundabout” in the DOTA dataset.
This corresponds to the timeline shown earlier in Figure 4.6[b). The tables show the evolution
of models (“Gen-0”, “Gen-1", ...) during a mission. Each row of the table gives the state of the
mission when a new model generation is installed on a scout. The first column of the table gives
the generation number of the models on the scouts. The second column gives the approximate
time at which the model is installed on a scout. The exact moment of replacement may vary
slightly at different scouts. Column 3 indicates the number of true positive tiles sent to the
cloud for labeling. The fourth column gives the total number of positive tiles encountered so far
during a mission. Column 5 gives the total number of tiles transmitted to the cloud for labeling,
which includes true positives and false positives. The last column gives the total number of tiles
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(a) YFCC-derived dataset
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(b) DOTA dataset

X-axis is number of seconds and Y-axis is AUC of model. Initial model was ImageNet-trained
ResNet-50 DNN. The markers on the plot indicate when a new learned model is installed.

Figure 6.5: Hybrid Learning and Structural Similarity
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G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted | processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 277 4 8 19 47 (16) 17759 713)
2 530 (59 19 o 39 @ 103 16y | 32797 (556)
3 768 (55) 28 ©) 59 @ 152 a7y | 42859 624)
4 1168 (115) 50 @ 95 5 241 34 | 65116 (703)
5 1579 (63) 72 2 126 (3 33512 | 94186 433)
6 2201 7 97 ) 165 5 455 15y | 124783 (542)
7 3010 @4 137 ) 218 604 (14) | 166576 366)
8 3529 (7 187 ) 283 ®) 772 31) | 207074 676)

4149 @32 219 ) 336 () 923 @3y | 252231 (o)

DOTA Class: Roundabout
Column 1 corresponds to model number (Gen-0, Gen-1, Gen-2, ...).

Column 2 corresponds to point in mission when new model was installed.
Columns 3-6 give totals across all 7 scouts.

Figures in parentheses are standard deviations from three runs.

Table 6.1: Model Evolution at 12 kbps (Training on scout)
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processed so far during a mission.

At the start of the mission (time = 0 s), Gen-0 is initialized on the scouts. The table shows that
at roughly 277 seconds into the mission, Gen-0 is replaced by model Gen-1 on all scouts. Since
the model for each scout is trained independently on that scout, the exact moment of replacement
may vary slightly across scouts. That variance, plus the use of a different random seed for each
run, leads to the standard deviation shown (54 seconds). Gen-1 is replaced by Gen-2 at 530
seconds, and so on. The mission ends when mission data is exhausted.

By the time Gen-1 replaces Gen-0, Hawk scouts have discovered 8 TPs (Column 3) out of the
19 that they have encountered so far (Column 4). The 11 positives they have missed is indicative
of the poor recall of Gen-0. The last two columns show how frugal Hawk is in bandwidth usage.
Across all scouts, only 47 tiles (Column 5) have been transmitted for labeling, out of 17,759
encountered so far (Column 6). Gen-1 is replaced by Gen-2 at roughly 530 seconds when scouts
have discovered about 19 positives, and so on. These general observations continue throughout
the mission. By the end, 219 TPs out of 336 are discovered, with the scouts only transmitting
923 tiles out of 252,231 which is less than 0.4% of the number of tiles processed on the scouts.
This shows how frugal Hawk is in its selection of tiles for transmission. In this case, Hawk was
able to find 65% of the positives it encountered in the data stream.

We represent these results in a more compact format, the curve for Hawk-12-20 (red) in
Figure 6.6 summarizes the data in Table[6.1] The circular markers correspond to models Gen-1,
Gen-2, etc. in Table The X-axis value of a symbol gives the time into the mission when that
model was installed (Column 2 of Table [6.1]). This Y-axis value corresponds to the total number
of TPs discovered so far in the mission (Column 3 of Table[6.1)). The curve for Oracle-12 (black)
in Figure [6.6] gives the ground truth: i.e., the number of TPs encountered by the 7 scouts until
that point in time (i.e., Column 4).

Figures to confirm similar model evolution for other DOTA classes. Table
summarizes the performance of Hawk across the other 14 classes in DOTA. For all classes,
Hawk is effective is finding positives from the stream even for bandwidth as low as 12kbps.
Figures [6.28| and [6.33] confirm that it also holds for the HiRISE and Brackish data sets. Across
all datasets and classes, Hawk is typically able to find 50-60% of the TPs encountered. Its lowest
success rate 1s 49% (class Starfish in dataset Brackish) and its highest is 73% (class Swiss Cheese
in dataset HiRISE).

Since these results were all obtained at 12 kbps, it is clear that Hawk is very bandwidth-
frugal. Our results give a strongly positive answer to the first question: “In spite of extreme low
bandwidth, can a scout discover many of the TPs that it encounters during a mission?”

6.4.2 Ability to Use Additional Bandwidth

Holding all other variables constant, Table [6.2] shows the impact of increasing backhaul band-
width to 30 kbps for the class “Roundabout” in the DOTA dataset. Because backhaul bandwidth
is more plentiful, we transmit approximately 10 of the top tiles from each scout after processing
1000 tiles. Thus, a slightly higher pace of discovery of positives is maintained throughout the
mission, leading to 16 additional TPs being discovered (235 rather than 219, out of 336). Be-
cause of the higher bandwidth, more tiles can be transmitted for labeling (1451 rather than 923
out of 252231, which is roughly 0.6%).
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Figure 6.6: Model Evolution for DOTA Class: Roundabout (12 kbps, Scout Training)
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Figure 6.13: Model Evolution (12 kbps, DOTA, Scout Training)
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Figure 6.18: DOTA: Soccer Field Figure 6.19: DOTA: Storage Tank

Figure 6.20: Model Evolution (12 kbps, DOTA, Scout Training)
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Figure 6.23: Model Evolution (12 kbps, DOTA, Scout Training)

G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 244 (49 10 @ 25 @ 90 @5 | 14502 (56
2 413 @®7) 20 m 43 ) 160 0y | 21967 (240)
3 712 (105) 32 © 55 ) 313 5 | 45424 2161)
4 1063 (60) 48 (5) 90 @ 540 11y | 68821 (1891)
5 1510 (104 68 © 118 730 (159) | 88620 (1086)
6 2264 (34) 99 @3 156 @ 1140 294y | 140508 (1378)
7 2884 (50 135 @ 207 @ 1603 (185) | 183283 (296)
8 3456 (125) 188 @) 266 (2 2063 (99) | 221766 (1568)

4143 @31 235 o) 336 (0 1451 @4 | 252231 (0

DOTA Class: Roundabout
Format and notes identical to Table

Table 6.2: Model Evolution at 30 kbps (Training on scout)
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Figure 6.26: HiRISE: Spider Figure 6.27: HiRISE: Swiss Cheese

Number of bootstrapping TPs = 20. X axis is time in seconds into the mission. Y axis is number
of TPs discovered so far.

Figure 6.28: Model Evolution (12 kbps, HiRISE, Scout Training)
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Figure 6.31: Brackish: Small Fish Figure 6.32: Brackish: Jellyfish

Number of bootstrapping TPs = 20. X axis is time in seconds into the mission. Y axis is number
of TPs discovered so far.

Figure 6.33: Model Evolution (12 kbps, Brackish, Scout Training)
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G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 208 (11 9 o 24 ) 230 a73) 14824  (s67)
2 374 (12 24 ) 40 @) 520 o4y | 21970 875
3 554 (4 31 @ 52 &) 740 21y | 33633 (719
4 1002 61) 52 @ 90 (7) 1570 @21 | 64918 (1860)
5 1452 (68) 70 8 113 5 2453 72 | 89827 (2537)
6 2192 42 100 @3 153 @ 3674 47) | 136950 (3434)
7 2795 57 110 @ 204 ) 5207 @67) | 179070 (1880)
8 3518 (60) 193 o 269 (6) 6235 (175) | 219442 (2786)

4147 @41 246 (s) 336 o) 7501 28 | 252231 (o)
DOTA Class: Roundabout
Format identical to Table

Table 6.3: Model Evolution at 100 kbps (Training on scout)

We observe similar results when the backhaul bandwidth is further increased to 100 kbps, as
shown by Table[6.3] A further 11 TPs are discovered by the end of the mission (246 rather than
235, out of 336). The network bandwidth is more freely used, we transmit 7501 rather than 1451
tiles. Even at 100 kbps we transmit only a very small fraction of the total tiles processed, 7501
tiles out of a total of 252231 (a little over 3.0%).

The results for HIRISE and Brackish are consistent with that observed for DOTA dataset.
Tables 6.5] and [6.6] summarizes the performance of Hawk for the datasets DOTA, HiRISE,
and Brackish respectively across varying backhaul bandwidth from scouts to the Internet. For all
target classes, more positives are found with the increase in backhaul bandwidth. Thus, Hawk
is able to effectively use the increase in network bandwidth to find more positives. In summary,
these results strongly confirm a positive answer to the question: “Can Hawk use additional banad-
width effectively ?”

6.4.3 Comparison to an Ideal System

In the results we compare with a “BruteForce” model. As explained earlier in Section6.2.4), a
brute force model is a DNN model that was trained using all the mission data. Such a model
cannot be implemented in practice because it assumes that (a) all mission data can be previewed
in advance of mission start, and (b) there is sufficient bandwidth to transmit all mission data to
the cloud for labeling and training. Yet, since it is a model that uses the same DNN architecture
as Hawk, a comparison offers insights into how much improvement is possible in Hawk without
improvement to the underlying DNN.

The gap between the curves labeled “Hawk-12-20" and “BruteForce-12-20" in Figures [6.6}-
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Target Ground-Truth Positives found by
Class Positives BruteForce-100 | No-Learning-100 | Hawk-12-20 | Hawk-30-20 | Hawk-100-20
Roundabout 336 296 (7) 198 (9 219 () 235 () 246 )
Baseball Diamond 190 179 s 93 3) 109 7 140 a2 155 a3
Swimming Pool 335 303 ) 194 @) 209 ®) 250 s 272 9
Basketball Court 165 149 ) 79 ®) 78 (7 104 () 121 a4
Bridge 365 287 10 111 ) 151 ) 185 (9 211 a2
Harbor 350 332 a) 218 ) 252 (6) 288 8) 313 an
Helicopter 113 99 an 36 ® 516 76 ® 88 9
Large Vehicle 357 327 as) 161 an 200 an 217 a2 264 (10
Small Vehicle 353 290 ) 125 9 154 ) 242 @) 275 )
Plane 350 328 an 126 7 176 ©) 213 9 253 )
Ship 355 324 (13) 249 () 263 ) 295 5) 329 9
Soccer Field 117 108 (10 42 (3) 69 @) 74 (7 83 )
Storage Tank 367 320 ®) 121 s 167 o) 220 ) 251 ®)
Tennis Court 365 331 (2 166 @) 262 (1) 304 () 326 )
Ground Track Field 368 327 a4 184 (7 198 6) 222 (9) 235 an
Table 6.4: Performance across DOTA Classes
Target Ground-Truth Positives found by
Class Positives BruteForce-100 | No-Learning-100 | Hawk-12-20 | Hawk-30-20 | Hawk-100-20
Bright Dune 64 63 42 48 ) 51 56 @
Crater 64 60 45 42 (1 49 (1 55 @
Dark Dune 64 64 45 43 () 50 55 @3)
Impact Ejecta 64 60 41 40 3 45 3 51 @
Slope streak 64 62 38 45 @ 49 54 3
Spider 64 58 44 45 (1 50 5) 53 5)
Swiss Cheese 64 61 45 47 ) 51 @ 57 3
Table 6.5: Performance across HiRISE Classes
Target Ground-Truth Positives found by
Class Positives BruteForce-100 | No-Learning-100 | Hawk-12-20 | Hawk-30-20 | Hawk-100-20
Crab 600 558 231 396 3) 462 (6) 511 )
Fish 600 549 224 327 @ 434 (5) 488 (6)
Starfish 370 331 104 182 2 227 3) 255 @
Shrimp 564 550 226 375 @®) 455 ) 496 )
Small Fish 564 506 216 299 @) 311 @ 386 (6)
Jellyfish 584 527 215 334 @) 387 3 440 (9)

Table 6.6: Performance Across Brackish Classes
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shows the difference between the number of TPs found by the two approaches. By mission
end, the gap is roughly 15-46% across all datasets and classes for a backhaul bandwidth of
12 kbps. The smallest gap is 13% for class Swiss Cheese of dataset HiRISE, and the largest gap
is 46% for class “Bridge” of dataset DOTA. This gap can be attributed to the difference between
fully supervised learning and the live learning strategy of Hawk.

The results in Figures[6.6H6.33]also illustrate the importance of learning during a mission. In
each of these graphs, the curve labeled “NoLearn-12-20" shows the number of TPs that would
have been discovered if Hawk did not implement continuous learning. The gap between the
red and purple lines shows the importance of learning. In almost all cases, the number of TPs
discovered in the NoLearn case is 50% or fewer than Hawk is actually able to discover. This
justifies the need for Hawk. It also shows the importance of equipping scouts with hardware that
is capable of doing DNN training. If inferencing using a static model was all that was needed,
much weaker scout hardware would have sufficed. Training in the cloud allows use of weaker
scout hardware, but Section [6.4.4] shows that it is much less bandwidth-frugal than training on
the scout.

6.4.4 Cloud versus scout Training

As discussed in Section 4.4, Hawk is able to dynamically select between training on the scout
and training in the cloud. The choice of site of training depends on various runtime factors such
as end-to-end bandwidth, size of image tiles, and so on. In Hawk, the major disadvantage of
cloud training is the need to transmit the resulting large model over low bandwidth. While model
compression using a mechanism such as DeeploT [82] has been very successful on some DNNss,
we have shown earlier in Section[4.4that it is much less effective on the kinds of DNNss typically
used in Hawk. The achievable compression of 2-3 is helpful, but hardly adequate at 12 kbps
for transmitting models that are tens of MB in size. At such low network bandwidth, far more
aggressive compression is necessary to transmit these models to scouts. ResNet-50 models are
95 MB in size, with an aggressive compression of 10X, transmission size would be 9.5 MB and
take roughly 100 minutes for a poor backhaul bandwidth of 12 kbps. This transmission time
may be much longer than what is acceptable in a time-critical mission. Even if a compression
technique to achieve 100X reduction in size were available, this would still require transmission
of 0.95 MB. At 12 kbps, this would take nearly 10 minutes.

In this Section, we examine what the impact on Hawk would be if 100X and 10X model
compression were possible. The results overstate the benefits of cloud-based training since they
ignore the time required for model compression, and any associated loss of model accuracy. Yet,
this deliberate handicapping of scout-based training is useful as an upper bound on the benefit of
cloud-based training in Hawk.

Table presents the results of cloud-based training followed by 100X model compression
for a mission that is identical in all other respects to the mission presented earlier in Table [6.1]
The bandwidth (12 kbps), dataset (DOTA) and class (Roundabout) are unchanged across the two
experiments — only the training site is different. With cloud training, for a network bandwidth
of 12 kbps even at 100X compression, it takes 10 minutes to transmit a ResNet-50 model of size
0.95 MB.

As a consequence, fewer models are installed during a mission — only 4 models in Table[6.7]
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1771 (108) 32 @ | 152 ay 298 84) | 113045 (1764)
2531 (164) 66 @ | 223 (e 450 @4) | 160287 3305)
3298 (156) 102 a3 | 286 (@1 649 @7y | 211825 (2500
4010 @s) 151 as | 336 1009 () | 252231 )

DOTA Class: Roundabout

Column 1 corresponds to model number (Gen-0, Gen-1, Gen-2, ...).

Column 2 corresponds to point in mission when new model was installed.

Columns 3-6 give totals across all 7 scouts.
Figures in parentheses are standard deviations from three runs.

G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 973 (94 10 @ 82 (6 54 30) | 57148 (892)
2
3
4

Table 6.7: Model Evolution at 12 kbps (Cloud-100x)

in contrast to 8 models in Table[6.1] On the plus side, inferencing is faster because scout hardware
does not have to be shared between inferencing and training. Processing of mission data hence
completes roughly 100 seconds sooner in Table than in Table [6.1] Unfortunately, the net
impact of these factors is not favorable for cloud training. Out of 336 TPs, Hawk is able to find
only 151 in contrast to 219 (bottom rows of Tables[6.7|and [6.T]).

At 30 kbps, cloud training with 100X compression fares better as shown in Table[6.8] It takes
approximately 4.2 minutes to transmit the compressed model. At the end of the mission, we find
a total of 269 positives as compared to 235 with scout training at the same bandwidth (Table [6.2).
At higher bandwidth of 100 kbps, this improvement in recall persists. As seen in Table [6.9] we
find 284 positives with cloud training versus 246 with scout training. Apart from increased
compute power leading to longer training, the cloud also has access to all the human-labeled
data leading to increased model accuracy. In scout training, we only share positives between the
scouts.

We also tested cloud training using a reduced model compression of 10X. As expected, when
100X model compression is not feasible, cloud training fares much worse. At 12 kbps, model
transmission with 10X compression takes so long that the results are meaningless. Matters im-
prove as bandwidth rises. At 30 kbps, cloud-training finds 159 TPs (bottom row of Table [6.10),
this is much lower as compared to the 235 TPS found during scout training (bottom row of Ta-
ble[6.2)). With increased bandwidth of 100 kbps, we find 263 positives (bottom row of Table[6.11)
compared to 246 with scout training (bottom row of Table[6.3).

In Figure [6.34] we summarize the results for cloud vs. scout training for four classes in
DOTA. As seen in the figure, when bandwidth rises, cloud training at 100X fares better than scout
training. Similarly, we show the results for four classes of the HIRISE and Brackish datasets in

Figures [6.35|and [6.36
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G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 499 30 8 ) 46 @ 69 @® | 31379 (820
2 859 (53 22 3 74 () 299 @7 | 52919 160
3 1156 (30 44 (5 109 (9 524 @1 | 74392 (1898)
4 1935 (16) 62 (10) 165 «12) 802 (98) | 121635 (2835)
5 2169 (149) 87 ®) 193 13) 1067 «s) | 138814 (2166)
6 2889 (222) 133 5 255 ae) 1396 (164) | 181761 (3639)
7 3699 (357) 181 (10) 318 (18 1786 204) | 233264 (3751)

4019 an 269 @ 336 (0) 2554 (9 | 252231 (o)

DOTA Class: Roundabout
Format and notes identical to Table
Table 6.8: Model Evolution at 30 kbps (Cloud-100x)

G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 262 (82 T © 25 ) 271 32 18484 (283)
2 455 (149 19 @ 41 @ 679 190 | 27150 (426
3 636 (113) 37 © 56 @® | 1453 82 | 48416 (960)
4 936 (152) 51 an 90 an | 2351 a9n | 75859 (1764)
5 1297 a72) 84 (26) 130 23 | 3012 74 | 102039 (1295)
6 1746 (194) 115 37 174 a5y | 3990 @57 | 132468 2367
7 2390 (283) 160 (26) 233 @i | 5161 @i17) | 184297 (3305
8 3330 362) 229 (14 286 23) | 6110 @69 | 211825 (3915)

4029 (29) 284 (1) 336 © | 7593 o4 | 252231 (0

DOTA Class: Roundabout
Format and notes identical to Table

Table 6.9: Model Evolution at 100 kbps (Cloud-100x)

68




G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 3080 (74 T @ 273 0 70 @) 198940 30s)
4011 @) 159 a3) 336 (0) 2446 35) | 252231 ()
DOTA Class: Roundabout
Format and notes identical to Table
Table 6.10: Model Evolution at 30 kbps (Cloud-10x)
G | New model Positives Total Tiles Tiles
e installed | discovered | Positives | transmitted processed
n (seconds) so far so far so far so far
0 0 0 0 0 0
1 908 (18) 7 3 94 ) 211 @ | 65803 (1027)
2 1972 2 T2 @) 168 (12) 2031 29) | 125929 (1964)
3 2930 57 137 a3) 262 (13) 3751 95) | 186056 (3319)
4 3884 (32 205 @5) 331 as) 5502 ©6) | 246083 (3839)
4019 an 263 ®) 336 () 7527 @4y | 252231 (0

DOTA Class: Roundabout
Format and notes identical to Table

Table 6.11: Model Evolution at 100 kbps (Cloud-10x)
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Figure 6.34: Cloud vs. Scout Training (DOTA)
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Figure 6.35: Cloud vs. Scout Training (HiRISE)
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Figure 6.36: Cloud vs. Scout Training (Brackish)
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Parameter name Description Default Values
Initial Training Epochs Number of training epochs for initial model 30

Rate of augementation Rate of augmenting training set 4
Learning rate (LR) Rate of model learning 0.01
LR warm-up epochs Initial number of warm-up epochs 10
Learning rate schedule Pre-defined LR schedule cosine
Momentum Percentage of gradient retained 0.9
Weight decay L2 regularizer le-4
Optimizer Name of optimization algorithm sgd
Label Smoothing Degree of smoothing 0.1
EMA momentum Update momentum 0.6
Batch-size Number of images in a batch 64
Image-size Resolution of image feed 256
Layers to unfreeze Number of model layers to train 3
Model architecture Name of DNN model architecture resnet50

Table 6.12: Hyperparameter used for Section

6.4.5 Novelty of Phenomenon

From an ML viewpoint, the size of Hawk’s bootstrap set implicitly defines the novelty of the
phenomenon being explored. All results reported so far were obtained with a bootstrap set size
of 20. In this section, we explore the performance of Hawk when fewer than 20 examples are
used in bootstrapping Hawk models. We ask “Is Hawk effective with even smaller bootstrap sets,
implying an even weaker Gen-0 model?”

Table [6.12] gives the hyperparameters for training Hawk models when fewer than 20 exam-
ples are used. Figure shows how Hawk model evolution varies with bootstrap set size as it
shrinks from 20 down to 15, 10 and 5. These results were obtained at 12 kbps for the Round-
about class of the DOTA dataset. The figure shows that bootstrap set size clearly impacts Hawk’s
effectiveness. As this size shrinks, Hawk’s model evolution has a shallower slope and ends with
discovery of fewer TPs. However, it is impressive that even with a bootstrap set size of 5, Hawk
finds 138 out of 336 TPs by the end of the mission. This is in contrast to just 88 TPs found by
Gen-0 without learning at a bootstrap set size of 20. As bootstrap set size is increased to 10, 15,
and 20, Hawk finds 142, 185 and 219 TPs respectively.

As expected, the size of the bootstrap set affects the initial model accuracy and in effect the
number of positives found at the end of the mission. For the class Roundabout, the AUC of the
initial model at Hawk-12-20 is 0.18 which drops to 0.086 for Hawk-12-5. Lower model accuracy
leads to misclassifying positives and longer time in retraining the next model generation. We see
similar patterns for other classes of DOTA, and across the other datasets. In summary, Hawk is
effective even with very novel phenomena.
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Figure 6.37: Impact of Bootstrap Set Size (12 kbps, DOTA)
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12 kbps 30 kbps 100 kbps
Total TPs Tiles TPs Tiles TPs Tiles
TPs | Discovered | Transmitted | Discovered | Transmitted | Discovered | Transmitted
Roundabout 214 141 570 165 1427 175 4280
Swimming Pool | 214 149 571 168 1430 181 4285
Large Vehicle 225 123 546 158 1367 170 4100
Airplane 200 120 633 142 1433 168 4390

Table 6.13: YOLO as Bandwidth Varies (DOTA, Scout Training)

6.4.6 DNN-Agnostic Model Evolution

Hawk cleanly separates and encapsulates the model used for selective transmission from the rest
of its machinery. Adding a new model to Hawk is relatively straightforward (Section [3.5)). No
model customization is needed. The methods in Hawk interface (Section [3.4.5) has to be imple-
mented, and default hyperparameter settings have to be provided for the Wizard (Section [3.6)).
The tile size of input images (Sectiond.3) may also need to be modified. Hawk’s modularity thus
positions it well to benefit from future DNN architectural improvements from the ML commu-
nity. In this section we evaluate how sensitive Hawk learning is to the specific choice of model.
We aim to answer the question, “Is Hawk model agnostic?” We repeated the experiments in
Section [6.4.1using YOLOvV5-small [28]] and EfficientNet-b4 [[70] rather than ResNet50.

The You Only Look Once (YOLO) models were proposed by Redmon et al. for object
detection [S7]. YOLOVS is a state-of-the-art single-stage detector that formulates the object
detection problem as a single regression problem, where bounding box coordinates and class
probabilities are computed at the same time. During learning YOLO uses multi-scale training,
where the input image is transformed and analyzed at different resolution. This helps in detecting
small objects in the image.

EfficientNet is a group of state-of-the-art image classification DNN models. This model
emphasizes in keeping the number of parameters lower while increasing the accuracy. The ap-
propriate scaling coefficient for different dimensions of the network are found using grid search
and those coefficients are applied to scale up the baseline network to the desired target model
size or computational budget. Compared to other DNN models, the EfficientNet models shows
better efficiency by reducing parameter size and FLOPS by an order of magnitude.

In Hawk, the tile size is configured depending on the DNN architecture. The tile size is
256x256 for ResNet-50 and EfficientNet; it is 600x600 for YOLO. Table [6.13] and Table
show the results for YOLOVS and EfficientNet respectively. As in the case of ResNet-50, many of
the TPs that are encountered during a mission are discovered even at 12 kbps. The number of TPs
found for each classes differs with the DNN model used. For example, Column 7 of Table [6.13]
shows that YOLO finds more TPs of Roundabout (175) than Airplane (168) at 100 kbps. In
contrast, Column 7 of Table [6.4] shows that Resnet-50 finds fewer TPs of Roundabout (246) than
Airplane (253) at the same bandwidth. Many other subtle reorderings of this nature occur across
Tables and The choice of the optimal DNN for a mission is thus difficult to automate.
Therefore, Hawk defers this decision to mission personnel.
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12 kbps 30 kbps 100 kbps
Total TPs Tiles TPs Tiles TPs Tiles
TPs | Discovered | Transmitted | Discovered | Transmitted | Discovered | Transmitted
Roundabout 336 185 948 216 2570 289 7860
Swimming Pool | 335 203 940 275 2590 305 7650
Large Vehicle 357 174 916 206 2470 247 7620
Airplane 350 194 958 272 2430 297 7560

Table 6.14: EfficientNet as Bandwidth Varies (DOTA, Scout Training)

6.5 Chapter Summary and Discussion

In summary, our results show the effectiveness of Hawk in discovering positives for datasets
from the domains of drone surveillance, planetary exploration, and underwater sensing. Even
at bandwidths as low as 12 kbps and base rate of 0.1%, on average Hawk discovers close to
64.6% of the positives in the stream across the three datasets. Hawk also is bandwidth adaptive,
it discovers more positives with increase in network bandwidth. In the Hawk setting, where data
is unlabeled and bandwidth is very low, the optimal location for training may be in the cloud or at
the scout. Results in Section [0.4.4] upend the conventional thinking that the cloud is always the
right place for training if privacy is not an issue. The specific tradeoffs are highly dependent on
factors such as model compression, bandwidth, and scout compute power. This showcases the
need for a dynamic and bandwidth-adaptive approach in selecting the training location. Hawk is
not dependent on any specific DNN model architecture and as new models are developed they
may be added to the Hawk toolkit.
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Chapter 7

Improving Recall using Diversity Sampling
and Few-Shot Learning

Previous chapters describe the characteristics and effectiveness of Hawk in discovering instances
of a rare target from unlabeled high-resolution image streams in a distributed edge setting. In
Chapter [6] we validate Hawk on three challenging datasets at network bandwidths as low as
12 kbps. From the results, a team of 7 scouts is able to discover up to 86.3% of the target instances
discovered using BruteForce model. A BruteForce model is created using prior knowledge of
the mission. Though effective in discovering rare instances, there exists a persistent gap between
Hawk and BruteForce as seen in Figures|6.7|to The gap between the two search methods is
as small as 13% in the best case, but higher in other cases. It can be viewed as the price of doing
learning on-the-fly from sparsely labeled data. Can we improve the performance of Hawk even
further?

There are three main reasons for the disparity between Hawk and BruteForce. First, the
BruteForce model as stated earlier has knowledge of the mission, the model used for BruteForce
model is trained using all mission data. On the other hand, the initial model in Hawk is trained
using less than 20 positive instances of the target. Due to high variability in appearance even
amongst instances of the same target object, there may be positive instances in the mission data
that are very different from the instances available in the training set. Secondly, the positive
instances presented for labeling may be too similar to the existing examples in the training set.
This leads to little improvement in the model during training. Thus, some positive instances
present in the mission data may never be transmitted for labeling. Finally, human-labeling guides
the mission, any bias during labeling is reflected in the items transmitted by Hawk.

In this chapter, we look at techniques to improve recall and thus reduce the gap between pos-
itives discovered using BruteForce and Hawk. Particularly, we explore two techniques, Diversity
Sampling and Few-Shot Learning, as ways of improving recall and hence, the performance of
Hawk.
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7.1 Diversity Sampling

Hawk aims to continuously improve its selective transmission capability during a mission. As
mentioned in Section d.5] Hawk uses TopK strategy to select results for transmission. The selec-
tion strategy serves dual purpose, at low network bandwidth it aims to transmit as many positive
instances as possible and also select good items that improve the model quality. Thus, the top
“K” most scoring items is a reasonable heuristic. It both helps in discovering positive instances,
and the FPs transmitted are negatives that confuse Hawk model the most. However, using this
selective strategy could lead to the model transmitting TPs that are too similar to the examples
in the training set and lead to stagnation of model quality. Uncertainty sampling strategies in
Active Learning (AL) such as TopK and Maximum Entropy, mainly focus on items close to the
decision boundary and leads to confirmation bias [36].

This bias is inherent to Active Learning (AL) and Semi-Supervised Learning (SSL) and is
a significant contributor to the gap between positives discovered in Hawk and BruteForce. The
early TPs guide learning along a path that gives low scores to TPs that look very different. These
are the proverbial “black swans,” relative to what has been learned so far. Once SSL proceeds
down this path, those low-scoring positives and others like them are excluded from ever being
transmitted for labeling. The TPs transmitted for labeling will merely reinforce the existing
bias, leading to a stagnation of model quality. This problem does not occur in fully supervised
learning, because all data is labeled a priori. Thus, there is a need for transmitting diverse
positives to the labeler. In this section, we show how diversity sampling strategies can be used to
compensate for the lack of exploration of space.

As stated earlier, the TopK selection strategy does not remove redundant results during trans-
mission. This can result in very similar results being labeled and can lead to little or no improve-
ment in the quality of models trained. Diversity sampling helps select items of different kinds,
thus, it is complementary to uncertainty sampling. We use clustering to partition the feature space
and then select representative samples from each cluster. We build on recent work in diversity
sampling (65, 83]]. These work optimize for both model uncertainty and feature exploration. We
choose an approach similar to Zhdanov [83]], we use clustering to select diverse samples. In Zh-
danov [83], the authors connect the problem of diverse selection to the Facility Location problem
and uses K-means clustering as a solution. In Hawk, we cannot make assumptions on the num-
ber of clusters. We therefore use a density-based clustering scheme [[14], rather than K-means
clustering. We project the high-dimensional DNN-extracted features to a low-dimensional space
using principal component analysis (PCA) before applying the clustering algorithm.

How much of the available bandwidth should we allocate to diversity-based samples, as op-
posed to TopK samples? This is a tricky question to answer, because it is highly dependent on
the data, and the order in which it is encountered. Our experiments show that deviating from
strict TopK at very low bandwidth (12 kbps) hurts rather than helps. Since K=4 at 12 kbps, one
diversity sample and three TopK samples per batch is the smallest diversity allocation possible.
The columns labeled “12 kbps” in Table show that even using this smallest possible alloca-
tion for diversity hurts Hawk for all four classes of the DOTA dataset. Except for a few classes,
we observe similar behavior for the classes in HiRISE and Brackish as given in Table [7.2] and
Table[7.3|respectively.

When bandwidth rises, there is additional headroom for diversity. At 30 kbps, K=10; we
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12 kbps 30 kbps 100 kbps

Total | TopK | +Div- | TopK | +Div- | TopK | 4Div-
TPs | Only | ersity | Only | ersity | Only | ersity
Roundabout 336 219 203 235 237 246 269
Swim. Pool 335 209 194 250 262 272 313
Large Vehicle | 357 200 182 217 217 264 271
Airplane 350 176 183 213 221 253 285

The mean of three runs of each experiments are shown. Standard deviations are not shown since
they are less than 5.54%.

Table 7.1: Using Diversity Selection (DOTA, scout training)

12 kbps 30 kbps 100 kbps

Total | TopK | +Div- | TopK | +Div- | TopK | +Div-

TPs | Only | ersity | Only | ersity | Only | ersity

Bright Dune 64 48 44 51 49 56 57
Crater 64 42 37 49 47 55 55
Dark Dune 64 43 41 50 52 55 58
Imact Ejecta 64 40 43 45 49 51 57
Slope Streak 64 45 39 49 52 54 59
Spider 64 45 42 50 48 53 54
Swiss Cheese 64 47 48 51 51 57 61

Table 7.2: Using Diversity Selection (HiRISE, scout training)

12 kbps 30 kbps 100 kbps
Total | TopK | +Div- | TopK | +Div- | TopK | +Div-
TPs | Only | ersity | Only | ersity | Only | ersity

Crab 600 396 385 462 472 511 533
Fish 600 327 310 434 440 488 506
Starfish 370 182 177 227 235 255 267
Shrimp 564 375 366 455 462 496 517

SmallFish | 564 299 281 311 320 386 404
Jellyfish 584 334 338 387 393 440 456

Table 7.3: Using Diversity Selection (Brackish, scout training)
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transmit 7 TopK samples and 3 diversity samples. At 100 kbps, K=30; we transmit 20 TopK
samples and 10 diversity samples. As seen from Tables|/.1]to there is a significant improve-
ment in the number of TPs found at these higher bandwidths. At 100 kbps, on average Hawk
discovers 15 additional positives for the three datasets considered. We observe the most improve-
ment for the target “Swimming-Pool”, we discover 41 more positives using TopK+Diversity as
compared to a pure TopK strategy. For the HiRISE dataset, the improvement in positives is
smaller than other datasets, a reason for this could be that the samples are all clustered together
leading to inefficient diversity sampling.

7.2 Few-Shot Learning

Few-shot Learning (FSL) is a subfield of machine learning that learns from a very small set of
training samples. FSL methods aim to emulate a human’s ability to identify new data from only
a few examples. In essence, FSL methods “provide algorithms for transferring knowledge from
a large set of source data, to a set of sparsely annotated target categories of interest” [25]. FSL
is a complement to Hawk rather than a competitor. Its goal is to create the best model possible
when only a few labeled TPs are available. This is indeed the situation at the start of a Hawk
mission. However, Hawk’s goal is to go well beyond the few-shot stage by discovering new TPs
and adding them to the training set. This leads to two questions: (1) Can the learning in Hawk
help it to catch up with FSL? (2) Can the strengths of FSL and Hawk be combined? We answer
these questions using SnaTCHer [27]], a state-of-the-art open-set recognition algorithm for FSL.

FSL models provide better feature representations as compared to a DNN model learned via
transfer learning. In this section, we compare the performance of Hawk with FSL methods. Most
FSL work only consider a closed-world problem setting where the test data contains classes
that are known to the FSL model. However, this does not satisfy the setting we consider in
Hawk where the majority of mission data are uninteresting and may not contain instances of
the target class. This is the main reason for using SnaTCHer [27], which considers few-shot
open-set recognition problem. In this work, the algorithm trains a feature transformer to identify
unseen samples. SnaTCHer supports 1-shot and 5-shot FSL; we use the 5-shot version in our
experiments.

At 12 kbps and a bootstrap set size of 5, Figures [7.1|to [7.14] compare Hawk-12-5 and FSL-
12-5 for the classes in the three datasets. For reference, the Oracle-12, BruteForce-12, and
NoLearn-12-5 lines are also shown. Two observations are salient. First, FSL-12-5 does much
better than NoLearn-12-5. In other words, if no learning is done beyond the bootstrap stage,
using FSL to create Gen-0 is definitely better than using transfer learning. Second, although
Hawk-12-5 is noticeably worse than FSL-12-5 at the start of the mission, it is noticeably better
by the end. This positively answers the first question: continuous learning during the mission
can indeed overcome the advantage of a superior initial model that does not evolve.

To answer the second question, we compare Hawk-12-5 with a modified version of Hawk
whose Gen-0 model is FSL-12-5. As mentioned earlier, FSL-12-5 discovers more positives as
compared to the Gen-0 model used in Hawk-12-5, as can be observed from the NoLearn-12-
5. Thus instead of the transfer-learned model, we use the FSL model as the initial model. FSL
methods do not allow for continuous learning, that is the FSL model is never re-trained to include
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the knowledge of newly discovered TPs. Therefore, to perform continuous learning we replace
the FSL model with a transfer learnable model after sufficient TPs have been discovered by the
Gen-0 model. In other words, once sufficient TPs have been collected to train Gen-1, Hawk
switches to using transfer learning for Gen-1 and all further models. This hybrid approach is
shown by the curve Hawk+FSL-12-5 in Figures ?? to ??. For DOTA and Brackish datasets,
we use Hawk after collecting 20 positives. This number is 10 positives in the case of HiRISE,
because FSL finds fewer than 20 positives for some classes in HIRISE. From the mission start
to model Gen-1, the superiority of FSL over simple transfer learning is operative. As mentioned
earlier in Section4.6] the influence of early training examples is especially significant. This leads
to about 34 more positives being found for the four classes of DOTA, relative to Hawk-12-5. The
improvement is smaller in the case of the other two datasets, about 5 in the case of HiRISE
dataset and 14 for Brackish dataset. In effect, FSL provides Hawk with a higher starting point
from which to benefit from improvements via continuous learning.

A possible future extension to Hawk would be to have a continual FSL approach, where we
use a model trained using FSL technique for models beyond Gen-0 model, possibly to Gen-1,
Gen-2, and so on. Efforts are being made to enhance few-shot learning by incorporating the
capability for continuous lifelong learning [7, 58]]. Such a learning technique would greatly
benefit from the generalization capability provided by the FSL model and the ability of continual
learning to incorporate the knowledge of newly available data without forgetting previous data.

7.3 Chapter Summary and Discussion

In this Chapter, we introduce diversity sampling and few-shot learning as techniques to improve
the performance of hawk in discovering more positives relative to BruteForce. Hawk’s default
configuration optimizes for extreme low bandwidths by using a pure TopK selection strategy.
Diversity sampling, helps in the exploration of the feature space and improvement in the model
learned compared to TopK sampling. The fraction of K allocated to diversity can be adapted
to match the current bandwidth. We also show the advantage of using FSL as the initial model
for a bootstrap set having 5 positives. As stated earlier, the better feature representation of FSL
provides Hawk with a higher starting point. Since FSL and diversity sampling (Section [/.1])
apply to different phases of a Hawk mission, we can easily combine the two. This combination
can further close the gap relative to BruteForce.
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Chapter 8

Conclusion and Future Work

In this dissertation, we address the problem of efficient utilization of low network bandwidth
for remote sensing of rare events. As mentioned in Section [[.] the mismatch ratio between
the incoming sensor data rate on probes, and much lower backhaul bandwidth from probes to the
Internet, can easily be one to four orders of magnitude. We design and implement a system called
Hawk that is extremely bandwidth-frugal in collecting data for training sets of rare phenomena.
We also propose an efficient semi-supervised approach to continuously improve the quality of
learning and in turn, improve the selective transmission capability in Hawk during a mission.
This chapter concludes the dissertation with a summary of contributions, and discusses future
research directions and challenges in this area.

8.1 Contributions

As stated in Chapter [T} the thesis validated by this dissertation claims:

It is feasible and effective to create a distributed system that integrates selective transmission,
human labeling, and model training to perform low base rate active learning in an edge comput-
ing setting. Such a system can be valuable in collecting training data of a novel phenomenon
in extreme bandwidth-challenged environments. Such a system can transparently perform ma-
chine learning in the background and automatically select tactical parameters to match network
bandwidths, data distribution, and computational loads on robotic probes.

To validate this thesis, we design and build a prototype implementation of the system Hawk.
Hawk is an interactive model-agnostic live learning system that enables discovery of rare novel
phenomena from a stream of extremely skewed unlabeled visual data capture on weakly-connected
remote sensing probes. Live learning is crucial for remote sensing missions where discovery of
targets are difficult due to factors such as low bandwidth, novelty of target, and extreme class
imbalance.

Previous work in distributed and federated learning assume the incoming data is pre-labeled,
which is not true in the case of real-world deployments. These work also do not consider the
rarity of targets, which is inherent to video analytics or surveillance tasks. We do not know any
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prior system that performs live learning.

In this work, we recognize the network bandwidth as the first-class design consideration
in live learning. There exists a severe mismatch of 103 — 10* or more between the input and
output data rates on remote sensing platforms. This severely limit the amount of data that can
be transmitted back to the mission personnel. Thus, even a weak model trained on-the-fly using
knowledge acquired from the data encountered during a mission is helpful to enrich the result
stream to the mission personnel for inspection. This also helps prune away irrelevant data and
thus, ensure that precious bandwidth is not wasted.

We also propose an efficient active learning and semi-supervised learning approach to im-
prove the quality of the newly trained models and discover positives instances of a target from
very few labeled data. Widely used techniques in active learning and semi-supervised learning,
do not consider extreme class imbalance of 0.1% or less. Naively using one of the classical semi-
supervised algorithms such as pseudo-labeling will deteriorate the quality of the model trained
because of the rarity of the target class. In Hawk, we ensure that any positive data added to
the training data is verified by the mission personnel as a TP. We develop an improved pseudo
labeling (Section [3.2)), to machine label ENs and thus prevent transmission of frivolous FPs. To
ensure training is not affected by a stray mislabeled example, we use a fresh random subset of
available pseudo-labeled negatives for each new generation of model training.

In Chapters {]and [6] we extensively validate the design and effectiveness of the system under
varying conditions across three challenging datasets. These are datasets similar to data collected
during a remote sensing mission and are collected from aerial drones (UAVs), satellites, and
underwater vehicles. In our results, we show the effectiveness of Hawk in collecting positive
instances encountered from live data stream during a mission. By presenting results for three
different DNN model architecture, we demonstrate the model-agnostic nature of Hawk. We show
that even at bandwidths as low as 12 kbps, Hawk comes close to what is achievable through brute
force.

Finally, we present results to showcase probable techniques to improve the productivity of
Hawk. In the best case, we were able to find about 40 additional positive examples by extending
Hawk to include diversity sampling capability.

8.2 Future Work

8.2.1 Optimizing Human Attention Bandwidth

There are two critical bottlenecks in the interactive labeling of rare targets from unlabeled visual
streams: (a) the network bandwidth from the remote source to the human expert, and (b) the
expert’s labeling bandwidth. In this thesis, we focus on the efficient utilization of the backhaul
bandwidth by transmitting better results to the expert. The selective transmission strategy in
Hawk is frugal in its bandwidth usage, it fills but not overfill the end-to-end pipeline, and thus
optimize the use of scarce network bandwidth.

Another area worth exploring is the efficient usage of human expert’s time and attention
during the labeling task. Most work in active learning use a labeling script in lieu of a human
annotator and the key performance indicator is the performance of the trained model against
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benchmark datasets. It may be valuable to study how factors such as human fatigue, and the
difference in labeling quality can affect the training set collection. The system must also be
designed to match the rate of result delivery to the labeling rate of the expert. When the delivery
is too fast, it overloads the expert and results in wastage of system resources. On the other
hand, too slow a delivery will result in wasting the expert’s time because of the data stall. This
work can benefit greatly from algorithms that help identify coresets that generalize and speed up
training such that the trained machine learning model has approximately the same accuracy as
when trained on the entire data [44, 50].

8.2.2 Improving Model Compression

In Section[6.4.4] we discuss the need for aggressive model techniques to be able to transmit DNN
models that are tens of MBs in size over low kbps networks available during remote sensing.
Model compression aims to remove the redundancies in large models and reduce the model size
and inference time of a model with minimal impact on its performance. Some widely used tech-
niques to achieve such compression are: pruning, knowledge distillation, and quantization [[15]].
However, the effect of these methods alone is limited.

With the increase in training data, the newly developed DNN models are getting bigger and
more complex. For example, large language models are growing at the rate of 10X every 12
months, and the compute requirements are doubling every 3.4 months [60]. Even with promi-
nent compression methods such as DeeploT [82]], which reports size reductions of 90-99% on
sequential model architectures such as LeNet and VGG, we only observe 2—-3X compression on
recent DNNs such as YOLOVS and EfficientNet. As shown in Table we can attain a better
compression ratio, around 10X, by training only the last layers of the model. However, from our
results, it is clear that only with compression close to 100X we see an advantage of training in the
cloud as compared to training on-site on the scouts. Therefore, it is worth exploring techniques
to attain 10X or 100X compression in model sizes.

8.2.3 Addressing Labeling Bias

Machine learning models trained on a human-labeled dataset can learn the inherent biases of the
labeler[49]. The labeler’s biases such as language, expertise, and experiences can influence the
quality of data labeling. Learning in Hawk is guided by the labels provided the expert, any bias
during labeling is reflected in the results transmitted. In this thesis, we do not address the impact
of imperfect human labelers or noisy labels. Even the most widely used ImageNet dataset has
an error rate of 5.8% [48]]. The presence of these noisy labels in training data can greatly reduce
the accuracy of the learned models. Early identification of such erroneous labels is valuable to
guarantee the accuracy of learning is not affected. Solutions that address this problem [12, [71]],
can help ensure the system is robust to such labeling bias or inaccuracies.

8.2.4 Adapting to new targets

In many exploration tasks, unforeseen phenomena or a possible threat, may be encountered dur-
ing a mission. It is impossible to anticipate all types of queries before the start of the mission.
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Therefore, it is beneficial to have a learning algorithm that can learn and detect new phenomena
and act accordingly. Recent work in incremental machine learning may be useful in addressing
this problem. One such work iCARL [54] extends the existing model’s knowledge to adapt to
new targets of interest while preserving previously acquired knowledge. An interesting extension
of Hawk would be the addition of such an incremental learning algorithm.

8.2.5 Continual Few-Shot Learning

Another valuable future extension to Hawk would be the integration of a continual few-shot
learning. Few-Shot Learning (FSL), as the name suggests are algorithms that predict new classes
that have very few label data. These FSL models have better generalization capability compared
to models trained using transfer learning with the same labeled examples. However, conventional
FSL methods do not consider continuous learning to improve the model quality when new TPs
are available. Such an extension to FSL methods will further improve the number of TPS that
can be discovered by Hawk.

8.2.6 Extending Hawk Labeling Interface

In specialized fields such as pathology, there may be ambiguous data items that need a second
opinion. In Hawk, currently the labeling interface only supports a single expert per mission.
One way to support labeling by multiple experts would be to shard the results across multiple
home (or clients). A better extension would be the capability to incorporate judgments of mul-
tiple experts for an ambiguous data items. When an expert displays uncertainty in labeling, the
item is presented to multiple experts to collect their decision. The system may also choose to
occasionally presents the same items to multiple experts to ensure consensus in labeling. Such
an interface may have screen sharing and voice communication features to help experts reconcile
differences, if any, during labeling. For cases where the disagreement needs to be preserved,
multi-label classification [75] techniques may be useful.

8.2.7 Burstiness of TPs

As discussed in Section[4.5] in Hawk we assume the low base rate TPs have uniform data distri-
bution. However, there could be burstiness in the distribution of TPs. This burstiness could be
temporal in nature (e.g., in a search-and-rescue drone mission, all the survivors are clustered at
a particular location) or spatial in nature (e.g., one of N scouts sees a target-rich environment,
but the others see a target-poor environment). In such cases, the default TopK selection strategy
in Hawk may miss transmitting some of the TPs or may transmit some of the TPs in the next
iteration of selective transmission, provided the TPs have high scores. A naive approach, would
be to have live actuation, upon discovery of a target the ground operator could instruct the flight
program in the drone to fly closer for better inspection. Another approach, would be to have an
on-demand pull request from the operator based on the hit-rate from a particular scout. Such that,
instead of having the same K value across scouts, the value of K can be based on the number of
TPs discovered at each scout.
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