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Abstract
Hard disk drives and solid-state drives are the workhorses of modern storage sys-

tems. For the past several decades, storage systems so�ware has communicated with
these drives using the block interface.�e block interfacewas introduced early onwith
hard disk drives, and as a result, almost every storage system in use today was built for
the block interface. �erefore, when �ash memory based solid-state drives recently
became viable, the industry chose to emulate the block interface on top of �ashmem-
ory by running a translation layer inside the solid-state drives.�is translation layer
was necessary because the block interface was not a direct �t for the �ash memory.
More recently, hard disk drives are shi�ing to shingled magnetic recording, which in-
creases capacity but also violates the block interface.�us, emerging hard disk drives
are also emulating the block interface by running a translation layer inside the drive.
Emulating the block interface using a translation layer, however, is becoming a source
of signi�cant performance and cost problems in distributed storage systems.
In this dissertation, we argue for the elimination of the translation layer—and

consequently the block interface. We propose adopting the emerging zone interface
instead—a natural �t for both high-capacity hard disk drives and solid-state drives—
and rewriting the storage backend component of distributed storage systems to use
this new interface. Our thesis is that adopting the zone interface using a special-
purpose storage backend will improve the cost-e�ectiveness of data storage and the
predictability of performance in distributed storage systems.
We provide the following evidence to support our thesis. First, we introduce Sky-

light, a novel technique to reverse engineer the translation layers of modern hard disk
drives and demonstrate the high garbage collection overhead of the translation layers.
Second, based on the insights from Skylight we develop ext4-lazy, an extension of
the popular ext4 �le system, which is used as a storage backend in many distributed
storage systems. Ext4-lazy signi�cantly improves performance over ext4 on hard disk
drives with a translation layer, but it also shows that in the presence of a translation
layer it is hard to achieve the full potential of a drive with evolutionary �le system
changes. �ird, we show that even in the absence of a translation layer, the abstrac-
tions provided by general-purpose �le systems such as ext4 are inappropriate for a
storage backend. To this end, we study a decade-long evolution of a widely used dis-
tributed storage system, Ceph, and pinpoint technical reasons that render general-
purpose �le systems un�t for a storage backend. Fourth, to show the advantage of a
special-purpose storage backend in adopting the zone interface, as well as the advan-
tages of the zone interface itself, we extend BlueStore—Ceph’s special-purpose storage
backend—to work on zoned devices. As a result of this work, we demonstrate how
having a special-purpose backend in Ceph enables quick adoption of the zone inter-
face, how the zone interface eliminates in-device garbage collection when running
RocksDB (a key-value database used for storing metadata in BlueStore), and how the
zone interface enables Ceph to reduce tail latency and increase cost-e�ectiveness of
data storage without sacri�cing performance.
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Chapter 1

Introduction

Data has surpassed oil as the world’s most valuable resource [56] 1. But unlike oil, of which there
is a limited supply, the world is drowning in data [155]. Extracting value from this new resource
requires large-scale distributed storage systems that can scale seamlessly to store vast volumes of
data in a cost-e�ectivemanner, granting the opportunity to e�ciently—with high throughput and
low latency—access and process the stored data.

�e systems community is on a constant quest for designing ever more cost-e�ective and e�-
cient distributed storage systems. To tame the complexity, these systems are conventionally con-
structed in layers. At their penultimate layer, distributed storage systems rely on general-purpose
�le systems. In a layer below, general-purpose �le systems communicate with the storage devices
using the block interface.�e block interface is a poor match for modern high-capacity hard disk
drives and solid-state drives, and emulating it inmodern storage devices imposes a “block interface
tax”—unpredictable performance [80, 221] and increased cost [206]—on storage devices and con-
sequently on the distributed storage systems. Moving back up a layer, although relying on general-
purpose �le systems is convenient for distributed storage system designers, in the long term it is
counterproductive because it imposes a “�le system tax”—reduced performance [143][10, 149],
accidental complexity and rigidity in the codebase [201].
In this dissertation we explore a clean-slate redesign of distributed storage systems that avoids

both the block interface tax and the �le system tax, in light of an emerging storage interface—the
zone interface—which is a natural interface for modern storage devices. To this end, we study and
quantify the block interface tax on modern hard disk drives and the �le system tax on the Ceph
distributed storage system. We then adapt Ceph to the zone interface and demonstrate how it
improves (1) cost-e�ectiveness, by storing data on high-capacity hard drives and (2) performance,
by achieving higher I/O throughput and lower tail latency on these drives.

1.1 10,000-feet View of Distributed Storage Systems

Distributed storage systems are complex, with many moving parts. In this section we give a high-
level overview of the architecture found in most such systems and outline the scope of our work.

1We color code citations: peer-reviewed articles are cited in blue and non-peer-reviewed articles are cited in red.
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Figure 1.1: 10,000-feet view of the architecture found inmost distributed storage systems.�e scope
of this dissertation is the storage backend that runs on every storage node.

Distributed storage systems aggregate the storage space ofmultiple physical nodes into a single
uni�ed data store that o�ers high-bandwidth and parallel I/O, horizontal scalability, fault toler-
ance, and other desirable features. Over the years many such systems have been developed [74, 84,
202, 205][58], but almost all of them have followed the same high-level design shown in Figure 1.1:
�ere is the client-side implemented as a kernel module or a library in the client nodes that enables
users to transparently access the storage system; there is the storage backend implemented in the
storage nodes that serves user I/O requests; and there is themetadata service implemented on the
metadata nodes that lets the clients know which storage nodes to read data from.

�e scope of this dissertation is the storage backend that runs on the storage nodes.�e storage
nodes form the bulk of the nodes in a typical cluster running a distributed storage system, and
they store all of the data in the system.�e storage backend runs on every storage node, receives
I/O requests over the network and serves them by accessing the storage devices that are locally
attached to the storage node. �e storage backend is a crucial component that sits in the I/O path
and plays a key role in the performance of the overall system.

1.2 �e State of Current Storage Backends
Distributed storage systems di�er in the details of how they design the storage backend. Almost
all of them, however, rely on a general-purpose �le system, such as ext4 or XFS, for implementing
the storage backend [74, 84, 87, 177, 202, 205][58, 154, 190, 209]. �is design decision has come
largely unchallenged for the past several decades. Perhaps unwittingly, it has locked the distributed
storage systems into running only on the storage devices that support the block interface.�e block
interface is a method for the storage so�ware, such as a �le system, to communicate with a storage
device, and storage devices that support the block interface are called block devices. Almost every
major �le system is developed to run on block devices.

�e block interface and general-purpose �le systems impose signi�cant performance taxes on
distributed storage systems. Although they appear to be interrelated, in the following sections we
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decouple them, explain howwe got here, and how each independently contributes to performance
problems.

1.2.1 �e Block Interface Tax
�ere have been tremendous technological advances in hard disk drive (HDD) manufacturing
process since IBM’s introduction of the �rst HDD in 1956 [88].�e essence of how data is inter-
nally stored in HDDs, however, has largely remained the same: bit patterns that can be indepen-
dently and randomly accessed and manipulated.�e block interface has evolved over the years to
match this essence of HDDs. It is a simple linear addressing scheme that represents the storage
device as an array of 512-byte blocks. Each block is identi�ed by an integer index and the blocks
can be read or written in random order.

�e earliest devices supporting the block interface appeared in 1986 [214], and it has been
the most dominant interface since then. Almost every major �le system developed in the past
few decades was designed for the block interface. Consequently, the block interface is deeply
entrenched in the storage ecosystem. So much that when the NAND �ashmemory paved the way
for a new breed of storage devices, the industry decided to emulate the block interface on top of
�ash memory, even though the block interface was a bad match for how �ash memory operated.
�us, solid-state drives (SSDs) were born.
Unlike HDDs that store data in blocks that can be randomly read or written, modern SSDs

store data in pages with sizes similar to that of blocks. �ese pages are grouped into erase units
spanning several megabytes, and all of the pages within an erase unit must be written sequen-
tially. Hence, in-place overwrite of pages is impossible, and rewriting pages is only possible a�er
�rst erasing all of the pages within an erase unit. To emulate the block interface on top of these
constraints SSDs internally run a translation layer that maps blocks to pages on erase units. To
handle a block overwrite, the translation layer writes data to a new page, remaps the block to the
new page, and marks the old page as stale. To reclaim space from the stale pages, the translation
layer performs garbage collection at arbitrary times: it copies non-stale pages from one erase unit
to another, remaps the corresponding blocks, and erases all the pages in the original erase unit.
Emulating the block interface using all thismachinery comeswith a high cost andperformance

penalty. Enterprise SSDs overprovision up to 28% of �ash memory and use gigabytes of RAM
for the e�cient operation of the translation layer, signi�cantly increasing the device cost [206].
Garbage collection performs extra internal writes that increases write ampli�cation—the ratio of
writes issued by the host to all thewrites performed internally by the device—leading to earlywear-
out of �ash cells. More importantly, garbage collection operations interfere with user requests and
lead to high tail latencies in distributed storage systems [80, 105].
Perhaps surprisingly, the block interface is becoming a burden formodernhigh-capacityHDDs

as well. To increase capacity, all three HDD manufacturers are shi�ing [130, 175, 176] to Shingled
Magnetic Recording (SMR) [215]. SMRHDDs internally store data in zones spanning hundreds of
megabytes. Not unlike erase units in �ash, the zones in SMR HDDs must be written sequentially
andmust be reset before being written again. To ease the adoption of SMRHDDs, drive manufac-
turers have introduced Drive-Managed SMR (DM-SMR) HDDs which, just like SSDs internally
run a translation layer to emulate the block interface. And just like SSDs they too su�er from an
unpredictable performance [2].
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In summary, emulating the block interfacewith a translation layer onmodern SSDs andHDDs
increases the device cost and results in an unpredictable performance and high write ampli�ca-
tion due to garbage collection performed by the translation layer.�e unpredictable performance
is undesirable in general, and in particular it is a major contributor to high tail latencies in dis-
tributed storage systems. We refer to these cost and performance overheads collectively as the
block interface tax.

1.2.2 �e File Systems Tax
�e developers of distributed storage systems have conventionally designed storage backends to
run on top of general-purpose �le systems [74, 84, 87, 177, 202, 205][58, 154, 190, 209].�is conven-
tion is attractive at �rst glance because �le systems implement most of the functionality expected
from a storage backend, but in the long run it is counterproductive.
Developers hit the limitations of general-purpose �le systems once they start pushing �le sys-

tems tomeet the scaling requirements of distributed storage systems, for example, when they store
millions of entries in a single directory [10, 89, 149]. �ey continue, however, with their original
design and try and �t general-purpose �le system abstractions to their needs, incurring signi�-
cant accidental complexity [25], which results in lost performance and hard-to-maintain, fragile
code. �is design decision is o�en rationalized by arguing that building a storage backend from
scratch is akin to building a new general-purpose �le system, which is known to take a decade on
average [60, 210, 211][116]. Recent experience, however, shows that building a special-purpose stor-
age backend from scratch can reach production quality in less than two years while signi�cantly
outperforming storage backends implemented on top of general-purpose �le systems [5, 6].
Another major disadvantage of relying on �le systems is their resistance to change. Once a �le

system matures, “... �le system developers tend toward a high level of conservatism when it comes
to making changes; given the consequences of mistakes, this seems like a healthy survival trait.” [45].
E�ectively supporting the emerging storage hardware, on the other hand, o�en requires drastic
changes.
In summary, relying on general-purpose �le systems for distributed storage backends leads to

accidental complexity and lost performance, and it hinders swi� and e�ective adoption of emerg-
ing storage technologies. We refer to these complexity, performance, and rigidity overheads col-
lectively as the �le system tax.

1.3 ZonedStorage andDilemmaofDistributedStorage Systems
Although they are worlds apart in how they are built and how they work, SMR HDDs and SSDs
both manage their storage medium in the same manner: as a sequence of zones, each of which
spans megabytes and can only be written sequentially.�e Zoned Storage initiative [51] leverages
this similarity to introduce the zone interface for managing both SMRHDDs and SSDs.�e SMR
HDDs that support the zone interface are called Host-Managed SMR (HM-SMR) HDDs, and the
SSDs that support the zone interface are caled Zoned Namespace (ZNS) SSDs.

�ese zoned devices are speci�cally targeted at large-scale distributed storage systems, and they
come with multiple features that are attractive at scale. First, they are expected to scale to capaci-
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ties of tens of terabytes in a single device. Second, zoned devices improve cost-e�ectiveness of data
storage without incurring garbage collection overhead. Speci�cally, HM-SMRHDDs increase ca-
pacity by 20% over conventional HDDs; and unlike enterprise SSDs, which declare themselves
dead a�er 28% percent of their �ash memory cells wear out, ZNS SSDs support dynamically de-
creasing the device capacity while continuing to store data on the remaining healthy cells.�ird,
the zoned devices move the control over explicit data placement from device to host: now the
host implements garbage collection and controls when it happens, thereby avoiding high tail la-
tencies caused by garbage collection kicking in at any moment in regular SSDs and DM-SMR
HDDs. More importantly, the host now has a chance to intelligently place data directly on zones
and eliminate garbage collection for certain common workloads [4].

�us, going forward, the distributed storage systems face a dilemma: should they adopt the
zoned storage and, if so, how?�is dissertation provides evidence that distributed storage systems
can avoid both—the block interface tax and the �le system tax—by adopting zoned storage using
a special-purpose storage backend.

1.4 �esis Statement and Contributions
�esis statement: Distributed storage systems can improve the cost-e�ectiveness of data storage
and the predictability of performance if they abandon the block interface for the zone interface and
general-purpose �le systems for special-purpose storage backends.

In this dissertation, we provide the following evidence to support our thesis statement:

We show that the block interface tax is becoming increasingly prohibitive. Distributed storage sys-
tems can run their storage backends on DM-SMRHDDs to be cost-e�ective and on regular SSDs
to be performant. Both of these are block devices that emulate the block interface with a transla-
tion layer. Researchers have shown that the block interface tax—the garbage collection overhead
incurred by the translation layer—leads to high tail latencies in SSDs [47, 80, 221]. We show that
the garbage collection overhead is even higher in DM-SMRHDDs by performing a thorough per-
formance characterization of popular DM-SMR HDDs (Chapter 2).

We show that it is hard to eliminate the block interface tax by evolutionary changes to general-
purpose �le systems. Distributed storage systems can eliminate the block interface tax by either
modifying current �le systems to work on zoned devices or by modifying �le systems to avoid
I/O patterns that cause garbage collection inside an emulated block device. Attempts to do the
former have stalled due to technical di�culties [35, 140], suggesting the �rst option to be im-
practical. We show that while the second option can signi�cantly improve the performance of
ext4—the canonical �le system for storage backends—on DM-SMRHDDs, it is hard to eliminate
the garbage collection-inducing behavior (Chapter 3).

We study and quantify the �le system tax and demonstrate that general-purpose �le systems are
un�t as distributed storage backends. We study the evolution of the storage backends in Ceph, a
widely used distributed storage system, over ten years, and we pinpoint technical reasons as to
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why general-purpose �le system abstractions are either too slow or inappropriate for the needs of
storage backends and how they lead to performance problems.�e �le system tax would still exist
even in the absence block interface tax (Chapter 4).

We demonstrate that a distributed storage system that already avoids the �le system tax is also well-
suited to avoid the block interface tax by quickly and e�ectively adopting the zoned storage. We
adapt BlueStore, a special-purpose storage backend in Ceph, to zoned devices. We demonstrate
that BlueStore can quickly adopt the zoned storage, and as a result, Ceph can leverage the extra
capacity o�ered by SMR with high throughput and low tail latency, avoiding the block interface
tax of DM-SMR HDDs (Chapter 5).

1.4.1 Contributions

�is dissertation makes the following technical contributions:

• A novel methodology, Skylight, that combines so�ware and hardware techniques to reverse
engineer key properties of DM-SMR HDDs (Chapter 2).

• A full reverse engineering—using Skylight—of two real DM-SMR HDDs and their perfor-
mance characterization (Chapter 2).

• A set of kernel modules that implement state-of-the-art translation layer algorithms and
emulate DM-SMR HDDs on top of conventional HDDs (Chapter 2).

• �e design and implementation of ext4-lazy, an extension of the ext4 �le system, which
reduces I/O patterns that cause garbage collection on emulated block devices (Chapter 3).

• A demonstration of performance improvements of ext4-lazy over ext4 on four DM-SMR
HDDs from two vendors using micro- and macro-benchmarks (Chapter 3).

• �e discovery of a long-standing bottleneck in ext4 formetadata-heavyworkloads onHDDs
and a �x for the bottleneck (Chapter 3).

• A longitudinal study of storage backend evolution in Ceph that dissects technical reasons
leading to performance problems when building a storage backend on top of a general-
purpose �le system (Chapter 4).

• An introduction to the design of BlueStore, a clean-slate storage backend in Ceph, the chal-
lenges BlueStore solves and the opportunities it provides (Chapter 4).

• An extension to RocksDB, a popular key-value store that BlueStore uses for storing meta-
data, which enables RocksDB to run on zoned devices (Chapter 5).

• A demonstration of a surprisingly high write ampli�cation in an enterprise SSD when run-
ning a concurrent sequential workload, such as RocksDB (Chapter 5).

• Ademonstration of performance improvements of RocksDB running on zoned devices over
RocksDB running on block devices with a translation layer (Chapter 5).

• An extension to BlueStore that enables it to run on zoned devices and an extension to Ceph
that enables it to leverage the zone interface and the redundancy of data to avoid high tail
latencies (Chapter 5).
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• An end-to-end demonstration on a cluster of how Ceph achieves cost-e�ective data storage
and high performance when running on HM-SMR HDDs compared to when running on
DM-SMR HDDs. (Chapter 5).

1.5 �esis Outline
�e rest of this thesis is organized as follows: In Chapter 2, we study the inner workings of a DM-
SMR drive—amodern high-capacity hard disk drive—and we show that the block interface tax is
becoming even more prohibitive with these drives. We then put our newly acquired knowledge
into use in Chapter 3, and we attempt to reduce the block interface tax in distributed storage
systems by optimizing ext4—a �le system used as a storage backend by many distributed storage
systems—to reduce the garbage collection overhead inDM-SMRdrives. While ourwork improves
the performance of ext4 signi�cantly on DM-SMR drives, it also demonstrates that it is hard to
avoid the block interface tax by making evolutionary changes to general-purpose �le systems. In
Chapter 4 we demonstrate the �le system tax—we show that implementing a storage backend
on top of general-purpose �le systems introduces signi�cant performance overhead and hinders
the adoption of novel storage hardware. In Chapter 5 we demonstrate that a distributed storage
system which already avoids the �le system tax is well-suited to avoiding the block interface tax
and achieve cost-e�ective data storage, high throughput, and low tail latency. We conclude in
Chapter 6.
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Chapter 2

Understanding and Quantifying the Block
Interface Tax in DM-SMR Drives

In this chapter we introduce SMR and describe how it increases capacity over Conventional Mag-
netic Recording (CMR).We then introduce Skylight, a novelmethodology that combines so�ware
and hardware techniques to reverse engineer the translation layer operation in DM-SMR drives.
Using Skylight we quantify the block interface tax—the performance and cost overhead stemming
from emulating the block interface using a translation layer—on DM-SMR drives and introduce
guidelines for their e�ective use.

2.1 Magnetic Recording Techniques and Overview of Skylight
In the nearly 60 years since the �rst hard disk drive has been introduced [88], it has become
the mainstay of computer storage systems. In 2013 the hard drive industry shipped over 400 ex-
abytes [164] of storage, or almost 60 gigabytes for every person on earth. Although facing strong
competition from NAND �ash-based solid-state drives (SSDs), magnetic disks hold a 10× advan-
tage over �ash in both total bits shipped [157] and per-bit cost [55], an advantage that will persist
if density improvements continue at current rates.

�e most recent growth in disk capacity is the result of improvements to perpendicular mag-
netic recording (PMR) [146], which has yielded terabyte drives by enabling bits as short as 20 nm
in tracks 70 nm wide [167], but further increases will require new technologies [191]. SMR is the
�rst such technology to reach market: 5 TB drives are available from Seagate [166] and shipments
of 8 TB and 10 TB drives have been announced by Seagate [165] and HGST [83]. Other tech-
nologies (Heat-Assisted Magnetic Recording [110] and Bit-Patterned Media [53]) remain in the
research stage, and may in fact use shingled recording when they are released [196].
Shingled recording spaces tracks more closely, so they overlap like rows of shingles on a roof,

squeezing more tracks and bits onto each platter [215].�e increase in density comes at a cost in
complexity, as modifying a disk sector will corrupt other data on the overlapped tracks, requiring
copying to avoid data loss [9, 75]. Rather than push this work onto the host �le system [115], DM-
SMR drives shipped to date preserve compatibility with existing drives by implementing a Shingle
Translation Layer (STL) [29, 78][75] that emulates the block interface on top of this complexity.
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Like an SSD, an DM-SMR drive combines out-of-place writes with dynamic mapping in or-
der to e�ciently update data, resulting in a drive with performance much di�erent from that of a
CMR drive due to seek overhead for out-of-order operations. Unlike SSDs, however, which have
been extensively measured and characterized [22, 32], little is known about the behavior and per-
formance of DM-SMR drives and their translation layers, or how to optimize �le systems, storage
arrays, and applications to best use them.
We introduce a methodology for measuring and characterizing such drives, developing a spe-

ci�c series of micro-benchmarks for this characterization process, much as has been done in the
past for conventional drives [77, 186, 216]. We augment these timing measurements with a novel
technique that tracks actual head movements via high-speed camera and image processing and
provides a source of reliable information in cases where timing results are ambiguous.
We validate this methodology on three di�erent emulated drives that use STLs previously de-

scribed in the literature [29, 78][40], implemented as a Linux device mapper target [49] over a
conventional drive, demonstrating accurate inference of properties. We then apply this method-
ology to 5 TB and 8TB DM-SMR drives provided by Seagate, inferring the STL algorithm and its
properties and providing the �rst public characterization of such drives.
Using our approach we are able to discover important characteristics of the Seagate DM-SMR

drives and their translation layer, including the following:
• Cache type and size. �e drives use a persistent disk cache of 20GiB and 25GiB on the
5 TB and 8TB drives, respectively, with high randomwrite speed until the cache is full.�e
e�ective cache size is a function of write size and queue depth.

• Persistent cache structure.�e persistent disk cache is written as journal entries with quan-
tized sizes—a phenomenon absent from the academic literature on SMRs.

• Block Mapping. Non-cached data is statically mapped, using a �xed assignment of logical
block addresses (LBAs) to physical block addresses (PBAs), similar to that used in CMR
drives, with implications for performance and durability.

• Band size. DM-SMR drives organize data in bands—a set of contiguous tracks that are re-
written as a unit; the examined drives have a small band size of 15–40MiB.

• Cleaning mechanism. Aggressive cleaning during idle times moves data from the persistent
cache to bands; cleaning duration is 0.6–1.6 s per modi�ed band.

Our results show the details that may be discovered using Skylight, most of which impact
(negatively or positively) the performance of di�erent workloads, as described in § 2.6. �ese
results—and the toolset allowing similar measurements on new drives—should thus be useful to
users of DM-SMR drives, both in determining what workloads are best suited for these drives
and in modifying applications to better use them. In addition, we hope that they will be of use
to designers of DM-SMR drives and their translation layers, by illustrating the e�ects of low-level
design decisions on system-level performance.

2.2 Background on Shingled Magnetic Recording
Shingled recording is a response to limitations on areal density with perpendicular magnetic
recording due to the superparamagnetic limit [191]. In brief, for bits to become smaller, write

10



Figure 2.1: Shingled disk tracks with head width k = 2.

heads must become narrower, resulting in weaker magnetic �elds.�is requires lower coercivity
(easily recordable) media, which is more vulnerable to bit �ips due to thermal noise, requiring
larger bits for reliability. As the head gets smaller this minimum bit size gets larger, until it reaches
the width of the head and further scaling is impossible.
Several technologies have been proposed to go beyond this limit, of which SMR is the sim-

plest [215]. To decrease the bit size further, SMR reduces the track width while keeping the head
size constant, resulting in a head that writes a path several tracks wide. Tracks are then overlapped
like rows of shingles on a roof, as seen in Figure 2.1. Writing these overlapping tracks requires
only incremental changes in manufacturing, but much greater changes in storage so�ware, as it
becomes impossible to re-write a single sector without destroying data on the overlapped sectors.
For maximum capacity an SMR drive could be written from beginning to end, utilizing all

tracks. Modifying any of this data, however, would require reading and re-writing the data that
would be damaged by that write, and data to be damaged by the re-write and so on, until the
end of the surface is reached.�is cascade of copying may be halted by inserting guard regions—
tracks written at the full head width—so that the tracks before the guard region may be re-written
without a�ecting any tracks following it, as shown in Figure 2.2.�ese guard regions divide each
disk surface into re-writable bands; since the guards hold a single track’s worth of data, storage
e�ciency for a band size of b tracks is b

b+k−1 .
Given knowledge of these bands, a host �le system can ensure they are only written sequen-

tially, for example, by implementing a log-structured �le system [115, 158]. Standards have also
been developed to allow a drive to identify these bands to the host [94]: HM-SMR drives expose
zones that are an order of magnitude larger than bands, which must also be written sequentially.
At the time of this work, however, these standards were still in dra� form and no drives based on
them were available on the open market.
Alternately the DM-SMR drives present a standard re-writable block interface that is imple-

mented by an internal Shingle Translation Layer, much as an SSD uses a Flash Translation Layer
(FTL). Although the two are logically similar, appropriate algorithms di�er due to di�erences in
the constraints placed by the underlying media: (a) high seek times for non-sequential access,

11



Platter
Persistent 

Band 1

Band 2

Band 3

Band n

Spindle

TracksGuard Regions

.

. .

.

Cache

Figure 2.2: Surface of a platter in a hypothetical DM-SMR drive. A persistent cache consisting of 9
tracks is located at the outer diameter.�e guard region that separates the persistent cache from
the �rst band is simply a track that is written at a full head width of k tracks. Although the guard
region occupies the width of k tracks, it contains a single track’s worth of data and the remaining k-
1 tracks are wasted.�e bands consist of 4 tracks, also separated with a guard region. Overwriting
a sector in the last track of any band will not a�ect the following band. Overwriting a sector in
any of the tracks will require reading and re-writing all of the tracks starting at the a�ected track
and ending at the guard region within the band.

(b) lack of high-speed reads, (c) use of large (10s to 100s of MB) cleaning units, and (d) lack of
wear-out, eliminating the need for wear leveling.

�ese translation layers typically store all data in bands where it is mapped at a coarse granu-
larity, and devote a small fraction of the disk to a persistent cache, as shown in Figure 2.2, which
contains copies of recently-written data. Data that should be retrieved from the persistent cache
may be identi�ed by checking a persistent cache map (or exception map) [29, 78]. Data is moved
back from the persistent cache to bands by the process of cleaning (also known as garbage col-
lection), which performs read-modify-write (RMW) on every band whose data was overwritten.
�e cleaning process may be lazy, running only when the free cache space is low, or aggressive,
running during idle times.

In one translation approach, a static mapping algorithmically assigns a native location [29],
a physical block address (PBA) to each logical block address (LBA) in the same way as is done
in a CMR drive. An alternate approach uses coarse-grained dynamic mapping for non-cached
LBAs [29], in combination with a small number of free bands. During cleaning, the drive writes
an updated band to one of these free bands and then updates the dynamic map, potentially elim-
inating the need for a temporary staging area for cleaning updates and sequential writes.

In any of these cases drive operation may change based on the setting of the volatile cache
(enabled or disabled) [160]. When the volatile cache is disabled, writes are required to be persistent
before completion is reported to the host. When it is enabled, persistence is only guaranteed a�er
a FLUSH CACHE command [213] or a write command with the Force Unit Access (FUA) bit set.
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Drive Name STL Persistent
Cache Type
and Size

Disk Cache
Multiplicity

Cleaning
Type

Band
Size

Mapping
Type

Size

Emulated-SMR-1 Set-associative Disk, 37.2 GiB Single at ID Lazy 40MiB Static 3.9 TB
Emulated-SMR-2 Set-associative Flash, 9.98GiB N/A Lazy 25MiB Static 3.9 TB
Emulated-SMR-3 Fully-associative Disk, 37.2 GiB Multiple Aggressive 20MiB Dynamic 3.9 TB

Table 2.1: EmulatedDM-SMRdrive con�gurations. (For brevity, we dropDM fromDM-SMRwhen
naming the drives.)

2.3 Test Drives
We now describe the drives we study. First, we discuss how we emulate three DM-SMR drives
using our implementation of two STLs described in the literature. Second, we describe the real
DM-SMR drives we study in this paper and the real CMR drive we use for emulating DM-SMR
drives.

2.3.1 Emulated Drives
We implement Cassuto et al.’s set-associative STL [29] and a variant of their S-blocks STL [29][79],
which we call fully-associative STL, as Linux device mapper targets. �ese are kernel modules
that export a pseudo block device to user-space that internally behaves like a DM-SMR drive—
the module translates incoming requests using the translation algorithm and executes them on a
CMR drive.

�e set-associative STL manages the disk as a set of N iso-capacity (same-sized) data bands,
with typical sizes of 20–40MiB, and uses a small (1–10%) section of the disk as the persistent cache.
�e persistent cache is also managed as a set of n iso-capacity cache bands where n ≪ N . When a
block in data band a is to be written, a cache band is chosen through (a mod n); the next empty
block in this cache band is written and the persistent cache map is updated. Further accesses to
the block are served from the cache band until cleaning moves the block to its native location,
which happens when the cache band becomes full.

�e fully-associative STL, on the other hand, divides the disk into large (we used 40GiB) zones
and manages each zone independently.�e notion of zone here comes from zone bit recording [?
] used in hard drives and is unrelated to SMR zones. A zone starts with 5% of its capacity provi-
sioned to free bands for handling updates. When a block in logical band a is to be written to the
corresponding physical band b, a free band c is chosen andwritten to and the persistent cachemap
is updated. When the number of free bands falls below a threshold, cleaning merges the bands b
and c and writes it to a new band d and remaps the logical band a to the physical band d, freeing
bands b and c in the process.�is dynamic mapping of bands allows the fully-associative STL to
handle streaming writes with zero overhead.
To evaluate the accuracy of our emulation strategy, we implemented a pass-through device

mapper target and found negligible overhead for our tests, con�rming a previous study [147].
Although in theory, this emulation approach may seem disadvantaged by the lack of access to
exact sector layout, in practice this is not the case—even in real DM-SMR drives, the STL running
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inside the drive is implemented on top of a layer that provides linear PBAs by hiding sector layout
and defect management [66].�erefore, we believe that the device mapper target running on top
of a CMR drive provides an accurate model for predicting the behavior of an STL implemented
by the controller of a DM-SMR drive.
Table 2.1 shows the three emulated DM-SMR drive con�gurations we use in our tests. �e

�rst two drives use the set-associative STL, and they di�er in the type of persistent cache and
band size. �e last drive uses the fully-associative STL and disk for the persistent cache. We do
not have a drive con�guration combining the fully-associative STL and �ash for persistent cache.
�is is because the fully-associative STL aims to reduce long seeks during cleaning in disks, by
using multiple caches evenly spread out on a disk, but �ash does not su�er from long seek times.
To emulate a DM-SMR drive with a �ash cache (Emulate-SMR-2) we use the Emulate-SMR-1

implementation, but use a device mapper linear target to redirect the underlying LBAs corre-
sponding to the persistent cache, storing them on an SSD.
To check the correctness of the emulated DM-SMR drives we ran repeated burn-in tests using

fio [13]. We also formatted emulated drives with the ext4 �le system, compiled the Linux kernel
on top, and successfully booted the system with the compiled kernel. �e source code for the
set-associative STL (1,200 lines of C) and a testing framework (250 lines of Go) are available at
http://sssl.ccs.neu.edu/skylight.

2.3.2 Real Drives

Two real DM-SMR drives were tested: Seagate ST5000AS0011, a 5,900 RPM desktop drive (rota-
tion time ≈ 10ms) with four platters, eight heads, and 5 TB capacity (for brevity termed Seagate-
SMR below), and Seagate ST8000AS0002, a similar drive with six platters, twelve heads and 8TB
capacity. Emulated drives use a Seagate ST4000NC001 (Seagate-CMR), a real CMR drive identi-
cal in drive mechanics and speci�cation (except the 4 TB capacity) to the ST5000AS0011. Results
for the 8 TB and 5 TB DM-SMR drives were similar; to save space, we only present results for the
publicly-available 5 TB drive.

2.4 Characterization Tests
To motivate our drive characterization methodology we �rst describe the goals of our measure-
ments. We then describe themechanisms andmethodology for the tests, and �nally present results
for each tested drive. For emulated DM-SMR drives, we show that the tests produce accurate an-
swers, based on implemented parameters; for real DM-SMR drives we discover their properties.
�e behavior of the real DM-SMR drives under some of the tests engenders further investigation,
leading to the discovery of important details about their operation.

2.4.1 Characterization Goals

�e goal of our measurements is to determine key drive characteristics and parameters:
• Drive type. In the absence of information from the vendor, is a drive a DM-SMR or a CMR?
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Figure 2.3:DM-SMR drive with the observation window encircled in red. Head assembly is visible
parked at the inner diameter.

• Persistent cache type. Does the drive use �ash or disk for the persistent cache? �e type of
the persistent cache a�ects the performance of random writes and reliable (volatile cache-
disabled) sequential writes. If the drive uses disk for persistent cache, is it a single cache, or
is it distributed across the drive [29][79]?�e layout of the persistent disk cache a�ects the
cleaning performance and the performance of the sequential read of a sparsely overwritten
linear region.

• Cleaning. Does the drive use aggressive cleaning, improving performance for lowduty-cycle
applications, or lazy cleaning, which may be better for throughput-oriented ones? Can we
predict the performance impact of cleaning?

• Persistent cache size. A�er some number of out-of-place writes the drive will need to begin
a cleaning process, moving data from the persistent cache to bands so that it can accept new
writes, negatively a�ecting performance. What is this limit, as a function of total blocks
written, number of write operations, and other factors?

• Band size. Since a band is the smallest unit that may be re-written e�ciently, knowledge
of band size is important for optimizing DM-SMR drive workloads [29][40]. What are the
band sizes for a drive, and are these sizes constant over time and space [68]?

• Blockmapping.�emapping type a�ects performance of both cleaning and reliable sequen-
tial writes. For LBAs that are not in the persistent cache, is there a staticmapping from LBAs
to PBAs, or is this mapping dynamic?

• Zone structure. Determining the zone structure of a drive is a common step in understand-
ing block mapping and band size, although the structure itself has little e�ect on external
performance.

2.4.2 Test Mechanisms
�e so�ware part of Skylight uses fio to generate micro-benchmarks that elicit the drive charac-
teristics. �e hardware part of Skylight tracks the head movement during these tests. It resolves
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ambiguities when interpreting the latency of the data obtained from the micro-benchmarks and
leads to discoveries that are not possible with micro-benchmarks alone. To track the head move-
ments, we installed (under clean-room conditions) a transparent window in the drive casing over
the region traversed by the head. Figure 2.3 shows the head assembly parked at the inner diameter
(ID).We recorded the headmovements using Casio EX-ZR500 camera at 1,000 frames per second
and processed the recordings with ffmpeg to generate head location value for each video frame.
We ran the tests on a 64-bit Intel Core-i3 Haswell system with 16GiB RAM and 64-bit Linux

kernel version 3.14. Unless otherwise stated, we disabled kernel read-ahead, drive look-ahead
and drive volatile cache using hdparm. Extensions to fio developed for these tests have been
upstreamed. Slow-motion clips for the head position graphs shown in the paper, as well as the
tests themselves, are available at http://sssl.ccs.neu.edu/skylight.

2.4.3 Drive Type and Persistent Cache Type

Test 1 exploits the unusual random write behavior of the DM-SMR drives to di�erentiate them
from CMR drives. While random writes to a CMR drive incur varying latency due to random
seek time and rotational delay, random writes to a DM-SMR drive are sequentially logged to the
persistent cache with a �xed latency. If random writes are not local, DM-SMR drives that use
separate persistent caches by the LBA range [29] may still incur varying write latency.�erefore,
random writes are done within a small region to ensure that a single persistent cache is used.
Figure 2.4 shows the results for this test. Emulated-SMR-1 sequentially writes incoming ran-

dom writes to the persistent cache. It �lls one empty block a�er another and due to synchronicity
of the writes it misses the next empty block by the time the next write arrives.�erefore, it waits
for a complete rotation resulting in a 10ms write latency, which is the rotation time of the underly-
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Test 1: Discovering Drive Type
1 Write blocks in the �rst 1 GiB in random order to the drive.
2 if latency is �xed then the drive is DM-SMR else the drive is CMR.

ing CMR drive.�e sub-millisecond latency of Emulated-SMR-2 shows that this drive uses �ash
for the persistent cache. �e latency of Emulated-SMR-3 is identical to that of Emulated-SMR-
1, suggesting a similar setup. �e varying latency of Seagate-CMR identi�es it as a conventional
drive. Seagate-SMR shows a �xed ≈ 25ms latency with a ≈ 325ms bump at the 240th write. While
the �xed latency indicates that it is a DM-SMR drive, we resort to the head position graph to
understand why it takes 25ms to write a single block and what causes the 325ms latency.
Figure 2.5 shows that the head, initially parked at the ID, seeks to the outer diameter (OD) for

the �rst write. It stays there during the �rst 239 writes (incidentally, showing that the persistent
cache is at the OD), and on the 240th write it seeks to the center, staying there for ≈ 285ms before
seeking back and continuing to write.
Is all of 25ms latency associated with every block write spent writing or is some of it spent in

rotational delay? When we repeat the test multiple times, the completion time of the �rst write
ranges between 41 and 52ms, while the remainingwrites complete in 25ms.�e latency of the �rst
write always consists of a seek from the ID to theOD (≈ 16ms). We hypothesize that the remaining
time is spent in rotational delay—likely waiting for the beginning of a delimited location—and
writing (25ms). Depending on where the head lands a�er the seek, the latency of the �rst write
changes between 41ms and 52ms. �e remaining writes are written as they arrive, without seek
time and rotational delay, each taking 25ms. Hence, we hypothesize that a single block host write
results in a 2.5 track internal write. We realize that 25ms latency is arti�cially high and expect it
to drop in future drives, nevertheless, we base our further explanations on this assumption. In the
following section we explore this phenomenon further.

Journal Entries with Quantized Sizes

If a�er Test 1 we immediately read blocks in the written order, read latency is �xed at ≈ 5ms, in-
dicating 0.5 track distance (covering a complete track takes a full rotation, which is 10ms for the
drive; therefore 5ms translates to 0.5 track distance) between blocks. On the other hand, if we
write blocks asynchronously at the maximum queue depth of 31 [117] and immediately read them,
latency is �xed at ≈ 10ms, indicating a missed rotation due to contiguous placement. Further-
more, although the drive still reports 25ms completion time for every write, asynchronous writes
complete faster—for the 256 write operations, asynchronous writes complete in 216ms whereas
synchronous writes complete in 6,539ms, as seen in Figure 2.5. Gathering these facts, we arrive
at Figure 2.6. Writing asynchronously with high queue depth allows the drive to pack multiple
blocks into a single internal write, placing them contiguously (shown on the right). �e drive
reports the completion of individual host writes packed into the same internal write once the
internal write completes. �us, although each of the host writes in the same internal write is re-
ported to take 25ms, it is the same 25ms that went into writing the internal write. As a result, in
the asynchronous case, the drive does fewer internal writes, which accounts for the fast comple-
tion time. �e contiguous placement also explains the 10ms latency when reading blocks in the
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Figure 2.6: Surface of a disk platter in a hypothetical DM-SMR drive divided into two 2.5 track
imaginary regions. �e le� �gure shows the placement of random blocks 3 and 7 when writing
synchronously. Each internal write contains a single block and takes 25ms (50ms in total) to
complete. �e drive reports 25ms write latency for each block; reading the blocks in the writ-
ten order results in a 5ms latency. �e right �gure shows the placement of blocks when writing
asynchronously with high queue depth. A single internal write contains both of the blocks, taking
25ms to complete. �e drive still reports 25ms write latency for each block; reading the blocks
back in the written order results in a 10ms latency due to missed rotation.

written order. Writing synchronously, however, results in doing a separate internal write for every
block (shown on the le�), taking longer to complete. Placing blocks starting at the beginning of
2.5 track internal writes explains the 5ms latency when reading blocks in the written order.
To understand how the internal write size changes with the increasing host write size, we keep

writing at the maximum queue depth, gradually increasing the write size. Figure 2.7 shows that
the writes in the range of 4KiB–26KiB result in 25ms latency, suggesting that 31 host writes in this
size range �t in a single internal write. As we jump to the 28KiB writes, the latency increases by
≈ 5ms (or 0.5 track) and remains approximately constant for the writes of sizes up to 54KiB. We
observe a similar jump in latency aswe cross from 54KiB to 56KiB and also from82KiB to 84KiB.
�is shows that the internal write size increases in 0.5 track increments. Given that the persistent
cache is written using a “log-structured journaling mechanism” [67], we infer that the 0.5 track of
2.5 track minimum internal write is the journal entry that grows in 0.5 track increments, and the
remaining 2 tracks contain out-of-band data, like parts of the persistent cache map a�ected by the
host writes.�e purpose of this quantization of journal entries is not known, but may be in order
to reduce rotational delay or simplify delimiting and locating them. We further hypothesize that
the 325ms delay in Figure 2.4, observed every 240th write, is a map merge operation that stores
the updated map at the middle tracks.
As the write size increases to 256KiB we see varying delays, and inspection of completion

times shows less than 31 writes completing in each burst, implying a bound on the journal entry
size. Di�erent completion times for large writes suggest that for these, the journal entry size is
determined dynamically, likely based on the available drive resources at the time when the journal
entry is formed.
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Figure 2.7:Randomwrite latency of di�erentwrite sizes on Seagate-SMR,whenwriting at the queue
depth of 31. Each latency graph corresponds to the latency of a group of writes. For example, the
graph at 25ms corresponds to the latency of writes with sizes in the range of 4–26KiB. Since
writes with di�erent sizes in a range produced similar latency, we plotted a single latency as a
representative.

2.4.4 Disk Cache Location and Layout
Wenext determine the location and layout of the disk cache, exploiting a phenomenon called frag-
mented reads [29]. When sequentially reading a region in a DM-SMR drive, if the cache contains
newer version of some of the blocks in the region, the head has to seek to the persistent cache and
back, physically fragmenting a logically sequential read. In Test 2, we use these variations in seek
time to discover the location and layout of the disk cache.

Test 2: Discovering Disk Cache Location and Layout
1 Starting at a given o�set, write a block and skip a block, and so on, writing 512 blocks in total.
2 Starting at the same o�set, read 1,024 blocks; call average latency lato f f set .
3 Repeat steps 1 and 2 at the o�sets high, low,mid.
4 if lathigh < latmid < latlow then

�ere is a single disk cache at the ID.
else if lathigh > latmid > latlow then

�ere is a single disk cache at the OD.
else if lathigh = latmid = latlow then

�ere are multiple disk caches.
else

assert(lathigh = latlow and lathigh > latmid)
�ere is a single disk cache in the middle.

�e test works by choosing a small region and writing every other block in it and then reading
the region sequentially from the beginning, forcing a fragmented read. LBA numbering conven-
tionally starts at the OD and grows towards the ID.�erefore, a fragmented read at low LBAs on
a drive with the disk cache located at the OD would incur negligible seek time, whereas a frag-
mented read at high LBAs on the same drive would incur high seek time. Conversely, on a drive
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Figure 2.9: Seagate-SMR head position during
fragmented reads.

with the disk cache located at the ID, a fragmented read would incur high seek time at low LBAs
and negligible seek time at high LBAs. On a drive with the disk cache located at the middle di-
ameter (MD), fragmented reads at low and high LBAs would incur similar high seek times and
they would incur negligible seek times at middle LBAs. Finally, on a drive with multiple disk
caches evenly distributed across the drive, the fragmented read latency would be mostly due to
rotational delay and vary little across the LBA space. Guided by these assumptions, to identify the
location of the disk cache, the test chooses a small region at low, middle, and high LBAs and forces
fragmented reads at these regions.
Figure 2.8 shows the latency of fragmented reads at three o�sets on all DM-SMR drives.�e

test correctly identi�es the Emulated-SMR-1 as having a single cache at the ID. For Emulated-
SMR-2 with �ash cache, latency is seen to be negligible for �ash reads, and a full missed rotation
for each disk read. Emulated-SMR-3 is also correctly identi�ed as having multiple disk caches—
the latency graph of all fragmented reads overlap, all having the same 10ms average latency. For
Seagate-SMR (test performed with volatile cache enabled with hdparm -W1) we con�rm that it
has a single disk cache at the OD.
Figure 2.9 shows the Seagate-SMR head position during fragmented reads at o�sets of 0 TB,

2.5 TB and 5 TB. For the o�sets of 2.5 TB and 5 TB, we see that the head seeks back and forth be-
tween the OD and near-center and between the OD and the ID, respectively, occasionally missing
a rotation.�e cache-to-data distance for the LBAs near 0 TB was too small for the resolution of
our camera.

2.4.5 Cleaning Algorithm
�e fragmented read e�ect is also used in Test 3 to determine whether the drive uses aggressive or
lazy cleaning, by creating a fragmented region and then pausing to allow an aggressive cleaning
to run before reading the region.
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Test 3: Discovering Cleaning Type
1 Starting at a given o�set, write a block and skip a block and so on, writing 512 blocks in total.
2 Pause for 3–5 seconds.
3 Starting at the same o�set, read 1024 blocks.
4 if latency is �xed then cleaning is aggressive else cleaning is lazy.
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Figure 2.10: Discovering the type of cleaning us-
ing Test 3.
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Figure 2.11: Seagate-SMR head position during
pause in step 2 of Test Test 3.

Figure 2.10 shows the read latency graph of step 3 fromTest 3 at the o�set of 2.5 TB, with a three
second pause in step 2. For all drives, o�sets were chosen to land within a single band (§ 2.4.8).
A�er a pause the top two emulated drives continue to show fragmented read behavior, indicat-
ing lazy cleaning, while in Emulated-SMR-3 and Seagate-SMR reads are no longer fragmented,
indicating aggressive cleaning.
Figure 2.11 shows the Seagate-SMR head position during the 3.5 second period starting at the

beginning of step 2. Two short seeks from the OD to the ID and back are seen in the �rst 200ms;
their purpose is not known. �e RMW operation for cleaning a band starts at 1,242ms a�er the
last write, when the head seeks to the band at 2.5 TB o�set, reads for 180ms and seeks back to
the cache at the OD where it spends 1,210ms. We believe this time is spent forming an updated
band and persisting it to the disk cache, to protect against power failure during band overwrite.
Next, the head seeks to the band, taking 227ms to overwrite it and then seeks to the center to
update the map. Hence, cleaning a band in this case took ≈ 1.6 s. We believe the center to contain
the map because the head always moves to this position a�er performing a RMW, and stays there
for a short period before eventually parking at the ID. A�er 3 seconds, reads begin and the head
seeks back to the band location, where it stays until reads complete (only the �rst 500ms is seen
in Figure 2.11).
We con�rmed that the operation starting at 1,242ms is indeed an RMW: when step 3 is begun

before the entire cleaning sequence has completed, read behavior is unchanged from Test 2. We
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Figure 2.13: Verifying hypothesized cleaning al-
gorithm on Seagate-SMR.

did not explore the details of the RMW; alternatives like partial read-modify-write [151] may also
have been used.

Seagate-SMR Cleaning Algorithm

Wenext start exploring performance-relevant details that are speci�c to the Seagate-SMR cleaning
algorithm, by running Test 4. In step 1, as the drive receives random writes, it sequentially logs
them to the persistent cache as they arrive. �erefore, immediately reading the blocks back in
the written order should result in a �xed rotational delay with no seek time. During the pause in
step 3, cleaning process moves the blocks from the persistent cache to their native locations. As a
result, reading a�er the pause should incur varying seek time and rotational delay for the blocks
moved by the cleaning process, whereas unmoved blocks should still incur a �xed latency.

Test 4: Exploring Cleaning Algorithm
1 Write 4,096 random blocks.
2 Read back the blocks in the written order.
3 Pause for 10–20 minutes.
4 Repeat steps 2 and 3.

In Figure 2.12 read latency is shown immediately a�er step 2, and then a�er 10, 30, and 50
minutes. We observe that the latency is �xed when we read the blocks immediately a�er the
writes. If we re-read the blocks a�er a 10-minute pause, we observe random latencies for the �rst
≈ 800 blocks, indicating that the cleaning process has moved these blocks to their native locations.
Since every block is expected to be on a di�erent band, the number of operations with random
read latencies a�er each pause shows the progress of the cleaning process, that is, the number of
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bands it has cleaned. Given that it takes ≈ 30 minutes to clean ≈ 3,000 bands, it takes ≈ 600ms
to clean a band whose single block has been overwritten. We also observe a growing number of
cleaned blocks in the unprocessed region (for example, operations 3,000–4,000 in the 30 minute
graph); based on this behavior, we hypothesize that cleaning follows Algorithm 1.

Algorithm 1:Hypothesized Cleaning Algorithm of Seagate-SMR
1 Read the next block from the persistent cache, �nd the block’s band.
2 Scan the persistent cache identifying blocks belonging to the band.
3 Read-modify-write the band, update the map.

To test this hypothesis we run Test 5. In Figure 2.13 we see that a�er one minute, all of the
blocks written in step 1, some of those written in step 2, and all of those written in step 3 have been
cleaned, as indicated by the non-uniform latency, while the remainder of step 2 blocks remain in
the cache, con�rming our hypothesis. A�er twominutes all blocks have been cleaned. (�e higher
latency for step 2 blocks is due to their higher mean seek distance.)

Test 5: Verifying the Hypothesized Cleaning Algorithm
1 Write 128 blocks from a 256MiB linear region in random order.
2 Write 128 random blocks across the LBA space.
3 Repeat step 1, using di�erent blocks.
4 Pause for one minute; read all blocks in the written order.

2.4.6 Persistent Cache Size
Wediscover the size of the persistent cache by ensuring that the cache is empty and thenmeasuring
howmuchdatamay bewritten before cleaning begins. Weuse randomwrites across the LBA space
to �ll the cache, because sequential writes may �ll the drive bypassing the cache [29] and cleaning
may never start. Also, with sequential writes, a drive with multiple caches may �ll only one of
the caches and start cleaning before all of the caches are full [29]. With random writes, bypassing
the cache is not possible; also, they will �ll multiple caches at the same rate and cleaning will start
when all of the caches are almost full.

�e simple task of �lling the cache is complicated in drives using extent mapping: a cache
is considered full when the extent map is full or when the disk cache is full, whichever happens
�rst.�e latter is further complicated by journal entries with quantized sizes—as seen previously
(§ 2.4.3), a single 4KB write may consume as much cache space as dozens of 8 KB writes. Due
to this overhead, actual size of the disk cache is larger than what is available to host writes—we
di�erentiate the two by calling them persistent cache raw size and persistent cache size, respectively.
Figure 2.14 shows three possible scenarios on a hypothetical drive with a persistent cache raw

size of 36 blocks and a 12 entry extent map. �e minimum journal entry size is 2 blocks, and it
grows in units of 2 blocks to the maximum of 16 blocks; out-of-band data of 2 blocks is written
with every journal entry; the persistent cache size is 32 blocks.
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Figure 2.14:�ree di�erent scenarios triggering cleaning on drives using journal entries with quan-
tized sizes and extent mapping. �e text on the le� in the �gure explains the meaning of the
colors.

Figure 2.14 (a) shows the case of queue depth 1 and 1-blockwrites. A�er the host issues 9writes,
the drive puts every write to a separate 2-block journal entry, �lls the cache with 9 journal entries
and starts cleaning. Every write consumes a slot in the map, shown by the arrows. Due to low
queue depth, the drive leaves one empty block in each journal entry, wasting 9 blocks. Exploiting
this behavior, Test 6 discovers the persistent cache raw size. (In this and the following tests, we
detect the start of cleaning when the IOPS drops to near zero.)

Test 6: Discovering Persistent Cache Raw Size
1 Write with a small size and low queue depth until cleaning starts.
2 Persistent cache raw size = number of writes × (min. journal entry size + out-of-band data size).

Figure 2.14 (b) shows the case of queue depth 4 and 1-block writes. A�er the host issues 12
writes, the drive forms three 4-block journal entries. Writing these journal entries to the cache
�lls the map and the drive starts cleaning despite a half-empty cache. We use Test 7 to discover
the persistent cache map size.

Test 7: Discovering Persistent Cache Map Size
1 Write with a small size and high queue depth until cleaning starts.
2 Persistent cache map size = number of writes.

Finally, Figure 2.14 (c) shows the case of queue depth 4 and 4-blockwrites. A�er the host issues
8 writes, the drive forms two 16-block journal entries, �lling the cache. Due to high queue depth
and large write size, the drive is able to �ll the cache (without wasting any blocks) before the map
�lls. We use Test 8 to discover the persistent cache size.
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Test 8: Discovering Persistent Cache Size
1 Write with a large size and high queue depth until cleaning starts.
2 Persistent cache size = total host write size.

Drive Write
Size

QD Operation
Count

Host
Writes

Internal
Writes

Seagate-SMR

4KiB 1 22,800 89MiB 100GiBa

4 KiB 31 182,270 0.7 GiB N/A
64 KiB 31 182,231 11.12 GiB N/A
128 KiB 31 137,496 16.78 GiB N/A
256 KiB 31 67,830 16.56 GiB N/A

Emulated-SMR-1 4KiB 1 9,175,056 35GiB 35GiB
Emulated-SMR-2 4KiB 1 2,464,153 9.4GiB 9.4GiB
Emulated-SMR-3 4KiB 1 9,175,056 35GiB 35GiB

Table 2.2: Discovering persistent cache parameters. a�is estimate is based on the hypothesis that
all of 25ms during a single blockwrite is spentwriting to disk. While the results of the experiments
indicate this to be the case, we think 25ms latency is arti�cially high and expect it to drop in future
drives, which would require recalculation of this estimate.

Table 2.2 shows the result of the tests on Seagate-SMR and Figure 2.15 shows the corresponding
graph. In the �rst row of the table, we discover persistent cache raw size using Test 6. Writing
with 4KiB size and queue depth of 1 produces a �xed 25ms latency (§ 2.4.3), that is 2.5 rotations.
Hypothesizing that all of the 25ms is spent writing and a track size is ≈ 2MiB at the OD, 22,800
operations correspond to ≈ 100GiB.
In rows 2 and 3 we discover the persistent cache map size using Test 7. For write sizes of 4

KiB and 64 KiB cleaning starts a�er ≈ 182,200 writes, which corresponds to 0.7 GiB and 11.12 GiB
of host writes, respectively. �is con�rms that in both cases the drive hits the map size limit,
corresponding to scenario (b) in Figure 14. Assuming that the drive uses a low watermark to
trigger cleaning, we estimate that the map size is 200,000 entries.
In rows 4 and 5 we discover the persistent cache size using Test 8. With 128 KiB writes we

write ≈ 17 GiB in fewer operations than in row 3, indicating that we are hitting the size limit. To
con�rm this, we increase write size to 256 KiB in row 5; as expected, the number of operations
drops by half while the total write size stays the same. Again, assuming that the drive has hit the
low watermark, we estimate that the persistent cache size is 20 GiB.
Journal entries with quantized sizes and extent mapping are absent topics in academic litera-

ture on SMR, so emulated drives implement neither feature. Running Test 6 on emulated drives
produces all three answers, since in these drives, the cache is block-mapped, and the cache size
and cache raw size are the same. Furthermore, set-associative STL divides the persistent cache into
cache bands and assigns data bands to them using modulo arithmetic.�erefore, despite having
a single cache, under random writes it behaves similarly to a fully-associative cache.�e bottom
rows of Table 2.2 show that in emulated drives, Test 8 discovers the cache size (see Table 2.1) with
95% accuracy.
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Figure 2.15: Write latency of asynchronous writes of varying sizes with queue depth of 31 until
cleaning starts. Starting from the top, the graphs correspond to the lines 2-5 in Table 2.2. When
writing asynchronously, more writes are packed into the same journal entry.�erefore, although
the map merge operations still occur at every 240th journal write, the interval seems greater than
in Figure 2.16. For 4KiB and 64KiBwrite sizes, we hit themap size limit �rst, hence cleaning starts
a�er the same number of operations. For 128KiBwrite size we hit the space limit before hitting the
map size limit; therefore, cleaning starts a�er fewer number of operations than in 64KiB writes.
Doubling thewrite size to 256KiB con�rms that we are hitting the space limit, since cleaning starts
a�er half the number of operations of 128KiB writes.

2.4.7 Is Persistent Cache Shingled?

We next determine whether the STL manages the persistent cache as a circular log [1]. While this
would not guarantee that the persistent cache is shingled (an STL could also manage a randomly
writable region as a circular log), it would strongly indicate that the persistent cache is shingled.
We start with Test 9, which chooses a sequence of 10,000 random LBAs across the drive space and
writes the sequence straight through, three times. Given that the persistent cache has space for
≈ 23,000 synchronous block writes (Table 2.2), a trivial STL would �ll the cache and start cleaning
before the writes complete.

Test 9: Discovering if the Persistent Cache is a Circular Log—Part I
1 Choose 10,000 random blocks across the LBA space.
2 for i ← 0 to i < 3 do
3 Write the 10,000 blocks from step 1 in the chosen order.

Figure 2.17 shows that unlike Figure 2.16, cleaning does not start a�er 23,000 writes. Two
simple hypotheses that explain this phenomenon are:

1. �e STL manages the persistent cache as a circular log. When the head of the log wraps
around, STL detects stale blocks and overwrites without cleaning.
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Figure 2.16:Write latency of 4KiB synchronous random writes, corresponding to the �rst line in
Table 2.2. As explained in § 2.4.3, when writing synchronously the drive writes a journal entry for
every write operation. Every 240th journal entry write results in a ≈ 325ms latency, which as was
hypothesized in § 2.4.3 includes a mapmerge operation. A�er ≈ 23,000 writes, cleaning starts and
the IOPS drops precipitously to 0–3. To emphasize the high latency of writes during cleaning we
perform 3,000 more operations. As the graph shows, these writes (23,000–26,000) have ≈ 500ms
latency.
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Figure 2.17:Write latency of 30,000 randomblockwrites with a repeating pattern. We choose 10,000
random blocks across the LBA space and write them in the chosen order. We then write the same
10,000 blocks in the same order two more times. Unlike Figure 2.16, the cleaning does not start
a�er ≈ 23,000 writes, because due to the repeating pattern, as the head of the log wraps around,
the STL only �nds stale blocks that it can overwrite without cleaning.

2. �e STL overwrites blocks in-place. Since there are 10,000 unique blocks, we never �ll the
persistent cache and cleaning never starts.

To �nd out which one of these is true, we run Test 10. Since there are still 10,000 unique
blocks, if the hypothesis (2) is true, that is if the STL overwrites the blocks in-place, we should
never consume more than 10,000 writes’ worth of space and cleaning should not start before the
writes complete. Figure 2.18 shows that cleaning starts a�er ≈ 23,000 writes, invalidating hypothe-
sis (2). Furthermore, if we compare Figure 2.18 to Figure 2.16, we see that the latency of writes a�er
cleaning starts is ≈ 100ms and ≈ 500ms, respectively.�is corroborates hypothesis (1)—latency is
lower in the former, because a�er the head of the logwraps around, the STL �nds some stale blocks
(since these blocks were chosen from a small pool of 10,000 unique blocks), that it can overwrite
without cleaning. When the blocks are chosen across the LBA space, as in Figure 2.16, once the
head wraps around, the STL ends up e�ectively cleaning before every write since it almost never
�nds a stale block.
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Figure 2.18: Write latency of 30,000 random block writes chosen from a pool of 10,000 unique
blocks. Unlike Figure 2.17, cleaning starts a�er ≈ 23,000, because as the head of the log wraps
around, the STL does not immediately �nd stale blocks. However, since the blocks are chosen
from a small pool, the STL still does �nd a large number of stale blocks and can o�en overwrite
without cleaning.�erefore, compared to Figure 2.16 thewrite latency during cleaning (operations
23,000-26,000) is not as high, since in Figure 2.16 the blocks are chosen across the LBA space and
the STL almost never �nds a stale block when the head of the log wraps around.

Test 10: Discovering if the Persistent Cache is a Circular Log—Part II
1 Choose 10,000 random blocks across the LBA space.
2 for i ← 0 to i < 30,000 do
3 Randomly choose a block from the blocks in step 1 and write.

2.4.8 Band Size

STLs proposed to date [9, 29][79] clean a single band at a time, by reading unmodi�ed data from
a band and updates from the cache, merging them, and writing the merge result back to a band.
Test 11 determines the band size, by measuring the granularity at which this cleaning process oc-
curs.

Test 11: Discovering the Band Size
1 Select an accuracy granularity a, and a band size estimate b.
2 Choose a linear region of size 100 × b and divide it into a-sized blocks.
3 Write 4KiB to the beginning of every a-sized block, in random order.
4 Force cleaning to run for a few seconds and read 4KiB from the beginning of every a-sized block
in sequential order.

5 Consecutive reads with identical high latency identify a cleaned band.

Assuming that the linear region chosen in Test 11 lies within a region of equal track length, for
data that is not in the persistent cache, 4 KB reads at a �xed stride a should see identical latencies—
that is, a rotational delay equivalent to (a mod T) bytes where T is the track length. Conversely
reads of data from cache will see varying delays in the case of a disk cache due to the di�erent (and
random) order in which they were written or sub-millisecond delays in the case of a �ash cache.
With aggressive cleaning, a�er pausing to allow the disk to clean a few bands, a linear read of

the written blocks will identify the bands that have been cleaned. For a drive with lazy cleaning the
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linear region is chosen so that writes �ll the persistent cache and force a few bands to be cleaned,
which again may be detected by a linear read of the written data.
In Figure 2.19 we see the results of Test 11 for a = 1MiB and b = 50MiB, respectively, with the

region located at the 2.5 TB o�set; for each drive we zoom in to show an individual band that has
been cleaned. We correctly identify the band size for the emulated drives (see Table 2.1).�e band
size of Seagate-SMR at this location is seen to be 30MiB; running tests at di�erent o�sets shows
that bands are iso-capacity within a zone (§ 2.4.12) but vary from 36MiB at the OD to 17MiB at
the ID.
Figure 2.20 shows the head position of Seagate-SMR corresponding to the time period in Fig-

ure 2.19. It shows that the head remains at the OD during the reads from the persistent cache up
to 454MiB, then seeks to 2.5 TB o�set and stays there for 30MiB, and then seeks back to the cache
at OD, con�rming that the blocks in the band are read from their native locations.

2.4.9 Cleaning Time of a Single Band
We observed that cleaning a band whose single block was overwritten can take ≈ 600ms whereas
if we overwrite 2MiB of the band by skipping every other block, cleaning time increases to ≈ 1.6 s
(§ 2.4.5). While ≈ 600ms cleaning time due to a single block overwrite gives us a lower bound on
the cleaning time, we do not know the upper bound. Now that we understand the persistent cache
structure and band size, in addition to the cleaning algorithm, we create an adversarial workload
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that will give us an upper bound for the cleaning time of a single band.
Table 2.2 shows that with a queue depth of 31, we can write 182,270 blocks, that is 5,880 journal

entries, resulting in 700MiB host writes. Assuming the band size is 35MiB at the OD, 700MiB
corresponds to 20 bands. �erefore, if we distribute (through random writes) the blocks of 20
bands among 5,880 journal entries, the drive will need to read every packet to clean a single band.
Assuming 5–10ms read time for a packet, reading all of the packets to assemble the band will take
29–60 s. To con�rm this hypothesis, we shu�ed the �rst 700MiB worth of blocks and wrote them
with a queue depth of 31.�e cleaning took ≈ 15minutes, which is ≈ 45 s per band.

2.4.10 Block Mapping

Once we discover the band size (§ 2.4.8), we can use Test 12 to determine the mapping type.�is
test exploits varying inter-track switching latency between di�erent track pairs to detect if a band
was remapped. A�er overwriting the �rst two tracks of band b, cleaning will move the band to
its new location—a di�erent physical location only if dynamic mapping is used. Plotting latency
graphs of step 2 and step 4 will produce the same pattern for the static mapping and a di�erent
pattern for the dynamic mapping.

Test 12: Discovering mapping type.
1 Choose two adjacent iso-capacity bands a and b; set n to the number of blocks in a track.
2 for i ← 0 to i < 2 do

for j ← 0 to j < n do
Read block j of track 0 of band a
Read block j of track i of band b

3 Overwrite the �rst two tracks of band b; force cleaning to run.
4 Repeat step 2.

Adapting this test to a drive with lazy cleaning involves some extra work. First, we should
start the test on a drive a�er a secure erase, so that the persistent cache is empty. Due to lazy
cleaning, the graph of step 4 will be the graph of switching between a track and the persistent
cache. �erefore, we will �ll the cache until cleaning starts, and repeat step 2 once in a while,
comparing its graph to the previous two: if it is similar to the last, then data is still in the cache,
if it is similar to the �rst, then the drive uses static mapping, otherwise, the drive uses dynamic
mapping.
We used track and block terms to concisely describe the test above, but the size chosen for

these parameters of the test need not match track size and block size of the underlying drive.
Figure 2.21, for example, shows the plots for the test on all of the drives using 2MiB for the track
size and 16KiB for the block size. �e latency pattern before and a�er cleaning is di�erent only
for Emulated-SMR-3 (seen on the top right), correctly indicating that it uses dynamic mapping.
For all of the remaining drives, including Seagate-SMR, the latency pattern is the same before and
a�er cleaning, indicating a static mapping.
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Figure 2.21:Detecting mapping type.

2.4.11 E�ect of Mapping Type on Drive Reliability

�e type of band mapping used in a DM-SMR drive a�ects the drive reliability for the reasons
explained next. Figure 2.22 shows sequential read throughput on Seagate-SMR. We get a similar
graph for sequential writes when we enable the volatile cache, which suggests that the drive sus-
tains full throughput for sequential writes. Seagate-SMR does not contain �ash and it uses static
mapping, therefore it can achieve full throughput only if it bu�ers the data in the volatile cache
and writes directly to the band, bypassing the persistent cache.

�is performance improvement, however, comes with a risk of data loss. Since there is no
backup of the overwritten data, if power is lost midway through the band overwrite, blocks in the
following tracks are le� in a corrupt state, resulting in data loss. We also lose the new data since it
was bu�ered in the volatile cache.
A similar error, known as torn write [15, 109], occurs in CMR drives as well, wherein only a

portion of a sector gets written before power is lost. InCMRdrives, the time required to atomically
overwrite a sector is small enough that reports of such errors are rare [109]. A DM-SMR drive
with static mapping, on the other hand, is similar to a CMR drive with large (in case of Seagate-
SMR, 17–36MiB) sectors.�erefore, there is a high probability that a random power loss during
streaming sequential writes will disrupt a band overwrite.
Figure 2.23 describes two error scenarios in a hypothetical DM-SMR drive that uses static

mapping. �ese errors are the consequence of the used mapping scheme, since the only way of
sustaining full throughput in such a scheme is to write to the band directly. Introducing small
amount of �ash to a DM-SMR drive for persistent bu�ering has its own challenges—exploiting
parallelism for fast �ash writes and managing wear-leveling is possible only if large amounts of
�ash is used, which is not feasible inside a DM-SMR drive. On the other hand, when using a dy-
namic band mapping scheme, similar to fully-associative STL, a drive can write the new contents
of a band directly to a free band without jeopardizing the existing band data. �is, followed by
an atomic switch in the mapping table would result in full-throughput sequential writes without
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Figure 2.22: Sequential read throughput of Seagate-SMR.

sacri�cing reliability.�e idea is similar to log-block FTLs [106, 142] that have been successful in
overcoming slow block overwrites in NAND �ash. For the reasons described, we expect that the
next generation of DM-SMR drives will use dynamic band mapping.
We successfully reproduced torn writes on Seagate-SMR by using an Arduino UNO R3 board

with a 2-channel relay shield to control the power to the drive. A�er Running Test 13 at arbi-
trary o�sets, we could reproduce hard read errors as shown in Figure 2.24 on all of our sample
drives. �e o�set where errors occurred di�ered between drives. �ese errors disappeared a�er
overwriting the a�ected regions.

Test 13: Reproducing torn writes.
1 Choose an o�set.
2 for i ← 0 to i < 50 do
3 Power on the drive and start 1MiB sequential writes at o�set.
4 A�er 10 seconds power o� the drive; wait for 5 seconds and power on the drive.
5 Starting at the crash point, go back 5,000 blocks and read 6,000 blocks.

2.4.12 Zone Structure
We use sequential reads (Test 14) to discover the zone structure of Seagate-SMR. (As mentioned
before, the notion of zone here comes from zone bit recording [? ] and is unrelated to SMR zones.)
While there are no such drives yet, on drives with dynamic mapping a secure erase that would
restore the mapping to the default state may be necessary for this test to work. Figure 2.22 shows
the zone pro�le of Seagate-SMR, with a zoom to the beginning.

Test 14: Discovering Zone Structure
1 Enable kernel read-ahead and drive look-ahead.
2 Sequentially read the whole drive in 1MiB blocks.
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Figure 2.23: Torn write scenarios in a hypothetical DM-SMR drive with bands consisting of 3 tracks
and the write head with of 1.5 tracks. �e tracks are shown horizontally instead of circularly to
make the illustration clear. (1) shows the logical view of the band consisting of 3 tracks, each track
having 4,000 sectors. (2) shows the physical layout of the tracks on a platter that accounts for the
track skew. (3a) and (3b) show the corruption scenario when the power is lost during the track
switch.�e red region in (3a) shows the situation a�er track 1 of the band has been overwritten—
track 1 contains new data whereas track 2 is corrupted; track 3 contains the old data. (3b) shows
the situation a�er track 2 has been overwritten—track 1 and track 2 contain new data whereas
track 3 is corrupted. If power is lost while the head switches from track 2 to track 3, block ranges
10,000–11,999 and 8,000–9,999, or the single range of 8,000–11,999 is le� in a corrupt state. (4a)
and (4b) show the corruption scenario when the power is lost during the track overwrite. (4a)
is identical to (3a) and shows the situation a�er track 1 of the band has been overwritten. (4b)
shows the situation where power is lost a�er blocks 4,000–4,999 have been overwritten. In this
case, block ranges 7,000–7,999, 5,000–6,999, and 11,000–11,999, or two ranges of 5,000–7,999 and
11,000–11,999 are le� in a corrupt state.

Similar to CMR drives, the throughput falls as we reach higher LBAs; unlike CMR drives,
there is a pattern that repeats throughout the graph, shown by the zoomed part.�is pattern has
an axis of symmetry indicated by the dotted vertical line at 2,264th second.�ere are eight distinct
plateaus to the le� and to the right of the axis with similar throughputs.�e �xed throughput in
a single plateau and a sharp change in throughput between plateaus suggest a wide radial stroke
and a head switch. Plateaus corresponds to large zones of size 18–20GiB, gradually decreasing to
4GiB as we approach higher LBAs. �e slight decrease in throughput in symmetric plateaus on
the right is due to moving from a larger to smaller radii, where sector per track count decreases;
therefore, throughput decreases as well.
We con�rmed these hypotheses using the head position graph shown in Figure 2.25 (a), which

corresponds to the time interval of the zoomed graph of Figure 2.22. Unlike with CMR drives,
where we could not observe head switches due to narrow radial strokes, with this DM-SMR drive
head switches are visible to an unaided eye. Figure 2.25 (a) shows that the head starts at the OD
and slowly moves towards the MD completing this inwards move at 1,457th second, indicated by
the vertical dotted line. At this point, the head has just completed a wide radial stroke reading gi-
gabytes from the top surface of the �rst platter, and it performs a jump back to the OD and starts
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ata2.00: exception Emask 0x0 SAct 0x1000 SErr 0x0 action 0x0
ata2.00: irq_stat 0x40000008
ata2.00: failed command: READ FPDMA QUEUED
ata2.00: cmd 60/c0:60:40:1d:19/02:00:80:00:00/40 tag 12 ncq 360448 in

res 41/00:c0:f8:1e:19/00:02:80:00:00/00 Emask 0x401 (device error) <F>
ata2.00: status: { DRDY ERR }

Figure 2.24:Hard read error under Linux kernel 3.16 when reading a region a�ected by a torn write.
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Figure 2.25: Seagate-SMR head position during sequential reads at di�erent o�sets.

a similar stroke on the bottom surface of the �rst platter. �e direction of the head movement
indicates that the shingling direction is towards the ID at the OD.�e head completes the descent
through the platters at 2,264th second—indicated by the vertical solid line—and starts its ascent
reading surfaces in the reverse order.�ese wide radial strokes create “horizontal zones” that con-
sist of thousands of tracks on the same surface, as opposed to “vertical zones” spanning multiple
platters in CMR drives. We expect these horizontal zones to be the norm in DM-SMR drives,
since they facilitate SMR mechanisms like allocation of iso-capacity bands, static mapping, and
dynamic band size adjustment [68]. Figure 2.25 (b) corresponds to the end of Figure 2.22, shows
that the direction of the headmovement is reversed at the ID, indicating that both at theOD and at
the ID, shingling direction is towards the middle diameter. To our surprise, Figure 2.25 (c) shows
that a conventional serpentine layout with wide serpents is used at the MD. We speculate that al-
though the whole surface is managed as if it is shingled, there is a large region in the middle that
is not shingled.
It is hard to con�rm the shingling direction without observing the head movement.�e exis-

tence of “horizontal zones”, on the other hand, can also be con�rmed by contrasting the sequential
latency graphs of Seagate-SMR and Seagate-CMR. Figure 2.26 (a) shows the latency graph for the
zoomed region in Figure 2.22. As expected, the shape of latency graph matches the shape of the
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Figure 2.26: Sequential read latency of Seagate-CMRand Seagate-SMRcorresponding to a complete
cycle of ascent and descent through platter surfaces. While Seagate-CMR completes the cycle in
3.5 seconds, Seagate-SMR completes it in 1,800 seconds, since the latter reads thousands of tracks
from a single surface before switching to the next surface.

throughput graph mirrored around the x axis. Figure 2.26 (b), shows an excerpt from the latency
graph of Seagate-CMR that is also repeated throughout the latency graph. �is graph too has
a pattern that is mirrored at the center, also indicating a completed ascent and descent through
the surfaces. However, Seagate-CMR completes the cycle in 3.5 s since it reads only a few tracks
from each surface, whereas Seagate-SMR completes the cycle in 1,800 s, indicating that it reads
thousands of tracks from a single surface.
Smaller spikes at the graph of Seagate-CMR correspond to track switches, and higher spikes

correspond to head switches. While the extra 1ms head switch latency every few megabytes does
not a�ect the accuracy of emulation, it shows up in some of the tests, for example as the bump
around 4,030th MiB in Figure 2.19. Figure 2.26 also shows that the number of platters can be
inferred from the latency graph of sequential reads.

2.5 RelatedWork

Little has been published on the subject of system-level behavior of DM-SMR drives. Although
several works have discussed requirements and possibilities for use of shingled drives in sys-
tems [9, 114], only three papers to date present example translation layers and simulation re-
sults [29, 78, 118]. A range of STL approaches is found in the patent literature [40, 65, 68, 79],
but evaluation and analysis is lacking. Several SMR-speci�c �le systems have been proposed, such
as SMRfs [76], SFS [115], andHiSMRfs [98]. He andDu [81] propose a staticmapping tominimize
re-writes for in-place updates, which requires high guard overhead (20%) and assumes �le system
free space is contiguous in the upper LBA region. Pitchumani et al.[147] present an emulator im-
plemented as a Linux device mapper target that mimics shingled writing on top of a CMR drive.
Tan et al.[187] describe a simulation of S-blocks algorithm, with a more accurate simulator cali-
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Drive Model

Property ST5000AS0011 ST8000AS0011

Drive Type SMR SMR
Persistent Cache Type Disk Disk
Cache Layout and Location Single, at the OD Single, at the OD
Cache Size 20GiB 25GiB
Cache Map Size 200,000 250,000
Band Size 17–36MiB 15–40MiB
Block Mapping Static Static
Cleaning Type Aggressive Aggressive
Cleaning Algorithm FIFO FIFO
Cleaning Time 0.6–1.6 s/band 0.6–1.6 s/band
Zone Structure 4–20GiB 5–40GiB
Shingling Direction Towards MD N/A

Table 2.3: Properties of the 5 TB and the 8 TB Seagate drives discovered using Skylight methodol-
ogy.�e benchmarks worked out of the box on the 8 TB drive. Since the 8 TB drive was on loan,
we did not drill a hole on it; therefore, shingling direction for it is not available.

brated with data from a real CMR drive. Shafaei et al.[172, 173] propose DM-SMR models based
on the Skylight work. Wu et al.[218, 219] evaluate the performance of host-aware SMR drives,
which are hybrid SMR drives that can present both block interface and zone interface.

�is work draws heavily on earlier disk characterization studies that have usedmicro-benchmarks
to elicit details of internal performance, such as [161], [77], [108], [186], [216]. Due to the presence
of a translation layer, however, the speci�c parameters examined in this work (and the micro-
benchmarks for measuring them) are di�erent.

2.6 Summary and Recommendations
As Table 2.3 shows, the Skylight methodology enables us to discover key properties of two drive-
managed SMR disks automatically. With manual intervention, it allows us to completely reverse
engineer a drive. �e purpose of doing so is not just to satisfy our curiosity, however, but to
guide both their use and evolution. In particular, we draw the following conclusions from our
measurements of the 5 TB Seagate drive:

• Write latency with the volatile cache disabled is high (Test 1).�is appears to be an artifact
of speci�c design choices rather than fundamental requirements, and we hope for it to drop
in later �rmware revisions.

• Sequential throughput (with the volatile cache disabled) is much lower (by 3× or more,
depending on write size) than for conventional drives. (We omitted these test results, as
performance is identical to the random writes in Test 1.) Due to the use of static mapping
(Test 12), achieving full sequential throughput requires enabling volatile cache.

• Random I/O throughput (with the volatile cache enabled or with high queue depth) is high
(Test 7)—15× that of the equivalent CMR drive.�is is a general property of any DM-SMR
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drive using a persistent cache.
• �roughput may degrade precipitously when the cache �lls a�er many writes (Table 2.2).
�e point at which this occurs depends on write size and queue depth. (Although results
with the volatile cache enabled are not presented in § 2.4.6, they are similar to those for a
queue depth of 31.)

• Background cleaning begins a�er ≈1 second of idle time, and proceeds in steps requiring
0.6–45 seconds of idle time to clean a single band (§ 2.4.9).

• Sequential reads of randomly-written datawill result in random-like read performance until
cleaning completes (§ 2.4.4).

DM-SMR drives like the ones we studied should o�er good performance if the following con-
ditions are met: (a) the volatile cache is enabled or a high queue depth is used, (b) writes display
strong spatial locality, modifying only a few bands at any particular time, (c) non-sequential writes
(or all writes, if the volatile cache is disabled) occur in bursts of less than 16GB or 180,000 opera-
tions (Table 2.2), and (d) long powered-on idle periods are available for background cleaning.

�e extra capacity and low energy consumption of DM-SMR drives make them ideal for in-
creasing the cost-e�ectiveness of data storage in distributed storage systems. �is is only possi-
ble, however, by a running general-purpose �le system, such as ext4 or XFS, on top of DM-SMR
drives. Yet in this chapter, we have shown that DM-SMR drives have high block interface tax—
even amoderate amount of randomwrites leads to prohibitively high garbage collection overhead.
We expect the high block interface tax of DM-SMR drives to cause performance problems with
current �le systems, which have been optimized for CMR drives for decades.
In the next chapter, we �rst con�rm our hunch and then use our newly acquired knowledge

of DM-SMR drive internals to modify the ext4 �le system to avoid I/O patterns that ampli�es the
block interface tax.
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Chapter 3

Reducing the Block Interface Tax in
DM-SMR Drives by Evolving Ext4

Distributed storage systems can avoid the block interface tax by either modifying �le systems to
work directly on zoned devices or by modifying �le systems to avoid I/O patterns that amplify the
block interface tax. In this chapter we take the latter approach and introduce a simple technique
that almost eliminates random writes in journaling �le systems. We demonstrate our technique
on the ext4 �le system and achieve signi�cant performance improvement on DM-SMR drives.

3.1 SMR Adoption and Ext4-Lazy Summary
�e industry has tried to address SMR adoption by introducing two kinds of SMR drive: drive-
managed (DM-SMR) and host-managed (HM-SMR). DM-SMR drives are a drop-in replacement
for conventional drives that o�er higher capacitywith the traditional block interface, but can su�er
performance degradation when subjected to non-sequential write tra�c. Unlike CMR drives that
have a lowbut consistent throughput under randomwrites, DM-SMRdrives o�er high throughput
for a short period followed by a precipitous drop, as shown in Figure 3.1. HM-SMR drives, on the
other hand, o�er the backward-incompatible zone interface that requires major changes to the I/O
stacks to allow SMR-aware so�ware to optimize their access pattern.
A new HM-SMR drive interface presents an interesting problem to storage researchers who

have already proposed new �le system designs based on it [98, 115][33]. It also presents a challenge
to the developers of existing �le systems [36, 57, 59] who have been optimizing their code for CMR
drives for years. �ere have been attempts to revamp mature Linux �le systems like ext4 and
XFS [35, 140, 141] to use the new zone interface, but these attempts have stalled due to the large
amount of redesign required.�e Log-Structured File System (LFS) [158], on the other hand, has
an architecture that can be most easily adapted to an HM-SMR drive. However, although LFS has
been in�uential, hard disk �le systems based on it [169][107] have not reached production quality
in practice [124, 159][135] .
In this work, we take an alternative approach to SMR adoption. Instead of redesigning for the

zone interface used by HM-SMR drives, we make an incremental change to a mature, high per-
formance �le system, to optimize its performance on a DM-SMR drive.�e systems community
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Figure 3.1: �roughput of CMR and DM-SMR drives from Table 3.1 under 4KiB random write
tra�c. CMR drive has a stable but low throughput under random writes. DM-SMR drive, on the
other hand, have a short period of high throughput followed by a continuous period of ultra-low
throughput.

Type Vendor Model Capacity Form Factor

DM-SMR Seagate ST8000AS0002 8 TB 3.5 inch
DM-SMR Seagate ST5000AS0011 5 TB 3.5 inch
DM-SMR Seagate ST4000LM016 4 TB 2.5 inch
DM-SMR Western Digital WD40NMZW 4TB 2.5 inch

CMR Western Digital WD5000YS 500GB 3.5 inch

Table 3.1: CMR and DM-SMR drives from two vendors used for evaluation.

is no stranger to taking a revolutionary approach when faced with a new technology [23], only to
discover that the existing system can be evolved to take the advantage of the new technology with
a little e�ort [24]. Following a similar evolutionary approach, we take the �rst step to optimize
the ext4 �le system for DM-SMR drives, observing that random writes are even more expensive
on these drives, and that metadata writeback is a key generator of it.
We introduce ext4-lazy, a small change to ext4 that eliminates most metadata writeback. Like

other journaling �le systems [152], ext4 writes metadata twice: As Figure 3.2 (a) shows, it �rst
writes themetadata block to a temporary location J in the journal and thenmarks the block as dirty
in memory. Once it has been in memory for long enough (controlled by /proc/sys/vm/dirty_
expire_centisecs in Linux), the writeback (or �usher) thread writes the block to its static loca-
tion S, resulting in a random write. Although metadata writeback is typically a small portion of
a workload, it results in many random writes, as Figure 3.3 shows. Ext4-lazy, on the other hand,
marks the block as clean a�er writing it to the journal, to prevent the writeback, and inserts a
mapping (S , J) to an in-memory map allowing the �le system to access the block in the journal,
as seen in Figure 3.2 (b). Ext4-lazy uses a large journal so that it can continue writing updated
blocks while reclaiming the space from the stale blocks. During mount, it reconstructs the in-
memory map from the journal resulting in a modest increase in mount time. Our results show
that ext4-lazy signi�cantly improves performance on DM-SMR drives, as well as on CMR drives
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Figure 3.2: (a) Ext4 writes a metadata block to disk twice. It �rst writes the metadata block to the
journal at some location J and marks it dirty in memory. Later, the writeback thread writes the
same metadata block to its static location S on disk, resulting in a random write. (b) Ext4-lazy,
writes the metadata block approximately once to the journal and inserts a mapping (S , J) to an
in-memory map so that the �le system can �nd the metadata block in the journal.

for metadata-heavy workloads.
Our key contribution in this work is the design, implementation, and evaluation of ext4-lazy

on DM-SMR and CMR drives. Our change is minimally invasive—we modify 80 lines of existing
code and introduce the new functionality in additional �les totaling 600 lines of C code. On a
metadata-light (≤ 1% of total writes) �le server benchmark, ext4-lazy increases DM-SMR drive
throughput by 1.7-5.4×. For directory traversal and metadata-heavy workloads it achieves 2-13×
improvement on both DM-SMR and CMR drives.
In addition, we make two contributions that are applicable beyond our proposed approach:
• For purely sequential write workloads, DM-SMR drives perform at full throughput and do
not su�er performance degradation. We identify the minimal sequential I/O size to trigger
this behavior for a popular DM-SMR drive.

• We show that for physical journaling [152], a small journal is a bottleneck for metadata-
heavy workloads. Based on our result, ext4 developers have increased the default journal
size from 128MiB to 1GiB for �le systems over 128GiB [193].

3.2 Background on the Ext4 File System
�e ext4 �le system evolved [111, 127] from ext2 [28], which was in�uenced by Fast File System
(FFS) [128]. Similar to FFS, ext2 divides the disk into cylinder groups—or as ext2 calls them, block
groups—and tries to put all blocks of a �le in the same block group. To further increase locality,
the metadata blocks (inode bitmap, block bitmap, and inode table) representing the �les in a block
group are also placedwithin the same block group, as Figure 3.4 (a) shows. Group descriptor blocks,
whose location is �xed within the block group, identify the location of these metadata blocks that
are typically located in the �rst megabyte of the block group.
In ext2 the size of a block group was limited to 128MiB—the maximum number of 4KiB data

blocks that a 4KiB block bitmap can represent. Ext4 introduced �exible block groups or �ex_
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Figure 3.3: O�sets of data and metadata writes obtained with blktrace, when compiling Linux
kernel 4.6 with all of its modules on a fresh ext4 �le system.�e workload writes 12GiB of data,
185MiB of journal (omitted from the graph), and only 98MiB of metadata, making it 0.77% of
total writes.

bgs [111], a set of contiguous block groups (we assume the default size of 16 block groups per �ex_
bg) whose metadata is consolidated in the �rst 16MiB of the �rst block group within the set, as
shown in Figure 3.4 (b).

Ext4 ensures metadata consistency via journaling, however, it does not implement journaling
itself; rather, it uses a generic kernel layer called the Journaling Block Device [194] that runs in
a separate kernel thread called jbd2. In response to �le system operations, ext4 reads metadata
blocks fromdisk, updates them inmemory, and exposes them to jbd2 for journaling. For increased
performance, jbd2 batches metadata updates frommultiple �le system operations (by default, for
5 seconds) into a transaction bu�er and atomically commits the transaction to the journal—a
circular log of transactions with a head and tail pointer. A transaction may commit early if the
bu�er reaches maximum size, or if a synchronous write is requested. In addition to metadata
blocks, a committed transaction contains descriptor blocks that record the static locations of the
metadata blocks within the transaction. A�er a commit, jbd2 marks the in-memory copies of
metadata blocks as dirty so that the writeback threads would write them to their static locations.
If a �le system operation updates an in-memorymetadata block before its dirty timer expires, jbd2
writes the block to the journal as part of a new transaction and delays the writeback of the block
by resetting its timer.

On DM-SMR drives, when the metadata blocks are eventually written back, they dirty the
bands that are mapped to the metadata regions in a �ex_bg, as seen in Figure 3.4 (c).�e bottom
part of Figure 3.4 (c) shows the logical view of Seagate ST8000AS0002—an 8TB DM-SMR drive
we studied in Chapter 2. With an average band size of 30MiB, the drive has over 260,000 bands
with sectors staticallymapped to the bands, and a ≈ 25GiB persistent cache that is not visible to the
host (and not shown in �gure).�e STL in this drive detects sequential writes and starts streaming
them directly to the bands, bypassing the persistent cache. Random writes, however, end up in
the persistent cache, dirtying bands. Since a metadata region is not aligned with a band, metadata
writes to it may dirty zero, one, or two extra bands, depending on whether the metadata region
spans one or two bands and whether the data around the metadata region has been written.
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(a) ext2 Block Group

Super Block Group Desc Block Bitmap Inode Bitmap Inode Table Data Blocks

Block Group 0 Block Group 1

Data Blocks Data Blocks

Block Group 2

Data Blocks

(b) ext4 flex_bg
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(c) Disk Layout of ext4 partition on an 8 TB DM-SMR drive

Figure 3.4: (a) In ext2, the �rst megabyte of a 128MiB block group contains the metadata blocks
describing the block group, and the rest is data blocks. (b) In ext4, a single �ex_bg concatenates
multiple (16 in this example) block groups into one giant block group and puts all of the metadata
in the �rst block group. (c) Modifying data in a �ex_bg will result in a metadata write that may
dirty one or two bands, seen at the boundary of bands 266,565 and 266,566.

3.3 Design and Implementation of ext4-lazy

We start by motivating ext4-lazy, follow with a high-level view of our design, and �nish with the
implementation details.

3.3.1 Motivation

�e motivation for ext4-lazy comes from two observations: (1) metadata writeback in ext4 results
in random writes that cause a signi�cant cleaning load on a DM-SMR drive, and (2) �le system
metadata comprises a small set of blocks, and hot (frequently updated)metadata is an even smaller
set.�e corollary of the latter observation is that managing hot metadata in a circular log several
times the size of hot metadata turns random writes into purely sequential writes, reducing the
cleaning load on a DM-SMR drive. We �rst give calculated evidence supporting the �rst observa-
tion and follow with empirical evidence for the second observation.
On an 8TB partition, there are about 4,000 �ex_bgs, the �rst 16MiB of each containing the

metadata region, as shown in Figure 3.4 (c). With a 30MiB band size, updating every �ex_bg
would dirty 4,000 bands on average, requiring cleaning of 120GiB worth of bands, generating
360GiB of disk tra�c. A workload touching 1/16 of the whole disk, that is 500GiB of �les, would
dirty at least 250 bands requiring 22.5GiB of cleaning work. �e cleaning load increases further
if we consider �oating metadata like extent tree blocks and directory blocks.
Tomeasure the hot metadata ratio, we emulated the I/O workload of a build server on ext4, by

running 128 parallel Compilebench [126] instances, and categorized all of the writes completed by
disk. Out of 433GiB total writes, 388GiB were data writes, 34GiB were journal writes, and 11 GiB
were metadata writes. �e total size of unique metadata blocks was 3.5 GiB, showing that it was
only 0.8% of total writes, and that 90% of journal writes were overwrites.
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3.3.2 Design
At a high level, ext4-lazy adds the following components to ext4 and jbd2:

Map: Ext4-lazy tracks the location of metadata blocks in the journal with jmap—an in-memory
map that associates the static location S of a metadata block with its location J in the journal.�e
mapping is updatedwhenever ametadata block iswritten to the journal, as shown in Figure 3.2 (b).

Indirection: In ext4-lazy all accesses to metadata blocks go through jmap. If the most recent
version of a block is in the journal, there will be an entry in jmap pointing to it; if no entry is
found, then the copy at the static location is up-to-date.

Cleaner:�e cleaner in ext4-lazy reclaims space from locations in the journal which have become
stale, that is, invalidated by the writes of new copies of the same metadata block.
Map reconstruction on mount: On every mount, ext4-lazy reads the descriptor blocks from the
transactions between the tail and the head pointer of the journal and populates jmap.

3.3.3 Implementation
We now detail our implementation of the above components and the trade-o�s we make during
the implementation. We implement jmap as a standard Linux red-black tree [113] in jbd2. A�er
jbd2 commits a transaction, it updates jmap with each metadata block in the transaction and
marks the in-memory copies of those blocks as clean so they will not be written back. We add
indirect lookup of metadata blocks to ext4 by changing the call sites that read metadata blocks
to use a function which looks up the metadata block location in jmap, as shown in Listing 3.1,
modifying 40 lines of ext4 code in total.

- submit_bh(READ | REQ_META | REQ_PRIO, bh);
+ jbd2_submit_bh(journal, READ | REQ_META | REQ_PRIO, bh);

Listing 3.1: Adding indirection to a call site reading a metadata block.

�e indirection allows ext4-lazy to be backward-compatible and gradually move metadata
blocks to the journal. However, the primary reason for indirection is to be able tomigrate cold (not
recently updated) metadata back to its static location during cleaning, leaving only hot metadata
in the journal.
We implement the cleaner in jbd2 in just 400 lines of C, leveraging the existing functionality.

In particular, the cleaner merely reads live metadata blocks from the tail of the journal and adds
them to the transaction bu�er using the same interface used by ext4. For each transaction it keeps
a doubly-linked list that links jmap entries containing live blocks of the transaction. Updating a
jmap entry invalidates a block and removes it from the corresponding list. To clean a transaction,
the cleaner identi�es the live blocks of a transaction in constant time using the transaction’s list,
reads them, and adds them to the transaction bu�er.�e beauty of this cleaner is that it does not
“stop-the-world”, but transparently mixes cleaning with regular �le system operations causing no
interruptions to them, as if cleaning was just another operation. We use a simple cleaning policy—
a�er committing a �xed number of transactions, clean a �xed number of transactions—and leave
sophisticated policy development, such as hot and cold separation, for future work.
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ing benchmark runs obtained by sampling
/proc/meminfo every second on ext4-stock
and ext4-baseline.

Map reconstruction is a small change to the recovery code in jbd2. Stock ext4 resets the journal
on a normal shutdown; �nding a non-empty journal on mount is a sign of crash and triggers the
recovery process. With ext4-lazy, the state of the journal represents the persistent image of jmap,
therefore, ext4-lazy never resets the journal and always “recovers”. In our prototype, ext4-lazy
reconstructs the jmap by reading descriptor blocks from the transactions between the tail and
head pointer of the journal, which takes ≈ 5 seconds when the space between the head and tail
pointer is ≈ 1 GiB.

3.4 Evaluation
We run all experiments on a system with a quad-core Intel i7-3820 (Sandy Bridge) 3.6GHz CPU,
16GB of RAM running Linux kernel 4.6 on the Ubuntu 14.04 distribution, using the drives listed
in Table 3.1. To reduce the variance between runs, we unmount the �le system between runs,
always start with the same �le system state, disable lazy initialization (mkfs.ext4 -E lazy_
itable_init=0,lazy_journal_init=0 /dev/<dev>) when formatting ext4 partitions, and �x
the writeback cache ratio [227] for our disks to 50% of the total—by default, this ratio is computed
dynamically from the writeback throughput [192]. We repeat every experiment at least �ve times
and report the average and standard deviation of the runtime.

3.4.1 Journal Bottleneck
Since it a�ects our choice of baseline, we start by showing that for metadata-heavy workloads, the
default 128MiB journal of ext4 is a bottleneck. We demonstrate the bottleneck on the CMR drive
WD5000YS from Table 3.1 by creating 100,000 small �les in over 60,000 directories, using Create-
Filesmicrobenchmark from Filebench [188].�e workload size is ≈ 1 GiB and �ts in memory.
Although ext4-lazy uses a large journal by de�nition, since enabling a large journal on ext4 is
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a command-line option to mkfs, we choose ext4 with a 10GiB journal (created by passing ‘‘-J
size=10240’’ to mkfs.ext4) as our baseline. In the rest of this paper, we refer to ext4 with the
default journal size of 128MiB as ext4-stock, and we refer to ext4 with 10GiB journal as ext4-
baseline.

We measure how fast ext4 can create the �les in memory and do not consider the writeback
time. Figure 3.5 shows that on ext4-stock the benchmark completes in ≈ 460 seconds, whereas on
ext4-baseline it completes 46× faster, in ≈ 10 seconds. Next we show how a small journal becomes
a bottleneck.

�e ext4 journal is a circular log of transactions with a head and tail pointer (§ 3.2). As the �le
system performs operations, jbd2 commits transactions to the journal, moving the head forward.
A committed transaction becomes checkpointed when every metadata block in it is either written
back to its static location due to a dirty timer expiration, or it is written to the journal as part of a
newer transaction. To recover space, at the end of every commit jbd2 checks for transactions at the
tail that have been checkpointed, and when possible moves the tail forward. On a metadata-light
workloadwith a small journal and default dirty timer, jbd2 always �nds checkpointed transactions
at the tail and recovers the space without doing work. However, on a metadata-heavy workload,
incoming transactions �ll the journal before the transactions at the tail have been checkpointed.
�is results in a forced checkpoint, where jbd2 synchronously writes metadata blocks at the tail
transaction to their static locations and then moves the tail forward, so that a new transaction can
start [194].

We observe the �le system behavior while running the benchmark by enabling tracepoints in
the jbd2 code (/sys/kernel/debug/tracing/events/jbd2/). On ext4-stock, the journal �lls
in 3 seconds, and from then on until the end of the run, jbd2 moves the tail by performing forced
checkpoints. On ext4-baseline the journal never becomes full and no forced checkpoints happen
during the run.

Figure 3.6 shows the volume of dirtied pages during the benchmark runs. On ext4-baseline,
the benchmark creates over 60,000 directories and 100,000 �les, dirtying about 1 GiB worth of
pages in 10 seconds. On ext4-stock, directories are created in the �rst 140 seconds. Forced check-
points still happen during this period, but they complete fast, as the small steps in the �rst 140
seconds show. Once the benchmark starts �lling directories with �les, the block groups �ll and
writes spread out to a larger number of block groups across the disk. �erefore, forced check-
points start taking as long as 30 seconds, as indicated by the large steps, during which the �le
system stalls, no writes to �les happen, and the volume of dirtied pages stays �xed.

�is result shows that for disks, a small journal is a bottleneck for metadata-heavy bu�ered
I/O workloads, as the journal wraps before metadata blocks are written to disk, and �le system
operations are stalled until the journal advances via synchronous writeback of metadata blocks.
With a su�ciently large journal, all transactions will be written back before the journal wraps.
For example, for a 190MiB/s disk and a 30 second dirty timer, a journal size of 30s × 190MiB/s =
5,700MiB will guarantee that when the journal wraps, the transactions at the tail will be check-
pointed. Having established our baseline, we move on to evaluation of ext4-lazy.
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Figure 3.7:Microbenchmark runtimes on ext4-baseline and ext4-lazy.
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Figure 3.8:Disk o�sets of I/O operations during MakeDirs and RemoveDirs microbenchmarks on
ext4-baseline and ext4-lazy. Metadata reads and writes are spread out while journal writes are at
the center. �e dots have been scaled based on the I/O size. In part (d), journal writes are not
visible due to low resolution.�ese are pure metadata workloads with no data writes.

3.4.2 Ext4-lazy on a CMRDrive

We�rst evaluate ext4-lazy on theCMRdriveWD5000YS fromTable 3.1 via a series ofmicrobench-
marks and a �le server macrobenchmark. We show that on a CMR drive, ext4-lazy provides a sig-
ni�cant speedup for metadata-heavy workloads, and speci�cally for massive directory traversal
workloads. On metadata-light workloads, however, ext4-lazy does not have much impact.

Microbenchmarks

We evaluate directory traversal and �le/directory create operations using the following bench-
marks.MakeDirs creates 800,000 directories in a directory tree of depth 10. ListDirs runs ls -lR
on the directory tree. TarDirs creates a tarball of the directory tree, and RemoveDirs removes the
directory tree. CreateFiles creates 600,000 4KiB �les in a directory tree of depth 20. FindFiles
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Metadata Reads Metadata Writes Journal Writes

MakeDirs/ext4-baseline 143.7±2.8MiB 4,631±33.8MiB 4,735±0.1MiB
MakeDirs/ext4-lazy 144±4MiB 0MiB 4,707±1.8MiB
RemoveDirs/ext4-baseline 4,066.4±0.1MiB 322.4±11.9MiB 1,119±88.6MiB
RemoveDirs/ext4-lazy 4,066.4±0.1MiB 0MiB 472±3.9MiB

Table 3.2: Distribution of the I/O types with MakeDirs and RemoveDirs benchmarks running on
ext4-baseline and ext4-lazy.

runs find on the directory tree. TarFiles creates a tarball of the directory tree, and RemoveFiles
removes the directory tree. MakeDirs and CreateFiles—microbenchmarks from Filebench—run
with 8 threads and execute sync at the end. All benchmarks start with a cold cache obtained by
executing echo 3 > /proc/sys/vm/drop_caches as root.
Benchmarks that are in the �le/directory create category (MakeDirs, CreateFiles) complete

1.5-2× faster on ext4-lazy than on ext4-baseline, while the remaining benchmarks that are in the
directory traversal category, except TarFiles, complete 3-5× faster, as seen in Figure 3.7. We choose
MakeDirs and RemoveDirs as a representative of each category and analyze their performance in
detail.
MakeDirs on ext4-baseline results in ≈ 4,735MiB of journal writes that are transaction com-

mits containing metadata blocks, as seen in the �rst row of Table 3.2 and at the center in Fig-
ure 3.8 (a); as the dirty timer on the metadata blocks expires, they are written to their static loca-
tions, resulting in a similar amount of metadata writeback.�e block allocator is able to allocate
large contiguous blocks for the directories, because the �le system is fresh.�erefore, in addition
to journal writes, metadata writeback is sequential as well.�e write time dominates the runtime
in this workload, hence, by avoidingmetadata writeback and writing only to the journal, ext4-lazy
halves the writes as well as the runtime, as seen in the second row of Table 3.2 and Figure 3.8 (b).
On an aged �le system, the metadata writeback is more likely to be random, resulting in even
higher improvement on ext4-lazy.
An interesting observation about Figure 3.8 (b) is that although the total volume of metadata

reads—shown as periodic vertical spreads—is ≈ 140MiB (3% of total I/O in the second row of
Table 3.2), they consume over 30% of runtime due to long seeks across the disk. In this bench-
mark, the metadata blocks are read from their static locations because we run the benchmark on
a fresh �le system, and themetadata blocks are still at their static locations. As we show next, once
the metadata blocks migrate to the journal, reading them is much faster since no long seeks are
involved.
In RemoveDirs benchmark, on both ext4-baseline and ext4-lazy, the disk reads ≈ 4,066MiB

of metadata, as seen in the last two rows of Table 3.2. However, on ext4-baseline the metadata
blocks are scattered all over the disk, resulting in long seeks as indicated by the vertical spread in
Figure 3.8 (c), while on ext4-lazy they are within the 10GiB region in the journal, resulting in only
short seeks, as Figure 3.8 (d) shows. Ext4-lazy also bene�ts from skippingmetadata writeback, but
most of the improvement comes from eliminating long seeks for metadata reads.�e signi�cant
di�erence in the volume of journal writes between ext4-baseline and ext4-lazy seen in Table 3.2 is
caused by metadata write coalescing: since ext4-lazy completes faster, there are more operations
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Data Writes Metadata Writes Journal Writes

ext4-baseline 34,185±10.3MiB 480±0.2MiB 1,890±18.6MiB
ext4-lazy 33,878±9.8MiB 0MiB 1,855±15.4MiB

Table 3.3:Distribution of write types completed by the disk during Postmark run on ext4-baseline
and ext4-lazy. Metadata writes make 1.3% of total writes in ext4-baseline, only 1/3 of which is
unique.

in each transaction, withmanymodifying the samemetadata blocks, each of which is only written
once to the journal.

�e improvement in the remaining benchmarks, are also due to reducing seeks to a small
region and avoiding metadata writeback. We do not observe a dramatic improvement in TarFiles,
because unlike the rest of the benchmarks that read only metadata from the journal, TarFiles also
reads data blocks of �les that are scattered across the disk.
Massive directory traversal workloads are a constant source of frustration for users of most

�le systems [11, 72, 120, 144, 171]. One of the biggest bene�ts of consolidating metadata in a small
region is an order of magnitude improvement in such workloads, which to our surprise was not
noticed by previous work [145, 156, 224]. On the other hand, the above results are obtainable
in the ideal case that all of the directory blocks are hot and therefore kept in the journal. If, for
example, some part of the directory is cold and the policy decides to move those blocks to their
static locations, removing such a directory will incur an expensive traversal.

File Server Macrobenchmark

We �rst show that ext4-lazy slightly improves the throughput of a metadata-light �le server work-
load. Next we try to reproduce a result from previous work without success.
To emulate a �le server workload, we �rst started with the Fileserver macrobenchmark from

Filebench, but we encountered bugs for large con�gurations.�e development on Filebench has
been recently restarted and the recommended version is still in alpha stage.�erefore, we decided
to use Postmark [102], with some modi�cations.
Like the Fileserver macrobenchmark from Filebench, Postmark �rst creates a working set of

�les and directories and then executes transactions like reading, writing, appending, deleting, and
creating �les on the working set. We modify Postmark to execute sync a�er creating the working
set, so that the writeback of the working set does not interfere with transactions. We also modify
Postmark not to delete the working set at the end, but to run sync, to avoid high variance in
runtime due to the race between deletion and writeback of data.
Our Postmark con�guration creates a working set of 10,000 �les spread sparsely across 25,000

directories with �le sizes ranging from 512 bytes to 1MiB, and then executes 100,000 transactions
with the I/O size of 1MiB. During the run, Postmark writes 37.89GiB of data and reads 31.54GiB
of data from user space. Because ext4-lazy reduces the amount of writes, to measure its e�ect, we
focus on writes.
Table 3.3 shows the distribution of data writes completed by the disk while the benchmark is

running on ext4-baseline and on ext4-lazy. On ext4-baseline, metadata writes comprise 1.3% of
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Figure 3.9:�e top graph shows the throughput of the disk during a Postmark run on ext4-baseline
and ext4-lazy. �e bottom graph shows the o�sets of write types during ext4-baseline run. �e
graph does not re�ect sizes of the writes, but only their o�sets.

total writes, all of which ext4-lazy avoids. As a result, the disk sees 5% increase in throughput
on ext4-lazy from 24.24MiB/s to 25.47MiB/s and the benchmark completes 100 seconds faster
on ext4-lazy, as the throughput graph in Figure 3.9 shows.�e increase in throughput is modest
because the workload spreads out the �les across the disk resulting in tra�c that is highly non-
sequential, as data writes in the bottom graph of Figure 3.9 show. �erefore, it is not surprising
that reducing random writes of a non-sequential write tra�c by 1.3% results in a 5% throughput
improvement. However, the same randomwrites result in extra cleaningwork forDM-SMRdrives
(§ 3.3.1).
Previous work [145] that writes metadata only once reports performance improvements even

in a metadata-light workloads, like kernel compile. �is has not been our experience. We com-
piled Linux kernel 4.6 with all its modules on ext4-baseline and observed that it generated 12GiB
of data writes and 185MiB of journal writes. At 98MiB, metadata writes comprised only 0.77%
of total writes completed by the disk.�is is expected, since metadata blocks are cached in mem-
ory, and because they are journaled, unlike data pages their dirty timer is reset whenever they are
modi�ed (§ 3.3), delaying their writeback. Furthermore, even on a systemwith 8 hardware threads
running 16 parallel jobs, we found kernel compile to be CPU-bound rather than disk-bound, as
Figure 3.10 shows. Given that reducing writes by 1.3% on a workload that utilized the disk 100%
resulted in only 5% increase in throughput (Figure 3.9), it is not surprising that reducing writes
by 0.77% on such a low-utilized disk does not cause improvement.

3.4.3 Ext4-lazy on DM-SMR Drives

We show that unlike CMR drives, where ext4-lazy had a big impact on just metadata-heavy work-
loads, on DM-SMR drives it provides signi�cant improvement on both, metadata-heavy and
metadata-light workloads. We also identify the minimal sequential I/O size to trigger streaming
writes on a popular DM-SMR drive.
An additional critical factor for �le systems when running on DM-SMR drives is the cleaning
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Figure 3.10:Disk and CPU utilization sampled from iostat output every second, while compiling
Linux kernel 4.6 including all its modules, with 16 parallel jobs (make -j16) on a quad-core Intel
i7-3820 (Sandy Bridge) CPU with 8 hardware threads.
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Figure 3.11:Microbenchmark runtimes and cleaning times on ext4-baseline and ext4-lazy running
on a DM-SMR drive. Cleaning time is the additional time a�er the benchmark run that the DM-
SMR drive was busy cleaning.

time a�er a workload. A �le system resulting in a short cleaning time gives the drive a better
chance of emptying the persistent cache during idle times of a bursty I/O workload, and has a
higher chance of continuously performing at the persistent cache speed, whereas a �le system
resulting in a long cleaning time is more likely to force the drive to interleave cleaning with �le
system user work.
In the next section we show microbenchmark results on just one of the DM-SMR drives—

ST8000AS0002 from Table 3.1. At the end of every benchmark, we run a vendor provided script
that polls the disk until it has completed background cleaning and reports the total cleaning time,
which we report in addition to the benchmark runtime. We achieve similar normalized results
for the remaining drives.

Microbenchmarks

Figure 3.11 shows results of the microbenchmarks (§ 3.4.2) repeated on ST8000AS0002 with a
2 TB partition, on ext4-baseline and ext4-lazy. MakeDirs and CreateFiles do not �ll the persistent
cache, therefore, they typically complete 2-3× faster than on CMR drive. Similar to CMR drive,
MakeDirs and CreateFiles are 1.5-2.5× faster on ext4-lazy. On the other hand, the remaining di-

51



rectory traversal benchmarks, ListDir for example, completes 13× faster on ext4-lazy, compared
to being 5× faster on CMR drive.

�e cleaning times for ListDirs, FindFiles, TarDirs, and TarFiles are zero because they do not
write to disk. (TarDirs and TarFiles write their output to a di�erent disk.) However, cleaning time
forMakeDirs on ext4-lazy is zero as well, compared to ext4-baseline’s 846 seconds, despite having
written over 4GB of metadata, as Table 3.2 shows. Being a pure metadata workload, MakeDirs
on ext4-lazy consists of journal writes only, as Figure 3.8 (b) shows, all of which are streamed,
bypassing the persistent cache and resulting in zero cleaning time. Similarly, cleaning time for
RemoveDirs and RemoveFiles are 10-20 seconds on ext4-lazy compared to 590-366 seconds on
ext4-baseline, because these too are pure metadata workloads resulting in only journal writes for
ext4-lazy. During deletion, however, some journal writes are small and end up in persistent cache,
resulting in short cleaning times.
We con�rmed that the drive was streaming journal writes in previous benchmarks by repeat-

ing the MakeDirs benchmark on the DM-SMR drive with an observation window shown in Fig-
ure 2.3 and watching the head movement. We �rst identi�ed the physical location of the journal
on the platter by observing the head while reading the journal blocks. We then observed that
shortly a�er starting the MakeDirs benchmark, the head moved to the physical location of the
journal on the platter and remained there until the end of the benchmark.�is observation lead
to Test 15 for identifying the minimal sequential write size that triggers streaming. Using this test,
we found that sequential writes of at least 8MiB in size are streamed. We also observed that a
single 4KiB random write in the middle of a sequential write disrupted streaming and moved the
head to the persistent cache; soon the head moved back and continued streaming.

Test 15: Identify the minimal sequential write size for streaming
1 Choose identi�able location L on the platter
2 Start with a large sequential write size S
3 do

Write S bytes sequentially at L
S = S - 1MiB

whileHead moves to L and stays there until the end of the write
4 S = S + 1MiB
5 Minimal sequential write size for streaming is S

File Server Macrobenchmark

We show that on DM-SMR drives the bene�t of ext4-lazy increases with the partition size and
ext4-lazy achieves a signi�cant speedup on a variety of DM-SMR drives with di�erent STLs and
persistent cache sizes.
Table 3.4 shows the distribution of write types completed by a ST8000AS0002 DM-SMR drive

with a 400GB partition during the �le server macrobenchmark (§ 3.4.2). On ext4-baseline, meta-
datawritesmake up 1.6%of totalwrites. Although the unique amount ofmetadata is only≈ 120MiB,
as the storage slows down, metadata writeback increases slightly, because each operation takes a
long time to complete and the writeback of a metadata block occurs before the dirty timer is reset.
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Data Writes Metadata Writes Journal Writes

ext4-baseline 32,917±9.7MiB 563±0.9MiB 1,212±12.6MiB
ext4-lazy 32,847±9.3MiB 0MiB 1,069±11.4MiB

Table 3.4:Distribution of write types completed by a ST8000AS0002DM-SMRdrive during a Post-
mark run on ext4-baseline and ext4-lazy. Metadata writes make up 1.6% of total writes in ext4-
baseline, only 1/5 of which is unique.
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Figure 3.12:�e top graph shows the throughput of a ST8000AS0002DM-SMRdrive with a 400GB
partition during a Postmark run on ext4-baseline and ext4-lazy. �e bottom graph shows the
o�sets of write types during the run on ext4-baseline. �e graph does not re�ect sizes of the
writes, but only their o�sets.

Unlike on the CMR drive, the e�ect is profound on the ST8000AS0002 DM-SMR drive.�e
benchmark completes more than 2× faster on ext4-lazy, in 461 seconds, as seen in Figure 3.12. On
ext4-lazy, the drive sustains 140MiB/s throughput and �lls the persistent cache in 250 seconds,
and then drops to a steady 20MiB/s until the end of the run. On ext4-baseline, however, the large
number of small metadata writes reduce throughput to 50MiB/s taking the drive 450 seconds
to �ll the persistent cache. Once the persistent cache �lls, the drive interleaves cleaning and �le
systemuserwork, and smallmetadatawrites become prohibitively expensive, as seen, for example,
between seconds 450-530. During this periodwe do not see any data writes, because the writeback
thread alternates between page cache and bu�er cache when writing dirty blocks, and it is the
bu�er cache’s turn. We do, however, see journal writes because jbd2 runs as a separate thread and
continues to commit transactions.

�e benchmark completes even slower on a full 8 TB partition, as seen in Figure 3.13 (a), be-
cause ext4 spreads the same workload over more bands. With a small partition, updates to dif-
ferent �les are likely to update the same metadata region.�erefore, cleaning a single band frees
more space in the persistent cache, allowing it to accept more random writes. With a full parti-
tion, however, updates to di�erent �les are likely to update di�erent metadata regions; now the
cleaner has to clean a whole band to free a space for a single block in the persistent cache. Hence,
a�er an hour of ultra-low throughput due to cleaning, it recovers slightly towards the end, and the
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(c) Seagate ST5000AS0011
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Figure 3.13: �e top graphs show the throughput of four DM-SMR drives on a full disk partition
during a Postmark run on ext4-baseline and ext4-lazy. Ext4-lazy provides a speedup of 5.4× 2×,
2×, 1.7× in parts (a), (b), (c), and (d), respectively. �e bottom graphs show the o�sets of write
types during ext4-baseline run.�e graphs do not re�ect sizes of the writes, but only their o�sets.
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Figure 3.14: Postmark reported transaction throughput numbers for ext4-baseline and ext4-lazy
running on four DM-SMR drives with a full disk partition. Only includes numbers from the
transaction phase of the benchmark.
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benchmark completes 5.4× slower on ext4-baseline.
On the ST4000LM016 DM-SMR drive, the benchmark completes 2× faster on ext4-lazy, as

seen in Figure 3.13 (b), because the drive throughput is almost always higher than on ext4-baseline.
With ext4-baseline, the drive enters a long period of cleaning with ultra-low throughput at 2,000th
second and recovers around 4,200th second completing the benchmark with higher throughput.
We observe a similar phenomenon on the ST5000AS0011 DM-SMR drive, as shown in Fig-

ure 3.13 (c). Unlike with ext4-baseline that continues with a low throughput until the end of the
run, with ext4-lazy the cleaning cycle eventually completes and the workload �nishes 2× faster.

�e last DM-SMR drive in our list, WD40NMZW model found in My Passport Ultra from
Western Digital [197], shows a di�erent behavior from previous disks, suggesting a di�erent STL
design. We think it is using an S-blocks-like architecture [29] with dynamic mapping that enables
cheaper cleaning (§ 2.2). Unlike previous drives that clean only when idle or when the persistent
cache is full, WD40NMZW seems to regularlymix cleaning with �le system user work.�erefore,
its throughput is not as high as the Seagate drives initially, but a�er the persistent cache becomes
full, it does not su�er as sharp of a drop and its steady-state throughput is higher. Nevertheless,
with ext4-lazy the disk achieves 1.4-2.5× increase in throughput over ext4-baseline, depending on
the state of the persistent cache, and the benchmark completes 1.7× faster.
Figure 3.14 shows Postmark transaction throughput numbers for the runs. All of the drives

show a signi�cant improvementwith ext4-lazy. An interesting observation is that, whilewith ext4-
baseline WD40NMZW is 2× faster than ST8000AS0002, with ext4-lazy the situation is reversed
and ST8000AS0002 is 2× faster than WD40NMZW, and fastest overall.

3.4.4 Performance Overhead of Ext4-Lazy
Indirection Overhead: To determine the overhead of in-memory jmap lookup, we populated
jmap with 10,000 mappings pointing to random blocks in the journal, and measured the total
time to read all of the blocks in a �xed random order. We then measured the time to read the
same random blocks directly, skipping the jmap lookup, in the same order. We repeated each
experiment �ve times, starting with a cold cache every time, and found no di�erence in total time
read time—reading from disk dominated the total time of the operation.
Memory Overhead: A single jmap entry consists of a red-black tree node (3×8 bytes), a doubly-
linked list node (2×8 bytes), a mapping (12 bytes), and a transaction id (4 bytes), occupying 56
bytes in memory. Hence, for example, a million-entry jmap that canmap 3.8GiB of hot metadata,
requires 53MiB of memory. Although this is already a modest overhead for today’s systems, it can
further be reduced with memory-e�cient data structures.
SeekOverhead:�e rationale for introducing cylinder groups in FFS, whichmanifest themselves
as block groups in ext4, was to create clusters of inodes that are spread over the disk close to the
blocks that they reference, to avoid long seeks between an inode and its associated data [129].
Ext4-lazy, however, puts hot metadata in the journal located at the center of the disk, requiring a
half-seek to read a �le in theworst case.�e TarFiles benchmark (§ 3.4.2) shows that when reading
�les from a large and deep directory tree, where directory traversal time dominates, putting the
metadata at the center wins slightly over spreading it out. To measure the seek overhead on a
shallow directory, we created a directory with 10,000 small �les located at the outer diameter of
the disk on ext4-lazy, and starting with a cold cache creating the tarball of the directory. We
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observed that since �les were created at the same time, their metadata was written sequentially to
the journal.�e code for reading metadata blocks in ext4 uses readahead since the introduction
of �ex_bgs. As a result, the metadata of all �les was brought into the bu�er cache in just 3 seeks.
A�er �ve repetitions of the experiment on ext4-baseline an ext4-lazy, the average times were 103
seconds and 101 seconds, respectively.
Cleaning Overhead: In our benchmarks, the 10GiB journal always contained less than 10% live
metadata. �erefore, most of the time the cleaner reclaimed space simply by advancing the tail.
We kept reducing the journal size and the �rst noticeable slowdown occurred with a journal size
of 1.4 GiB, that is, when the live metadata was ≈ 70% of the journal.

3.5 RelatedWork
Researchers have tinkered with the idea of separating metadata from data and managing it di�er-
ently in local �le systems before. Like many other good ideas, it may have been ahead of its time
because the technology that would bene�t most from it did not exist yet, preventing adoption.

�e Multi-Structured File System[133] (MFS) is the �rst �le system proposing the separation
of data and metadata. It was motivated by the observation that the �le system I/O is becoming
a bottleneck because data and metadata exert di�erent access patterns on storage, and a single
storage system cannot respond to these demands e�ciently.�erefore, MFS puts data and meta-
data on isolated disk arrays, and for each data type it introduces on-disk structures optimized for
the respective access pattern. Ext4-lazy di�ers from MFS in two ways: (1) it writes metadata as a
log, whereas MFS overwrites metadata in-place; (2) facilitated by (1), ext4-lazy does not require a
separate device for storing metadata in order to achieve performance improvements.
DualFS [145] is a �le system in�uenced by MFS—it also separates data and metadata. Unlike

MFS, however, DualFS uses well known data structures for managing each data type. Speci�cally,
it combines an FFS-like [128] �le system for managing data, and LFS-like [158] �le system for
managing metadata. hFS [224] improves on DualFS by also storing small �les in a log along with
metadata, thus exploiting disk bandwidth for small �les. Similar to these �le systems ext4-lazy sep-
arates metadata and data, but unlike them it does not con�ne metadata to a log—it uses a hybrid
design where metadata can migrate back and forth between �le system and log as needed. How-
ever, what really sets ext4-lazy apart is that it is not a new prototype �le system; it is an evolution
of a production �le system, showing that a journaling �le system can bene�t from the metadata
separation idea with a small set of changes that does not require on-disk format changes.
ESB [101] separates data and metadata on ext2, and puts them on a CMR drive and an SSD,

respectively, to explore the e�ect of speeding up metadata operations on I/O performance. It
is a virtual block device that sits below ext2 and leverages the �xed location of static metadata to
forwardmetadata block requests to an SSD.�e downside of this approach is that unlike ext4-lazy,
it cannot handle �oatingmetadata, like directory blocks. ESB authors conclude that for metadata-
light workloads speeding up metadata operations will not improve I/O performance on a CMR
drive, which aligns with our �ndings (§ 3.4.2).
A separate metadata server is the norm in distributed storage systems like Ceph, Lustre [209],

and Panasas [205]. TableFS [156] extends the idea to a local �le system: it is a FUSE-based [185] �le
system that stores metadata in LevelDB [73] and uses ext4 as an object store for large �les. Unlike
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ext4-lazy, TableFS is disadvantaged by FUSE overhead, but still it achieves substantial speedup
against production �le systems on metadata-heavy workloads.

3.6 Summary
In this chapter we take an evolutionary approach to adapting general-purpose �le systems to DM-
SMR drives. Our work has three takeaways. First, it shows how e�ective a well-chosen small
change can be. Second, it suggests that while three decades ago it was wise for �le systems to
scatter the metadata across the disk, today, with large memory sizes that cache metadata and with
changing recording technology, puttingmetadata at the center of the disk andmanaging it as a log
looks like a better choice.�ird, it shows that we can reduce the block interface tax only so much
using evolutionary changes to a mature �le system: Although we improved throughput for write-
heavy workloads on DM-SMR drives, the overhead of garbage collection was still signi�cant.
It appears that the only option for avoiding the block interface tax is to take the revolutionary

approach and design a new general-purpose �le system for the zone interface. At this point, it is
worth taking a step back and asking the following question: How appropriate are the abstractions
provided by a general-purpose �le system for a storage backend? Can a storage backend perform
better if it bypasses the �le system and runs on a raw device, and is it practical to do so? We answer
these questions in the next chapter.
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Chapter 4

Understanding and Quantifying the File
System Tax in Ceph

In this chapter we study and quantify the �le system tax—the overhead in code complexity, per-
formance, and �exibility stemming from building a storage backend on top of a general-purpose
�le system—in Ceph, a widely used distributed storage system. To this end, we perform a lon-
gitudinal study of storage backend evolution in Ceph. We dissect reasons that impede building
high-performance storage backends on top of general-purpose �le systems and describe the de-
sign of BlueStore, a special-purpose storage backend.

4.1 �e State of Current Storage Backends
Traditionally distributed storage systems have built their storage backends on top of general-
purpose �le systems, such as ext4 orXFS [74, 84, 87, 177, 202, 205][58, 154, 190, 209].�is approach
has delivered a reasonable performance, precluding questions on the suitability of �le systems as
a distributed storage backend. Several reasons have contributed to the success of �le systems as
the storage backend. First, they allow delegating the hard problems of data persistence and block
allocation to a well-tested and highly performant code. Second, they o�er a familiar interface
(POSIX) and abstractions (�les, directories). �ird, they enable the use of standard tools (ls,
find) to explore disk contents.

�e team behind the Ceph distributed storage system [202] also followed this convention for
almost a decade. Hard-won lessons that the Ceph team learned using several popular �le systems
led them to question the �tness of �le systems as storage backends.�is is not surprising in hind-
sight. Stonebraker, a�er building the INGRES database for a decade, noted that “operating systems
o�er all things to all people at much higher overhead” [183]. Similarly, exokernels demonstrated
that customizing abstractions to applications results in a signi�cantly better performance [61, 100].
In 2015 the Ceph project started designing and implementing BlueStore, a user space stor-

age backend that stores data directly on raw storage devices, and metadata in a key-value store.
By taking full control of the I/O path, BlueStore has been able to e�ciently implement full data
checksums, inline compression, and fast overwrites of erasure-coded data, while also improving
performance on common customer workloads. In 2017, a�er just two years of development, Blue-
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Store became the default production storage backend in Ceph. A 2018 survey among Ceph users
shows that 70%use BlueStore in productionwith hundreds of petabytes in deployed capacity [125].
Our �rst contribution in this work is outlining and explaining in detail the technical rea-

sons behind Ceph’s decision to develop BlueStore. �e �rst reason is that it is hard to imple-
ment e�cient transactions on top of existing �le systems. Transaction support in the storage
backend simpli�es implementing strong consistency that many distributed storage systems pro-
vide [87, 202][154, 209]. A storage backend can seamlessly implement transactions if the backing
�le system already supports them [112, 162]. Yet, most �le systems implement the POSIX standard,
which lacks a transaction concept.
A signi�cant body of work aims to introduce transactions into �le systems [85, 131, 137, 150,

162, 170, 180, 217], but none of these approaches have been adopted due to their high performance
overhead, limited functionality, interface complexity, or implementation complexity. �erefore,
distributed storage system developers typically resort to using ine�cient or complexmechanisms,
such as implementing a Write-Ahead Log (WAL) on top of a �le system [154], or leveraging a �le
system’s internal transactionmechanism [209].�e experience of the Ceph team shows that these
options deliver subpar performance or result in a fragile system.

�e second reason is that the �le system’s metadata does not scale, yet its performance can
signi�cantly a�ect the performance of the distributed storage system as a whole. Inability to
e�ciently enumerate large directory contents or handle small �les at scale in �le systems can
cripple performance for both centralized [205][209] and distributed [202][154] metadata man-
agement designs. To address this problem, distributed storage system developers use metadata
caching [154], deep directory hierarchies arranged by data hashes [202], custom databases [182],
or patches to �le systems [20, 21, 226].�e speci�c challenge that the Ceph team faced was enu-
merating directories with millions of entries fast, and the lack of ordering in the returned result.
Both Btrfs and XFS-based backends su�ered from this problem, and directory splitting opera-
tions meant to distribute the metadata load were found to clash with �le system policies, crippling
overall system performance.
Our second contribution, is to introduce the design of BlueStore, the challenges its design

overcomes, and opportunities for future improvements. Novelties of BlueStore include (1) storing
low-level �le system metadata, such as extent bitmaps, in a key-value store, thereby avoiding on-
disk format changes and reducing implementation complexity; (2) optimizing clone operations
and minimizing the overhead of the resulting extent reference-counting through careful interface
design; (3) BlueFS—a user space �le system that enables RocksDB to run faster on a raw storage
device; and (4) a space allocator with a �xed 35MiB memory usage per terabyte of disk space.
Finally, perform several experiments that evaluate the improvement of design changes from

Ceph’s previous production backend, FileStore, to BlueStore. We experimentally measure the per-
formance e�ect of issues like the overhead of journaling �le systems, double writes to the journal,
ine�cient directory splitting, and update-in-place mechanisms (as opposed to copy-on-write).

4.2 Background on the Ceph Distributed Storage System
Figure 4.1 shows the high-level architecture of Ceph. At the core of Ceph is the ReliableAutonomic
Distributed Object Store (RADOS) service [204]. RADOS scales to thousands of Object Storage
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Figure 4.1:High-level depiction of Ceph’s architecture. A single pool with 3× replication is shown.
�erefore, each placement group (PG) is replicated on three OSDs.

Devices (OSDs), providing self-healing, self-managing, replicated object storage with strong con-
sistency. Ceph’s librados library provides a transactional interface for manipulating objects and
object collections in RADOS. Out of the box, Ceph provides three services implemented using
librados: the RADOS Gateway (RGW), an object storage similar to Amazon S3 [8]; the RADOS
Block Device (RBD), a virtual block device similar to Amazon EBS [7]; and CephFS, a distributed
�le system with POSIX semantics.
Objects in RADOS are stored in logical partitions called pools. Pools can be con�gured to

provide redundancy for the contained objects either through replication or erasure coding. Within
a pool, the objects are sharded among aggregation units called placement groups (PGs). Depending
on the replication factor, PGs aremapped tomultiple OSDs using CRUSH, a pseudo-random data
distribution algorithm [203]. Clients also use CRUSH to determine the OSD that should contain
a given object, obviating the need for a centralized metadata service. PGs and CRUSH form an
indirection layer between clients and OSDs that allows the migration of objects between OSDs to
adapt to cluster or workload changes.
In every node of a RADOS cluster, there is a separate Ceph OSD daemon per local storage

device. Each OSD processes client I/O requests from librados clients and cooperates with peer
OSDs to replicate or erasure-code updates, migrate data, or recover from failures. Data is persisted
to the local device via the internal ObjectStore interface, which provides abstractions for objects,
object collections, a set of primitives to inspect data, and transactions to update data. A trans-
action combines an arbitrary number of primitives operating on objects and object collections
into an atomic operation. In principle each OSD may run a di�erent backend implementing the
ObjectStore interface, although in practice clusters tend to run the same backend implementation.

4.2.1 Evolution of Storage Backends in Ceph

�e �rst implementation of the ObjectStore interface was in fact a user space �le system called
Extent and B-Tree-based Object File System (EBOFS). In 2008, Btrfs was emerging with attrac-
tive features such as transactions, deduplication, checksums, and transparent compression, which
were lacking in EBOFS.�erefore, as shown in Figure 4.2, EBOFS was replaced by FileStore—an
ObjectStore implementation on top of Btrfs.
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Figure 4.2: Timeline of storage backend evolution in Ceph. For each backend, the period of devel-
opment, and the period of being the default production backend is shown.

In FileStore, an object collection is mapped to a directory and object data is stored in a �le.
Initially, object attributes were stored in POSIX extended �le attributes (xattrs), but were later
moved to LevelDB when object attributes exceeded size or count limitations of xattrs. FileStore
on Btrfs was the production backend for several years, throughout which Btrfs remained unstable
and su�ered from severe data and metadata fragmentation. In the meantime, the ObjectStore
interface evolved signi�cantly, making it impractical to switch back to EBOFS. Instead, FileStore
was ported to run on top of XFS, ext4, and later ZFS. Of these, FileStore on XFS became the de
facto backend because it scaled better and had faster metadata performance [82].
While FileStore on XFS was stable, it still su�ered from metadata fragmentation and did not

exploit the full potential of the hardware. Lack of native transactions led to a user space WAL
implementation that performed full data journaling and capped the speed of read-modify-write
workloads—a typical Ceph workload—to the WAL’s write speed. In addition, since XFS was not
a copy-on-write �le system, clone operations used heavily by snapshots were signi�cantly slower.
NewStore was the �rst attempt at solving the metadata problems of �le-system-based back-

ends. Instead of using directories to represent object collections, NewStore stored object metadata
in RocksDB, an ordered key-value store, while object data was kept in �les. RocksDB was also
used to implement the WAL, making read-modify-write workloads e�cient due to a combined
data and metadata log. Storing object data as �les and running RocksDB on top of a journaling
�le system, however, introduced high consistency overhead. �is led to the implementation of
BlueStore, which used raw disks.�e following section describes the challenges BlueStore aimed
to resolve. A complete description of BlueStore is given in § 4.4.

4.3 Building Storage Backends on Local File Systems is Hard

�is section describes the challenges faced by the Ceph team while trying to build a distributed
storage backend on top of local �le systems.
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4.3.1 Challenge 1: E�cient Transactions
Transactions simplify application development by encapsulating a sequence of operations into
a single atomic unit of work. �us, a signi�cant body of work aims to introduce transactions
into �le systems [85, 131, 137, 150, 162, 170, 180, 217]. None of these works have been adopted by
production �le systems, however, due to their high performance overhead, limited functionality,
interface complexity, or implementation complexity.
Hence, there are three tangible options for providing transactions in a storage backend run-

ning on top of a �le system: (1) hooking into a �le system’s internal (but limited) transaction
mechanism; (2) implementing a WAL in user space; and (3) using key-value database with trans-
actions as a WAL. Next, we describe why each of these options results in signi�cant performance
or complexity overhead.

Leveraging File System Internal Transactions

Many �le systems implement an in-kernel transaction framework that enables performing com-
pound internal operations atomically [34, 43, 179, 194]. Since the purpose of this framework is to
ensure internal �le system consistency, its functionality is generally limited, and thus, unavailable
to users. For example, a rollbackmechanism is not available in �le system transaction frameworks
because it is unnecessary for ensuring internal consistency of a �le system.
Until recently, Btrfs was making its internal transactionmechanism available to users through

a pair of system calls that atomically applied operations between them to the �le system [43].�e
�rst version of FileStore that ran on Btrfs relied on these system calls, and su�ered from the lack of
a rollback mechanism. More speci�cally, if a Ceph OSD ecountered a fatal event in the middle of
a transaction, such as a so�ware crash or a KILL signal, Btrfs would commit a partial transaction
and leave the storage backend in an inconsistent state.
Solutions attempted by the Ceph and Btrfs teams included introducing a single system call

for specifying the entire transaction [198], and implementing rollback through snapshots [199],
both of which proved costly. Btrfs authors recently deprecated transaction system calls [26].�is
outcome is similar to Microso�’s attempt to leverage NTFS’s in-kernel transaction framework for
providing an atomic �le transaction API, which was deprecated due to its high barrier to entry
[104].

�ese experiences strongly suggest that it is hard to leverage the internal transaction mecha-
nism of a �le system in a storage backend implemented in user space.

Implementing the WAL in User Space

An alternative to utilizing the �le system’s in-kernel transaction framework was to implement a
logical WAL in user space. While this approach worked, it su�ered from three major problems.

Slow Read-Modify-Write. Typical Ceph workloads performmany read-modify-write operations
on objects, where preparing the next transaction requires reading the e�ect of the previous trans-
action. A user space WAL implementation, on the other hand, performs three steps for every
transaction. First, the transaction is serialized and written to the log. Second, fsync is called
to commit the transaction to disk. �ird, the operations speci�ed in the transaction are applied
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to the �le system. �e e�ect of a transaction cannot be read by upcoming transactions until the
third step completes, which is dependent on the second step. As a result, every read-modify-write
operation incurred the full latency of the WAL commit, preventing e�cient pipelining.

Non-idempotent Operations. In FileStore, objects are represented by �les, and collections are
mapped to directories. With this data model, replaying a logical WAL a�er a crash is challenging
due to non-idempotent operations. While the WAL is trimmed periodically, there is always a
window of time when a committed transaction that is still in the WAL has already been applied
to the �le system. For example, consider a transaction consisting of three operations: 1© clone
a→b; 2© update a; 3© update c. If a crash happens a�er the second operation, replaying the
WAL corrupts object b. As another example, consider a transaction: 1© update b; 2© rename
b→c; 3© rename a→b; 4© update d. If a crash happens a�er the third operation, replaying
the WAL corrupts object a, which is now named b, and then fails because object a does not exist
anymore.

FileStore onBtrfs solved this problembyperiodically taking persistent snapshots of the �le sys-
tem and marking the WAL position at the time of snapshot.�en on recovery the latest snapshot
was restored, and the WAL was replayed from the position marked at the time of the snapshot.

When FileStore abandoned Btrfs in favor of XFS (§ 4.2.1), the lack of e�cient snapshots caused
two problems. First, on XFS the sync system call is the only option for synchronizing �le system
state to storage. However, in typical deployments with multiple drives per node, sync is too ex-
pensive because it synchronizes all �le systems on all drives.�is problem was resolved by adding
syncfs system call [200] to the Linux kernel, which synchronizes only a given �le system.

�e second problem was that with XFS, there is no option to restore a �le system to a speci�c
state a�erwhich theWAL can be replayedwithoutworrying about non-idempotent operations. To
address this problem, guards (sequence numbers) were added to avoid replaying non-idempotent
operations. �e guards were hard to reason about, hard to test, and slowed operations down.
Verifying correctness of guards for complex operations was hard due to the large problem space.
Toolingwaswritten to generate randompermutations of complex operation sequences, whichwas
combinedwith failure injection to semi-comprehensively verify that all failure caseswere correctly
handled, but the code ended up fragile and hard-to-maintain.

Double Writes. �e �nal problem with the WAL in FileStore is that it writes data twice: �rst
to the WAL, and then to the �le system, e�ectively halving the disk bandwidth on write-intensive
workloads.�is is awell-knownproblem that leadsmost �le systems to only logmetadata changes,
allowing data to be lost a�er a crash. It is possible to avoid the penalty of double writes for new
data, by �rst writing it to disk and then logging only the respective metadata. However, FileStore’s
approach of using the state of the �le system to infer the namespace of objects and their states
makes this method hard to use due to corner cases, such as partially written or temporary �les.
While FileStore’s approach turned out to be problematic, it was originally chosen for a technically
useful reason: the alternative required implementing an in-memory cache for data and metadata
to any updates waiting on the FileStore journal, despite the kernel having a page and inode cache
of its own.
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Using a Key-Value Store as the WAL

With NewStore, the metadata was stored in RocksDB, an ordered key-value store, while the ob-
ject data were still represented as �les in a �le system. Hence, metadata operations could be per-
formed atomically; data overwrites, however, were logged into RocksDB and executed later. We
�rst describe how this design addresses the three problems of a logical WAL, and then show that
it introduces high consistency overhead that stems from running atop a journaling �le system.
First, slow read-modify-write operations are avoided because the key-value interface allows

reading the new state of an object without waiting for the transaction to commit.
Second, the problem of non-idempotent operation replay is avoided because the read side of

such operations is resolved at the time when the transaction is prepared. For example, for clone
a→b, if object a is small, it is copied and inserted into the transaction; if object a is large, a copy-
on-write mechanism is used, which changes both a and b to point to the same data and marks the
data read-only.
Finally, the problem of double writes is avoided for new objects because the object namespace

is now decoupled from the �le system state.�erefore, data for a new object is �rst written to the
�le system and then a reference to it is atomically added to the database.
Despite these favorable properties, the combination of RocksDB and a journaling �le system

introduces high consistency overhead, similar to the journaling of journal problem [97, 174]. Cre-
ating an object inNewStore entails two steps: (1) writing to a �le and calling fsync, and (2) writing
the object metadata to RocksDB synchronously [92], which also calls fsync. Ideally, the fsync in
each step should issue one expensive FLUSH CACHE command [213] to disk. With a journaling �le
system, however, each fsync issues two �ush commands: a�er writing the data, and a�er com-
mitting the corresponding metadata changes to the �le system journal. Hence, creating an object
in NewStore results in four expensive �ush commands to disk.
We demonstrate the overhead of journaling using a benchmark that emulates a storage back-

end creating many objects.�e benchmark has a loop in which each iteration �rst writes 0.5MiB
of data and then inserts a 500 byte metadata to RocksDB. We run the benchmark on two setups.
�e �rst setup emulates NewStore, issuing four �ush operations for every object creation: data is
written as a �le to XFS, and the metadata is inserted to stock RocksDB running on XFS.�e sec-
ond setup emulates object creation on raw disk, which issues two �ush operations for every object
creation: data is written to the raw disk and the metadata is inserted to a modi�ed RocksDB that
runs on a raw disk with a preallocated pool of WAL �les.
Figure 4.3 shows that the object creation throughput is 80% higher on raw disk than on XFS

when running on a HDD and 70% when running on an NVMe SSD.

4.3.2 Challenge 2: Fast Metadata Operations
Ine�ciency of metadata operations in �le systems is a source of constant struggle for distributed
storage systems [143][149, 226]. One of the key metadata challenges in Ceph with the FileStore
backend stems from the slow directory enumeration operations (readdir) on large directories,
and the lack of ordering in the returned result [178].
Objects in RADOS are mapped to a PG based on a hash of their name and enumerated by

hash order. Enumeration is necessary for operations like scrubbing [163], recovery, or for serving
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Figure 4.3: �e overhead of running an object store workload on a journaling �le system. Object
creation throughput is 80% higher on a rawHDD (4TB Seagate ST4000NM0023) and 70% higher
on a raw NVMe SSD (400GB Intel P3600).

librados calls that list objects. For objects with long names—as is o�en the case with RGW—
FileStore works around the �le name length limitation in local �le systems using extended at-
tributes, whichmay require a stat call to determine the object name. FileStore follows a commonly-
adopted solution to the slow enumeration problem: a directory hierarchy with large fan-out is cre-
ated, objects are distributed among directories, and then selected directories’ contents are sorted
a�er being read.
To sort them quickly and to limit the overhead of potential stat calls, directories are kept

small (a few hundred entries) by splitting them when the number of entries within them grows.
�e process can be costly. While XFS tries to allocate the directory and its contents in the same
allocation group [93], subdirectories are typically placed in di�erent allocation groups to ensure
there is space for future directory entries to be located close together [128].�erefore, as the num-
ber of objects grows, directory contents spread out, and split operations take longer to complete.
�is can cripple performance if all Ceph OSDs start splitting in unison, and it has been a�ecting
many Ceph users over the years [27, 52, 181].
To demonstrate this e�ect, we con�gure a 16-node Ceph cluster (§ 4.6) with roughly half the

recommended number of PGs to increase load per PG and accelerate splitting, and we insert
millions of 4 KiB objects with queue depth of 128 at the RADOS layer (§ 4.2). Figure 4.4 shows
the e�ect of the splitting on FileStore for an all-SSD cluster. While the �rst split is not noticeable
in the graph, the second split causes a precipitous drop that kills the throughput for 7 minutes on
an all-SSD cluster and for 120 minutes on an all-HDD cluster (not shown), during which a large
and deep directory hierarchy with millions of entries is scanned and even a deeper hierarchy is
created. Splitting can dramatically a�ect workload performance on both HDDs and NVMe SSDs
since it happens inline with workload operations, and it can spawn enough I/O to even throttle
SSDs that can handle signi�cant operation parallelism.

4.3.3 Other Challenges

Many public and private clouds rely on distributed storage systems like Ceph for providing storage
services [139]. Without complete control of the I/O stack, it is hard for distributed storage systems
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Figure 4.4: �e e�ect of directory splitting on throughput with FileStore backend. �e workload
inserts 4 KiB objects using 128 parallel threads at the RADOS layer to a 16-node Ceph cluster
(setup explained in § 4.6). Directory splitting brings down the throughput for 7 minutes on an
all-SSD cluster. Once the splitting is complete, the throughput recovers but does not return to
peak, due to combination of deeper nesting of directories, increased size of the underlying �le
system, and an imperfect implementation of the directory hashing code in FileStore.

to enforce storage latency SLOs in these clouds. And yet, running the storage backend on top of a
�le system cedes the control of the I/O stack to the operating system policies and mechanisms.
One cause of high-variance request latencies in �le-system-based storage backends is the op-

erating system page cache. To improve user experience, most OSs implement the page cache using
write-back policy, in which a write operation completes once the data is bu�ered in memory and
the corresponding pages are marked as dirty. On a system with little I/O activity, the dirty pages
are written back to disk at regular intervals, synchronizing the on-disk and in-memory copies of
data. On a busy system, on the other hand, the write-back behavior is governed by a complex set
of policies that can trigger writes at arbitrary times [14, 44, 220].
Hence, while the write-back policy results in a responsive system for users with lightly loaded

machines, it complicates achieving predictable latency on busy storage backends. Even with a
periodic use of fsync, FileStore has been unable to bound the amount of deferred inodemetadata
write-back, leading to inconsistent performance.
Another challenge for �le-system-based backends is implementing operations thatwork better

with copy-on-write support, such as snapshots. If the backing �le system is copy-on-write, these
operations can be implemented e�ciently. However, even if the copy-on-write is supported, a �le
systemmay have other drawbacks, like fragmentation in FileStore on Btrfs (§ 4.2.1). If the backing
�le system is not copy-on-write, then these operations require performing expensive full copies
of objects, which makes snapshots and overwriting of erasure-coded data prohibitively expensive
in FileStore (§ 4.5.2).

4.4 BlueStore: A Clean-Slate Approach

BlueStore is a storage backend designed from scratch to replace backends that relied on �le systems
and faced the challenges outlined in the previous section. Some of the main goals of BlueStore
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Figure 4.5:�e high-level architecture of BlueStore. Data is written to the raw storage device using
direct I/O.Metadata is written to RocksDB running on top of BlueFS. BlueFS is a user space library
�le system designed for RocksDB, and it also runs on top of the raw storage device.

were:
1. Fast metadata operations (§ 4.4.1)
2. No consistency overhead for object writes (§ 4.4.1)
3. Copy-on-write clone operation (§ 4.4.2)
4. No journaling double-writes (§ 4.4.2)
5. Optimized I/O patterns for HDD and SSD (§ 4.4.2)
BlueStore achieved all of these goals within just two years and became the default storage

backend in Ceph. Two factors played a key role in why BlueStore matured so quickly compared
to general-purpose POSIX �le systems that take a decade to mature [210, 211][60, 116]. First, Blue-
Store implements a small, special-purpose interface, and not a complete POSIX I/O speci�cation.
Second, BlueStore is implemented in user space, which allows it to leverage well-tested and high-
performance third-party libraries. Finally, BlueStore’s control of the I/O stack enables additional
features whose discussion we defer to § 4.5.

�e high-level architecture of BlueStore is shown in Figure 4.5. BlueStore runs directly on
raw disks. A space allocator within BlueStore determines the location of new data, which is asyn-
chronously written to disk using direct I/O. Internal metadata and user object metadata is stored
in RocksDB, which runs on BlueFS, a minimal user space �le system tailored to RocksDB.�e
BlueStore space allocator and BlueFS share the disk and periodically communicate to balance free
space.�e remainder of the section describes metadata and data management in BlueStore.

4.4.1 BlueFS and RocksDB
BlueStore achieves its �rst goal, fastmetadata operations, by storingmetadata in RocksDB. Blue-
Store achieves its second goal of no consistency overhead with two changes. First, it writes data
directly to raw disk, resulting in one cache �ush for data write. Second, it changes RocksDB to
reuse WAL �les as a circular bu�er, resulting in one cache �ush for metadata write, a feature that
RocksDB has now o�cially adopted.
RocksDB itself runs on BlueFS, a minimal �le system designed speci�cally for RocksDB that
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Figure 4.6:A possible on-disk data layout of BlueFS.�e metadata in BlueFS lives only in the jour-
nal. �e journal does not have a �xed location—its extents are interleaved with �le data. �e
WAL, LOG, and SST �les are write-ahead log �le, debug log �le, and a sorted-string table �les,
respectively, generated by RocksDB.

runs on a raw storage device. RocksDB abstracts its requirements out from the underlying �le sys-
tem in the Env interface. BlueFS is an implementation of this interface in the form of a user space,
extent-based, and journaling �le system. It implements basic system calls required by RocksDB,
such as open, mkdir, and pwrite. A possible on-disk layout of BlueFS is shown in Figure 4.6.
BlueFS maintains an inode for each �le that includes the list of extents allocated to the �le. �e
superblock is stored at a �xed o�set and contains an inode for the journal. �e journal has the
only copy of all �le system metadata, which is loaded into memory at mount time. On every
metadata operation, such as directory creation, �le creation, and extent allocation, the journal
and in-memory metadata are updated.�e journal is not stored at a �xed location; its extents are
interleaved with other �le extents.�e journal is compacted and written to a new location when
it reaches a precon�gured size, and the new location is recorded in the superblock.�ese design
decisions work because large �les and periodic compactions limit the volume of metadata at any
point in time.

Metadata Organization. BlueStore keeps multiple namespaces in RocksDB, each storing a dif-
ferent type of metadata. For example, object information is stored in the O namespace (that is,
RocksDB keys start withO and their values represent object metadata), block allocationmetadata
is stored in the B namespace, and collection metadata is stored in the C namespace. Each collec-
tion maps to a PG and represents a shard of a pool’s namespace.�e collection name includes the
pool identi�er and a pre�x shared by the collection’s object names. For example, a key-value pair
C12.e4-6 identi�es a collection in pool 12 with objects that have hash values starting with the 6
signi�cant bits of e4. Hence, the object O12.e532 is a member, whereas the object O12.e832 is
not.�is organization allows a collection of millions of objects to be split into multiple collections
merely by changing the number of signi�cant bits.�is collection splitting operation is necessary
to rebalance data across OSDs when, for example, a new OSD is added to the cluster, and it was a
costly operation with FileStore.
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4.4.2 Data Path and Space Allocation
BlueStore is a copy-on-write backend. For incoming writes larger than aminimum allocation size
(64KiB for HDDs, 16 KiB for SSDs) the data is written to a newly allocated extent. Once the data
is persisted, the corresponding metadata is inserted to RocksDB.�is allows BlueStore to provide
e�cient clone operations. A clone operation simply increments the reference count of dependent
extents, and writes are directed to new extents. It also allows BlueStore to avoid journal double-
writes for object writes and partial overwrites that are larger than the minimum allocation size.
For writes smaller than theminimum allocation size, both data andmetadata are �rst inserted

to RocksDB as promises of future I/O, and then asynchronously written to disk a�er the trans-
action commits. �is deferred write mechanism has two purposes. First, it batches small writes
to increase e�ciency, because new data writes require two I/O operations whereas an insert to
RocksDB requires one. Second, it optimizes I/O based on the device type. 64KiB (or smaller)
overwrites of a large object on an HDD are performed asynchronously in place to avoid seeks
during reads, whereas on SSDs in-place overwrites only happen for I/O sizes less than 16KiB.

Space Allocation. BlueStore allocates space using two modules: the FreeList manager and the
Allocator. �e FreeList manager is responsible for a persistent representation of the parts of the
disk currently in use. Like all metadata in BlueStore, this free list is also stored in RocksDB.�e
�rst implementation of the FreeList manager represented in-use regions as key-value pairs with
o�set and length.�e disadvantage of this approach was that the transactions had to be serialized:
the old key had to be deleted �rst before inserting a new key to avoid an inconsistent free list.�e
second implementation is bitmap-based. Allocation and deallocation operations use RocksDB’s
merge operator to �ip bits corresponding to the a�ected blocks, eliminating the ordering con-
straint.�e merge operator in RocksDB performs a deferred atomic read-modify-write operation
that does not change the semantics and avoids the cost of point queries [91].

�e Allocator is responsible for allocating space for the new data. It keeps a copy of the free list
in memory and informs the FreeList manager as allocations are made. �e �rst implementation
of Allocator was extent-based, dividing the free extents into power-of-two size bins. �is design
was susceptible to fragmentation as disk usage increased.�e second implementation uses a hier-
archy of indexes layered on top of a single-bit-per-block representation to track whole regions of
blocks. Large and small extents can be e�ciently found by querying the higher and lower indexes,
respectively.�is implementation has a �xed memory usage of 35MiB per terabyte of capacity.

Cache. Since BlueStore is implemented in user space and accesses the disk using direct I/O, it can-
not use the operating system page cache. As a result, BlueStore implements its own write-through
cache in user space, using the scan resistant 2Q algorithm [99]. �e cache implementation is
sharded for parallelism. It uses an identical sharding scheme to Ceph OSDs, which shard requests
to collections across multiple cores.�is avoids false sharing, so that the same CPU context pro-
cessing a given client request touches the corresponding 2Q data structures.

4.5 Features Enabled by BlueStore
In this section we describe new features implemented in BlueStore.�ese features were previously
lacking because implementing them e�ciently requires full control of the I/O stack.
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4.5.1 Space-E�cient Checksums
Ceph scrubs metadata every day and data every week. Even with scrubbing, however, if the data
is inconsistent across replicas it is hard to be sure which copy is corrupt. �erefore, checksums
are indispensable for distributed storage systems that regularly deal with petabytes of data, where
bit �ips are almost certain to occur.
Most local �le systems do not support checksums. When they do, like Btrfs, the checksum is

computed over 4KiB blocks to make block overwrites possible. For 10 TiB of data, storing 32-bit
checksums of 4KiB blocks results in 10GiB of checksummetadata.�is makes it di�cult to cache
checksums in memory for fast veri�cation.
On the other hand, most of the data stored in distributed storage systems is read-only and

can be checksummed at a larger granularity. BlueStore computes a checksum for every write and
veri�es the checksum on every read. While multiple checksum algorithms are supported, crc32c
is used by default because it is well-optimized on both x86 and ARM architectures, and it is suf-
�cient for detecting random bit errors. With full control of the I/O stack, BlueStore can choose
the checksum block size based on the I/O hints. For example, if the hints indicate that writes are
from the S3-compatible RGW service, then the objects are read-only and the checksum can be
computed over 128KiB blocks, and if the hints indicate that objects are to be compressed, then a
checksum can be computed a�er the compression, signi�cantly reducing the total size of check-
sum metadata.

4.5.2 Overwrite of Erasure Coded Data
Ceph has supported erasure coded (EC) pools (§ 4.2) through the FileStore backend since 2014.
However, until BlueStore, EC pools only supported object appends and deletions; overwrites were
slow enough to make the system unusable. As a result, the use of EC pools were limited to RGW;
for RBD and CephFS only replicated pools could be used.
To avoid the “RAIDwrite hole” problem [189], where crashing during amulti-step data update

can leave the system in an inconsistent state, Ceph performs overwrites in EC pools using two-
phase commit. First, all OSDs that store a chunk of the EC object make a copy of the chunk so that
they can roll back in case of failure. A�er all of the OSDs receive the new content and overwrite
their chunks, the old copies are discarded. With FileStore on XFS, the �rst phase is expensive
because each OSD performs a physical copy of its chunk. BlueStore, however, makes overwrites
practical because its copy-on-write mechanism avoids full physical copies.

4.5.3 Transparent Compression
Transparent compression is crucial for large-scale distributed storage systems because 3× replica-
tion increases storage costs [69, 86]. BlueStore implements transparent compression where writ-
ten data is automatically compressed before being stored.
Getting the full bene�t of compression requires compressing over large 128KiB chunks, and

compression works well when objects are written in their entirety. For partial overwrites of a
compressed object, BlueStore places the new data in a separate location and updates metadata to
point to it. When the compressed object gets too fragmented due tomultiple overwrites, BlueStore
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Figure 4.7:�roughput of steady state object writes to RADOS on a 16-node all-HDD cluster with
di�erent I/O sizes using 128 threads. Compared to FileStore, the throughput is 50-100% greater
on BlueStore and has a signi�cantly lower variance.

compacts the object by reading and rewriting. In practice, however, BlueStore uses hints and
simple heuristics to compress only those objects that are unlikely to experience many overwrites.

4.6 Evaluation
�is section compares the performance of a Ceph cluster using FileStore, a backend built on a �le
system, and BlueStore, a backend using the storage device directly. We �rst compare the through-
put of object writes to the RADOS distributed object storage (§ 4.6.1).�en, we compare the end-
to-end throughput of random writes, sequential writes, and sequential reads to RBD, the Ceph
virtual block device built on RADOS (§ 4.6.2). Finally, we compare the throughput of random
writes to an RBD device allocated on an erasure-coded pool (§ 4.6.3).
We run all experiments on a 16-node Ceph cluster connected with a Cisco Nexus 3264-Q 64-

port QSFP+ 40GbE switch. Each node has a 16-core Intel E5-2698Bv3 Xeon 2GHz CPU, 64GiB
RAM, 400GB Intel P3600 NVMe SSD, 4TB 7200RPM Seagate ST4000NM0023 HDD, and a Mel-
lanox MCX314A-BCCT 40GbE NIC. All nodes run Linux kernel 4.15 on the Ubuntu 18.04 dis-
tribution and the Luminous release (v12.2.11) of Ceph. We use the default Ceph con�guration
parameters.

4.6.1 Bare RADOS Benchmarks

We start by comparing the performance of object writes to RADOS when using the FileStore
and BlueStore backends. We focus on write performance improvements because most BlueStore
optimizations a�ect writes.
Figure 4.7 shows the throughput for di�erent object sizes written with a queue depth of 128. At

the steady state, the throughput on BlueStore is 50-100% greater than FileStore. �e throughput
improvement on BlueStore stems from avoiding double writes (§ 4.3.1) and consistency overhead
of a journaling �le system (§ 4.3.1).
Figure 4.8 shows the 95th and above percentile latencies of object writes to RADOS. BlueStore
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Figure 4.8: 95th and above percentile latencies of object writes to RADOS on a 16-node all-HDD
cluster with di�erent sizes using 128 threads. BlueStore has an order of magnitude lower tail la-
tency than FileStore.

has an order of magnitude lower tail latency than FileStore. In addition, with BlueStore the tail
latency increases with the object size, as expected, whereas with FileStore even small-sized object
writes may have high tail latency, stemming from the lack of control over writes (§ 4.3.3).

�e read performance on BlueStore (not shown) is similar or better than on FileStore for
I/O sizes larger than 128KiB; for smaller I/O sizes FileStore is better because of the kernel read-
ahead [12]. BlueStore does not implement read-ahead on purpose. It is expected that the applica-
tions implemented on top of RADOS will perform their own read-ahead.
BlueStore eliminates the directory splitting e�ect of FileStore by storingmetadata in an ordered

key-value store. To demonstrate this, we repeat the experiment that showed the splitting problem
in FileStore (§ 4.3.2) on an identically con�guredCeph cluster using BlueStore backend. Figure 4.9
shows that the throughput on BlueStore does not su�er the precipitous drop, and in the steady
state it is 2× higher than FileStore throughput on SSD (and 3× higher than FileStore throughput
on HDD—not shown). Still, the throughput on BlueStore drops signi�cantly before reaching a
steady state due to RocksDB compaction whose cost grows with the object corpus.

4.6.2 RADOS Block Device (RBD) Benchmarks
Next, we compare the performance of RBD, a virtual block device service implemented on top
of RADOS, when using the BlueStore and FileStore backends. RBD is implemented as a kernel
module that exports a block device to the user, which can be formatted andmounted like a regular
block device. Data written to the device is striped into 4MiB RADOS objects and written in
parallel to multiple OSDs over the network.
For RBD benchmarks we create a 1 TB virtual block device, format it with XFS, and mount it

on the client. We use fio [13] to perform sequential and random I/O with queue depth of 256 and
I/O sizes ranging from 4KiB to 4MiB. For each test, we write about 30GiB of data. Before starting
every experiment, we drop the operating system page cache for FileStore, and we restart OSDs for
BlueStore to eliminate caching e�ects in read experiments. We �rst run all the experiments on
a Ceph cluster installed with FileStore backend. We then tear down the cluster, reinstall it with
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BlueStore backend, and repeat all the experiments.
Figure 4.10 shows the results for sequential writes, random writes, and sequential reads. For

I/O sizes larger than 512 KiB, sequential and random write throughput is on average 1.7× and 2×
higher with BlueStore, respectively, again mainly due to avoiding double-writes. BlueStore also
displays a signi�cantly lower throughput variance because it can deterministically push data to
disk. In FileStore, on the other hand, arbitrarily-triggered metadata writeback (§ 4.3.3) con�icts
with the foreground writes to the WAL and introduces long request latencies.
For medium I/O sizes (128–512KiB) the throughput di�erence decreases for sequential writes

because XFS masks out part of the cost of double writes in FileStore. With medium I/O sizes
the writes to WAL do not fully utilize the disk. �is leaves enough bandwidth for another write
stream to go through and not have a large impact on the foreground writes toWAL. A�er writing
the data synchronously to theWAL, FileStore then asynchronously writes it to the �le system. XFS
bu�ers these asynchronous writes and turns them into one large sequential write before issuing
to disk. XFS cannot do the same for random writes, which is why the high throughput di�erence
continues even for medium-sized random writes.
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Finally, for I/O sizes smaller than 64KiB (not shown) the throughput of BlueStore is 20%
higher than that of FileStore. For these I/O sizes BlueStore performs deferred writes by inserting
data toRocksDB�rst, and then asynchronously overwriting the object data to avoid fragmentation
(§ 4.4.2).

�e throughput of read operations in BlueStore is similar or slightly better than that of File-
Store for I/O sizes larger than 32KiB. For smaller I/O sizes, as the rightmost graph in Figure 4.10
shows, FileStore throughput is better because of the kernel readahead. While RBD does imple-
ment a readahead, it is not as well-tuned as the kernel readahead.

4.6.3 Overwriting Erasure Coded (EC) Data

One of the features enabled by BlueStore is e�cient overwrites of EC data. We measure the
throughput of random overwrites for both BlueStore and FileStore. Our benchmark creates 1 TB
RBD using one client. �e client mounts the block device and performs 5GiB of random 4KiB
writes with queue depth of 256. Since the RBD is striped in 4MiB RADOS objects, every write
results in an object overwrite. We repeat the experiment on a virtual block device allocated on a
replicated pool and on an EC pool with parameters k = 4 andm = 2 (EC4-2), and k = 5 andm = 1
(EC5-1).
Figure 4.11 compares the throughput of replicated and EC pools when using BlueStore and

FileStore backends. BlueStore EC pools achieve 6× more IOPS on EC4-2 and 8× more IOPS on
EC5-1 than FileStore.�is is due to BlueStore avoiding full physical copies during the �rst phase
of the two-phase commit required for overwriting EC objects (§ 4.5.2). As a result, it is practical
to use EC pools with applications that require data overwrite, such as RBD and CephFS, with the
BlueStore backend.

4.7 Challenges of Building Storage Backends on Raw Storage
�is section describes some of the challenges that the Ceph team faced when building a storage
backend on raw storage devices from scratch.
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4.7.1 Cache Sizing andWriteback

�e operating system fully utilizes the machinememory by dynamically growing or shrinking the
size of the page cache based on the applications’ memory usage. It writes back the dirty pages
to disk in the background trying not to adversely a�ect foreground I/O, so that memory can be
quickly reused when applications ask for it.
A storage backend based on a �le system automatically inherits the bene�ts of the operat-

ing system page cache. A storage backend that bypasses the �le system, however, has to imple-
ment a similar mechanism from scratch (§ 4.4.2). In BlueStore, for example, the cache size is a
�xed con�guration parameter that requires manual tuning. Building an e�cient user space cache
with the dynamic resizing functionality of the operating system page cache is an open problem
shared by other projects, like PostgreSQL [46] and RocksDB [90]. With the arrival of fast NVMe
SSDs, such a cache needs to be e�cient enough that it does not incur overhead for write-intensive
workloads—a de�ciency that current page cache su�ers from [37].

4.7.2 Key-value Store E�ciency

�e experience of theCeph project demonstrates thatmoving allmetadata to an ordered key-value
store, like RocksDB, signi�cantly improves the e�ciency of metadata operations. However, the
Ceph team has also found embedding RocksDB to be problematic inmultiple ways: (1) RocksDB’s
compaction and high write ampli�cation have been the primary performance limiter when using
NVMe SSDs in OSDs; (2) since RockDB is treated as a black box, data is serialized and copied
in and out of it, consuming CPU time; (3) RocksDB has its own threading model, which limits
the ability to do custom sharding.�ese and similar problems with RocksDB and other key-value
stores keeps the Ceph team researching for better solutions.

4.7.3 CPU and Memory E�ciency

Modern compilers align and pad basic datatypes inmemory so that CPU can fetch data e�ciently,
thereby increasing performance. For applications with complex structs, the default layout can
waste a signi�cant amount of memory [39, 134]. Many applications are rightly not concerned with
this problem because they allocate short-lived data structures. A storage backend that bypasses
the operating system page cache, on the other hand, runs continously and controls almost all of
a machine’s memory. �erefore, the Ceph team spent a lot of time packing structures stored in
RocksDB to reduce the total metadata size and the compaction overhead. �e main tricks used
were delta and variable-integer encoding.
Another observation with BlueStore is that on high-end NVMe SSDs the workloads are be-

coming increasingly CPU-bound. For its next-generation backend, the Ceph community is ex-
ploring techniques that reduce CPU usage, such as minimizing data serialization-deserialization
and using the SeaStar framework [168], which avoids context switches due to locking by adopting
a shared-nothing model.
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4.8 RelatedWork

�e primary motivator for BlueStore is the lack of transactions and unscalable metadata opera-
tions in �le systems. In this sectionwe compare BlueStore to previous research that aims to address
these problems.

Transaction Support. Previous work has generally followed three approaches when introducing
transactional interface to �le system users.

�e �rst approach is to leverage the in-kernel transaction mechanism present in the �le sys-
tems. Examples of the this are Btrfs’s export of transaction system calls to userspace [43], Transac-
tional NTFS [103], Valor [180], and TxFS [85].�e drawbacks of this approach are the complexity
and incompleteness of the interface, and the a signi�cant implementation complexity. For exam-
ple, Btrfs and NTFS both recently deprecated their transaction interface [26, 104] citing di�culty
guaranteeing correct or safe usage, which corroborates FileStore’s experience (§ 4.3.1). Valor [180],
while not tied to a speci�c �le system, also has a nuanced interface that requires correct use of a
combo of seven system calls, and a complex in-kernel implementation. TxFS is a recent work that
introduces a simple interface built on ext4’s journaling layer, however, its implementation requires
non-trivial amount of change to the Linux kernel. BlueStore, informed by FileStore’s experience,
avoids using �le systems’ in-kernel transaction infrastructure.

�e second approach builds a user space �le system atop a database, utilizing existing transac-
tional semantics. For example, Amino [217] relies on Berkeley DB [138] as the backing store, and
Inversion [137] stores �les in a POSTGRES database [184]. While these �le systems provide seam-
less transactional operations, they generally su�er from high performance overhead because they
accrue the overhead of the layers below. BlueStore similarly leverages a transactional database,
RocksDB, but incurs zero overhead because it eliminates the �le system and runs the database on
a raw disk. (RocksDB in BlueStore runs on BlueFS, which is a lightweight user space �le system
and not a full POSIX �le system, like ext4 or XFS.)

�e third approach provides transactions as a �rst-class abstraction in the operating system
and implements all services, including the �le system, using transactions. QuickSilver [162] is an
example of such system that uses built-in transactions for implementing a storage backend for a
distributed �le system. Similarly, TxOS [150] adds transactions to the Linux kernel and converts
ext3 into a transactional �le system.�is approach, however, is too heavyweight for achieving �le
system transactions, and such a kernel is tricky to maintain [85].

Metadata Optimizations. A large body of work has produced a plethora of approaches to meta-
data optimizations in local �le systems. BetrFS [96] introduces Bε-Tree as an indexing structure
for e�cient large scans. DualFS [145], hFS [224], and ext4-lazy [3] abandon traditional FFS [128]
cylinder group design and aggregate all metadata in one place to achieve signi�cantly faster meta-
data operations. TableFS [156] and DeltaFS [225] store metadata in LevelDB running atop a �le
system and achieve orders of magnitude faster metadata operations than �le systems.
While BlueStore also stores metadata in RocksDB—a LevelDB derivative—to achieve similar

speedup, it di�ers from the above in two important ways. In BlueStore, RocksDB runs on a raw
disk incurring zero overhead, and BlueStore keeps all metadata, including the internal metadata,
in RocksDB as key-value pairs. Storing internal metadata as variably-sized key-value pairs, as
opposed to �xed-sized records on disk, scales more easily. For example, the Lustre distributed �le
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system, which uses an ext4-derivate called LDISKFS for the storage backend, has changed on-disk
format twice in a short period to accommodate for increasing disk sizes [20, 21].

4.9 Summary
Distributed storage system developers conventionally build their storage backends atop general-
purpose �le systems. �is convention is attractive at �rst because general-purpose �le systems
provide most of the needed functionality, but in the long run it incurs a heavy �le system tax—an
overhead in code complexity, performance, and �exibility—on distributed storage systems. While
the developers are acutely aware of the �le system tax, they continue to pay it because they believe
that developing a special-purpose storage backend from scratch is an arduous process, akin to
developing a new �le system, which takes a decade to mature.
Relying on the Ceph team’s experience, we show this belief to be inaccurate, and we demon-

strate that BlueStore, a special-purpose storage backend developed from scratch, liberates Ceph
from the �le system tax: First, it reclaims the signi�cant performance le� on the table when build-
ing a storage backend on top of a �le system. Second, it e�ciently implements new features, not
practically implementable otherwise, by gaining complete control of the I/O stack.�ird, it frees
a Ceph from being locked into the hardware that the �le system supports. In the next chapter, we
leverage this freedom to liberate Ceph from the block interface tax as well.
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Chapter 5

Freeing Ceph From the Block Interface Tax

�e Ceph distributed storage system achieved freedom from the �le system tax by implementing a
clean-slate, special-purpose storage backend, BlueStore. In this chapter, we leverage this freedom
and �exibility to extend BlueStore to work on zoned devices and liberate Ceph from the block
interface tax as well. Since BlueStore stores metadata in RocksDB key-value store, we �rst extend
RocksDB to run on zoned devices. We then introduce new components to BlueStore that enable
data management on zoned devices. Finally, we demonstrate how freedom from the block inter-
face tax and the �le system tax allows Ceph to achieve cost-e�ective data storage and predictable
performance.

5.1 �e Emergence of Zoned Storage
�e hard drive industry paved theway to zoned storage by introducing ShingledMagnetic Record-
ing (SMR). SMR increases hard drive capacity by over 20% through partially overlappingmagnetic
tracks on top of each other, constraining writes to large sequential chunks and preventing small
random updates [75]. Hard drive manufacturers introduced Drive-Managed SMR (DM-SMR)
drives, which expose the block interface through a translation layer (Chapter 2). Realizing the
full potential of SMR without paying the block interface tax, however, is only possible with Host-
Managed SMR (HM-SMR) drives. HM-SMR drives expose the new and backward-incompatible
zone interface—technically known as ZBC/ZAC in the hard disk drive context, a�er the corre-
sponding new command sets added to SCSI and ATA standards [94, 95].
Despite the backward-incompatible interface, HM-SMR drives have seen widespread adop-

tion.�ey are natively supported in the Linux kernel with a mature storage stack, and they were
adopted by cloud storage providers [122, 123, 153] and storage server vendors [121][31]. Over half
of data center hard disk drives are expected to use SMR by 2023 [175].
While HDDs embraced sequential-write-only zones only recently through SMR, SSDs always

had them in the form of NAND �ash erase blocks. SSD designers, however, avoided breaking
backward-compatibility in the past by exploiting the fast I/O performance of NAND �ash, copi-
ous media overprovisioning [206], and sophisticated Flash Translation Layer (FTL) algorithms.
Nevertheless, the SSDs have not been able to completely avoid the block interface tax—the garbage
collection performed by the FTLhas long been identi�ed as a source of unpredictable performance
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and high tail latency in SSDs [80, 105, 221], and the extra hardware needed for the e�cient oper-
ation of the FTL has signi�cantly increased the device cost.

�e Open-Channel SSD (OCSSD) initiative pioneered the elimination of the FTL by exposing
erase blocks to the host for achieving improved and predictable performance, as well as signi�cant
cost reduction [18]. AlthoughOCSSDhadmajor early backers [38, 70], the lack of standardization
led to vendor-speci�c implementations, impeding widespread adoption.
Zoned Namespaces (ZNS) [19] is a newNVMe standard that draws inspiration from the expe-

rience of the OCSSD architecture as well as from the success of ZBC/ZAC interface for HM-SMR
drives. OCSSD takes, in some implementations, an extreme approach in exposing the rawNAND
�ash to host, requiring the host tomanage low-level details, such as error correction and wear lev-
eling. ZNS, on the other hand, exposes sequentially written erase blocks using a clean interface,
hiding complex details of raw �ash management from host. ZNS leverages the similarity of SMR
zones to erase blocks and extends the ZBC/ZAC zoned storage model to manage NAND �ash
media, resulting in a new single interface—the zone interface—for managing both ZNS SSDs and
HM-SMR HDDs. (Although ZNS is an NVMe extension and ZBC/ZAC are SCSI/ATA exten-
sions, a library is in the works that hides this di�erence and enables the same application written
for the zone interface to run on both ZNS SSDs and HM-SMR HDDs [208].)�e zone interface
aligns a zone with sequentially written erase blocks in ZNS SSDs and a physical zone in HM-SMR
HDDs, obviating the need for in-device garbage collection. As such, it moves the responsibility
for data management and garbage collection to the host.
In this chapter, we demonstrate how the Ceph distributed storage system can avoid paying

the block interface tax through the adoption of the zone interface. Ceph is already avoiding the
�le system tax by implementing a special-purpose, clean-slate storage backend, BlueStore. We
extend BlueStore to work on zoned devices and demonstrate that Ceph can now (1) store data
more cost-e�ectively by leveraging the extra 20% of capacity in HM-SMR drives, without paying
for the performance penalty of the translation layer in DM-SMR drives and (2) reduce the I/O
tail latency by leveraging the control over the garbage collection and the redundancy of data in
a distributed setting. Also, since BlueStore relies on RocksDB—a widely used key-value store—
for storing metadata, as a part of this work we extend RocksDB to work on zoned devices, and
we demonstrate how RocksDB too avoids the block interface tax and eliminates in-device write
ampli�cation through intelligent data management.

5.2 Background

BlueStore stores metadata in RocksDB and data on a raw block device (Figure 4.5). Hence, we
extend BlueStore to work on zoned devices in two steps: �rst, we handle the metadata path and
extend RocksDB to run on zoned devices, and second, we handle the data path and extend Blue-
Store to store data on raw zoned devices. Before going into details how we accomplish these tasks,
we introduce the zone interface and give an overview of RocksDB’s architecture; the overview of
BlueStore’s architecture can be found in § 4.4.
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Figure 5.1: Zoned storage model. Figure 5.2: Zone state transition diagram.

5.2.1 Zoned Storage Overview

�e zoned storage model partitions the device’s logical block address (LBA) space into �xed-sized
partitions called zones, as Figure 5.1 shows, and it introduces the following constraints: writes to a
zonemust be sequential in the LBA order, and a zonemust be reset through a zone reset command
before LBAs in it can be (sequentially) written again. Each zone also maintains a write pointer:
writes to a zone increment the write pointer and it points to the next writable LBAwithin the zone.
A zone can be in one of the following states, as the simpli�ed state diagram from the ZNS

technical proposal [19] in Figure 5.2 shows:
• Empty: No writes have been issued since the last zone reset operation.
• Open: A zone is partially written.
• Full: All the LBAs in the zone have been written.
• Closed: A zone has been transitioned fromOpen to Closed state due to resource constraints.
• Read Only orO�ine: A vendor-speci�c event has transitioned the zone to either Read Only
or O�ine state.

When the zone is in the empty state, the write pointer points to the �rst LBA of a given zone.
When the zone is in the open state, the write pointer points to an LBA within the zone, and when
the zone is full, the write pointer is invalid. If a write command attempts to write anywhere other
than the LBA pointed to by the write pointer, an I/O error occurs.
In addition to the zone state transitions caused by writes and device-side events, zone com-

mands are available to manipulate the zone states:�e open zone command transitions a zone in
the empty or closed state to the open state. �e close zone command transitions a zone from the
open state to the closed state. �e reset zone command transitions a zone from the open or full
state to the empty state. If the transition is not valid, the commands return an I/O error.
We leave the full treatment of the zone interface to respective speci�cations [19, 94, 95], and

conclude our overview of the zone interface by highlighting two of the di�erences between HM-
SMR HDDs and ZNS SSDs that are relevant to our discussion in the rest of this chapter.�e �rst
di�erence is about the zone size and zone capacity.�e zone size is �xed and equal for all zones in
both HM-SMRHDDs and ZNS SSDs and it is typically a power of two—a property used by block
layer [17] for fast serialization, boundary checks, and lookup of zone attributes.�e zone capacity,
on the other hand, identi�es the usable capacity of a zone: it is equal to the zone size in HM-SMR
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Figure 5.3: Data organization in RocksDB. Green squares represent Sorted String Tables (SSTs).
Blue squares represent SSTs selected for two di�erent concurrent compactions.

HDDs, but it is variable and usually smaller than the zone size in ZNS SSDs due to inherently
variable erase block sizes.

�e second di�erence is about how long a zone can stay in the open state. Contrary to the
zones in HM-SMRHDDs, the zones in ZNS SSDs cannot stay inde�nitely in a partially written—
that is in the open—state. A partially written zone contains partially written erase blocks, which
are prone to errors from read disturbances or physical properties of themedia unless they are fully
written.�us, to maintain data reliability, the host can pad the partially written zone or the SSD
itself can detect and pad such zones and transition them to the full state.

5.2.2 RocksDB Overview
RocksDB [62] is an instance of a Log-Structured Merge-Tree (LSM-Tree), an indexing data struc-
ture that increases the e�ective use of bandwidth by reducing seeks in hard disk drives, over the
alternative, the B-Tree [41]. Every key-value inserted to RocksDB is �rst individually written to
a Write-Ahead Log (WAL) �le using the pwrite system call, and then bu�ered in an in-memory
data structure called memtable. By default, RocksDB performs asynchronous inserts: pwrite re-
turns as soon as the data is bu�ered in the OS page cache and the actual transfer of data from
the page cache to storage is done later by the kernel writeback threads. Hence, a machine crash
may result in loss of data for an insert that was acknowledged. For applications that require the
durability and consistency of transactional writes RocksDB also supports synchronous inserts that
do not return until data is persisted on storage.
RocksDB stores data in �les called Sorted String Tables (SSTs), which are organized in levels

as shown in Figure 5.3. When the memtable reaches a precon�gured size, its content is written
out to an SST in level L0, and a new memtable is created. �e aggregate size of each level Li is a
multiple of Li−1, starting with a �xed size at L1. When the number of L0 SSTs reaches a threshold,
the compaction process selects all of L0 SSTs, reads them intomemory, sorts andmerges them, and
writes them out as new L1 SSTs. For higher levels, compactions are triggered when the aggregate
size of the level exceeds a threshold, in which case one SST from the lower level and multiple SSTs
from the higher level are compacted. For example, Figure 5.3 shows two concurrent compactions,
with the one of them happening between L1 and L2 and another one happening between L3 and
L4. If memtable �ushes or compactions cannot keep up with the rate of inserts, RocksDB stalls
inserts to avoid �lling storage and to prevent lookups from slowing down.
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5.3 Challenges of RocksDB on Zoned Storage

RocksDB in BlueStore runs on top of BlueFS (§ 4.4.1), a minimal user space �le system that runs
on a block device. Every I/O system call issued by RocksDB is eventually issued by BlueFS to the
raw storage device. Hence, to get RocksDB to run on a zoned device we need to adapt BlueFS to
run on a zoned device, which comes with several challenges. Below we describe these challenges
and our solutions to them.

5.3.1 Zone Cleaning

Placing SSTs produced by RocksDB one a�er another into the zones of a zoned device leads to the
segment cleaning problemof the Log-Structured File System (LFS) [158]. Since SST sizes aremuch
smaller than the zone size, a�er multiple compactions zones become fragmented: in addition to
live SSTs, they end up containing dead SSTs that have been merged to a new SST that was written
to another zone. Reclaiming the space occupied by the dead SSTs requires migrating live SSTs to
another zone, which increases the write ampli�cation.
Recentwork proposes a newdata format and compaction algorithm to eliminate zone cleaning

and achieve the ideal write ampli�cation of 1 [222]. Cleaning can be eliminated, however, without
making any changes to the compaction algorithm or data format, by simply matching SST and
zone sizes and aligning the start of an SST with the start of a zone. Hence, by mapping a complete
SST to a zone, a dead SST space can be reclaimed by merely resetting the zone’s write pointer,
thereby eliminating zone cleaning and achieving the write ampli�cation of 1. �ere are other
compelling reasons for increasing the SST size, such as enabling disks to do streaming reads with
fewer seeks, reducing expensive sync calls, and reducing the number of open �le handles. �is
approach is similar to that of SMRDB [148], however, unlike SMRDBwedonot restrict the number
of LSM-Tree levels andwe do not introduce a new data format that breaks backward compatibility.

5.3.2 Small SSTs

While we can specify the size of an SST as a con�guration option to RocksDB, it is not guaranteed
that all generated SSTs will be of the speci�ed size. For example, if compaction takes nine SSTs
from L3 and one SST from L2 andmerges them, unless there is no overlap among themerged data,
the process may produce ten SSTs with the last one being smaller than the rest. Although having
an SST smaller than the zone is not a problem for HM-SMR drives, it is a problem for ZNS SSDs
because partially written zones may lose data a�er some time(§ 5.2.1).
To address this issue, as a �rst step, when running on ZNS SSDs we null-pad the zones that are

written a small SST. Since padding consumes device bandwidth and is a side-e�ect of the device’s
design, we count padding bytes as write ampli�cation. Our experiments that insert semi-random
data to RocksDB shows that padding results in a write ampli�cation of 1.2. We leave it as future
work to �ll the zones with useful data in case of small SSTs and reach the ideal write ampli�cation
of 1.
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5.3.3 ReorderedWrites
Like most LSM-Tree implementations, RocksDB uses bu�ered I/O when writing compacted SSTs
to disk. �is keeps SSTs in the operating system page cache and improves performance signi�-
cantly for two reasons: (1) during compaction cached SSTs are read from memory, and (2) key
lookups in cached SSTs are served from memory.
Using bu�ered I/O, however, does not guarantee write ordering that is essential for zoned de-

vices. Pagewriteback can happen fromdi�erent contexts at the same time, and the pages picked up
by each context may not be zone-aligned. Furthermore, there are no write-alignment constraints
with bu�ered writes, so an application may write parts of a page across di�erent operations. In
this case, however, the same last page cannot be overwritten to add the remaining data when the
sequential write stream resumes. �us, to guarantee write ordering, (1) we must use direct I/O,
which is enabled by O_DIRECT �ag to the open system call, (2) issue writes to a zone sequentially,
and (3) use an I/O scheduler that preserves ordering of writes issued from user space, such as
deadline or mq-deadline I/O schedulers [42].
While direct I/O does not cause performance problems for ZNS SSDs due to low latency and

high internal parallelism, for HM-SMR drives it consumes a big chunk of storage bandwidth
for reading SSTs during compaction. To avoid this, we implement whole �le caching in BlueFS,
thereby serving SST �les from memory during compaction.

5.3.4 Synchronous writes to the WAL
�e libzbc [207] library is the de-facto method for interacting with zoned devices [124, 222]. It
provides the zbc_pwrite call for positional writes to the device, with similar semantics to the
pwrite system call. Even though pwrite is a synchronous call, when used with bu�ered I/O, as
in RocksDB (§ 5.2.2), it is e�ectively made asynchronous.
With zoned devices, however, we have to use direct I/O, which means the zbc_pwrite call

must wait for the device to acknowledge the write.�is has negligible overhead when data is writ-
ten in large chunks, as is the case for memtable �ushes and SST writes during compaction. Writes
to theWAL, on the other hand, happen a�er each key-value insertion. As a result, every insertion
must be acknowledged by the device, limiting the throughput to that of small synchronous writes
to the device.
To avoid this bottleneck, we switch to using libaio library—the in-kernel asynchronous I/O

framework—in BlueFS.�is approach works as long as the asynchronous I/O operations are is-
sued in order and the kernel I/O scheduler does not reorder I/Os [132]. We still use libzbc for
resetting zones and �ushing the drive.

5.3.5 Misaligned writes to the WAL
Random andmisaligned writes violate the zone interface and therefore cannot be used with zoned
devices. In RocksDB, there are three sources of such writes. First, when the key and value sizes
are smaller than 4KiB, the last block of SSTs may get overwritten when writing SSTs to disk.
We have found this to be a bug in RocksDB, which we have reported and the RocksDB team has
�xed [54]. Second, if an append operation to theWAL leaves empty space in the last written block,
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the following append operation overwrites that block to �ll the empty space. �ird, RocksDB
produces a handful of small �les—such as the manifest �le—that receive negligible amounts of
I/O, which also requires page overwrites. In the following section we describe how we address the
second and third source of random writes.

5.4 Handling Metadata Path—RocksDB on Zoned Storage
All the I/O system calls issued by RocksDB are emulated by BlueFS, which is a user space �le
system that opens a raw block device and issues actual I/O system calls. Among other function-
alities, BlueFS also implements a block allocator and journaling for metadata consistency. Below
we describe several design changes we make to BlueFS to make it work on zoned devices.

5.4.1 File types and space allocation

�ere are three �le types that are essential for the correct operation of RocksDB: SSTs, WAL �les,
and manifest �les that act as a transactional log of RocksDB state changes.
SST and WAL �les are large �les that receive the bulk of the I/O. SSTs are the simplest to

handle—they are append-only �les and wemap them to individual zones upon creation and align
their size to the zone size. We handle misaligned writes to the WAL (§ 5.3.5) by wrapping every
WALwrite in a record with the write length stored inline and padded to the 4KiB boundary. With
this change, the WAL reads can no longer directly know the data o�set in an extent without �rst
reading the record lengths. �is, however, is not a problem because reading the WAL is not on
the hot path—it is only read sequentially and only during crash recovery. In addition, we allocate
a �xed number of zones for WAL �les and use them as a circular bu�er.
We handle last block overwrites in manifest �les by dedicating two zones to them, only one

of which is active at a time. When a manifest �le reaches a certain size, a new one is created
and appended to the end of the zone, invalidating the older version. When a zone becomes full,
the latest manifest �le is written to the other zone, the write pointer of the full zone is reset, and
these two zones are used as a circular bu�er. During boot, the latest manifest �le is identi�ed by
scanning both of the zones.

5.4.2 Journaling and Superblock

BlueFS maintains an inode for each �le with a serial number, the list of extents allocated to the
�le (complete zones in case of SST and WAL �les), the actual size of the �le, and so on. BlueFS
uses an internal journal for consistency, which contains the only copy of all metadata. At mount,
the journal is replayed and the inodes are loaded in memory. For every metadata operation, such
as �le creation or zone allocation, the journal and in-memory metadata are updated. When the
journal reaches a precon�gured size, it is compacted andwritten to a new zone, and the superblock
is updated to point to it.
Since a superblock cannot be updated in-place, we use the same two-zone circular bu�er

method that we used for manifest �les and append the latest version of the superblock to the
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end of the zone. At mount, the latest version of the superblock is found by scanning the �rst two
zones of the drive.

5.4.3 Caching

To reduce the number of SST �les read from disk during compaction (§ 5.3.3), we implement a
FIFO whole �le cache in BlueFS. Every SST �le that is written is also placed to a cache of precon-
�gured size. A disadvantage of our cache implementation is that its unit of eviction is a �le. While
the operating system page cache will evict only a part of a �le when it runs out of space and con-
tinue to serve the remaining blocks from memory, by evicting a whole �le, our implementation,
for example, leaves 12.5% of the 2GiB cache empty when using 256MiB SST �les. We leave amore
e�cient cache implementation as future work.

5.5 Evaluation of RocksDB on HM-SMRHDDs

We evaluate RocksDB with BlueFS running on zoned devices in two parts. In this section, we
evaluate it on an HM-SMR drive, where we incrementally show how each of our optimizations
improves performance. In the next section, we take our optimized code and evaluate it on a pro-
totype ZNS SSD.

5.5.1 Evaluation Setup

We run all experiments on a system with AMD Opteron 6272 2.1 GHz CPU with 16 cores and
128GiB of RAM, running Linux kernel 4.18 on the Ubuntu 18.04 distribution. For evaluation we
use a 12 TB CMR drive (HGST HUH721212AL), a 14 TB HM-SMR drive (HGST HSH721414AL),
and an 8 TB DM-SMR drive (Seagate ST8000AS0022).�ese drives are similar mechanically and
have 200+MiB/s sequential I/O throughput at the outer diameter.
Unless otherwise noted, all our experiments run a benchmark that inserts 150 million pairs

of 20-byte keys and 400-byte values using the db_bench tool that comes with RocksDB. During
the benchmark run, RocksDB writes 200GiB of data through memtable �ushes, compaction, and
WAL inserts, and reads 100GiB of data due to compaction. �e size of the database is 59GiB
uncompressed and 31GiB compressed. To emulate a realistic environment where the amount of
data in the operating system page cache is a small fraction of the data stored on a high-capacity
drive, we limit the operating systemmemory to 6GiB.�is leaves slightlymore than 2GiB of RAM
for the page cache a�er the memory used by the operating system and benchmark application,
resulting in 1:15 ratio of cached to on-disk data. We repeat every experiment at least three times
and report the average and the standard deviation.
We establish two baselines. �e �rst baseline is RocksDB running on the XFS �le system

(recommended by the RocksDB team [63]) running on a CMR drive. �is is the baseline whose
performance we want to match with RocksDB running on BlueFS on an HM-SMR drive, given
that we are running RocksDB on a higher capacity device with a more restrictive interface. �e
second baseline is RocksDB running on the XFS �le system running on a DM-SMR drive. �is
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is a baseline we want to beat given that it is the only viable option for running RocksDB on a
high-capacity SMR drive, but has suboptimal performance due to block interface tax.

5.5.2 Establishing CMR Baseline
WerunRocksDBonXFS and tuneRocksDB settings for optimal performance on aCMRdrive [64].
Figure 5.4 shows that with optimized settings, the benchmark completes 34% faster. Figure 5.5
shows the heap memory allocated by RocksDB and db_bench, the memory used up by the oper-
ating system page cache, and the swap usage. �e two key observations are that the page cache
almost always usesmore than 2GiB of RAM, andno swapping occurs. Next, we look at the settings
we change to get this e�ect.
We focus on two tunables that impact performancemost: compaction_readahead_size and

write_buffer_size. We increase the former from the default of 0MiB to 2MiB.�is setting
determines the size with which pread system call issues read requests for reading SSTs during
compaction. With the default setting, RocksDB issues 4KiB requests and prefetches 256KiB at
a time, however, given that the compaction threads read large SSTs sequentially into memory,
256KiB request size is suboptimal and incurs unnecessary seeks due to interruptions from other
ongoing disk operations. Figure 5.6 (a) shows that by increasing the request size to 2MiB, the
number of seeks drops from the average of 110 seeks per second to almost 20 seeks per second.
We also increase the write_buffer_size from the default of 64MiB to 256MiB.�is setting

determines the memtable size that will be bu�ered in memory before being �ushed to disk. As
expected, increasing thememtable size by 4×, reduces the number of expensive fsync/fdatasync
system calls issued by a similar amount, as Figure 5.6 (b) shows.

�ese two con�guration changes are the reason behind the 34% speedup shown in Figure 5.4.
We also experimented with the maximum number of concurrent background jobs and settled on
4 threads: lower or higher values result inworse performance. Finally, we increased SST sizes from
64MiB to 256MiB, but this change did not have a noticeable e�ect on performance; it did, how-
ever, allow us to exactly map an SST to an HM-SMR zone. We choose RocksDB with optimized
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Figure 5.6: (a)�e number of seeks per second due to reads and (b) the number of fsync and
fdatasync system calls during the benchmark run with default and optimized RocksDB settings
on a CMR drive.

settings running on XFS on a CMR drive as our CMR baseline.

5.5.3 Establishing DM-SMR Baseline

�e optimized settings that we used for the CMR drive are bene�cial to a DM-SMR drive for the
same reasons. �e settings, however, have even bigger impact on the DM-SMR drive, where the
benchmark completes 63% faster than when running with the default settings. �is may sound
surprising, given two facts: (1) LSM-Trees are known to produce large sequential writes [119,
195][136], and (2) we have already established that DM-SMR drives handle sequential writes with
no overhead (§ 3.4.3). �en why does RocksDB, which produces sequential writes, su�er a per-
formance overhead on a DM-SMR drive? It turns out that current DM-SMR drives can detect
sequential writes only if there is a single stream. RocksDB, on the other hand, produces concur-
rent sequential streams due to memtable �ushes and concurrent compactions (§ 5.2.2), and the
block layer in the operating system splits large I/O requests into small chunks—for hard drives
the size of this chunk is 512 KiB by default in Linux. Chunks from di�erent streams get mixed and
sent to the drive in an arbitrary order, which appears as non-sequential writes to the drive. Meta-
data writes of the underlying �le system further complicates detecting sequential streams. Hence,
writes to otherwise append-only �les end up in the persistent cache and cause garbage collection,
incurring performance penalty to RocksDB running on DM-SMR drives.
We choose RocksDBwith optimized settings running onXFS on aDM-SMRdrive as ourDM-

SMR baseline.�e le� two bars in Figure 5.7 shows both of our baselines, where the CMRbaseline
is about 86% faster than the DM-SMR baseline. Our aim is to get RocksDB running on BlueFS
on an HM-SMR drive to beat RocksDB on a DM-SMR drive and to perform at least as good as
RocksDB on a CMR drive. For brevity, from now on we omit the �le system when discussing the
baselines and our work: RocksDB on CMR or DM-SMR drives implies that RocksDB is running
on XFS, and RocksDB on HM-SMR drive implies that RocksDB is running on BlueFS.
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inserts 150 million key-value pairs with 20-byte keys and 400-byte values.

5.5.4 Getting RocksDB to Run on an HM-SMR Drive
In our �rst iteration of changes to BlueFS we use libzbc and perform synchronous I/O on the
HM-SMR drive, which causes the writes to the WAL to become a bottleneck (§ 5.3.4). Figure 5.7
shows that on this iteration—denoted by HM-SMR (sync I/O)—the benchmark completes in
4,800 seconds—slower than both DM-SMR and CMR baselines.
Figure 5.8 (a) gives a detailed look at the �rst 50 seconds of the run. We see that in the �rst 7

seconds, during which only writes to the WAL happen, the write throughput is �xed at 40MiB/s.
In the next 3 seconds a memtable is �ushed, which increases the write throughput to 80MiB/s
and reduces the insert throughput to 60Kops/s. �is is expected because insert throughput is
determined by the speed of writes toWAL, and during memtable �ush, we have two threads shar-
ing the bandwidth: one is �ushing memtable data and the other is writing to the WAL. Once
the memtable �ush completes at the 10th second, the insert throughput jumps back and the write
throughput is again at 40MiB/s. Another memtable �ush happens and the pattern repeats, and
right at the end of the secondmemtable �ush a compaction starts at the 17th second.�is increases
read and write throughput because the compaction is done by a single thread that reads old SSTs
and writes new ones, and reduces insert throughput to the same level as during the memtable
�ush because we still have two threads sharing the bandwidth. Before the compaction completes,
another memtable �ush starts at the 23rd second. Now we have three threads sharing the disk
bandwidth.�e write bandwidth is the highest because all of them are writing, read bandwidth is
slightly lower, and most importantly, the insert throughput is at the lowest.
During the whole run, RocksDB never stalls inserts (§ 5.2.2) because the slow writes to the

WAL produce small enough work that memtable �ushes and compactions can keep up with.

5.5.5 Running Fast with Asynchronous I/O
In our second iteration we switch to libaio and perform asynchronous I/O on the HM-SMR
drive—we still rely on libzbc for zone operations. Figure 5.7 shows that on this iteration—
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Figure 5.8: Insertion throughput, HM-SMR drive read/write throughput, and compaction and
memtable �ush operations during the �rst 50 seconds of the benchmark with RocksDB on HM-
SMR drive using (a) synchronous and (b) asynchronous I/O.

denoted by HM-SMR (async I/O)—the benchmark completes in 3,000 seconds, 60% faster than
when performing synchronous I/O. At this point, RocksDB on HM-SMR is already 30% faster
than RocksDB on DM-SMR, but it is not as fast as RocksDB on CMR because during compaction
it reads SSTs from disk using direct I/O and consumes the drive bandwidth that could be used for
writes.
Figure 5.8 (b) gives a detailed look at the �rst 50 seconds of the run. We see that writes to the

WALduring the �rst 3 seconds are almost twice as fast, andmemtable �ush starts 3 seconds earlier,
compared to Figure 5.8 (a). Fast inserts result in continuous memtables �ushes, and similarly,
compaction starts 7 seconds earlier and does not stop. Unable to keep up with the work, RocksDB
stalls inserts almost every 5 seconds, which results in a spiky throughput graph. Despite the stalls,
the average throughput is higher and RocksDB completes the benchmark 60% faster than when
using synchronous I/O.
Figure 5.9 shows the similar graph for the whole run. �e most outstanding pattern in Fig-

ure 5.9 (a) are the long periods of very low throughput, such as the one between 450th and 660th
seconds. Figure 5.9 (c) shows that during this period only compaction and no memtable �ushing
is happening, suggesting that RocksDB has stalled inserts until compaction backlog is cleared.
During this period, e�ectively only the compaction thread is running, and as the period between
450th and 660th seconds shows in Figure 5.9 (b), it divides the disk bandwidth between reading
SSTs from the drive and writing them out. To speed up the reads and thereby compactions, in our
next iteration we add whole �le caching of SSTs to BlueFS.

5.5.6 Running Faster with a Cache

In our third iterationwe add a simple write-through FIFO cache to BlueFS for caching the SST �les
produced at the end of compaction. Figure 5.7 shows that on this iteration—denoted byHM-SMR
(async I/O + cache)—the benchmark completes in 2,500 seconds—20% faster than the version
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Figure 5.9: (a) Insertion throughput, (b) read and write throughput, (c) compaction and memtable
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with no cache. In this run, we set the SST cache size to 2GiB—the same amount of memory that
the operating system page cache uses when we run the benchmark on the CMR drive (§ 5.5.2).
Figure 5.10 shows the detailed graph for the whole run. Comparing it to Figure 5.9 we see that, for
example, up to 450th second, the read throughput is lower, and between 450th and 660th seconds
the read throughput stays below 30MiB/s compared to rising 40MiB/s, suggesting that some of
the reads are being served from the cache. Similarly, the write throughput stays above 60MiB/s
compared to staying at 40MiB/s, and the insertion throughput is not �at at the bottom, indicating
that writes to theWAL are still happening and the inserts are not stalled as badly as in the case with
no �le caching. Overall, Figure 5.10 has shorter periods of low insertion throughput compared to
Figure 5.9 and therefore, higher average insertion throughput. �us, with all our optimizations
we almost match the CMR baseline thereby avoiding the block interface tax—the small di�erence
is caused by the ine�ciency of whole �le caching, which can be improved with a better design
(§ 5.4.3).

5.5.7 Space E�ciency
Figure 5.9 (d) shows that RocksDB on HM-SMR makes optimal use of disk space. Matching the
�gure with Figure 5.9 (c) shows that allocated zones grow during long compaction processes and
they are released at the end. �is is because RocksDB �rst merges multiple SSTs into one large
temporary �le and then deletes the temporary �le a�er creating new SSTs as a result of the merge.
We see that the number of zones drop to 168, which corresponds to about 42GiB, which is sur-
prisingly larger than the 31 GiB database size (§ 5.5.1). �is is the result of the benchmarking
application, db_bench, shutting down as soon as it �nishes the benchmark, without waiting for
all compactions to complete, leaving some large temporary SSTs around. We modi�ed db_bench
to wait until all compactions have completed, and observed that the number of bands dropped to
135, which is about 33GiB, only slightly larger than the database size because some of the space is
occupied by the WAL �les, and some of the SSTs produced as a result of compaction may end up
being smaller than 256MiB.

5.6 Evaluation of RocksDB on ZNS SSDs
In this section we compare RocksDB on BlueFS running on ZNS SSD to RocksDB running on
XFS on a conventional enterprise SSD with an FTL inside. We show two results. First, we demon-
strate that despite popular belief, LSM-Trees in general and RocksDB in particular are not ideal
workloads for conventional SSDs—they can result in device write ampli�cation of 5 on enterprise
SSDs. Second, we demonstrate that the zone interface is a perfect match for LSM-Trees, and we
show how RocksDB on BlueFS uses zone interface to avoid the block interface tax and achieve a
write ampli�cation of 1.2.

5.6.1 Evaluation Setup
We perform all experiments on a system with a six-core Intel i7-5930K (Haswell-E) 3.5 GHz CPU,
running Linux kernel 5.2 on the Ubuntu 18.04 distribution. We �x thememory size to 6GiB using
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Figure 5.11: Device write ampli�cation of the enterprise SSD during RocksDB benchmarks. First,
the fillseq benchmark sequentially inserts 7 billion key-value pairs; it completes in about two
hours, �lling the drive up to 80%, and the write ampli�cation is 1 during this period. Next, the
overwrite benchmark overwrites 7 billion key-value pairs in about 40 hours, during which the
write ampli�cation rises to about 5 and stays there.

a kernel boot setting to emulate a real-world settingwhere data does not �t intomemory. As a ZNS
SSDwe use a prototype device with a custom �rmware that implements ZNS as a shim layer inside
a 1 TB Western Digital PC SN720 NVMe SSD [50] on top of the existing FTL. As a conventional
SSD we use an enterprise data center SSD with 3.84 TB capacity.

5.6.2 Quantifying theBlock InterfaceTaxofRocksDBonConventional SSDs
Like most LSM-Trees, RocksDB generates large sequential writes when compacting SSTs and
�ushing memtables. While this pattern is ideal for low write ampli�cation, when these opera-
tions result in concurrent sequential streams, they lead to surprisingly high write ampli�cation
on conventional SSDs.
To demonstrate the high write ampli�cation caused by RocksDB when running on a conven-

tional SSD, we perform the following experiment. We install the XFS �le system on the enter-
prise SSD and con�gure RocksDB to use 512MiB SST �les. Since enterprise SSDs overprovision
28% NAND �ash [206], they do not start garbage collection until most of drive has been written.
�erefore, we �rst �ll 80% of the drive by inserting 7 billion key-value pairs of 20-byte keys and
400-byte values, using the fillseq benchmark of db_bench. We then start randomly overwrit-
ing these key-value pairs using the overwrite benchmark. We measure the write ampli�cation
of the enterprise SSD in 15-minute intervals, using proprietary tools obtained from the vendor.
Figure 5.11 shows the disk capacity usage and the write ampli�cation of the conventional en-

terprise SSD under these workloads.�e �llseq benchmark completes in about two hours, �lling
80% of the drive. During fillseq, a memtable is bu�ered in memory and �ushed to disk, and no
compaction happens due to the ordered nature of the inserted keys: moving an SST to a higher
level is a fast rename operation. As a result, write ampli�cation is 1 during the �rst two hours.
Once the fillseq benchmark completes, the overwrite benchmark starts, resulting in con-

tinuous concurrent compactions, taking almost 40 hours to complete. As Figure 5.11 shows, the
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Figure 5.12: Device write ampli�cation of the prototype ZNS SSD during RocksDB benchmarks.
First, the fillseq benchmark sequentially inserts 1.8 billion key-value pairs; it completes in about
an hour, �lling the drive up to 80%, and the write ampli�cation is 1 during this period. Next, the
overwrite benchmark overwrites 1.8 billion key-value pairs in about 26 hours, during which the
write ampli�cation stays around 1.

write ampli�cation gradually increases to around 5 and stays there until the end.�e primary rea-
son for this surprisingly high write ampli�cation is the mixing of concurrent sequential streams.
Due to NAND �ash constraints the SSD has to bu�er certain amount of data—either in NVRAM
or capacitor-backed RAM—before writing data to the NAND �ash. Hence, although memtable
�ushes and compactions result in sequential writes, when they happen concurrently, the SSD
mixes these streams into a single internal bu�er that it then writes across NAND �ash dies to
increase parallelism. �e data from di�erent streams end up in di�erent erase blocks, e�ectively
resulting in random write behavior, which eventually leads to garbage collection and high write
ampli�cation.

5.6.3 Avoiding the Block Interface Tax with RocksDB on ZNS SSDs
To demonstrate how RocksDB running on BlueFS avoids high write ampli�cation, we repeat the
same experiment on the ZNS SSD, but using fewer keys due to prototype device’s smaller capacity,
and we measure the write ampli�cation at the bottom of the shim layer.
Figure 5.12 shows the zone usage and the write ampli�cationmeasured at the shim layer of the

prototype ZNS SSD under the similar workload.�e fillseq benchmark completes in about an
hour during which the write ampli�cation is 1 because no compaction occurs and the generated
SSTs are squarely �lled into zones.
Once the fillseq benchmark completes, the overwrite benchmark starts, during which

concurrent compactions produce SSTs smaller than the zone size. Likewedescribed before (§ 5.3.2),
we pad the zones containing small SSTs with nulls to avoid read disturbances (§ 5.2.1).�erefore,
we compute the write ampli�cation as (data bytes + pad bytes) / (data bytes). As Figure 5.12 shows,
the write ampli�cation in ZNS SSD is close to 1.2 on average.
Finally, although the benchmarkwe run on the ZNS SSDhas 3.8× fewer keys, it completes only

1.5× quicker thanwhen running on the enterprise SSDwith an FTL.�ere are two reasons for this.
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First, the ZNS SSD prototype is based on a client SSD [50] that has less internal parallelism than
the enterprise SSD. Second, and most importantly, the shim layer in the prototype is still running
on top of an FTL of the client SSD. So while our measurements at the bottom of the shim layer
demonstrate a signi�cant reduction in write ampli�cation, this reduction does not translate to
faster completion time because writes to zones are still handled by the FTL running down below.
In a real ZNS SSD, reduced write ampli�cation will result in a signi�cantly faster completion time.
In summary, we demonstrate howLSM-Trees in general, andRocksDB in particular, can lever-

age the zone interface to avoid the block interface tax and achieve a signi�cant reduction in the
write ampli�cation. A work based on our contributions described here is currently being merged
to the RocksDB project [62]. We leave it as a future work—to the time when production ZNS
SSDs become available—to demonstrate how reduced write ampli�cation translates into better
performance.

5.7 Handling Data Path—BlueStore on Zoned Storage
�e work described so far in this chapter covered handling the metadata path for BlueStore on
zoned storage, which entailed getting RocksDB to run on zoned devices. In this section we de-
scribe handling the data path for BlueStore on zoned storage, which entails getting BlueStore to
manage data on zoned devices.
As described before (§ 4.2), out of the box Ceph provides three services on top of RADOS: the

RADOS Gateway (RGW), an object storage similar to Amazon S3 [8]; the RADOS Block Device
(RBD), a virtual block device similar to Amazon EBS [7]; and CephFS, a distributed �le system
with POSIX semantics.
Although all of these services run on top of the RADOS layer, they all result in di�erent I/O

patterns with varying complexity at the RADOS layer. In this work we target the service that re-
sults in the simplest I/O patterns—the RGW service—which provides operations for reading and
writing variable-sized immutable objects. Choosing to support RGW service restricts the object
operations at the RADOS layer to creating, deleting, truncating, appending, and fully overwriting
objects.

5.7.1 Additions and Modi�cations to BlueStore
To manage objects on zoned devices, we introduce a new space allocator, a new freelist manager,
and a new garbage collector to BlueStore. Next, we give a high-level overview of these new com-
ponents and other changes that we introduced to BlueStore.

ZonedAllocator

BlueStore already comes with several space allocators optimized for di�erent workloads (§ 4.4).
None of these allocators, however, can work with zoned devices due to a more restrictive inter-
face. More speci�cally, since block devices allow in-place overwrite of arbitrary blocks, no region
of a block device ever becomes stale due to deletion or overwrite—it only becomes free and im-
mediately reusable.�us, existing allocators designed for block devices do not track stale regions,
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which regularly occur on zoned devices.
We introduce ZonedAllocator, which keeps in memory two bits of information per zone: a

write pointer and the number of stale bytes within the zone. When ZonedAllocator receives an
allocation request, it �nds the �rst zone that can �t the allocation request—starting at the lowest
numbered zone. Once a zone is found, ZonedAllocator returns the value of the in-memory write
pointer for that zone to the caller and advances the write pointer by the size of the allocation.�e
in-memory write pointer in ZonedAllocator is unrelated to the actual write pointer within the
device, which advances when data is written to the allocated space. When an object gets deleted
or truncated, ZonedAllocator receives a deallocation request with an o�set and size. In this case
ZonedAllocator computes from the o�set the zone in which the deallocation happens, and it in-
crements the number of stale bytes for that zone by the amount of the passed in size.

�e concurrent nature of storage backend operations in Ceph creates a challenge that is spe-
ci�c to ZonedAllocator. As explained before (§ 4.2), RADOSobjects are sharded among placement
groups (PGs), andmultiple PGs are associatedwith a single object storage device (OSD), which runs
the storage backend—BlueStore in our case. BlueStore maintains a group of threads for handling
object writes to all of the PGs associated with the OSD. Although all of the object writes within
a PG are serialized, object writes to di�erent PGs may happen concurrently in di�erent threads.
Furthermore, BlueStore writes an object using a transaction mechanism that goes through mul-
tiple states, where space allocation and data write are two separate states. �is poses a problem
for ZonedAllocator because two threads may allocate space from the same zone in one order, but
they may get rescheduled and write data to the zone in a di�erent order: for example, thread A
may call to ZonedAllocator and receive the o�set 0 from a zone, and then thread B may receive
the o�set 65,536 from the same zone. Later the threadsmay get rescheduled and thread Bmay run
�rst and issue a write to o�set 65,536 followed by thread A issuing a write to o�set 0—a violation
of the sequential write requirement.
One simple solution to this problem may seem to pin the threads to the zones, so that writes

within a zone are always sequential.�is solution, however, is costly for HM-SMRHDDs because
given the 256MiB zone size, 8 threads, for example, may issue writes within a 2GiB span, causing
signi�cant seek overhead. We implemented this solution and found over 50% reduction in write
throughput on a single OSD.
A better solution is to utilize the new ZONE APPEND command in the zone interface. �is

command, inspired by Nameless Writes [223], was introduced to avoid in-kernel lock contention
when multiple writers are writing to the same zone in a high-end ZNS SSD [16]. �e ZONE
APPEND command works as follows: A writer issues the command specifying the data and the
zone number to which the data should be written. �e drive (1) internally decides where within
the zone to write the data, (2) writes the data, and (3) returns the o�set of the write to the host.
�us, multiple threads can concurrently issue ZONE APPEND to the same zone and the kernel
does not have to serialize access to the zone using a lock.

�e ZONE APPEND command e�ectively moves space allocation to the device and further
simpli�es ZonedAllocator. Now, ZonedAllocator only tracks how much space is le� in each zone
and returns the zone number—instead of an o�set—in which the space was allocated. Reschedul-
ing of two threads performing concurrent space allocation and data write is not a problem any-
more because the o�sets of data writes are determined by the device at the time of writes. Unfor-
tunately, as of this writing the ZONE APPEND command has not stabilized in the Linux kernel;
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therefore, we solved this problem by combining the space allocate and the data write steps in
BlueStore into a single atomic step, using a lock.

ZonedFreelistManager

�e freelist managermodule in BlueStore is responsible for a persistent representation of the parts
of the disk currently in use (§ 5.7). Like the existing space allocators, the existing freelist manager
is not adequate for zoned devices, for the same reason.
We introduce ZonedFreelistManager, whose design mostly parallels that of ZonedAllocator:

it also keeps a write pointer and the number of stale bytes for each zone. Unlike ZonedAllocator,
however, ZonedFreelistManager stores these persistently in RocksDB in the Z namespace using
the zone number as the key and two concatenated 32-bit unsigned integers as the value.
When the OSD boots, ZonedFreelistManager loads the state of each zone—the write pointer

and the number of stale bytes—from RocksDB. ZonedAllocator then reads the persistent state of
each zone from ZonedFreelistManager and initializes the in-memory state of each zone.
ZonedFreelistManager receives the same allocation request that ZonedAllocator has received,

a�er the data has been safely written to disk in the allocated space and in-device write pointer has
advanced. At this point ZonedFreelistManager advances the write-pointer in RocksDB to match
the in-device write pointer. Similarly, ZonedFreelistManager receives the same deallocation re-
quest that ZonedAllocator has received, a�er themetadata of the object residing in the deallocated
space has been deleted from RocksDB. At this point ZonedFreelistManager computes the corre-
sponding zone and increments the number of stale bytes in RocksDB for that zone by the amount
of the passed in size. To avoid the cost of point queries, ZonedFreelistManager uses the merge
operator in RocksDB [91] for updating the write pointer and the number of stale bytes.

ZonedCleaner

We introduce ZonedCleaner, a simple garbage collector that reclaims stale space from the frag-
mented zones. We call it ZonedCleaner because BlueStore already contains a component called
GarbageCollector, which serves an unrelated purpose: it defragments compressed objects that have
been fragmented by too many overwrites (§ 4.5.3) by reading and rewriting them.
Wemake several changes to I/O paths in BlueStore for the proper operation of ZonedCleaner.

BlueStore implements a transactional interface where a single transaction may create, delete, or
overwrite multiple objects. A transaction context tracks the state related to a single transaction—
it is created when a transaction starts and destroyed when a transaction completes. We maintain
an in-memory map per transaction context from an object identi�er to a list of o�sets, and we
update this map as follows: When a new object is created, we append its o�set to the list for that
object identi�er. When an object is deleted, we append the negative of its o�set to the list for that
object identi�er. And when an object is overwritten, we append the negative of its previous o�set
and its new o�set to the list for that object identi�er. When a transaction completes, we use the
in-memory map to update persistent cleaning information in RocksDB, as described next.
In addition to the in-memory map, we also maintain persistent cleaning information about

objects in RocksDB: for every object we store a key-value pair in the G namespace, where a key
is the concatenation of the zone number in which the object is located and the object identi�er,
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and the value is the o�set of the object within that zone. When a transaction completes, we use
the in-memorymap from the transaction context to update the persistent cleaning information in
RocksDB as follows: we go through the in-memorymap and for every object identi�er, we process
the list of o�sets; for negative o�sets we take their absolute value, compute the zone number, and
remove the keys formed by the concatenation of the zone number and the object identi�er; for
positive o�sets we compute the zone number and insert a new key-value pair where a key is the
concatenation of the zone number and the object identi�er, and the value is the o�set. Hence, with
these updates happening at the end of every transaction, the object identi�ers of all live objects
within the zone ABC can be found by querying the G namespace for keys that have ABC as the pre�x.
With all the necessary cleaning information in place, the operation of ZonedCleaner is straight-

forward. It runs in a separate thread that starts when the OSD boots and goes to sleep until it is
woken up by a trigger event—currently this event is the drive becoming 80% full—to perform
cleaning. When it wakes up, ZonedCleaner asks ZonedAllocator for a zone number to clean.
ZonedAllocator sorts the zones by the number of stale bytes and returns the zone number with
the most stale bytes. ZonedCleaner then queries the G namespace for the keys that have the zone
number as the pre�x and obtains the object identi�ers of all live objects within a zone. It then reads
those objects from the fragmented zone, writes them to a new zone obtained fromZonedAllocator,
resets the fragmented zone, and informs ZonedAllocator and ZonedFreelistManager of a newly
freed zone.

Summary of Changes to BlueStore

Our initial set of changes to BlueStore described in this section has been merged to the Ceph
project [71]. In this �rst iteration of changes we aimed to keep things simple but correct: ZonedAl-
locator is a simple allocator that aims to improve throughput by �lling the disk starting at the outer
diameter, and ZonedCleaner implements the simplest of the cleaning policies—the greedy clean-
ing policy [158]. We leave researching and designing a more optimized space allocation, data
placement, and cleaning policies in a distributed setting as a future work.
Despite its simplicity, our initial set of changes are enough to demonstrate a key advantage of

the zone interface—reducing the tail latency by controlling the garbage collection. We demon-
strate this in the next section.

5.8 Evaluation of Ceph on HM-SMRHDDs

In this section we combine all the improvements described so far in the chapter and show how
they collectively enable Ceph to avoid paying the block interface tax. To this end, we run a set
of benchmarks on a Ceph cluster and demonstrate two things: First, Ceph is now more cost-
e�ective—it can leverage the extra 20% capacity o�ered by SMR without su�ering performance
loss [48]. Second, Ceph is now more performant—it can reduce the tail latency of I/O operations
by controlling the timing of garbage collection. Unfortunately, the COVID-19 pandemic [212] de-
layed the availability of production-quality ZNS SSDs; therefore, we are only able to demonstrate
these improvements on HM-SMR HDDs.
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Type Vendor Model Capacity �roughput

CMR Hitatchi HUA72303 3 TB 160MiB/s
DM-SMR Western Digital WD30EFAX, WD40EFAX, WD60EFAX 3TB, 4 TB, 6 TB 186MiB/s (avg.)
HM-SMR HGST HSH721414AL 14 TB 220MiB/s

Table 5.1: HDDs used in evaluation and their bandwidth at the �rst 125GiB of the LBA space. We
measured both sequential read and sequential write throughput for all of the drives to be the same.

We run all experiments on an 8-node Ceph cluster connected with a Cisco Nexus 3264-Q 64-
port QSFP+ 40GbE switch. Each node has a 16-core AMD Opteron 6272 2.1 GHz CPU, 128GiB
of RAM, and a Mellanox MCX314A-BCCT 40GbE NIC. All nodes run Linux kernel 5.5.9 on the
Ubuntu 18.04 distribution and the Octopus release (v15.2.4) of Ceph. Although we developed our
changes on the development version of Ceph, which is signi�cantly ahead of the Octopus release
(v15.2.4), we backported our changes to v15.2.4 for a fair comparison. We use the default Ceph
con�guration parameters unless otherwise noted.
In the experiments described next, we use three di�erent Ceph hardware con�gurations called

CMR, DM-SMR, and HM-SMR.�e con�gurations are so called the hard drives used in their
storage nodes. Table 5.1 shows the capacity and sequential I/O bandwidth of these drives. �e
CMR andHM-SMR cluster con�gurations useHUA72303 andHSH721414AL drives, respectively,
on all of their eight nodes.�e DM-SMR cluster con�guration uses WD30EFAX drives on three
nodes,WD40EFAX on three nodes, andWD60EFAX on two nodes. (Unfortunately, we could not
purchase a uniform set of drives for the DM-SMR con�guration because there was a limit of three
drives per customer per drive type, due to the COVID-19 pandemic.) Each one of our experiments
writes about 1 TB of aggregate data to the cluster, which roughly corresponds to 125GiB of each
drive. Hence, we measure the throughput of each drive by performing sequential I/O to the �rst
125GiB of the drive and report it in Table 5.1. (For the DM-SMR con�guration we measured the
throughput of the WD30EFAX, WD40EFAX, and WD60EFAX drives as 180MiB/s, 190MiB/s,
and 200MiB/s, respectively, and reported their weighted average.)

5.8.1 RADOSWrite�roughput

Our �rst experiment compares the performance of writes to the RADOS layer in each of these
cluster con�gurations. Since we target the Amazon S3-like object storage (§ 5.7), we focus on
large I/O sizes: we write objects of sizes 1MiB, 2MiB and 4MiB using 128 threads. Figure 5.13 (a)
shows the throughput for all I/O sizes and cluster con�gurations: we observe thatDM-SMR is 17%,
34%, and 34% slower than CMR for I/O sizes of 1MiB, 2MiB, and 4MiB, respectively, although
raw sequential write throughput of DM-SMR drives is 16% higher (Table 5.1).

�is result is not surprising. As explained before (§ 3.4.3), DM-SMR drives can detect a single
sequential write stream and bypass the persistent cache; therefore, in Table 5.1 we achieve the
maximal drive throughput. In the presence of multiple sequential streams, however, the operating
systemmixes chunks from di�erent streams and sends them to the drive, which forces the drive to
write data into the persistent cache and introduce garbage collection overhead (§ 5.5.3).�erefore,
even though the benchmarkwrites large objects, DM-SMRdrive su�ers performance degradation.
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Figure 5.13: (a) Write throughput and (b) random read IOPS, at steady state to the RADOS layer
on an 8-node Ceph cluster with CMR, DM-SMR, and HM-SMR con�gurations.�e benchmark
issues reads and writes using 128 threads with three di�erent I/O sizes.

Hence, in this case, the block interface tax displays itself as a garbage collection overhead, even
though no garbage collection is needed for the workload.
As Figure 5.13 (a) shows, HM-SMR does not su�er from any overhead because data is written

directly to zones and no unnecessary garbage collection is performed. However, althoughTable 5.1
shows HM-SMR drive to have 37% higher sequential write throughput than the CMR drive, this
di�erence is not re�ected in Figure 5.13 (a)—HM-SMR has only slightly higher throughput than
CMR. We believe there are two reasons for this. First, adding a lock to BlueStore transaction
mechanism formaking two separate states—space allocation and data write—a single atomic state
introduces overhead (§ 5.7.1). �is overhead, however, is temporary, and it is likely to disappear
as the ZONE APPEND command stabilizes in the kernel and the lock is eliminated. Second, the
HM-SMR implementation is the �rst working code and it has not been optimized as the CMR
implementation. We expect the write throughput of HM-SMR to increase proportional to its
throughput advantage over CMR as the HM-SMR implementation gets optimized.

5.8.2 RADOS Random Read IOPS
Our second experiment compares the performance of random reads at the RADOS layer in the
same cluster con�gurations. We read the objects that were written in the previous experiment
(§ 5.8.1) using 128 threads. Figure 5.13 (b) shows the random read IOPS for all object sizes and
cluster con�gurations: we observe that DM-SMR is 29%, 14%, and 27% slower than CMR for I/O
sizes of 1MiB, 2MiB, and 4MiB, respectively, although raw sequential read throughput of DM-
SMR drives is 16% higher (Table 5.1).
Unlike the previous result (§ 5.8.1), however, this result is surprising because we do not expect

garbage collection operations to interfere with read operations: we paused for a few hours a�er
the write benchmark completed before starting the read benchmark, to ensure that all pending
garbage collection operations have completed. We leave the exploration of this phenomenon as
a future work, and for now we speculate that to reduce the garbage collection work, these DM-
SMR drives end up fragmenting a single RADOS object into individual writes they receive for the
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Figure 5.14: 95th and above percentile latencies of random 1MiB object reads at the RADOS layer
during garbage collection on an 8-node Ceph cluster with CMR, DM-SMR, and HM-SMR con-
�gurations. �e benchmark issues reads using 128 threads. Garbage collection happens within
the device in DM-SMR and in the host in HM-SMR. No garbage collection happens in CMR.

object, and the drives incur seek overhead when reading the objects. In any case, this is another
instance of block interface tax that should not happen in the �rst place.
As Figure 5.13 (b) shows, HM-SMRdoes not su�er from any overhead because objects are read

sequentially from the zones exploiting the full throughput of the drive. HM-SMR has 23% and
11% higher IOPS than CMR for 1MiB and 2MiB objects, respectively, but its IOPS is similar to
that of CMR for 4MiB objects. Again, we expect the read throughput of HM-SMR to increase
proportional to its throughput advantage over CMR as the HM-SMR implementation gets opti-
mized.

5.8.3 Tail Latency of RADOS Random Reads During Garbage Collection

Our third and last experiment compares the tail latency of reads during garbage collection in the
same cluster con�gurations. We demonstrate that by moving garbage collection to the host, the
zone interface allows a distributed storage system to reduce tail latency by leveraging the control
over the timing of garbage collection and the redundancy of data.
For DM-SMR and CMR we run the experiment as follows: We �rst write half a million 1MiB

objects using 128 threads. A�er these writes complete, we start writing another half a million
objects using 128 threads while at the same time randomly reading using 128 threads the objects
written earlier. Since DM-SMR drives regularly perform garbage collection during writes, we
expect the garbage collection to a�ect the tail latency of random reads. Obviously, no garbage
collection happens in the CMR case.
ForHM-SMRwe run the experiment as follows: To trigger early garbage collection, we restrict

the number of zones to 500 in each host. We then write one million 1MiB objects almost �lling
all of the zones in all of the nodes and then delete half a million of these objects. To simulate
a controlled garbage collection, we then start garbage collection on two of the nodes and start
reading half a million objects that weren’t deleted. We use Ceph’s OSD a�nity mechanism [30] to
redirect reads only to the nodes that are not performing garbage collection.
Figure 5.14 shows 95th and above percentile latencies of random 1MiB object reads from RA-
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DOS: we observe that 99th and above tail latency of HM-SMR is 53% lower than DM-SMR. Fur-
thermore, the HM-SMR latency is within 13% of the CMR latency, and we expect it to improve
with future optimizations.

5.9 Summary
In this chapter, we leveraged the agility of BlueStore, a special-purpose storage backend in Ceph,
to swi�ly embrace the zone interface and liberate Ceph from the block interface tax. By adapting
BlueStore to work on HM-SMR drives, which expose the zone interface, we demonstrated that
Ceph can utilize the extra capacity o�ered by SMR at high throughput and low tail latency by
avoiding the garbage collection overhead of DM-SMR drives, which expose the block interface
through emulation.
As a part of this work, we also liberated RocksDB, a widely used key-value store powering

many large-scale internet services, from the block interface tax. Speci�cally, we demonstrated that
LSM-Trees in general, and RocksDB in particular, su�er unnecessary in-device garbage collection
and high write ampli�cation when emulating a block interface through a translation layer—all of
which can be eliminate by adopting the zone interface.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this dissertation, we propose a new approach to distributed storage system design. More specif-
ically, we demonstrate that to unlock the full potential of modern data center storage devices the
distributed storage systems should abandon the decades old conventions in their storage backends—
the reliance on the block interface and general-purpose �le systems—and embrace the novel zone
interface and special-purpose storage backend design.
We �rst argue that the block interface is a poor match for modern data center storage devices.

�e block interface, whichwas designed for early hard disk drives, allows randomupdates of small
blocks, and it has been the dominant interface for the past three decades. As a result, almost ev-
ery �le system in use today was developed for the block interface. Modern storage technologies
such as solid-state drives or Shingled Magnetic Recording (SMR) hard drives, on the other hand,
are di�erent: unlike early storage media, which contained randomly writable bits, newer storage
media consist of large regions that must be written sequentially. So that we could continue using
our current �le systems, we currently shoehorn the block interface onto modern storage devices
by emulating it using a translation layer inside drives.�is emulation, however, introduces signif-
icant cost and performance overheads.�ese overheads can be eliminated by adopting the novel
zone interface, which exposes sequential regions to the host. But since the zone interface is not
compatible with the block interface, no current �le system can run on devices that expose the zone
interface.

�e performance overhead of emulating the block interface using translation layers is well
studied in solid-state drives. In our work, we study the emulation overhead in modern high-
capacity hard drives that use SMR, which are also known as drive-managed SMR (DM-SMR)
drives. To this end, we introduce Skylight, a novel methodology for measuring and characterizing
DM-SMRdrives. We develop a series ofmicro-benchmarks for this characterization and augment
these timingmeasurements with a novel technique that tracks actual drive headmovements using
a high-speed camera. Using our approach, we fully reverse engineer how the translation layer em-
ulates the block interface in DM-SMR drives. We discover that these drives can handle sustained
sequential writes with no overhead, but they su�er orders of magnitude performance degradation
in the presence of sustained random writes.
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We then leverage the results of our characterization work to improve the performance of ext4,
a general-purpose �le system, on DM-SMR drives. We do so because ext4 is used by many dis-
tributed storage systems as a storage backend, and DM-SMR drives increase capacity by 20% or
more over conventional drives.�erefore, alleviating the emulation overhead by optimizing ext4
can increase cost-e�ectiveness of data storage without sacri�cing performance in distributed stor-
age systems. Consequently, we introduce ext4-lazy, an extension of ext4, which signi�cantly im-
proves the performance over ext4 on key workloads when running on top of DM-SMR drives.
Ext4-lazy achieves this by introducing a well-chosen, small but e�ective change that utilizes the
existing journaling mechanism: unlike ext4, which writes metadata twice—�rst, sequentially to
the journal and second, randomly to disk—ext4-lazy keeps o�en-updatedmetadata in the journal
and avoids the second write, thereby signi�cantly reducing random writes. Although ext4-lazy
achieves remarkable performance improvements, it also shows that eliminating the emulation
overhead using evolutionary changes is hard: on workloads with non-trivial amount of random
data writes, DM-SMR throughput running ext4-lazy still su�ers compared to the throughput of
conventional drives running ext4. Hence, the only way to eliminate the emulation overhead is to
not to emulate and adopt the backward-incompatible zone interface.
One approach to adopting the zone interface is to modify current �le systems that were de-

signed for the block interface to work with the zone interface.�is approach did not pan out for
major �le systems because it required a major redesign. Hence, the only remaining approach for
adopting the zone interface is to design a new general-purpose �le system for the zone interface.
However, before designing yet another �le system for running a distributed storage backend on
top, we take a step back and ask the following question: how appropriate is the �le system interface
for building distributed storage backends?
To answer this question, we perform a longitudinal study of storage backends inCeph, awidely

used distributed storage system, over ten years. We �nd that for eight of these ten years, the Ceph
project has followed the conventional wisdom of building its storage backend on top of local �le
systems.�is is a preferred choice for most distributed storage systems because it allows them to
bene�t from the convenience andmaturity of battle-tested �le system code.�e experience of the
Ceph team, however, shows that this comes with a high performance overhead. More speci�cally,
�rst, it is hard to develop e�cient transaction mechanism on top of a general-purpose �le system,
and second, the �le system metadata management is too heavyweight—it does not scale to the
needs of a distributed storage backend. Another disadvantage of relying on �le systems is that
they take a long time to mature and once mature, they are averse to major changes. E�ectively
adopting new hardware, on the other hand, o�en does require major changes. As a result, a�er
eight years theCeph teamdeparted from the conventional wisdomand in just two years developed
BlueStore, a clean-slate special-purpose storage backend that outperformed existing backends.
Finally, we demonstrate that a distributed storage system that is not bound by the progress of

general-purpose �le systems, can quickly adopt the zone interface and unlock the full potential of
modern storage devices. To this end, we adapt BlueStore to the zone interface in two steps. First,
we handle the metadata path in BlueStore and extend RocksDB, a key-value store that BlueStore
uses for storing metadata, to run on the zone interface. RocksDB is an instance of a data structure
called Log-Structured Merge Tree (LSM-Tree), and LSM-Trees are at the core of many large-scale
online services and applications. As a result of this work, we demonstrate how RocksDB leverages
smart data placement enabled by the zone interface to eliminate write ampli�cation inside solid-
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state drives by 5×. Second, we handle the data path in BlueStore and introduce a garbage collector
that the host can explicitly control. We combine this control with the redundancy of data in a
distributed setting to eliminate garbage collection in some cases and to reduce the tail latency of
I/O operations in other cases.
In 2015, Dave Chinner, the maintainer of XFS—a widely used high-performance �le system—

claimed that in 20 years all current �le systems will be legacy �le systems, and since it takes a
decade to mature a �le system, we should start working on future �le systems soon [36]. While
this is a good call, we think it would be a mistake to build yet another monolithic POSIX �le
system that runs on everything, from our smartphones to large-scale distributed storage systems
powering the cloud.�e key implication of our work is that when it comes to distributed storage
systems—which power the enterprise and public clouds and are expected to host over 80% of
all of data [155] by 2025—we should build specialized storage systems that leverage the available
hardware and the domain knowledge to the fullest, delivering the best performance and greatest
user experience.

6.2 Future Work
�is dissertation is the �rst step towards improving the cost-e�ectiveness and performance of dis-
tributed storage systems through elimination of layers on top of raw storage medium. It demon-
strates that abandoning the block interface and general-purpose �le systems is feasible and useful
when designing a storage backend, but by starting from scratch on a raw storage device with a
new interface it brings up new research questions, a couple of which we describe next.

6.2.1 Index Structures for Zoned Devices
BlueStore is the �rst distributed storage backend that stores all of its metadata, including low-level
metadata, such as extent bitmaps, in a key-value store—RocksDB. Although RocksDBwas central
to improving the metadata performance in BlueStore, its compaction overhead has become the
new performance bottleneck. In addition, with low I/O latency on high-end NVMe SSDs, the
CPU time spent in serializing and deserializing data when reading from or writing to RocksDB
is becoming signi�cant. Finally, RocksDB compaction has 10× or more application-level write
ampli�cation, which is substantial considering the upcoming high-capacity SSDs that are based
on QLC NAND, which is even more susceptible to wear. Hence, the research question is how
to design an index structure that exploits the properties of storage backend workloads to reduce
write ampli�cation and also adheres to the zone interface constraints?

6.2.2 Shrinking Capacity Zoned Devices
Most storage systems are built assuming that the raw capacity of the underlying storage device does
not change.�is assumption precludes the possibility of a partially failed device that can continue
to provide usable storage. It was forged by early single-head HDDs that became unusable a�er
a head crash—it does not hold for SSDs and even for modern HDDs with multiple heads and
actuators. Most importantly, it comes at a high cost.
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Enterprise SSDs overprovision 28% of NAND �ash for e�cient garbage collection. As pages
wear out, some of the overprovisioned �ash gets used as replacement.�is increases write ampli-
�cation due to less e�cient garbage collection and further accelerates wear-out of the remaining
pages. A�er losing the overprovisioned capacity, a drive declares itself dead, since it is unable to
meet the vendor-speci�ed QoS, despite having over 70% usable capacity.

�e zone interface accounts for the worn-out pages, allowing ZNS SSDs to shrink the zone
capacity and continue to operate normally otherwise. Yet the �le systems that are used as stor-
age backends in most distributed storage systems, as well as BlueStore, are unable to cope with
shrinking storage device. It appears that a distributed storage system is well suited to coping with
shrinking device capacity due to redundancy of data and availability of more storage devices for
data migration, but identifying the right interface and mechanisms for this purpose requires fur-
ther research.
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