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#### Abstract

Today the borderless internet is used by state and non-state actors to manipulate information and societies in ways that were unheard of 50 years ago. Malicious actors can rapidly conduct information maneuvers with little cost at unprecedented scales to achieve far reaching consequences across the internet. They do this by exploiting features of the various social media platforms and the way humans naturally understand what they read and hear. These cyber-mediated threats to open and democratic societies have led to an emerging discipline known as social cybersecurity.

While various aspects of these campaigns have been explored, little research has focused on the campaign level of engagement. Our research seeks to answer the question: How can information warfare campaigns be identified and characterized quickly? Our goal is to 1 ) Improve understanding of information operations, and 2) Develop techniques to rapidly identify key factors such as bots and memes.

To accomplish this, I present the strategic context of the information warfare that we see today, and identify and define information warfare forms of maneuver. I develop various supervised and unsupervised methods to identify bots at four different data granularities. I present a deep learning model to classify memes as well as study the evolution of memes within a conversation. I present a template for understanding the major components of an information campaign and develop automatic ways to populate this template for a specific event. Finally, we present a Bot, Cyborg, and Troll Field Guide to help analysts and the general population understand these entities.
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## Chapter 1

## Strategic Context

"...a new-generation war will be dominated by information and psychological warfare that will seek to achieve superior control of troops and weapons and to depress opponents' armed forces personnel and population morally and psychologically. In the ongoing revolution in information technologies, information and psychological warfare will largely lay the groundwork for victory." [62]

- Russian Military Thought, 2013
"Russia is waging the most amazing information warfare blitzkrieg we have ever seen in the history of information warfare."
-Gen Philip Breedlove, NATO Wales summit, September 2014


### 1.1 Introduction

Social cyber security is an emerging subdomain of national security that will affect all levels of future warfare, both conventional and unconventional, with strategic consequences. Social cybersecurity "is an emerging scientific area focused on the science to characterize, understand, and forecast cyber-mediated changes in human behavior, social, cultural and political outcomes, and to build the cyber-infrastructure needed for society to persist in its essential character in a cyber-mediated information environment under changing conditions, actual or imminent social cyber-threats" [56]. Technology today is enabling both state and non-state actors to manipulate the global marketplace of beliefs and ideas at the speed of algorithms, and this is changing the battlefield at all levels of war.

While recently viewed through the lens of "hybrid" warfare, information warfare is becoming an end unto itself. Dmitry Kiselev, coordinator of the Russian state agency for international news, states that "information wars are...the main type of war" [259]. Information is used to strengthen your narrative while attacking, disrupting, distorting and dividing the society, culture, and values of other competing states and organizations. By weakening trust in national institutions, consensus on national values, and commitment to those values across the international community, an actor can win the next war before it has even begun. In fact, reflecting the change
from periodic conflict to continual competition [232], Senior leaders in the Russian General Staff have claimed that "Wars are not declared but have already begun" [106].

Information is strengthening its position within the elements of national power. Strategy is often viewed through the Elements of National Power: Diplomatic, Information, Military, and Economic (DIME). Technology now allows state and non-state actors to extend their power in the Information domain at a scale and complexity long thought impossible. If left unchecked, this emerging 'information blitzkrieg' will have strategic effects on par with the physical blitzkrieg unleashed at the outset of World War II.

War is ultimately a human endeavor. The ways that technology transform humanity is at the heart of emerging trends. Human interaction has dramatically increased due to social media, and access to information and ideas has also dramatically increased. Social media allows rapid mobilization of masses around ideas. This technological trend offers opportunity to those who are adept at wielding informational power. Because of this, information may become the preeminent commodity and decisive factor in future conflict [117].

While technical in nature, social cyber security differs from traditional cyber security. Traditional cyber security involves humans using technology to 'hack' technology. The target is information systems. Social cyber security involves humans using technology to 'hack' other humans. The target is humans and the society that binds them. This twist on the traditional cyber paradigm is sometimes referred to as 'cognitive hacking.' While leveraging the cyber medium for mass delivery, this emerging information warfare leverages advances in targeted (or micro) marketing, psychology and persuasion, policy gaps at and between private and government institutions, and understanding of the social sciences to deploy coordinated information operations with strategic effect.

Social cyber security is inherently multi-disciplinary computational social science. "Emerging theories blend political science, sociology, communication science, organization science, marketing, linguistics, anthropology, forensics, decision science, and social psychology" [56]. Many researchers in this field are leveraging computational social science tools such as network analysis, spatial analysis, semantic analysis, and machine learning. These are applied at multiple levels, from the individual through the conversation level to the larger community level.

This chapter will introduce and define this emerging discipline, briefly discuss its history and the socio-technological changes that enable it, and finally discuss current and emerging social cyber security 'forms of maneuver'. Throughout this process we will elaborate on the similarities and differences between social cyber security and traditional cyber operations. Parts of this chapter were published in [34] and [35].

### 1.2 Understanding Information

"Information is the Resolution of Uncertainty"
-Claude E. Shannon, 1948
Before we define disinformation and misinformation, we first must develop and refine our notion of information. Following the massive increase in communications and data used during World War II, several individuals began to develop the theory of information. Norbert Wiener clarified that "information is neither matter, nor energy" [252]. Claude Shannon, a brilliant
mathematician at Massachusetts Institute of Technology who worked on anti-aircraft algorithms during the Second World War, believed that information was "the most mathematical of the engineering sciences." He eventually refined his thesis to define information as the "resolution of uncertainty" [210]. For Shannon (see Figure 1.1), the easiest way to envision this resolution of uncertainty is with the flip of a coin. He envisioned that all information could be represented by a coin flip, or a binary category of heads and tails. The notion of the bit was born, and the computer and the entire digital age was built on this theory, launching what is known today as the "Age of Information" [156].


Figure 1.1: Claude Shannon, Father of the Bit and the Information Age

We intuitively understand that data is underlying information, but are data and information one and the same thing? A humorous quote among statisticians is "In God we Trust, all others must bring data" (attribution disputed). This quote, while humorous in intent, implies that data, like information, is an essential resource for "resolving uncertainty." The Data $\rightarrow$ Information $\rightarrow$ Knowledge $\rightarrow$ Wisdom Paradigm helps explain a bit of this difference. This paradigm is generally attributed both to a 1934 poem by T.S. Eliot entitled The Rock [88] and a 1989 article by Arkoff [5], and has had multiple additions and modification by various authors and organizations (for example, the US Army replaced/defined "Wisdom" with "Shared Understanding". While it does have some notable critics [269], it is nonetheless helpful for our endeavors. For a full explanation of the DIKW hierarchy, see Rowley's work [199] in addition to the original by Arkoff. In the DIKW hierarchy, data is an observation (made by a human or sensor) that is often recorded on computers using Shannon's bits. Information is often descriptive, and answers the basic questions of who, what, when, where, and how. Knowledge makes the information usable by humans by converting it to instructions. These instructions can be gained through transmission or through experience. Intelligence increases efficiency, while wisdom increases effectiveness, often adding values judgements (moral and ethical judgement). Rowley succinctly summarizes this by saying the data is simply bits, information provides the what, knowledge provides how, and wisdom provides why [199]. Having defined information as the "resolution of uncertainty" and expanding on this definition with the DIKW hierarchy, let's examine distortions
of information.

### 1.2.1 Terms used for Information Manipulation

If information allows a person to "resolve uncertainty" in the search of truth, then manipulating information can cause that same person to arrive at an alternate truth. Today, nation states as well as various domestic and international actors manipulate data and information in order to sway the actions (knowledge) and beliefs (wisdom) of target audiences. This manipulation is undertaken to achieve strategic ends. Any change of facts (information) is considered misinformation, and includes both intentional and accidental manipulation. Accidental manipulation can happen early in reporting around an emerging event when well-meaning news and government agencies have not checked and verified facts (information). Disinformation is defined as misinformation that is intentional and harmful manipulation of data and information in order to change beliefs and both individual and collective action.

When information is used to influence a population, it is often called propaganda. Propaganda, while manipulative, is not necessarily false. Propaganda is simply using information, both fact and fiction, to influence. In this respect, not all propaganda is disinformation. In recent political dialogue, however, the lines of separation between disinformation and propaganda are blurring, and disinformation is becoming synonymous with propaganda, defining any manipulation of information, not just those that use lies [72].

Note that propaganda is often separated into three categories: black, grey, and white propaganda. Black propaganda is designed to appear as if it was created by the organization it aims to discredit. Grey propaganda attempts to hide the source of the propaganda, and white propaganda does not attempt to obfuscate its source, and is sometimes called overt propaganda.

### 1.2.2 Defining Information Operations

Defining information operations is the toughest definition to nail down. Social media companies seem to equate information operations with fake news, meaning that if all your facts are together, you're not conducting information operations. This also means that if you tell a social media company that your organization is conducting information operations, they believe that you are inherently spreading lies [51]. The Navy and Air Force focus more on the technical flow of information, and therefore information operations is primarily traditional cyber and electronic warfare. The Army and Marines focus more on the human side, and therefore information operations is more of a concerted effort to influence a target audience to change their beliefs or behavior [51]. Additionally, the US military view of information operations has primarily focused on tactical IO after the onset of hostilities. In fact, one expert has said that the West's view of "IW is almost by definition countercommand and control warfare" [44]. Russia and other nations, on the other hand, view it as an ongoing activity (during peacetime and war) [107]. Additionally, Russia does not distinguish between cyber and information warfare. They do not have a distinct cyber division in organization and thinking as the West (US/NATO) do [107], which allows them to more easily synchronize cyber and non-cyber information warfare.

Within US military doctrine, the most recent Joint Publication on Information Operation military doctrine breaks the information environment down into the cognitive dimension (human-
centric), the information dimension (data-centric), and the physical dimension (real and tangible) (see Figure 7.1 in Chapter 7) [221]. It defines information operations as "the integrated employment, during military operations, of information-related capabilities in concert with other lines of operation to influence, disrupt, corrupt, or usurp the decision-making of adversaries and potential adversaries while protecting our own" [221]. Information-related capabilities are any "tool, technique, or activity employed within a dimension of the information environment that can be used to create effects and operationally desirable conditions" [221]. The manner with which information operations are used is further defined as
"The first step in achieving an end(s) through use of the information-influence relational framework is to identify the target audience. Once the target audience has been identified, it will be necessary to develop an understanding of how that target audience perceives its environment, to include analysis of target audience rules, norms, and beliefs. Once this analysis is complete, the application of means available to achieve the desired end(s) must be evaluated. Such means may include (but are not limited to) diplomatic, informational, military, or economic actions, as well as academic, commercial, religious, or ethnic pronouncements. When the specific means or combinations of means are determined, the next step is to identify the specific ways to create a desired effect. Influencing the behavior of target audiences requires producing effects in ways that modify rules, norms, or beliefs. Effects can be created by means (e.g., governmental, academic, cultural, and private enterprise) using specific ways (i.e., information related capabilities) to affect how the target audiences collect, process, perceive, disseminate, and act (or do not act) on information. Upon deciding to persuade or coerce a target audience, the commander must then determine what information related capabilities it can apply to individuals, organizations, or systems in order to produce a desired effect(s). As stated, information related capabilities can be capabilities, techniques, or activities, but they do not necessarily have to be technology-based. Additionally, it is important to focus on the fact that information related capabilities may come from a wide variety of sources. Therefore, in IO, it is not the ownership of the capabilities and techniques that is important, but rather their integrated application in order to achieve a joint force commander's end state. " [221]

The increased importance of information in strategic competition is further highlighted by the US Department of Defense when the Chairman of the Joint Chiefs of Staff issued a change to Joint Publication (JP) 1, "Doctrine for the Armed Forces of the United States" introducing information as a new joint function [117]. In US Joint Doctrine "Joint functions represent related capabilities and activities placed into basic groups to help commanders synchronize, integrate, and direct operations" [117]. Adding information to the original 6 joint functions (Command and Control (C2), Intelligence, Fires, Movement and Maneuver, Protection, and Sustainment) shows a doctrinal re-prioritization of information in the modern strategic context. This addition acknowledges that, while conflict, violence, and war endure, the methods through which nations pursue political goals are evolving [205].

The information function encompasses the management and application of information and its deliberate integration with other joint functions to influence relevant actor
perceptions, behavior, action or inaction, and human and automated decision making. The information function helps commanders and staffs understand and leverage the pervasive nature of information, its military uses, and its application during all military operations. This function provides JFCs the ability to integrate the generation and preservation of friendly information while leveraging the inherent informational aspects of all military activities to achieve the commander's objectives and attain the end state. [223]
For our research, we will define information operations as the combination of physical, virtual, and cognitive endeavors undertaken to influence a target audience, organization, or individual to act (or not act) in way that is beneficial to the perpetrator (combines concepts from [221] and [51]). While we acknowledge that information operations span the physical, virtual, and cognitive domains, we will focus our research on the virtual and cognitive lines of effort. Additionally, while acknowledging that this definition intentionally includes everything ranging from commercial marketing of products to military deception, we will focus on political disinformation that targets another society, or specifically its political structures, leaders, or national security entities. Prier says that this type of information operations "hinges on four factors: (1) a message that fits an existing, even if obscure, narrative; (2) a group of true believers predisposed to the message; (3) a relatively small team of agents or cyber warriors; and (4) a network of automated 'bot' accounts." [195]

For further reading on information operations, see [195] for information operations in social media. See [91] for Russian thought on operations in information space, [198] for Chinese approaches, and [221] for US military doctrine and operational approaches.

### 1.3 Backdrop: Russian information blitzkrieg

"Russia is waging the most amazing information warfare blitzkrieg we have ever seen in the history of information warfare."
-Gen Philip Breedlove, NATO Wales summit, September 2014
The Russian connection to modern disinformation operations is highlighted by the fact that the word disinformation didn't enter the English language until the 1980's, and is a direct transliteration of the Russian word дезинформация (pronounced dezinformatsiya). Stalin allegedly developed the term, intentionally making it sound Western, and therefore creating disinformation with the very origin of the word [202]. The word was soon used as the title for a division of the KGB that focused on black propaganda. These activities were in line with traditional KGB operations known as 'active measures'. These were described by KGB Major General Oleg Kalugin as "active measures to weaken the West, to drive wedges in the Western community alliances of all sorts, particularly NATO, to sow discord among allies, to weaken the United States in the eyes of the people in Europe, Asia, Africa, Latin America, and thus to prepare ground in case the war really occurs" [3]. This quote highlights one of the critical roles of the Russian information blitzkrieg is to drive wedges in every fissure possible, fracturing a nation or coalition. This includes driving wedges between political parties, between races, between religions, between a nation and its military, and between a nation and its allies. A fractured nation is inherently a less potent nation.

Active measures, which have been discussed in Soviet political circles since the Bolshevik Revolution [167], involves much more than just disinformation. In addition to disinformation, McCauley indicates that active measures included clandestine operations, military deception, provocations, fabrications/forgeries, agents of influence, diversion/sabotage, and "wet affairs" (assassinations, kidnappings, etc). Disinformation involved both overt (propaganda, diplomacy, cultural organizations) and covert (agents of influence, written/oral, front organizations, forgeries) operations [167].

Closely related to "active measures" is reflexive control. Originally developed by Vladimir Lefebvre in 1936 [152], reflexive control is a mathematical model that "uses a specially prepared information message, while hiding the fact that influence is being conducted, in order to control or influence human- or computer-based decision making to voluntarily take a predetermined action." [167]. Reflexive control takes into account the adversary's perception of the situation, goals, decision making process (or algorithm), and the act of making the decision [197]. With details classified by the KGB [167], reflexive control provides the mathematical and psychological theory behind many Russian disinformation operations.

This Russian Propaganda apparatus, long directed at its own society as well as the satellite states of the former Soviet Union, is now being exported abroad. In 2013 General Valery Gersimov identified information warfare as an important aspect of Russian warfare going forward in his now famous article "The Value of Science is in the Foresight" [106]. While the West has viewed this article backwards through the lens of the Ukrainian conflict and has arguably misattributed it as the start of hybrid warfare for Russian armies [22]. His article was his perspective of the Arab Spring as well as US operations in Yugoslavia, Iraq, and Afghanistan. In his view, the Arab Spring and US-led coalitions relied heavily on resources other than conventional military forces to shape these events, including information operations, introducing military forces only at the last minute. Having studied these conflicts, he sought to accelerate ongoing information warfare initiatives, stating "Information warfare opens wide asymmetric possibilities for decreasing the fighting potential of the enemy."

As indicated above, most of the Russian writing on information operations is defensive in nature [11]. Dating all the way back to 1839, European thought indicated that "the political system of Russia could not withstand twenty years of free communication with Western Europe" [78]. This remained true through the Cold War and persists today. In general, they fear the spread of the internet and what they view as biased reporting by Western Media that is eroding their traditional and cultural values [11]. For this reason, Russian leadership view Western information and ideas as a strategic threat and have developed sophisticated ways and means to battle it.

The emerging manifestations of Russian information operations are built on a long history of Soviet era propaganda operations. In 1951 then Yale Law Professor Harold Lasswell summarized the Soviet Propaganda machine by concluding:
"...the chief strategic aim of [Soviet Propaganda] is to economize the material cost of protecting and extending the power of the Russian elite at home and abroad. Such propaganda is a struggle for the mind of man, from the Soviet point of view, only in the sense that it is a struggle for the control of the material means by which the minds of the masses are believed to be molded. Hence the purpose of Russian propaganda is not peaceful persuasion of the majority of the people in a given country as a
prelude to taking power. Rather, the task is conceived as that of a minority that must remain an ideological minority until it succeeds in accumulating the material means of obtaining consensus...Soviet propagandists and their agents can lie and distort without inner restraint, for they are largely immunized from the claims of human dignity in any other sense than the dignity of...contributing to the present and future power of the Kremlin elite." [148]

This general approach continues to this day, building a small nuclei while dividing all opposing organizations and institutions, leveraging disinformation at all times. Today, however, technology enables this at a scale and distance unheard of in 1951.

The Russian state is not approaching this haphazardly. Since as early as 2003 the Russian Academy of Sciences has conducted basic research to develop advanced applied mathematical models of information warfare and its application to a society. Their researchers combine social science and mathematical modeling to produce research such as "Mathematical Modeling of Rumors and Information Propagation in Society". While these articles claim to be defensive, their application in offensive operations is assumed.

The Russian military views information warfare broadly and inclusive. In Conceptual Views Regarding the Activities of the Armed Forces of the Russian Federation in the Information Space, they define information operations as confronting a state in the information space by damaging information systems, processes, and resources [91]. During the Cold War, some estimate that the Soviet Union had 15000 personnel and up to 5 billion dollars dedicated to active measures [110].

These operations are synchronized by a growing cadre of political technologists. These are leaders, both inside and outside the government, that understand both the human, political, military, and technological domains. Leveraging this 'multi-domain' understanding, they develop and coordinate shaping operations that leverage the cyber and technological domain to affect the social, political, and military domains. As an example, Alexander Malkevich, a Moscow based technologist, recently established the Moscow based www.USAreally.com website in advance of the 2018 mid-term elections in the United States. His mission was to spread twisted narrative and agitation that is picked up by mainstream American news, or at least mainstream news aggregators. The translated personal description from his Twitter account states: "Journalist. Media man. A person who is interested in life. And he is not afraid to work in the regions of Russia. And in the name of Russia." This is a political technologist.

According to an article by Kuleshov et al entitled "Information-psychological confrontation in modern conditions: theory and practice" published in the Russian Bulletin of the Academy of Military Sciences, the primary methods of information manipulation from the Russian perspective are:

- "Direct lies for the purpose of disinformation both of the domestic population and foreign societies;
- Concealing critically important information;
- Burying valuable information in a mass of information dross;
- Simplification, confirmation and repetition (inculcation);
- Terminological substitution: use of concepts and terms whose meaning is unclear or has undergone qualitative change, which makes it harder to form a true picture of events;
- Introducing taboos on specific forms of information or categories of news;
- Image recognition: known politicians or celebrities can take part in political actions to order, thus exerting influence on the world view of their followers;
- Providing negative information, which is more readily accepted by the audience than positive." [145]
All of these contribute to increase the Clauswitzian fog of war [11]. Even when not specifically attempting to influence a specific decision, these operations increase the fog of war and make all decisions more difficult. Additionally, these methods are taken with the full understanding that democratic nations must build consensus among citizens. When this fog of disinformation is widely distributed, it is difficult for leaders of democratic nations to build national consensus and act decisively on the world stage. Finally, [11] highlights that information warfare doesn't have clear redlines like conventional or nuclear warfare. Lack of redlines and difficult attribution increases the fog of war. This has complicated and confused our deterrence mindset and policies.

What is the overall strategic goal for Russian disinformation? ". . the main aim of informationpsychological conflict is regime change in the adversary country (through destroying the organs of government); by means of mass influence on the military-political leadership of the adversary achieving as a minimum an increase in the amount of time available for taking command decisions and lengthening the operational cycle; by means of influence on the mass consciousness of the population - directing people so that the population of the victim country is induced to support the aggressor, acting against its own interests. (Translated)" [145]

Any discussion of Russia must consider the full strategic context (evaluated against all aspects of DIME). While Russia possesses a large nuclear deterrent, a modern and combat experienced military force, a competent and proven information warfare capability, and an increasing diplomatic role in the Middle East and elsewhere, Russia's economy does not make it in the top 10 world economies (as measured by Nominal Gross Domestic Product). Other rising nations (China, Brazil, and India) all outpace Russia economically. In 2019 for example, China's economy was approximately 8 times larger than Russia's economy as measured by nominal gross domestic product.

For further reading on Soviet and Russian active measures, Ajir provides a short summary [11], Gobson testimony to the Senate [110], McCauley provides a thorough examination with description of organization hierarchy and specific examples [167] while Giles provides a summarization [107].

### 1.4 Notes on China Information Operations

China disinformation is fundamentally different from Russian disinformation. This is partially due to differences in culture. Mattis attempts to summarize the difference between Russian and Chinese information operations with three overarching differences: "set-piece operations vs. playing the man; service-led operations vs. service-facilitated operations; and agents of influence vs. influenced agents" [166]. Russia focuses on set-piece operations focused on strategic ends, whereas China focuses on person-to-person relationships and influencing the individual. Many of China's diplomats and negotiators started their careers in intelligence, which is evidence of

China's focus on personal influence [166]. For Russia, intelligence services are the primary executor of their 'active measures.' For China, intelligence services may at times facilitate, but the leading role goes to more political and diplomatic organizations such as Liaison Department of the PLA's Political Work Department and the United Front Work Department. Finally, Russia depends heavily on intelligence case officers operating as 'agents of influence', whereas China works through 'softer' methods, using 'gatekeepers' to facilitate foreigner engagement in China and thereby influence these individuals [166].

Additionally, Russia operations are often negative, characterized by higher risk and higher reward. China, on the other hand, primarily focuses on flooding social media with a positive narrative about China and the Chinese Communist Party. This is largely performed by the ' $50-$ cent Army', government workers and other recruited and trained individuals who are expected to produce positive narrative in social media [198]. In this way, China arguably conducts the largest astro-turfing operation in history (astro-turfing is when an organization pays for virtual or physical support in order to produce what appears to be an organic grass roots movement).

We have also observed that Russia frequently and adeptly uses internet memes and other means of creative multi-media. China seems to shy away from this, and at times bans memes completely [168]. Russia leverages the evolution of memes to propagate their narrative, whereas China is concerned that the evolution of memes, particularly in their own population, may take a turn and result in negative perception of the CCP. This will be discussed further in Chapter 5.

### 1.5 Change in the Strategic Center of Gravity

The 20th century dawned with the most symmetric and kinetic wars in the history of warfare, while the 21st century, spring boarding off of decades of Cold War competition, has dawned with numerous asymmetric and non-kinetic conflicts. During World War I, nations sacrificed hundreds of thousands of lives for mere yards of physical terrain. Today, many actors develop complex information operations designed to slowly gain 'yards' in the human domain with ramifications for the physical domain.

Geography still matters today. The United States' two greatest security measures are still called the Pacific and Atlantic Oceans [266]. Crimea was annexed largely because of the strategic importance of its Black Sea Port (as well as energy implications) [41]. Afghanistan instability will persist partly because of its geography [135]. Geography does and always will matter. However, numerous factors, to include technology, have arguably shifted the pendulum toward the human dimension.

This shift toward the human domain was hotly debated inside the US military during the War on Terror. After years of debate, the majority seemed to agree with the quote from a 2009 article in Small Wars Journal: "One of the most profound changes the U.S. military must make to be effective at countering insurgency is to shift strategic centers of gravity from the physical to the human aspects of warfare" [104]. While generally accepted in counter-insurgency environments, it remains to be seen how this shift toward the human domain will change large scale combat operations (LSCO).

This view of the population as the center of gravity took on new meaning in the aftermath of the Arab Spring, as decentralized population movements, enabled by technology, organized and
overthrew multiple established autocratic regimes. These actions shocked the world and have been studied by leaders from both the East and the West. These events underscored the power of the human dimension as well as the power of social media to mobilize the masses. Multiple articles in military journals have documented these movements, with a specific focus on the social media that enabled them. Even General Gerasimov's 2013 article in Russia's Military-Industrial Kurier, studied across the West as the genesis of hybrid or grey warfare, is more a personal reflection of the Arab Spring (as well as the conflicts in Iraq, Afghanistan, and Yugoslavia), than an attempt to create a new type of warfare [22].

Multiple other state and non-state actors observed these changes and began exploring the idea of manipulating these movements through cyberspace. Many of these states and actors already had experience manipulating their own populace or organization through information operations[148], and now sought to extend that experience to other populations and societies. Directly targeting the fabric of society, the true center of gravity of a nation, has massive ramifications for the tactical through strategic levels of war, and is the genesis of this emerging domain of social cyber security.

### 1.6 Enabling changes

Two changes in human communication and societal information flows have enabled the social cyber threat. First, technology has waived the requirement for physical proximity to influence a society, and the decentralization of information flows has reduced the cost of entry. Fabio Rugge (Italian Institute for International Political Studies) sums this up with the statement "Cyberspace is a powerful multiplier of the destabilizing effects of manipulated information because it allows high connectivity, low latency, low cost of entry, multiple distribution points without intermediaries, and a total disregard for physical distance or national borders. Most importantly, anonymity and the lack of certain attribution of an attack make cyberspace the "domain of ambiguity" [201].

### 1.6.1 Decentralization

Over the last 30 years we have watched as information flows rapidly decentralized. Historically governments, large organizations, and a few large news outlets controlled most of the formal print, broadcast, and televised news coverage. These organizations controlled the flow of information, and generally distributed it uniformly across a society. With the rise of blogs, microblogs, and social networks, most of the world now consume their information in a non-uniform way on social media [211]. There is now a low cost of entry, financial incentive to create viral content, and anonymity is relatively easy to accomplish. This decentralization has facilitated the entry of external actors with minimal attribution.

Decentralization means that quality control is now decentralized. Fact checking is now conducted at the user level rather than the journalist level. Users, many who grew up in an era where news was largely trusted, are now unprepared to digest news in an era where truth and untruth are mixed, especially if distortions of the truth are designed to validate their own biases.

The decentralization of news has also opened the door to a wide spectrum of news catering to specific audiences and biases. While most large news organizations traditionally centered
themselves near the political center, decentralization creates niche news and discussions designed for every part of the political spectrum. Sometimes called "preference bubbles" [250], these bubbles not only create polarization, but also make it relatively easy for information operations to target specific groups within a society.

The traditional journalism business model requires truth. Journalists lose their jobs and news organizations lose business if they are consistently in error. The social media business model, largely focused on overall traffic and advertising, does not rely as much on fact checking (though this is slowly changing, as was observed in the August 2018 stock decline for both Twitter and Facebook, largely attributed to their slow growth while they clean up their platforms).

While recent legislation across the world is trying to find a way to centralize control, in all cases this involves some type of censorship and reduced freedom of speech. In some cases, it could end up in absolute chaos, especially if social media companies are required to provide a platform functionality for people to flag fake or malicious information. If this type of functionality is exposed to users either through the Application Programming Interface (API) or the web/mobile interface, then the same bots that post fake news can now flag all kinds of content as fake at the speed of algorithms, causing exponentially greater damage.

### 1.6.2 Physical Presence not required

For most of history, influence required physical presence, or at least physical proximity. To influence the conversation of the Roman forum, the heartbeat of Roman society, an actor or proxy must be physically present in the Forum or at least in Rome, clearly identifiable, and active in the conversation. "Cloak and dagger" operations occurred, but even these operations required physical presence. This requirement held true through the first part of the 20th Century, at which time, radio and leaflet operations emerged, not requiring direct physical presence but rather require some level of proximity. Even robust Soviet era propaganda operations were largely restricted to Eastern Europe and Asia due to geographical limitations. The internet has erased this requirement, with most societies interacting in free and open online environments that allow actors to participate from the far corners of the globe with few national borders in the cyber domain.

Those nations that value freedom of speech and open marketplace for opinions and ideas are more vulnerable to these threats [24]. This is most evident by the fact that North Korea, arguably the most closed nation on earth, is still largely immune to social manipulation through the internet. Directly influencing the North Korean society still requires physical presence/proximity.

This vulnerability of open societies is exacerbated by the fact that most of these strategic information efforts are launched on global social media platforms that are privately owned and outside of the direct supervision of governments (though influenced by regulation). While all social media companies censor content on their platform, their motivation is generally focused on improving user experience for the greatest number of people across the world, not national security concerns of any single nation. Choosing sides on any issue is generally bad for business, because is alienates a segment of their customer base. Government censorship of content is assumed to be partisan and violates the freedom of speech espoused by these governments. Third party efforts to censor content have been initiated, but to date these have been narrowly focused and easily circumvented. An example of third party efforts is the Social Science One initiative, a creative partnership between academic researchers, private industry, and funding from across
the political spectrum that facilitates third party research on social media data while maintaining individual privacy. Efforts like this are still in their infancy.

### 1.7 Conclusion

"...a new-generation war will be dominated by information and psychological warfare that will seek to achieve superior control of troops and weapons and to depress opponents' armed forces personnel and population morally and psychologically. In the ongoing revolution in information technologies, information and psychological warfare will largely lay the groundwork for victory." [62]

- Russian Military Thought, 2013

Arguably, the greatest strategic weakness for any country is internal, not external. Leaders must understand social cyber security in order to defend these internal weaknesses from external manipulation. We as military leaders must understand that one of the information blitzkrieg lines of effort will be to drive a wedge of distrust between us and the society we defend as well as civil leadership that leads us. An untrusted institution will be under-funded, under-used, and under-performing.

If one of our primary missions is to "sustain American influence abroad" (2018 DoD Mission Statement), then we need to find our role in promoting American values in this international marketplace of beliefs and ideas within a coordinated interagency effort. This influence will range from online interaction to the handshake from a forward deployed platoon leader.

Military leaders must enact policies that enable freedom of maneuver in the relevant information environments. A recent RAND Information Operations report concluded that the Department of Defense must change its policy in order to fully enable ethical maneuver within the information domain [165]. Most social cyber security practitioners (both bot creators and bot defenders) use Application Programming Interface (API's) and open source technology to access and maneuver in this data environment. In other words, API's are the access point for both offensive and defensive social cyber operations. In the military, policies and authorities to access API's are severely restricted for some organizations while not well-defined for others. We need agile policies that enable initiative in a dynamic information environment while protecting the privacy of well-intentioned individuals and remaining within the authorities granted to the Department of Defense.

In summary, we must directly educate our force and indirectly educate our society about the decentralized nature of the modern information environment, the risks that exist, and ways and means to individually vet the facts and opinions that we digest and allow to shape our beliefs and attitudes. We must develop a multi-disciplinary approach to social cyber security. We must build relevant policy that enables social cyber security. We must seek to remove any wedge of distrust artificially driven between our military and the society we defend. We must search for the Department of Defense role in an interagency effort to combat the information blitzkrieg we face today. Social cyber security is a required discipline for the foreseeable future.

The Western World must approach this holistically, and not constrain our aperture to just looking at social media and other cyber-enabled technologies. For example, a huge part of Russian disinformation includes traditional lobbying, purchasing newspapers, and running full page
ads in prominent western newspapers [11]. These avenues of approach must be part of our consideration.

Finally, while much of the subsequent chapters focus on identifying and characterizing social cybersecurity threats, we must also initiate research that explores social cybersecurity policy as well as methods to respond to and mitigate the threat. The multi-disciplinary approach to policy must consider the trade-offs of privacy and openness vs. the damage that an undetected threat can have on a society. Policy research must address whether or not "red-lines" are relevant to this threat, and what the response will be if these "red lines" are crossed. These are all recommended lines of investigation for future research.

## Chapter 2

## Information Warfare Forms of Maneuver: BEND

In this chapter we define and describe information warfare "forms of maneuver." These are the information equivalent of the physical forms of maneuver that describe offensive land warfare. The physical forms of maneuver are "...distinct tactical combinations of fire and movement with a unique set of doctrinal characteristics that differ primarily in the relationship between the maneuvering force and the enemy" [122]. The US Army identifies five offensive forms of maneuver: 1) turning movement, 2) envelopment, 3) penetration, 4) infiltration, and 5) frontal assault. In light of these offensive forms of maneuver for land warfare, we developed appropriate forms of maneuver for information warfare. Parts of this Chapter were published in [34] and [35].

Fire and maneuver is the basis for modern ground tactics, and has been used successfully in every major combat engagement since Swedish king Gustavus Adolphus first used it in the 30 Years War (1618 to 1648). At its basic level, fire and maneuver involves one or more tactical units fixing and enemy with direct and indirect fires, while one or more tactical units maneuver to close with and assault the enemy. In the information world the narrative plays a similar role to "fires", while network manipulation and preparation plays the role of "maneuver". Like traditional fire and maneuver, the interplay between network maneuver and targeted narrative must be carefully coordinated. Our overarching premise and largest contribution is defining information maneuver in terms of BOTH narrative AND networks.

In developing the information warfare forms of maneuver, we build on the dismiss, distort, dismay, and distract paradigm introduced by Ben Nimmo at the Atlantic Council's Digital Forensic Research Lab [181]. Nimmo developed 'the 4 D's' to describe emerging Russian information operations. We found these were helpful, but were not sufficient to describe all maneuver we were observing. The 4 D's only describe maneuver in narrative, while ignoring any manipulation of or maneuver in the network. Secondly, Nimmo's four D's only describe negative maneuver (attacking a narrative), while not addressing positive maneuver (supporting a narrative). We therefore developed four B's to describe supporting network maneuver, four E's to describe supporting narrative maneuver, four N's to describe attacking network maneuver, and used Nimmo's four D's to continue to describe attacking narrative maneuver. Combined these become the 'BEND' forms of maneuver.

The BEND forms of maneuver describe how an actor can manipulate the marketplace of
beliefs and ideas in order to achieve a desired endstate (this endstate could simply be increased agitation or polarization of the target audience). The BEND Forms of maneuver, with definitions, are provided in Table B. 2 (note that each of the four quadrants of the forms of maneuver begin with a letter from the acronym BEND).

In the following sections we will describe these in more detail and provide examples. We constrained all of our examples of disinformation to examples from overt state actors or, in some cases, alleged proxies of state actors. Note that information operations are not restricted to state actors, and many international as well as domestic actors conduct information operations. These actors include businesses, non-governmental organizations (NGO's), political parties and political groups, as well as terrorist and criminal organizations.

Table 2.1: The BEND model of describing social cyber security forms of maneuver

|  | Network Maneuver |  | Narrative Maneuver |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Social network manipulation |  | Knowledge network manipulation |  |
|  | Things you can do by effecting "who is talking/listening to whom" |  | Things you can do by effecting "what is being discussed" |  |
| $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | Back | actions that increase the importance of the opinion leader | Engage | discussion that brings up a related but relevant topic |
|  | Build | actions that create a group or the appearance of a group | Explain | discussion that provides details on or elaborates the topic |
|  | Bridge | actions that build a connection between two or more groups | Excite | discussion that beings joy, happiness, enthusiasm to the group |
|  | Boost | actions that grow the size of the group or make it appear that it has grown | Enhance | discussion that encourages the group to continue with the topic |
| $\begin{aligned} & \text { 苞 } \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | Neutralize | actions that limit the effectiveness of opinion leader | Dismiss | discussion about why the topic is not important |
|  | Nuke | actions that lead to a group being dismantled | Distort | discussion that alters the main message of the topic |
|  | Narrow | actions that lead to the group becoming sequestered from other groups | Dismay | discussion about a topic that brings worry, sadness, anger to the group |
|  | Neglect | actions that reduce the size of the group or make it appear the group has grown smaller | Distract | discussion about a totally different topic and irrelevant |

### 2.1 Narrative Maneuver

Narrative maneuver is arguably the most common type of information maneuver. In fact, when many people think of information warfare, they naturally envision a battle of narratives where actors compete by creating the most convincing narrative. In information maneuver, actors attack certain narratives while supporting other narratives. They attack narrative through dismiss, distort, dismay, and distract maneuvers (these are the original 4 D's developed by Ben Nimmo at the Digital Forensic Labs). These have been extremely helpful in characterizing Russian information operations. Examples of these forms of maneuver are provided in Figure 2.1.
Russian Embassy, UK
@/7 Without that, there can be no sense in any statements from
London. The incident appears to be yet another crooked attempt
by the UK authorities to discredit Russia.
1:24 PM - Mar 13, 2018
O 322 Q445 people are talking about this
(a) Example of Distort

(c) Example of Distract

(b) Example of Dismiss


6/7 Any threat to take "punitive" measures against Russia will meet with a response. The British side should be aware of that. 1:25 PM - Mar 13, 2018
$\bigcirc 768 \bigcirc 1,244$ people are talking about this
(d) Example of Dismay

Figure 2.1: Examples of negative narrative maneuver deployed by the Russians in the aftermath of the poisoning of Sergei and Yulia Skripal in Britain

We felt these are not sufficient since not all information efforts attack certain beliefs, ideas, and narratives. In other words, not all information operations are destructive. Many efforts are trying to support or back other beliefs, ideas, and narratives. In this way, they are constructive. This is particularly true in the case of China information operations, which traditionally executes a massive astro-turfing operation (known as the '50 cent Army') with the sole purpose of constructing and supporting pro-China and pro-CCP narratives. We therefore added the constructive narrative maneuvers of engage, explain, excite, and enhance. Note that we call these constructive and supporting in relation to the narrative they're supporting, even if that narrative is considered negative, false or destabilising. Examples of these constructive narrative maneuvers are provided in Figure 2.2 .

(a) Example of Engage: Russian overt propaganda tries to engage the Middle East audience and offer a biased comparison of US and Russian approaches to ISIS

(c) Example of Excite: Chinese proxy attempts to anger and excite American support for Hong Kong protests by comparing it to support for a California Independence Movement
redfish @redfishstream.6h
Here's a short history of foreign intervention in Iran.

(b) Example of Explain: Redfish, a Berlin-based media company backed by the Kremlin, creates a short documentary attempting to highlight Western exploitation of Iran

Sputnik Deutschland © ©de_sputnik - Oct 20
Kriegsspiel: Norweger wollen nicht gegen @NATO protestieren \#TridentJuncture
sptnkne.ws/jPCf
Translated from German by EIC Microsof
War game: Norwegians do not want to @NATO protest \#TridentJuncture

(d) Example of Enhance: Russian State Sponsored Media in Germany attempts to enhance and amplify grassroot Scandinavian protests against NATO

Figure 2.2: Examples of constructive state sponsored information maneuver that supports specific narratives

These forms of maneuver can be deployed with various computational approaches in modern social media environments. Examples of computational approaches that leverage narrative maneuver include:

1. Misdirection: Introduction of unrelated divisive topics into a thread in order to shift the conversation
2. Hashtag-latching: Tying content and narratives to unrelated trending topics and hashtags
3. Smoke screening: Spreading content (both semantically and/or geographically) that masks other operations
4. Thread-jacking: Aggressively disrupting or coopting a productive online conversation

### 2.2 Network Maneuver

In the social cyber domain, an adversary can manipulate the network as well as the narrative. These networks can be social networks (Sarah is friends with Peter), conversation networks (Sarah replies to Peter), or informational networks (Sarah and Peter both share the hashtag \#NATO). This maneuver includes building or attacking links: links between individuals, links between groups, or links between topics. It can involve building, bridging or attacking groups, both social groups or topic groups. It can involve identifying and supporting or attacking influencers, where influencers are celebrities, politicians, bloggers, bots, cyborgs, or captivating multimedia that are influential in the marketplace of beliefs and ideas. All this manipulation of the network is often necessary to prepare it for the narrative.

Network maneuver is the manipulation of the actual network. In these maneuvers an adversary maps a social network (once again realizing that an online social network is the projection of social and conversational links in the cyber dimension). The constructive network maneuvers are back, build, bridge, and boost. These are defined in Table B. 2 and examples are provided in Figure 2.3. The destructive network maneuvers are also defined in Table B. 2 and examples are provided in Figure 2.4.

These network forms of maneuver can be deployed with various computational and psychological approaches in the modern social media environments. Examples of computational approaches that support network maneuver include:

1. Opinion Leader Co-opting: gaining access and acknowledgement from an online opinion leader and leveraging their influence to spread narrative.
2. Community Building: Build a community around a topic, idea, or hobby and then inject narrative into this group. This was accomplished in Ukraine by building communities of young men around adult content sharing accounts, and then inject anti-Ukrainian and pro-Russian rhetoric into these networks.
3. Community bridging: In this case the adversary will identify two communities, A and B. They would like to inject ideas of group B into group A. They do this by first infiltrating group A, then slowly adding retweets or sharing ideas from group B, bringing the ideas of group B into group A.
4. False generalized other: This technique relies on the false notion that people have that a

(a) Example of Build: In this case a cyborg account builds support for anti-NATO protests in Scandinavia

Russia Insider @Russialnsider•Sep 29
On Steemit: Leading Russian-American Alt-Right YouTuber Makes a Great Case for Laws Against Censorship (Lana Lokteff)


Leading Russian-American Alt-Right YouTuber Makes a Great Case f... "Scam artists, pedophiles, and perverts of every kind get sympathy from these companies (Big Tech). I am a wife and a... by russia-insider steemit.com
(c) Example of Boost: Russian efforts to boost Alt-Right and Anti-Censorship campaigns (Censorship restricts Russian freedom of maneuver in information space)

(b) Example of Bridge: Russian efforts to bridge ProRussian and Alt-Right American groups

RRT $\begin{aligned} & \text { RT @RT_com. } 7 \mathrm{~m} \\ & \text { Kim Jong-Un's most recent horseback ride around Mount Paektu, a volcanic }\end{aligned}$ Kim Jong-Un's most recent horseback ride around M
peak legendary for Koreans in both North \& South

(d) Example of Back: Russian state sponsored media back other authoritarian regimes

Figure 2.3: Examples of Network Maneuver that supports network connections and groups

(a) Example of Neutralize: Russian attempts to discredit critics


Russia Insider @Russialnsider. Dec 3
Heavily Biased Wikipedia Faces Competition From Russia's Homegrown Internet Encyclopedia dlvr.it/RKbWfj

(b) Example of Narrow: Russia attacks and discredits Wikipedia, a source of information and knowledge for many

(d) Example of Nuke: Russian effort to discredit mainstream media in the United States in order to open the market for alternative news

Figure 2.4: Example of Network Maneuver that attacks certain network connections and groups
given idea represents the consensus of the masses, and therefore should be their idea and belief.
Because these network maneuvers aren't as intuitive as the narrative maneuver, we will provide several specific examples of these maneuvers being deployed around world events. Benigni et al observed an alleged Russian campaign to build networks of young men around adult content on social media, and then introduce pro-Russian narrative and call to arms once the group was built [26]. Several information efforts have been observed that appear to bridge alt-right political groups with mainstream protestant and evangelical online communities [32].

### 2.3 Bots As Force Multipliers

Within the context of information operations, bots are increasingly used as force multipliers. They leverage machine learning and artificial intelligence to conduct targeted and timely information transactions at scale, while leaving critical nuanced dialogue to human operators (in this context sometime referred to as trolls). We will discuss bots in detail in Chapter 3 and 4, but want to discuss them here in regards to information maneuver.

Bots are used for a wide variety of reasons, creating effects that can are positive, nuisance, or malicious. Some examples of positive bots include personal assistants and accounts that notify the public of natural disasters. Nuisance bots distribute spam with content ranging from commercial advertising to adult content. Malicious bots are typically involved in propaganda [161], suppression of dissent [240], intimidation [159], and network infiltration/manipulation [26].

A bot is defined as social media account that uses a computer to automate social media tasks. For example, in the Twitter environment, a bot account can automatically tweet, retweet, follow, friend, reply, quote, and like. The bot creator can use creative means to generate content, either 'scraping' (and automatically summarizing) from elsewhere on the web, retweeting existing content, manipulating existing content from other human users, or creating their own content through a combination of human input and artificial intelligence. Having created content, the bot creator can manipulate tweet timing to appear human (or if appearing human is not critical to the operation, can conduct 1000's of actions around the clock). Finally, these bots are often deployed in bot nets (sometimes called bot 'armies' or 'coordinating' bots) where they friend, follow, and otherwise promote each other to appear popular.

Although we often attempt to classify an account as bot or human, there is often a spectrum of automated involvement with an account. Many accounts are not strictly automated (all transactions executed by a computer). These accounts have human intervention to contribute nuanced dialogue while a computer executes tasks at scale in the background.

When combined with artificial intelligence, these bots conduct sophisticated operations at scale at the speed of algorithms.

### 2.4 Concluding Comments

In addition to dividing these by narrative or network maneuvers, we also separate them into constructive or destructive maneuvers. Constructive maneuvers build or strengthen narratives


Figure 2.5: Bot involvement in the core Twitter political conversation surrounding the 2018 National Elections in Sweden.
and networks, and destructive maneuvers attack narratives and networks. Note that just because there's a constructive maneuver doesn't mean that the narrative or network is good or positive. For example, building a neo-nazi network or enhancing a racist narrative isn't positive or good, but these maneuvers are defined as 'constructive' since they're designed to grow the respective narrative and network.

Identifying BEND forms of maneuver is an important step in analyzing the main engine of an information operations campaign that is linking content to a manipulated target audience. The BEND forms of maneuver are therefore important analysis tools used in the Sketch-IO framework discussed in Chapter 7. Early metrics that help identify BEND forms of maneuver are being implemented in ORA-PRO, a joint software venture between Carnegie Mellon University and the Netanomics company.

## Chapter 3

## Bot Detection


#### Abstract

Automated social media bots have existed almost as long as the social media platforms they inhabit. Although efforts have long existed to detect and characterize these autonomous agents, these efforts have redoubled in the recent months following sophisticated deployment of bots by state and non-state actors. This research will study the differences between human and bot social communication networks by conducting an account snowball data collection, and then evaluate network, content, temporal, and user features derived from this communication network in several bot detection machine learning models. We will compare this model to the other models of the bot-hunter toolbox as well as current state of the art models. In the evaluation, we will also explore and evaluate relevant training data. Finally, we will demonstrate the application of the bot-hunter suite of tools in Twitter data collected around the Swedish National elections in 2018.


### 3.1 Introduction

Automated and semi-automated social media accounts have been thrust into the forefront of daily news as they became associated with several publicized national and international events. These automated accounts, often simply called bots (though at times called sybils), have become agents within the increasingly global marketplace of beliefs and ideas. While their communication is often less sophisticated and nuanced than human dialogue, their advantage is the ability to conduct timely informational transactions effortlessly at the speed of algorithms. This advantage has led to a variety of creative automated agents deployed for beneficial as well as harmful effects. While their purpose, characteristics, and "puppet masters" vary widely, they are undeniably present and active. Their effect, while difficult if not impossible to measure, is tangible.

Automated and semi-automated accounts are used for a wide variety of reasons, creating effects that can be positive, nuisance, or malicious. Examples of positive bots include personal assistants and natural disaster notifications. Nuisance bots are typically involved in some type of 'spam' distribution or propagation. The spam content ranges from commercial advertising to the distribution of adult content. Malicious bots are involved in propaganda [161], suppression of dissent [240], and network infiltration/manipulation [26].

Malicious bots have recently gained wide-spread notoriety due to their use in several major international events, including the British Referendum known as "Brexit" [130], the American 2016 Presidential Elections [39], the aftermath of the 2017 Charlottesville protests [109], the German Presidential Elections [180], the conflict in Yemen [159], and recently in the Malaysian presidential elections [16]. These accounts attempt to propagate political and ideological messaging, and at times accomplish this through devious cyber maneuver.

As these bots are used as one line of effort in a larger operation to manipulate the marketplace of information, beliefs, and ideas, their detection and neutralization become one facet of social cyber security. This chapter and the next chapter will discuss social media bots and bot detection in the context of social cybersecurity. Parts of this chapter have been published in [30, 31, 33, 37].

We are also seeing an increasing number of accounts that we call "bot assisted" or "hybrid" accounts (also at times called "cyborg" accounts). Although researchers often attempt a binary classification of bot or human, the reality is that there is a spectrum of automated involvement with an account. Many accounts are no longer strictly automated (all content and social transactions executed by a computer). These accounts will have human intervention to contribute nuanced messaging to two-way dialogue, but will have a computer executing a variety of tasks in the background. Grimme et al. [114] discusses this spectrum in detail, describing how 'social bots' are created, used, and how 'hybridization' can be used to bypass detection algorithms (in their case successfully bypassing the 'Botornot' algorithm discussed later in this chapter).

We hypothesize that bots are not involved in social networks and social communication in the same way that humans are, and that this difference is measurable. Like other complex systems (natural ecosystems, weather systems, etc), social interaction and relationships are the result of myriads of events and stimuli in both the real and virtual worlds. Because bots lack real world engagement and social environments, they embed in different networks than humans.

Many bots are programmed to interact with each other as a bot network, and attempt to interact with humans, but many features of these interactions will be 'robotic'. Even 'hybrid' accounts will have some level of artificial and inorganic structure and substance in their communications. This area of bot detection in Twitter is largely unexplored, primarily because the rich network data (both the friends/followers network as well as their conversational network) are very time consuming to collect. We therefore set out to collect the data to characterize the social network(s) and social conversation(s) that a Twitter account participates in, describe these networks with various network metrics, leverage these rich network metrics in traditional machine learning models, and evaluate whether the time involved creates substantial value.

### 3.1.1 Research questions

1. Do bot Twitter accounts have fundamentally different conversational network structures than human managed accounts?
2. Do the conversations that surround bot accounts diverge from human conversations in general substance and timing?
3. Can the measured differences between bot and human conversation networks lead to increased accuracy in bot detection?
This chapter will begin by discussing past bot detection techniques, as well as summarize
historical techniques for extracting features from network structures. Next, we discuss our data collection, data annotation, and methodology for creating ego-network metrics. We describe training and testing our bot-hunter machine learning algorithms and present our results. We construct an evaluation to compare all bot-hunter models against the state of the art. Finally, we will demonstrate the application of the bot-hunter suite of tools in the 2018 Swedish National elections, providing a possible workflow to open source intelligence practitioners.

This chapter is an extension of [33], with a focus of extending the feature space beyond network metrics to include content and temporal metrics of the larger ego network. Several of these features are novel, including a cascaded classifier that identifies the portion of alters that are likely bots, the portion of alters that don't have normal daily rhythms, as well as the portion of ego network that produces tweets that are more popular than the account itself. All of these have been documented as attributes of bots, and we've coded them into features in this algorithm. Additionally, we used the larger models to explore several new bot data sets. Finally, this extension will compare all of the bot-hunter suite of tools against state of the art models.

### 3.2 Related Work

### 3.2.1 Understanding Data Tiers

In earlier research our team proposed a tiered approach to bot detection [30] that mirrors the data tiers introduced below. This tiered approach creates a flexible bot-detection "tool-box" with models designed for several scenarios and data granularities. Tier 0 builds models on a single entity (usually a tweet text or user screen name). Tier 1 builds models based on features extracted from the basic Tweet object (and associated user object). Tier 2 extracts features from a users' timeline, and Tier 3 (explained in this paper) builds features from the conversation surrounding a user. Higher tier models are generally more accurate but consume more data and are therefore computationally expensive. Some research requires bot detection at such a scale, that models based on Tier 0 or Tier 1 are the only feasible option. At other times, highly accurate classification of a few accounts is required. In these cases, models based on Tier 2 or Tier 3 data are preferred. This paper proposes an approach to Tier 2-3 bot detection that builds on the previous Tier 0 [31] and Tier 1 [30] research and relies heavily on network metrics collected through single seed snowball sampling. We will view past research in bot detection through the lens of these tiers.

Since the early efforts to conduct bot/spam detection, numerous teams have developed a variety of models to detect these. While similar, these models will differ based on the underlying data they were built on (for example many community detection and clickstream models were developed for Facebook, while the overwhelming majority of models built on Twitter data use Supervised and Unsupervised Machine learning [6]). Even in Twitter bot detection, these models can be grouped by either the models/methods or by the data that they use. We have provided Table 3.2 to outline the connection between past models and the data that they use.

Adewole et al. [6] reviewed 65 bot detection articles (articles from 2006-2016) and found that $68 \%$ involved machine learning, $28 \%$ involved graph techniques (note that these include some machine learning algorithms that rely heavily on network metrics), and $4 \%$ involved crowd-

Table 3.1: Four tiers of Twitter data collection to support account classification (originally presented in [30])

| Tier | Description | Focus | Collection Time <br> per 250 <br> Accounts | \# ofof <br> Entities <br> tweets) <br> Tier 0 0Dweet text <br> (i.e. <br> only | Semantics |
| :--- | :--- | :--- | :--- | :--- | :--- |

** This tier of data collection was presented by [144] and assumes the status text is acquired outside of the Twitter API

Table 3.2: Table of Twitter Bot Detection Models and the Data that They Use

|  |  | Machine Learning |  |  |
| :--- | :--- | :--- | :---: | :--- |
| Data | Community <br> Detection |  | Supervised | Unsupervised |

sourcing. Below we will summarize the salient works under each of these modeling techniques.

### 3.2.2 Machine Learning Techniques

As noted above, Twitter bot detection has primarily used Machine Learning models. The supervised machine learning models used for bot detection include Naïve Bayes [64], Meta-based [149], SVM [151], and Neural Network [144]. The unsupervised machine learning models used include hierarchical [151], partitional [103], PCA-based [242], Stream-based [172], and correlated pairwise similarity [60]. Most of these efforts leverage data collected from the basic tweet object or user object (what we would define as a Tier 0 or Tier 1 model).

In 2014, Indiana University launched one of the more prominent supervised machine learning efforts with the Bot or Not online API service [74] (the service was recently rebranded to Botometer). This API uses 1,150 features with a random forest model trained on a collage of labeled data sets to evaluate whether or not an account is a bot. Botometer leverages network, user, friend, temporal, content, and sentiment features with Random Forest classification [93].

In 2015 the Defense Advanced Research Projects Agency (DARPA) sponsored a Twitter bot detection competition that was titled "The Twitter Bot Challenge" [226]. This four week competition pitted four teams against each other as they sought to identify automated accounts that had infiltrated the informal Anti-Vaccine network on Twitter. Most teams in the competition tried to use previously collected data (mostly collected and tagged with honey pots) to train detection algorithms, and then leverage tweet semantics (sentiment, topic analysis, punctuation analysis, URL analysis), temporal features, profile features, and some network features to create a feature space for classification. All teams used various techniques to identify initial bots, and then used traditional classification models (SVM and others) to find the rest of the bots in the data set.

### 3.2.3 Other Techniques

Several other novel bot detection methods exist outside of machine learning and network based approaches. Wang et al. [247] investigated the idea of Crowd Sourcing bot detection. While showing limited success, it was costly at scale, and usually required multiple workers to examine the same account. Another unique type of unsupervised learning involves algorithms that find and label correlated accounts. Most bots are not deployed by themselves. Even if not deployed as a united bot-net, many bot herders often task multiple bots to perform the same operations. Chavoshi, Hamooni, and Mueen [60] leveraged the semantic and temporal similarity of accounts to identify bots in an unsupervised fashion, creating the Debot model which we will compare against in our results section.

### 3.2.4 Network based techniques

Networks are an extremely important part of bots, bot behavior and bot detection. Aiello et al. [10] discusses the impact of bots on influence, popularity, and network dynamics. Adewole et al. [6] highlights that network features are robust to criminal manipulation.

One approach to leveraging network structure involves community-based bot/sybil detection. While community detection has been effectively implemented on Facebook [262] and Seino Weibo [157], it has only recently been used on Twitter Data due the strict friend/follower rate limiting discussed above. Only recently has Benigni et al. [28] used dense subgraph detection to find extremists and their supporting bots in Twitter.

Most research that uses networks for bot detection with Twitter Data are in fact creating network based metrics and introducing these features in traditional machine learning models. As discussed below, the most challenging part of this type of research is focused on how to build networks from limited data. The closest works to ours were performed by [40] in 2013 and [14] in 2016. Both research efforts used network features along with profile and temporal features from a Twitter Sample Stream without any snowball sampling enrichment. They created an egocentric network that involved ego, alters, with links between alters for both following and mention ego centric networks. Having done this, they calculated content, profile, and social interaction features. Their network features were restricted to centrality measures, density measures, and weak and strongly connected components. A similar earlier work by [40] attempts to use community features (number of communities, core/periphery, foreign in/out degree, etc). This was applied to both Facebook data and the Enron email data (not to Twitter).

Additionally, the Botometer algorithm leverages some network features extracted from the user timeline. This includes metrics on the retweet network, mention network, and hashtag cooccurrence network. The metrics include density, degree distributions, clustering coefficient, and basic network characteristics. The Botometer algorithm does not conduct a snowball collection of friends or followers, but does appear to collect user objects for accounts found in the timeline as a retweet or mention [93].

### 3.2.5 Building Networks with Twitter Data

As noted above, however, it is difficult to quickly build comprehensive network structure with Twitter data due the Twitter API rate limits, primarily associated with collecting friend/follower ties. Researchers have generally used one of two methods to build limited networks.

The first method is used if the research team has a large sample or stream. These samples may be random (collected from the $1 \%$ Twitter Sample) or they may be associated with an event or theme (i.e. collecting all Tweets that have a given hashtag like \#hurricanesandy). These researchers then build ego-centric networks from this stream, without collecting any additional data from the Twitter API. This has the advantage of speed, and doesn't suffer from issues getting data for suspended accounts. This method, however, will only model a small portion of an account's activity and network. A $1 \%$ sample will arguably contain marginal activity for a given account, and even topical streams will only contain a small part of an account's activity, given that they are involved in multiple topics and discussions. These small samples may not be rich enough to serve as strong features for machine learning.

The second method that researchers use is to only collect the users timeline (history of tweets, up to the last 3200). They then build an ego-centric network from this data (variously using replies, retweets, hashtags, urls, and mentions to build networks). This is much richer than the first method, contain all of the user's activity, but still lacks any information beyond that individual, providing the limited star graph illustrated in Figure 3.1. It doesn't contain the larger
conversation(s) that they are participating in. Additionally, a bots's timeline is completely managed by the bot puppet master, and therefore can be manipulated to avoid detection.

To date our team has not found supervised learning bot detection research that leverages extensive snowball sampling to build ego networks.

### 3.2.6 Extracting Features from Social Networks

Evaluating network centrality measures, started by Bavelas in 1948 [25] and effectively clarified by Freeman in 1978 [100], has long been an important metric for evaluating both nodes and networks. According to Freeman, network-level centrality metrics measure the "compactness" of the network. Our model includes several network centrality measures: degree centrality, kbetweenness [21], and eigenvector centrality [136] are used to measure differing "compactness" between human and bot conversation networks.

Several seminal works describe the importance of triadic relationships in social networks [57, 123] and as a foundation for measuring network clustering and groups [129]. The fact that the study of triadic relationship has almost exclusively been contained within the study of social interaction provides evidence that these observed triadic relationships are unique to human behavior. We have therefore included several features based on these triadic relationships, including the full triadic census [128], number of Simmelian Ties [81, 142], and clustering coefficient. We also included reciprocity based on [174]'s examination of reciprocity in online social networks.

In addition to finding network centrality and triadic structures, network community detection has been an important aspect of network characterization, and is still an active research area. Current group detection techniques generally fall into traditional methods, divisive methods, modularity based methods, statistical inference methods, and dynamic methods [97]. Our community detection features leverage Louvain Clustering [46], which is based on modularity optimization.

Our approach uses network sampling in order to restrict the time of computation. While research in network sampling started in the 1970's with work from [98] and others, the emergence of Online Social Networks (OSN's) increased the size of networks and the need for sampling. Our approach to sampling ego networks was informed by [108]. Our sampling uses breadth-first-search (BFS) on the target node. The known bias of BFS is eliminated because we are only conducting 2 hops from the target (only includes friends of alters).

Finally, the study of ego networks is a special branch of social network analysis that is relevant to our study. In 1972, [113] presented the classic concept of the "Strength of Weak Ties" in ego networks, which [52] clarified is more due to the structural location of ties, and can be measured by effective size, efficiency, and constraint. This informed our use of ego network effective size in our features space. Additionally, centrality of ego-networks was explored by [101] in 1982 informing our use of betweenness in the feature space.

### 3.2.7 Contributions of this work

While we discuss above several other research attempts to use network metrics in a bot detection feature space, these have largely relied on the mention network extracted from any Twitter query/stream. Ego-centric networks built on a single stream/query arguably contain only a small
subset of the overall account ego network. Researchers have not attempted to build this ego network based on snowball sampling [111] with a seed node since this requires significant time given the extent of the data and the strict API rate limits that Twitter imposes on friend/follower data. Our research has taken the time to build this rich conversational network in a novel way, and then evaluate whether the time and effort render sufficient value.

Having built this extensive network for every account in question, this work attempts to fully exploit all available features, going above and beyond just structural features. These additional features include content, temporal, and user summary features. Adding the full range of additional features allows us to fully evaluate the increased accuracy against the additional computational cost.

This work additionally creates and explores bot detection metrics that require greater effort and sophistication to circumvent. Currently, bot-herders can circumvent current algorithms by changing their screen name, adding account meta-data, spending additional time selecting a unique profile picture, and creating a more realistic tweet inter-arrival time. They can also deploy bots in bot networks, therefore artificially manipulating friend/follower values to appear like they are popular. However, it will arguably require significantly more sophistication to change the centrality, components, or triadic relationships in the conversations that they participate in. By increasing the cost to deploy and operate bots, it may economically force "bot-herders" out of their devious market.

Finally, the bot-hunter framework builds on the multi-tiered bot detection approach that we introduced in [30]. This multi-tiered approach provides researchers and government or nongovernmental agencies with a "tool-box" of models designed for different classes of bots as well as different scales of data (designed for either high volume of high accuracy). This multi-tiered approach acknowledges that there is not a one-size fits all model/approach that will work for all bot detection requirements. By merging and expanding on past bot detection research, we can create an easy to use "tool box" that can address several bot-detection requirements. The evaluation provided later in this paper will demonstrate that key models in the bot-hunter suite of tools are equivalent or better than state of the art models.

### 3.3 Data

Our team used the Twitter REST and Streaming API's to access the data used in this research effort. Details of this process are provided below.

### 3.3.1 Overview of Available Data

Research is loosely divided between account-focused data collection strategies and topical or stream-based collection strategies. Account-based approaches will only use data objects directly tied to the user (user JSON object, user time-line object, etc). Stream-based approaches extract features from a given topical stream or twitter stream sample. These stream based features are often network features, but represent a small fraction of the ego-centered network of a given account. Our research therefore pursues an account-based approach to build a fuller representation of the account's ego network.

Researchers must find a balance between speed and richness of data. Past account-focused research generally falls into four tiers. Table 3.1 provides a description for each tier of data collection, the estimated time it would require collecting this data for 250 accounts, and the amount of data that would be available for feature engineering per account.

### 3.3.2 Data required for account conversation networks

Detailed ego network modeling of a Twitter account's social interactions requires Tier 3 data collection, but to date our team has not found any research that has conducted that level of data collection to model the network structures and social conversations that an automated Twitter account interacts with. In fact, few teams go beyond basic in-degree (follower count) and outdegree (friend count) network metrics found in Tier 1 meta-data. The closest effort to date is the Botometer model, which arguably operates at Tier 2. By adding the user timeline, Tier 2 provides limited network dynamics, to include being able to model hashtag and URL comentions in a meta-network (see Figure 3.1). The resulting timeline based network, however, lacks comprehensive links between alters. While the time-line can provide rich temporal patterns, we found that it lacked sufficient structure to model the ego network of an actor.


Figure 3.1: Leveraging only user timeline provides limited network features in a star graph
We set about to build the social network and social conversations that a twitter account is interacting with. We also tried to do this in a way that would expedite the time it takes to collect the data and measure network metrics. Our initial goal was to collect data, build the feature space, and classify an account within 5 minutes. We selected the five minute limit in an attempt to process $\sim 250$ accounts per day with a single thread

To collect the necessary data, we executed the following steps sequentially:

1. Collect user data object
2. Collect user timeline (last 200 tweets)
3. Collect user followers (if more than 250 , return random sample of 250 followers)
4. Collect follower timelines (last 200 tweets)

When complete, this data collection process (illustrated in Figure 3.2) creates up to 50,000 events (tweets) that represent the conversation and virtual social interaction that the user and their followers participate in.

The resulting network, while partially built on social network structure (the initial following relationship), is primarily focused on the larger conversation they participate in. We initiated the single seed snowball by querying followers rather than friends since followers are much less controlled by the bot-herder, and contain fewer news and celebrity accounts. We conducted a timeline rather than followers search for the 2 nd hop of the snowball to overcome rate-limiting constraints and to model the conversation network rather than directly model the social network. This single seed snowball process conducts a limited breadth-first-search starting with a single seed and terminating at a depth of 2 .


Figure 3.2: Illustration of 2-hop Snowball Sampling: Conversation of Target Node and Followers. First get followers of target node (if more than 250, sample followers). Then get timelines of alters. Use timelines to draw connections to accounts that alters retweet, reply, and mention

Artificially constraining the max number of alters at 250 was a modeling compromise that facilitates the self-imposed 5 minute collect/model time horizon. The choice of 250 allows our process to stay under 5 minutes, and also represents the upper bound of Dunbar's number (the number of individuals that one person could follow based on extrapolations of neocortex size) [86]. Additionally, in evaluating a sample of 22 million twitter accounts, we found that $46.6 \%$
had less than 250 followers. This means that approximately $50 \%$ of accounts will have their entire ego network modeled. Bots tend to have fewer followers than human accounts and from the 297,061 annotated bot accounts that we had available for this research, $72.5 \%$ of them had fewer than 250 followers. Given that this compromise will only affect $25 \%$ of the bot accounts and $50 \%$ of all accounts, we felt that it was appropriate.

We used this data to create an agent to agent network where links represent one of the following relationships: mention, reply, retweet. These collectively represent the paths of information and dialogue in the twitter "conversation". We intentionally did not add the follow/friend relationships in the network (collected in the first hop of the snowball) since follow/friend relationships are an easy metric for bot herders to simulate and manipulate with elaborate bot nets. Complex conversations, however, are much harder to simulate, even in a virtual world. Additionally, adding the following links between the ego and alters would have created a single large connected graph. By leaving them out, we were able to easily identify the natural fragmentation of the social interaction.

### 3.3.3 Visualizing conversations

During our initial exploration, we visualized these conversations for both human accounts and bot accounts. A comparison of these conversations is provided in Figure 3.3. Note that bots tend to get involved in isolated conversations, and the followers of the bot are very loosely connected. The network created from a human virtual interaction on Twitter, is highly connected due to shared friendship, shared interests, and shared experiences in the real world.


Figure 3.3: Differences between a human Twitter conversation(s) and a bot Twitter interactions (networks colored by louvain group) [33]

### 3.3.4 Annotated Data

For annotated bot data, we combined several legacy annotated bot data sets as well as some that our team has annotated during the development of the bot-hunter toolbox. Note that a Tier 3 model requires additional collection of friends, followers, and followers timeline, and therefore requires accounts that are not suspended. Several rich annotated bot data sets were used for our Tier 1 and Tier 2 models have a high number of suspended accounts and, therefore, were not used for the development of a Tier 3 model. These datasets will still be discussed in the results and evaluation sections since they were used in the development of Tier 1 and Tier 2 models.

The first data set used for Tier 3 training data is a large diverse bot data set that was annotated by detecting 15 digit random alpha-numeric strings as indicated in [31] (a data annotation method using a Tier 0 model). This method provided 1.7 million annotated bot accounts. From this data we built network metrics on 6,874 of these accounts. The second data set is from the Debot bot detection system [61] which includes bots that were found due to correlated activity. Using the Debot API, our team extracted 6,949 of these accounts, from which we built network metrics on 5,939 accounts. Additionally, we used the bot data manually annotated by Cresci et al in 2015 [70] and again in 2017 [71].

In the results section we will discuss several other data sets that were used to train our Tier 1 and Tier 2 models. These include the annotated data our team captured in a bot attack on the NATO and the Digital Forensic Labs [30]. This data will be referred to as NATO in the results. We also used the suspended Russian bot data set that Twitter released in October 2018 [236]. This data set primarily contains bot/cyborg/troll activity generated by the Russian Internet Research Agency (IRA) during the 2016 US National Elections. In our results sections, this data set is referred to as the IRA data. Finally, we used a large data set of suspended accounts. To acquire this data, our team streamed the $1 \%$ Twitter Sample for 7 months, and then went back to discover which of the accounts had been suspended. A similar data collection technique was used by Thomas et al. in [230].

The IRA and suspended data sets were only used for Tier 1, since timeline and followers were not available for Tier 2 and tier 3. For the NATO accounts, $96 \%$ of the accounts in this dataset have been suspended. We were able to collect sufficient data for Tier 2, but not Tier 3. A summary of each data set is provided in Table 3.3 and cross-walked with the models that it was used with. Note that the Varol data set is not provided here and was not used in our latest bot-hunter models since it is dated and did not perform well.

These data sets contain a wide variety of bots. The Varol data set was founded on the original 2011 Caverlee [150] Honey Pot data, but was supplemented with manual annotations (we leveraged only the manually annotated data). The Cresci data contains both traditional spambots (largely commercial spambots) as well as social spambots (both commercial and political). The random string data contains a large variety of bots ranging from political bots focused on the Middle East to hobby bots focused on Japanese Anime. The Debot data is also fairly diverse, with the one unifying feature that they all have content and timing correlated with other accounts. The differences in these bots are demonstrated in the t-Distributed Stochastic Neighbor Embedding ( t -SNE) dimensionality reduction that we conducted on 2000 randomly sampled accounts from the combined data set (see Figure 3.4). Here we see that the Debot data appears to be separate and different from the Varol, Cresci, and Random String data, which appear to be more

Table 3.3: Data Description

| Training Data | Description | Tier1 | Tier2 | Tier3 |
| :---: | :---: | :---: | :---: | :---: |
| Cresci 2017 | Manually annotated by Cresci et al in 2017 [71] | X | X | X |
| Cresci 2015 | Manually annotated by Cresci et al in 2015 [70] | X | X | X |
| Debot data | Accounts labeled as bots by the Debot bot detection system [61] | X | X | X |
| NATO | Data our team captured in a bot attack on the Digital Forensic Labs and NATO [30] | X | X |  |
| Suspended <br> Accounts | These are accounts that were suspended by Twitter | X |  |  |
| Random <br> String <br> Accounts | Accounts with 15 digit random alpha-numeric strings as screen names [31] | X | X | X |
| IRA Data | Suspended Russian bot dataset that Twitter released in October 2018 | X |  |  |
| Combined <br> Data | Combination of data listed above | X |  |  |

uniformly distributed in this 2-dimensional representation of the data.
In order to train a model, we also needed accounts annotated as human. For earlier Bot Hunter models, we used the Twitter Streaming API to collect a sample of normal Twitter data, intentionally collecting both weekend and weekday data. This provided 149,372 accounts to tag as human Twitter accounts. Of these accounts, we were able to collect/measure network metrics on 7,614 accounts. Past research has estimated that $5-8 \%$ of twitter accounts are automated [239]. If this is true, then we mis-labeled a small amount of our accounts as human. In earlier models we found that this was acceptable noise in the data, and created models that matched or exceeded the state of the art and were found useful in classifying bots.

By the time we reevaluated this technique in 2020, we found that while bots still account for a low percentage of Twitter accounts, they account for a much higher percentage of tweets produced. By sampling from the $1 \%$ Twitter Sample, we were getting a much higher percentage of bot accounts that were being mis-labeled as human. To test this we sampled 1 million Tweets from the $1 \%$ sample on 19 March 2020, and found that $65 \%$ of the accounts had bot characteristics (bot probability greater than 0.5 ). This indicates that sampling users from the $1 \%$ sample no longer provide a high concentration of human accounts.

In order to get past this limitation, for Bot Hunter models produced in 2020 and beyond we attempt a sampling technique that focuses on dense 'human' networks. By starting with human seed accounts that are highly likely be followed by other humans, we are able to conduct a 1 or 2 hop snowball sample along following links to get likely human accounts. For example, we

T-SNE 2D Visualization of Tier 3 Feature Space


Figure 3.4: t-SNE Dimentsionality Reduction of Tier 3 Feature Space (by bot dataset)
are able to choose certain business or educational users that we identify as highly likely to only have following links with other human users, and use them as seed nodes. To make sure that we fully represent the diverse non-bot accounts, we need to then add multiple other types of non-bot accounts. For our purposes, we added celebrity, commercial, media, and government accounts so that we have a diverse set of 'non-bot' accounts. This technique provided better models for the emerging bots in 2020 and beyond.

### 3.4 Feature Engineering

In this section we will introduce our feature engineering for user, content, temporal, and network features. We extracted features from Tier 0 through Tier 3, with a focus on measuring the importance of features extracted from Tier 3. The table of proposed features is provided in Table 3.4 , All new features (beyond the features we presented in [33]) are in bold, and from our research most of these have not been used with an ego-network collected with snowball sampling.

Note that our tiered approach is cumulative, meaning Tier 3 feature space includes features from Tier 0 , Tier 1, and Tier 2. The Tier 3 model therefore includes the Tier 2 network features created by building an entity (mention, hashtag, and URL) co-mention network based only on the user's time-line (last 200 tweets). These Tier 2 network features are distinguished in our results section by the entity prefix.

We hypothesize that the network metrics for human conversations will have different distributions than those made by bot accounts. We also believe that these differences would provide
increased performance in traditional machine detection algorithms.
We have not found research that has built a snowball sampling network for bot detection, and believe that all of the Snowball Sampling ego network features in our model are novel. To collect these at scale, our team built a Python package that wrapped around the networkx package [118]. We leveraged known network metrics, which are provided in Table 3.4 with references.

### 3.4.1 Network Features

We constructed an ego network from the data collected from snowball sampling, extracting metrics from this network to develop robust features for bot detection. As discussed earlier, this network consisted of the conversation of the account in question and up to 250 of their followers. All nodes were Twitter accounts, and links were means of directed communication in the Twitter ecosystem (retweet, mention, reply). From this network we developed basic network metrics, component level statistics, centrality metrics, triadic relationship metrics, and clustering related metrics. The basic network metrics are widely used and listed in Table 3.4. The other categories of metrics are described below.

Given that we did not include the following link in our network construction, these networks were not fully connected. As seen in Figure 3.5, information from these disconnected components could be valuable in distinguishing real human networks from networks dominated by bots. Our features therefore contain multiple metrics measuring number and size of network components.

We included several network centrality metrics in our feature space, and found that they were routinely strong bot predictors. These metrics included mean degree centrality, mean eigenvector centrality, and mean K-betweenness centrality where $K=\min \left(500, N_{\text {nodes }}\right)$.

In addition to analyzing the components, we also computed Louvain grouping and developed metrics based on these groups. We chose the Louvain grouping algorithm given its proven performance on larger data sets. Having computed the Louvain groups, we included metrics such as number of groups and size of largest Louvain group.

Given the importance of triadic relationships in social networks discussed above, we have included several features based on these relationships. These include a full triadic census, number of Simmelian ties, and the clustering coefficient. Calculation of Simmelian ties [142] was not available in the networkX package. Our team therefore created a Python implementation of Dekker's version [81] of the original algorithm [142].

Table 3.4: Features by Data Collection Tier (New features not presented in [33] highlighted in bold)


### 3.4.2 Content Features

We felt we could leverage the large amount of content available from the snowball sample to develop predictive features. This was not done in [33], and was added in a recent version of the bot-hunter framework.

These features include the number of languages used in the network, as well as some key summary statistics on entities, including mean emojis, mentions, and hashtags per tweet, as well as the percentage of retweets.

We also wanted to have several measures of similarity of text between the various communicators in the network. This search for similarity measures was motivated by the fact that many bot networks post very similar or conversely very diverse content, and we felt that these measures of similarity may be distinguishing.

To compute similarity, tweet content in the network was aggregated by user. Once aggregated, the content was cleaned and parsed (cleaning included conversion to lower case and removal of punctuation). We did not remove stopwords. The parsed data was then converted to a document term matrix with raw counts (we chose not to normalize the data since the variance on tweet length is artificially constrained to 280 characters). The document term matrix was then used to compute both the Jaccard and Cosine Similarity, which were used as features.

### 3.4.3 User Features

The newest version of the Tier 3 classifier also includes several aggregate user attributes that were not leveraged in earlier versions. While many of these are self explanatory, we did want to describe two novel metrics that have not been used before.

Recently, several experts in online disinformation have highlighted how recent online bots seem to produce tweets that are far more popular than the account itself [182]. This phenomena is the result of accounts in large bot-nets that create messages that are then pushed by the entire network, resulting in reach that far exceeds expectations given its modest beginning.

To find this phenomena, we devised a simple heuristic that determines if any original (nonretweet) tweet is more popular than its account. This heuristic is defined as:

$$
P_{u s e r}=\text { retweets }>2 \times \max (\text { followers, friends })
$$

where the boolean measure for a user is defined as True if any tweet receives 2 time more retweets than the highest value of its in-degree or out-degree. This metric is leveraged in two new features, one at the user level (Tier 2) and one at the Network Level (Tier 3). The user level flags the user if any tweet is flagged as True, and the network metric measures the fraction of tweets produced by the network that are flagged by this heuristic.

### 3.4.4 Timing Features

Like user features, most of the temporal features listed in Table 3.4 are self explanatory. We did develop a heuristic method that measures whether an account has daily rhythms. Most human users will have surges in activity based on their daily routines, and will have a measurable drop in activity that aligns with their sleep activity. Bots, on the other hand, do not require these
circadian rhythms, and some bots are programmed to produce content spread uniformly across the hours of the day. We developed the heuristic described below to flag these accounts.

To measure whether an account has human circadian rhythms, we first aggregate their tweets by hour of day after ensuring that the account has produced enough data (at least 50 tweets). Given there is enough data, we next determine whether this hourly distribution is uniformly distributed by normalizing it and conducting the Kolmogorov-Smirnov non-parametric test for uniformity. A p-value greater than 0.5 provides strong evidence of non-human circadian rhythms.


Figure 3.5: Differences between a human and bot 24-hour circadian rhythms

It is important to note that, while some bots exhibit this lack of circadian rhythm, it only takes a few lines of code for a bot manipulator to give a more realistic temporal pattern. Nonetheless, this remains a strong indicator of bot activity.

### 3.5 Modeling

As indicated above, all feature engineering was conducted in Python using several custom Python packages that were developed for the bot-hunter framework. These packages build the feature space for Tier 1, Tier2, and Tier 3 models, which is then trained using the steps outlined below.

For training all data sets, human data was sampled so that the classes were balanced. The random forest algorithm was used because of its superior performance on Tier 1 data [30] and its use in other bot detection algorithms [239]. In Table 3.5]we revisit model comparison in order to verify that a random forest model is still appropriate for Tier 3 feature space. We see that random forest still provides superior performance, and in general is not as computationally expensive as some of the other models. Training, evaluation, and testing were conducted in the scikit-learn Python package [189]. Tuning of the Random Forest algorithm was conducted through random search of parameter options while using 3 -fold cross-validation.

Table 3.5: Comparing Algorithms for Tier 3 Bot Detection

| Model | Accuracy | Precision | Recall | AUC | F1 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Naïve Bayes | 0.562 | 0.541 | 0.864 | 0.563 | 0.665 |
| Decision Tree | 0.950 | 0.949 | 0.952 | 0.950 | 0.951 |
| SVM | 0.952 | 0.969 | 0.933 | 0.952 | 0.952 |
| Logistic Regression | 0.951 | 0.940 | 0.965 | 0.983 | 0.952 |
| Random Forrest | 0.955 | 0.955 | 0.956 | 0.986 | 0.956 |

The bot-hunter behavior returns both a binary classification and an estimate of probability. The estimate of probability is provided by the Random Forest classifier by measuring the proportion of votes by trees in the ensemble. The binary classification result is evaluated by classifying accounts based on a probability threshold of 0.5 . The binary classification feature of the results allows researchers to have a consistent threshold to compare results, while the probability allows users to tune a threshold for a given use case.

### 3.6 Results

After building the network metrics for all bot data sets, as well as the annotated human data, we built and evaluated Random Forest models for each of the data sets. Training, evaluating, and testing were conducted at Tier 1, Tier 2, and Tier 3 where possible. We evaluated in-sample performance with 10 -fold cross-validation measuring multiple evaluation metrics, which are provided in Table C.3 and Figure 3.6.

From the results presented in Table C. 3 and Figure 3.6, we see that Tier 1 models continue to provide solid performance, even with basic features extracted from the user profile and last status. We also observe improvement between Tier 1 and Tier 2 and between Tier2 and Tier 3 for all models. Using a combined data model we found that the Tier 2 improvement over Tier 1 is statistically significant ( $p-$ value $=1.303 e-10$ ), as is the Tier 3 improvement over Tier $2(p-$ value $=1.101 e-06)$. In Figure 3.6 we also see that the Random, NATO, and IRA data provide the highest in sample cross validation performance, while models trained on Debot Data and Suspended data offer lower cross validation performance. This likely indicates a wider variety of bot types in the the Debot and Suspended data.

Table 3.6: Table of Results for Combined Data (Tier 3)

| Tier | Accuracy | F1 | Precision | Recall | ROC AUC |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Tier 1 | 0.7964 | 0.7729 | 0.8677 | 0.6969 | 0.8680 |
| Tier 2 | 0.8335 | 0.8181 | 0.8970 | 0.7522 | 0.9179 |
| Tier 3 | 0.8577 | 0.8478 | 0.9042 | 0.7983 | 0.9410 |

Further, in Figure 3.7 we see the top features for all Tier 1, Tier 2, and Tier 3 models in the bot-hunter suite of tools. These figures represent the percentage that each feature contributed to the model predictions. We see that network features provide strong features in the model.


Figure 3.6: Results by training data and by Tier

This demonstrates that these values, while tedious to collect, transform, and model, provide strong predictive features that are difficult for bot puppet master's to manipulate. In these data sets network centrality, network connection, network timing, and network content all provide predictive value.

### 3.7 Evaluating Against State of the Art

Given that this is the last Tier of the bot-hunter suite of tools, we wanted to evaluate the models as well as various training data that is available. We also wanted to compare the models in the bot-hunter suite of tools to existing models, namely the Botometer and Debot models. To do this, we set out to find a test that wasn't biased toward any given model, meaning the test data could not be derived from the training data of any of the models being compared.

To find an unbiased data set, we manually annotated 337 bot accounts. To do this, we started by manually finding several seed bots related to the Swedish elections, separate Russian propaganda bots, and bots found in Middle East conversations. We then manually snowballed out on the followers and followers of followers, manually identifying additional bots. In this evaluation we leveraged the visualizations and metrics provided in the TruthNest tool to aid in making our determination. The TruthNest Tool originally was an EU-funded Reveal project developed to evaluate Twitter accounts for automated activity. While this tool was not evaluated in our test, it was used to assist in labeling bot accounts. TruthNest has instituted a paywall since our use of it. Human users were sampled from the Twitter stream and manually verified. The test data was


Figure 3.7: Comparison of Top Features for all three Tiers of bot-hunter
balanced ( 337 bots, 337 users).
In evaluating our Tier1, Tier2, and Tier3 models, we also wanted to evaluate which training data and model combination generalizes to new data. Our models were trained on the data and at the tiers described in Table 3.1. All bot-hunter and Botometer thresholds were set at 0.5. F1 performance for all models is provided in Figure 3.8 and detailed results are provided in Table 3.7

In these results we first see Botometer demonstrates consistent solid performance in predicting new bots across all metrics. Note that Botometer typically has high precision but relatively low recall, resulting in high accuracy but somewhat lower F1 score. This means that Botometer is generally correct when predicting an account as a bot or human, but it fails to find a large portion of the bots that are present. The Debot algorithm provides high precision but extremely low recall, resulting in a low F1 score overall. The value of the Debot algorithm may indirectly lie in the data that it produces. Note that bot-hunter algorithms trained on Debot data performed well at all three Tiers, meaning that the Debot algorithm for finding correlated accounts produces great labeled data for other supervised bot detection endeavors.

For the bot-hunter family of models, we see that Tier 1 consistently performs well and seems


Figure 3.8: Results by training data and by Tier
to generalize to new data better than Tier 2 and Tier 3. Tier 2 still has high performance, given its ability to identify anomalies in content and in temporal statistics. Across the data sets, Tier 2 has a higher mean Accuracy and ROC AUC than Tier 1. Tier 3 has very high precision but low recall. It therefore produces predictions that are more reliable, but fails to find a large portion of the bots in the data. However, this model may become increasingly important in identifying sophisticated emerging bots.

As we look at the various training data used for training these models, we see that the models trained on suspended accounts or on data produced by the Debot model had the highest performance. As indicated earlier, this is likely due to these data sets containing a wide variety of bot "genres." We also see that the NATO data captured in the deliberate attack against NATO and the DFR labs continues to provide strong performance across all metrics. We found that few of the annotated data sets released by other researchers provided strong performance, especially when considering accuracy and ROC-AUC metrics. The Cresci data (both 2015 and 2017) appears to have high recall but low precision, with many false negatives. The models trained on the random string data also have low accuracy and ROC-AUC metrics, in this case caused by high precision but low recall. These random string accounts probably represent a limited band in the spectrum of bot types, and therefore do not generalize well to new data and different bot types.

The Venn Diagram of predicted bots is provided in Figure 3.9(a). This diagram shows the overlap of the predicted bots, but does not provide any information on predicted humans. We see significant overlap for all three models. We also notice that the Tier 2 model predicted the most accounts ( 330 accounts), while Tier 1 predicted 260 accounts and Tier 3 predicted 183 bot

Table 3.7: Detailed Results by Tier and Training Data

| Tier | Training Data | F1 | Accuracy | Precision | Recall | ROC-AUC | TN | FP | FN | TP |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Botometer Model | 0.524 | 0.657 | 0.858 | 0.377 | 0.587 | 256 | 55 | 200 | 108 |  |
| Debot Model | 0.012 | 0.502 | 1.000 | 0.006 | 0.503 | 336 | 0 | 335 | 2 |  |
| Tier1 | NATO | 0.584 | 0.634 | 0.678 | 0.513 | 0.635 | 254 | 82 | 164 | 173 |
| Tier1 | IRA | 0.380 | 0.597 | 0.830 | 0.246 | 0.598 | 319 | 17 | 254 | 83 |
| Tier1 | Combined | 0.524 | 0.657 | 0.858 | 0.377 | 0.657 | 315 | 21 | 210 | 127 |
| Tier1 | Cresci2015 | 0.559 | 0.404 | 0.444 | 0.754 | 0.404 | 18 | 318 | 83 | 254 |
| Tier1 | Cresci2017 | 0.576 | 0.419 | 0.454 | 0.789 | 0.418 | 16 | 320 | 71 | 266 |
| Tier1 | Debot | 0.490 | 0.527 | 0.533 | 0.454 | 0.528 | 202 | 134 | 184 | 153 |
| Tier1 | Random | 0.291 | 0.572 | 0.855 | 0.175 | 0.573 | 326 | 10 | 278 | 59 |
| Tier1 | Suspended | 0.656 | 0.713 | 0.821 | 0.546 | 0.713 | 296 | 40 | 153 | 184 |
| Tier2 | IRA | 0.315 | 0.567 | 0.903 | 0.191 | 0.584 | 305 | 7 | 276 | 65 |
| Tier2 | NATO | 0.335 | 0.574 | 0.909 | 0.205 | 0.591 | 305 | 7 | 271 | 70 |
| Tier2 | Cresci2015 | 0.426 | 0.596 | 0.824 | 0.287 | 0.610 | 291 | 21 | 243 | 98 |
| Tier2 | Cresci2017 | 0.451 | 0.600 | 0.799 | 0.314 | 0.614 | 285 | 27 | 234 | 107 |
| Tier2 | Debot | 0.687 | 0.675 | 0.691 | 0.683 | 0.675 | 208 | 104 | 108 | 233 |
| Tier2 | Random | 0.286 | 0.550 | 0.831 | 0.173 | 0.567 | 300 | 12 | 282 | 59 |
| Tier3 | Debot | 0.599 | 0.674 | 0.837 | 0.466 | 0.683 | 281 | 31 | 182 | 159 |
| Tier3 | Random | 0.236 | 0.533 | 0.810 | 0.138 | 0.551 | 301 | 11 | 294 | 47 |
| Tier3 | Cresci2015 | 0.231 | 0.541 | 0.918 | 0.132 | 0.560 | 308 | 4 | 296 | 45 |
| Tier3 | Cresci2017 | 0.120 | 0.507 | 0.880 | 0.065 | 0.527 | 309 | 3 | 319 | 22 |

accounts. The 95 accounts in the intersection contain 20 false positives ( $78.9 \%$ precision).
The Venn Diagram of predicted bots for Tier 1 and 2 compared to the real labeled bots is provided in Figure 3.9(b). This shows that Tier 2 is adding something to Tier 1, finding 94 additional accounts while only missing 21 of the accounts that Tier 1 found.

Figure 3.9(c) provides an upset visualization to fully explore the intersection of sets. This visualization demonstrates that our largest intersection is the intersection of all four sets. We also see in the upset graph the Tier 1 and in particular Tier 2 is important to the prediction success, though Tier 3 is also able to find 32 accounts that neither Tier 1 or 2 could find. These visualizations illustrate the importance of having a tool-box of models that can be used for predicting bots in any given scenario.

While we believe this evaluation is informative, there are several limitations in our evaluation method. We acknowledge that we were not able to completely remove bias, given that the mental heuristics we used to manually annotate accounts may have unintentionally mirrored the bothunter algorithms. Additionally, we acknowledge that the test set is still modest in size and, while somewhat diverse, does not represent the full spectrum of bot types. Finally, we acknowledge that any given model may perform better if the threshold is tuned for a given data set. Even with these limitations, we believe this test and evaluation is informative for our team and for the greater community.


Figure 3.9: Upset Plot with Predicted Bots (Tier 1, 2, \& 3) and Real Labeled Bots

### 3.7.1 Evaluating bot classification thresholds

The random forest model used in the bot-hunter suite of tools (and Botometer) provides a probability estimate rather than just a label. This allows researchers to estimate how strong a given prediction is. Every use case will require the analyst to determine the best threshold for establishing whether or not an account is likely a bot. To evaluate the best threshold for a given data set, a research team should explore several thresholds, each time sampling 50-100 accounts and manually labeling them to estimate a rate of true/false positives, true/false negatives. If possible they should attempt to construct a precision recall curve and/or ROC Curve, as demonstrated in Figure 3.10 using the Suspended, NATO, and Botometer models. Note that recall is always monotonically decreasing, but precision is not required to monotonically increase.

As seen in Figure 3.10, we generally recommend bot-hunter thresholds between 0.6 and 0.8 . The exact choice in this range will need to be made by the research team, and is dependent on the data as well as the team's prioritization of precision vs. recall.


Figure 3.10: Using Precision-Recall Curves and ROC Curves to determine threshold

### 3.8 Applying Bot Detection to Swedish Election

Having completed the bot-hunter suite of tools, we wanted to leverage this toolbox in analyzing a stream of data from the 2018 Swedish elections. This is done as a case study to illustrate that bot-detection is not a "turn-key" solution, and also to provide practitioners with an example of an open source intelligence workflow.

Sweden held national elections on 9 September 2018 for its equivalent of a Parliament, known as the Riksdag. Swedish elections have historically lacked much drama or suspense, with the center-left Social Democrat Party dominating politics since 1914. In the 2018 election, however, their dominance was challenged by various nationalistic factions that capitalized on anti-immigrant sentiment.

Some of the political discourse surrounding the election transpired on Twitter, as seen in many recent national elections across the world. As this discourse grew, multiple researchers and news agencies saw rising disinformation and associated bot activity [224]. Simultaneously, the Swedish Defence Research Agency reported increased bot activity, primarily supporting right leaning, nationalistic, and anti-immigrant views [8].

As these bots grew in activity in this marketplace of beliefs and ideas, our team began collecting and analyzing streams from this discourse. To collect Twitter data around the Swedish National elections discourse, our team leveraged a spiral collection methodology, starting with content and geographic streaming, and then 'spiraling' into more thorough data collection around the important parts of the discussion. All collection was done through the Twitter Streaming and REST API's using the Tweepy Python Package.

We started by identifying Swedish political hashtags through open source research, eventu-
ally identifying \#svpol, \#Val2018, \#feministisktInitiativ, \#migpol, \#valet2018, \#SD2018, \#AfS2018, and \#MEDval18. These hashtags were not selected because they cover the full spectrum of Swedish politics, but rather because there was open source reporting of some bot campaigns using these hashtags. We started collecting on these hashtags using both the Streaming and REST API's (the streaming API allows us to easily collect going forward while the REST API allows us to retroactively collect past data). Simultaneously we collected data that was 'geo-associated' with the Scandinavian peninsula, using a bounding-box search method.

As we began to collect content and geo-referenced data, we monitored other trending hashtags and added them to the collection query. After launching the exploratory data analysis discussed below, we would also collect user's friend and follower relationships as well as user's historical timelines for accounts of interest. This continual return to the Twitter API creates the spiral nature of our collection process.

For the Swedish Election Event we collected 661,317 tweets produced by 88,807 unique users. This creates a political conversation that contains 104,216 nodes and 404,244 links with a density of 0.000037.

For bot detection in the Swedish Election stream our team found that a $65 \%$ probability was appropriate. Given that we were performing this evaluation on 104,216 nodes, we used the Tier 1 model. This model is our best model for getting an accurate prediction on high volume of accounts.

Note that we usually conduct other data enhancement as well, including sentiment analysis with NetMapper as well as geo-inference based on [132]. All enrichments are made available in easy formats that allow tools to merge them with existing event data.

### 3.8.1 Exploratory Data Analysis

Our exploratory data analysis focuses on narratives, time, place, groups, and individuals. Our analysis typically starts with some type of temporal analysis. This allows us to see distributions over time. We try to look at overall temporal distribution, bot activity over time, as well as changing narratives over time.

Our exploration of content and narratives starts with analysis of words and hashtags across the entire corpus, and then we explore narratives associated with topic groups (these are groups that talk about the same thing but may not be connected in the social network or conversational network) and social network group (these are groups that are connected, but may not talk about the same thing). We leverage latent Dirichlet allocation [45] for topic group analysis, and content analysis by Louvain group [46] as a way to "triage" network groups. Table 3.8 provides the top 8 words by Louvain Group for the Swedish elections. In this we already start to see groups that are focused on immigration, particularly immigration from Muslim countries. We also see at least one group that is mixing conversation about religious beliefs with political discourse. Finally and just as important, "triaging" the data like this allows us to identify groups like Group 0 that don't appear to have any topics of interest.

Network analysis of groups and individuals is done almost exclusively in the ORA Network Analysis Tool. We typically start by visualizing a reduced conversational network. Nodes in this network represent Twitter accounts, and links represent a conversational action in the Twitter ecosystem (reply, retweet, mention). These networks are typically too large to visualize, so we


Figure 3.11: Bots as a proportion of total volume over time
Table 3.8: Content Analysis by Louvain Group

| group | \# Tweets | \# Nodes | Top 8 Words By Louvain Group |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 15,708 | 4,675 | video <br> 2018 | gillade <br> fortnite | lade <br> world | spellista <br> part |
| 1 | 31,059 | 5,688 | country <br> n... | voters <br> number | refugees <br> capita | 82 <br> reported |
| 2 | 102,146 | 14,538 | sweden <br> swedish | election <br> results | epp <br> left | sd <br> poll |
| 3 | 306,352 | 17,600 | m6aubkudbg <br> sverige | jesus <br> gud | kristus <br> namn | varnar <br> fader |
| 4 | 8,353 | 3,137 | sweden <br> amp | swedish <br> vote | muslim <br> democrats | election <br> gang |
| 7 | 40,585 | 9,110 | sverige <br> valet | sd <br> jimmie | svenska <br> år | åkesson <br> svt |
| 8 | 82,708 | 12,300 | sd <br> valet | sverige <br> jimmie | rösta <br> parti | åkesson <br> val |
| 17,675 | 4,000 | sd <br> politik | friend <br> claeson | american <br> tånkt | rösta <br> frågar |  |
| 9 | 7,144 | 5,217 | sverige <br> stefan | löfven <br> kristersson | sd <br> amp | moderaterna <br> rösta |
| 10 | 7,569 | 5,214 | sverige <br> afs | riks <br> sweden | sd <br> svenska | alternativ <br> hahne |

reduce the network by taking the K-core so that we have the core 15,000 to 20,000 nodes. Once this is done, we color the network by bot or human, by language, and by Louvain grouping (see Figure 3.12). This coloration helps us better understand the groups and their relationship to each other. Finally, we reduce the network to only include reciprocal links. This usually reduces the network significantly, and in Twitter provides the best proxy for a true social network.


Figure 3.12: Exploring the Twitter Conversational Network Surrounding online discourse on Swedish politics

We then explore the influential accounts and influential bots in the network. The ORA Network analysis tool provides several reports that analyze nodes by a variety of centrality measures, and assists translating their role in the network. For the Swedish network, we found several bots with high betweenness, indicating that these bots were influential in that they connect individuals and groups. With further exploration, it appeared that these bots, in connection with other accounts, were trying to bridge several communities with nationalistic and anti-immigrant groups and narratives.

We leverage the bot-hunter Tier 2 and Tier 3 models during this phase of analysis. As we identify influential accounts, we check them in a Tier 2/3 bot-hunter web application that allows us to thoroughly explore the account and conduct a more accurate Tier 2 or Tier 3 bot prediction.

Table 3.9: Bot detection F1, Precision, and Recall scores. All models but Botometer trained on Debot data. Top-2 F1 scores are emboldened, the state-of-the-art score is marked with an asterisk.

| Model | F1 | Precision | Recall |
| :--- | :---: | :---: | :---: |
| Botometer | 0.524 | 0.858 | 0.377 |
| Debot | 0.012 | 1.00 | 0.006 |
| Bot-Hunter Tier1 | 0.656 | 0.821 | 0.546 |
| Bot-Hunter Tier2 | $\mathbf{0 . 6 8 7}$ | 0.691 | 0.683 |
| Bot-Hunter Tier3 | 0.599 | 0.837 | 0.466 |
| Graph-Hist | $\mathbf{0 . 7 4 0}$ | 0.683 | 0.807 |

These applications also allow us to explore in-depth visualizations of the activity of the account.
Bot-detection is therefore a part of the overall open source intelligence workflow, trying to identify relevant information about how the world works to inform decision maker situational understanding and decisive action. In this case, our research validated research of large bot activity within the Swedish political discourse on Twitter and provided identification of narratives (primarily nationalistic and anti-immigrant, anti-Muslim, and some anti-Semitism). We were also able to identify influential accounts that were attempting to connect individuals and online communities with extremist content. This type of information informs leaders of current disinformation strategies allowing them to better prepare their government and their populace for similar disinformation campaigns in their country.

### 3.9 Alternate Tier 3 Approach

In [162] we propose an alternate Tier 3 model to the one discussed above. Rather than use graph metrics as a proxy for the graph, we use a graph neural network approach to classify the graph itself. In the alternate methodology, we use a technique we call Graph-Hist: an end-toend architecture that extracts a graph's latent local features, bins nodes together along 1-D cross sections of the feature space, and classifies the graph based on this multi-channel histogram. While still computationally costly, we found that the neural network approach outperforms other approaches as seen in Table 3.9 .

### 3.10 Retraining Bot Models

Bots are continually changing and adapting, meaning the bot detection models are ephemeral. As time marches on, the performance of supervised machine learning models slowly degrades until the model becomes obsolete. Several authors have discussed this phenomena [260]. This means that models must be incrementally retrained and validated. The retraining process will improve the training data and possibly the feature representation.

Teams that are maintaining a bot detection capability must constantly identify and collect new data on different genres of emerging bots. This includes collecting data on known bot events as
well as trying to collect purchased or suspended accounts. This new data should be set aside for the next version of the bot model.

As the team prepares new bot data, they should also explore the accounts and their respective campaigns to ensure their current model features will capture differences between human and bot behavior. As new features are identified that may assist in distinguishing bots from human accounts, they can be added to the model feature set.

The frequency of model retraining must consider the trade-offs of model performance with model stability. The upgrade timing must be frequent enough to maintain predictive performance on emerging bots. However, it must also ensure that it is not so frequent as to disrupt on-going research projects. New model versions will create differences in prediction, which means that statistics produced by one model cannot be compared with statistics produced by a newer version. Our approach with Bot-Hunter is to upgrade approximately yearly, and to make the legacy model available for teams that are in the midst of a longitudinal investigation.

### 3.11 Extending Bot-Hunter to other Platforms

The Bot-Hunter feature space and data pipeline has been designed specifically for Twitter data. We chose to focus on Twitter because it increasingly hosts the global conversation, whereas Facebook and other platforms largely host local and topical conversations. That being said, we've been asked if the Bot-Hunter models and methodology could be extended to other platforms such as Facebook, YouTube, Instagram, Gab, Reddit, and others.

The concept and framework of supervised machine learning can be extended to any of these platforms, with varying degrees of performance. Some of the feature engineering can extend to other platforms, since these platforms also have account features, temporal features, and network features. While the features may be similar, their strength in predicting malicious accounts will likely vary among the platforms. Additionally, each platform will have unique limitations due to the data that is available through their respective Public API.

Additionally, other model approaches may work better on other platforms than Twitter. For example, multiple research efforts have successfully used unsupervised network based models to find malicious accounts on Facebook [177, 241, 262]. The strength of friend ties is stronger on Facebook than Twitter, and may be easier to extract (note that the friend and following data has the strictest rate limiting constraints on the Twitter Public REST API).

### 3.12 Conclusions

In our pursuit of a multi-model bot detection toolbox, this chapter briefly outlines our Tiered approach to bot detection and builds on past research by adding a model that leverages a feature space extracted from $50,000+$ entities collected with single seed snowball sampling. This model is developed for high accuracy but low volume applications. Our research shows that supervised machine learning models can leverage these rich structural, content, and temporal features associated with the target ego-network to increase model precision. Additionally, these
network features offer an approach for modeling and detecting bot behavior that is difficult for bot puppet-masters to manipulate and evade.

Our evaluation of the bot-hunter suite of tools demonstrates that these models provide performance equivalent to or better than the state of the art. The Tier 1 model in particular is valuable to the community because it is accurate and can scale to large data (meaning researchers aren't required to sample their data). Additionally, because the Tier 1 model was designed to predict existing data, there isn't a requirement to return to the Twitter API to re-collect account data. This also means that it can be used to predict existing data sets that contain suspended or otherwise missing accounts.

Our analysis of Swedish political discourse on Twitter illustrates how bot-detection tools can support a typical open source intelligence workflow. The bot-hunter suite provides a way to enrich the data which can then be imported into other analysis tools for visualization and further analysis. Bot detection is not a "turn-key" solution and does require some work to set the right parameters, particularly the appropriate threshold level.

## Chapter 4

## Bot-Match

Social bots have emerged over the last decade, initially creating a nuisance while more recently used to intimidate journalists, sway electoral events, and aggravate existing social fissures. This social threat has spawned a bot detection algorithms race in which detection algorithms evolve in an attempt to keep up with increasingly sophisticated bot accounts. This cat and mouse cycle have illuminated the limitations of supervised machine learning algorithms, where researchers attempt to use yesterday's data to predict tomorrow's bots. This gap means that researchers, journalists, and analysts daily identify malicious bot accounts that are undetected by state of the art supervised bot detection algorithms. These analysts often desire to find similar bot accounts without labeling/training a new model, where similarity can be defined by content, network position, or both. To assist in filling this gap, we present the Bot-Match methodology in which we evaluate social media embeddings that enable a semi-supervised recursive nearest neighbors search to map an emerging social cyber security threat given one or more seed accounts.

### 4.1 Introduction

Today sophisticated state and non-state actors are using information systems in general and social media to change the beliefs and actions of target societies and cultures. These (dis)information campaigns, if left unchecked, gradually degrade the target society by eroding key institutions and values while widening existing fissures. This information "blitzkrieg" has led to the emerging discipline of social cybersecurity in which societies attempt to protect their culture and values from external manipulation while maintaining a free market for opinions and ideas. One of the key functions that computer science brings to the multi-disciplinary table of social cybersecurity is bot/cyborg detection and characterization.

Supervised and unsupervised machine learning models both provide important contributions to bot detection, but are not sufficient for social cybersecurity practitioners. Supervised models trained on specific labeled bot data provide an initial "triage" of social media streams, identifying likely areas of bot involvement and artificial manipulation of the online conversation. However, building supervised machine learning algorithms for every bot-detection scenario quickly grows
untenable. Myriads of bot genres have evolved, including spam bots, intimidation bots, propaganda bots, social influence bots, cyborg accounts, and many others. Each of these bot genres have unique features and are curated and deployed in various ways depending on the target audience and culture. It is impossible to train a single model that generalizes to every genre, nor is it convenient to label and train models for every genre and then update these models on a frequent basis to keep up with bot evolution. Unsupervised learning, on the other hand, provides a way to find certain types of bots, such as the correlated bots found by the Debot algorithm [60]. These types of models are especially helpful in identifying labeled data for supervised models [32], but once again they are not sufficient. Often the most sophisticated and influential dis-information bots/cyborgs can fly "under the radar," undetected by either supervised or unsupervised models. Recently our team began to triage external manipulation of the Canadian political conversation in the run up to the Canadian 2019 national elections and found multiple influential accounts had emerged that were not being detected by production bot detection algorithms, but nonetheless were 1) divisive, 2) appeared to have foreign connections, and 3) appeared to have automated activity (i.e. were bots).

We find that social cybersecurity analysts in journalism, industry, academia and government, when faced with these sophisticated accounts, naturally ask the simple question "I wonder how many other accounts are similar to this one?" We developed Bot-Match to fill this gap, allowing analysts to rapidly find similar accounts in a flexible manner where the analyst can determine how they want to define similarity.

Similarity could be defined as similar network connections (either similar connections or similar network role), similar content, or a combination of both. With Bot-Match the analyst can choose to embed the conversation network, the conversation content, or both simultaneously, and then find similar accounts given a query. In this case the query is the seed node(s), and the algorithm returns the nearest neighbors given the predefined similarity measure. By recursively making this query, the analyst can rapidly build out a sophisticated information campaign that is undetected by other social cybersecurity tools. This approach is illustrated in Figure 4.1 .

The contribution of this paper lies in its evaluation of graph and content embedding techniques in social media and its application of recursive nearest neighbors search to delineate latent groups of similar accounts. The paper also demonstrates the concept of querying social media data with an account as opposed to a keyword or hashtag. By using the rich features associated with a seed account, the Bot-Match algorithm provides fast and accurate information retrieval for social media analysts. This paper also validates this approach on social media associated with the 2018 US Midterm elections, and demonstrates the use of Bot-Match in a social cybersecurity workflow in support of the 2019 Canadian National Elections. From our research the Bot-Match approach is novel for social cybersecurity workflows and applications. While we are applying this in the specific context of malicious disinformation operations, the same methods can find and delineate any group of similar actors as long as the user has at least one seed account as an initial query. Beyond social media, this approach has applications in the broader problems of information retrieval, link prediction, and recommender systems (both collaborative and content filtering).

This chapter is organized as follows. It begins by describing past research in semantic and graph embedding, particularly focused on the models evaluated for inclusion in the Bot-Match methodology. We then conduct the formal evaluation of these models on two labeled data sets


Figure 4.1: Framework to develop social media embeddings that enable a supervised recursive nearest neighbors search to map an emerging social cybersecurity threat given one or more seed accounts
associated with social cybersecurity, and use this evaluation to select models for Bot-Match. We then conduct a visual validation of the selected models using data associated with the 2018 US Midterm elections. Finally, we describe where Bot-Match fits in the social cybersecurity workflow and illustrate the use of the Bot-Match methodology in detecting disinformation actors in the 2019 Canadian national elections.

### 4.2 Review of Past Work and Evaluated Models

An embedding is a structure preserving map of one mathematical structure into another. The mathematical structure of X mapped into Y is defined as $f X \hookrightarrow Y$. In our case we intend to map semantic structure and graph structure into Euclidean space, both separately and then simultaneously. The embedding of semantic space has been an active research area since the 1950's [119] and graph embedding dates to at least the 1960's [235] with combinatorial approaches. In this section we will highlight past work and motivate our selection of evaluated models for semantic and graph embedding.

All of these models are transductive. The learned embedding allows us to find new data that is already represented within the network, but does not allow us to label new data from a different graph.

### 4.2.1 Semantic Embedding

Given the success of word embeddings [171], researchers have attempted to develop embeddings for phrases, sentences, and even documents. Early approaches simply averaged word embeddings for sentences and documents [192] which were expanded in sent2vec [188] using word and ngram embeddings while simultaneously training the composition and the embedding. Other approaches use a Recursive Neural Net (RNN) approach as demonstrated by the Skip-Thought model [141]. These were later trained over Natural Language Inference (NLI) to achieve improved results [233].

These approaches are often developed for a single language at a time, and are therefore limited on Social Media where most large conversations have multiple languages represented. Multilingual embeddings have been accomplished by learning jointly on parallel corpora [200] or by training independently and then mapping to a shared space with a bilingual dictionary [18]. Two competing models for universal encoding are 1) Google's Universal Sentence Encoder [58] and Facebook's Language-Agnostic SEntence Representations (LASER) toolkit [17]. The Google Universal Sentence Encoder (USE) encodes sentences and short paragraphs using two models, the Transformer model and the Deep Averaging Network (DAN) model. The Transformer model uses the encoding subgraph of the transformer architecture to create context aware embedding. The DAN model uses a feed forward deep neural network to average word and bigram representations. Facebook's Laser toolkit uses an encoder/decoder approach with Bidirectional Long Short-term Memory (BiLSTM) trained on 223 million sentences to create a universal encoding scheme for 93 languages. In our implementation Google USE was trained on cleaned and concatenated user content and Facebook Laser was trained at the individual tweet level and then tweet level embeddings were averaged to create a user/node embedding.

Prior to word and sentence embedding, researchers attempted to analyze topic groups with several methods, notably Latent Dirichlet Allocation [45] and Latent Semantic Analysis/Indexing [80]. Both Latent Direchlet Allocation (LDA) and Latent Semantic Analysis (LSA) are used to discover latent topics found in a corpus of documents and to reduce dimensionality. In the course of assigning documents to a fixed number of topics, both models are also reducing the dimensions of the corpus and inherently creating a document embedding. These approaches operate on a bag of words or tokens and are inherently multi-lingual (assuming appropriate language parsers). Latent Dirichlet Allocation (LDA) uses a probabilistic statistical model to map documents to topics while Latent Semantic Analysis/Indexing (LSA/LSI) uses singular value decomposition to reduce the dimensions thereby producing a set of topics or concepts. Both reduce the dimensionality of document representations and can therefore be used to embed text documents. We used term frequency-inverse document frequency (TF-IDF) for LSA, but term frequency for LDA since Blei describes how LDA was created to overcome some of the shortcomings of TF-IDF.

Finally, given that our end goal is measuring similarity, from the discipline of collaborative filtering we find another approach of measuring similarity and delineating neighbors without creating an embedding. Memory based collaborative filtering employ similarity measures to identify neighbors and thereby make recommendations for item-users data [204]. Using a similar approach we leverage Cosine and Jaccard similarity to measure similarity between users content based on a bag of words representation. Given a bag of words representation, cosine similarity
measures the cosine of the angle between term frequency-inverse document frequency (TF-IDF) vector representations of the document. Jaccard similarity, on the other hand, compares the relative intersection of two documents. Note that cosine similarity is best if done on TF-IDF, whereas Jaccard similarity is performed on a bag of words representation. Cosine similarity will take into consideration frequencies, Jaccard similarity will only consider the presence or absence of words. This offers a baseline for comparison of more complex methods, and as we discover performs surprisingly well in our evaluation.

Table 4.1: Model Description by Type

| Type | Subtype | Model | Data | Embed Dim |
| :---: | :---: | :---: | :---: | :---: |
| Content | Collaborative Filtering | Jaccard Similarity Cosine Similarity | Term Frequency Term Frequency | No embedding No embedding |
|  | Topic Modeling | LDA | Term Frequency | N x 200 |
|  |  | LSI | TFIDF | N x 200 |
|  | Universal | Google USE | Combined Node Text | N $\times 512$ |
|  |  | Facebook LASER | Text by Tweet | N x 1024 |
| Network | Factorization | Graph Factorization | Adjacency Matrix | N x 32 |
|  |  | HOPE | Adjacency Matrix | N x 128 |
|  |  | BigGraph | Edge list - option for edge type | N x 1024 |
|  | Random Walk | node2vec | Edge list | N x 64 |
|  |  | Splitter | Edge list | N x 128 |
|  |  | role2vec | Edge list | N x 128 |
|  | Deep Learning | SDNE |  | N x 128 |
|  |  | GCN (no features) | Adj. Matrix \& Bag of Words | N x 32 |
| Network \& Content | Deep Learning | GCN with Features | Adjacency Matrix | N x 32 |
|  | Factorization | BigGraph with initial | Edge list w/ LDA Embedding | N x 1024 |

### 4.2.2 Graph Embedding

While most graph based analysis is designed to operate on the original adjacency matrix or equivalent structure, recently methods have been devised to embed the graph in vector space. Vector space representations of graphs have applications in node classification, link prediction, clustering, and visualization [112]. Note that the notion of graph embedding in this paper is specifically focused on embedding nodes into vector space, not embedding the entire graph in vector space.

For the purposes of this research we've adopted the topology that Goyal and Ferrara introduced [112]. They divide graph embedding techniques into methods based on 1) Factorization, 2) Random Walk, and 3) Deep Learning. In our research we will test prominent models from each of these categories.

Factorization methods use various methods to factorize the adjacency matrix or other matrix representing the graph (Laplacian matrix, Katz similarity matrix, others). Eigenvalue decomposition can be used on matrices that are positive semi-definite, otherwise gradient descent methods are used. The primary factorization models we tested were the High-Order Proximity preserved

Embedding (HOPE) algorithm [187] and Facebook Biggraph [153], with Singular Value Decomposition of the Adjacency Matrix used as a baseline. HOPE preserves higher order proximity by minimizing $\left\|S-Y_{S} Y_{T}\right\|^{2}$ where S is a similarity matrix, instead of the adjacency matrix. In our case we used the Katz index to create the similarity matrix. Katz centrality is defined as

$$
C_{k a t z}=\sum_{k=1}^{\infty} \sum_{j=1}^{n} \alpha^{k}\left(A^{k}\right)_{j k}
$$

where $A$ is the adjacency matrix and $\alpha$ is the attenuation factor (smaller than the absolute value of the largest eigenvalue of A ).

In addition to using the HOPE algorithm, we also tested Facebook's Pytorch-Biggraph toolbox [153]. Pytorch-Biggraph can embed large graphs using several available factorization based models (TransE, RESCAL, DistMult and ComplEx). Pytorch-Biggraph overcomes complexity and memory constraints by partitioning the graph and then using multi-threaded and distributed execution with batched negative sampling. In testing Pytorch-Biggraph we wanted to determine what our loss of performance would be for scalability. Our results contain three settings for the BigGraph algorithm. The first setting is with a single edge type as is assumed in all other models. BigGraph allows the user to define different edge types, which was also tested and reported using our three edge types (mention, retweet, and reply). The third and final setting that we tested is BigGraph with an initial value, in our case a content embedding produced by LDA. This would initialize the training with knowledge learned from the content similarity, and as reported below always improved BigGraph performance (though in this setting BigGraph requires an initialization computation which may be computationally costly and which makes BigGraph no longer an end-to-end solution).

Multiple models leverage random walks to embed a graph. The model that we used is the node2vec model [116] which uses a biased random walk procedure to explore neighborhoods while preserving higher order proximity between nodes. We also tested the Splitter [89] random walk based algorithm that is tailored for social networks and embeds multiple persona-based representations of each user and then combines these to produce a single embedding for the user.

Within the random walk family of models we also implemented role2vec [9]. The role2vec algorithm leverages attributed walks which maps an input vector to a vertex type. The embedding structure for role2vec differs from all of our other methods in that it embeds the vertex type and not necessarily the vertex neighborhood. Our implementation uses the Weisfeiler-Lehman kernel [212] to extract vertex features.

Our primary Deep Learning model was the Structural Deep Network Embedding (SDNE) model [246] that uses deep autoencoders and decoders to preserve 1st and 2nd order network proximities. This is accomplished by optimizing both proximities simultaneously. The decoder is based on Laplacian Eigenmaps that penalizes similar vertices that are embedded far apart.

### 4.2.3 Content and Network Embedding

By its very nature social media data contains rich node features to include rich semantic features. Graph convolutional networks (GCN's) [140] have emerged as a way to embed a network simultaneously with the respective node features. While a variety of node feature representations exist
in social media, we primarily used GCN's to simultaneously encode the network while considering node content features (the combined tweet text produced by each account). GCN scales better than SDNE by iteratively applying a convolution operator on the graph and aggregating the embedding of neighbors. The GCN defines a function of the form

$$
f(X, A)=\operatorname{softmax}\left(\hat{A} \operatorname{Re} L U\left(\hat{A} X W^{(0)}\right) W^{(1)}\right)
$$

where X represents node features and A represents the network adjacency matrix, $\hat{A}=D^{\frac{1}{2}}(A+$ $\left.I_{N}\right) D^{\frac{1}{2}}$.

### 4.2.4 Similarity Based Approaches to Bot Detection

Several past research efforts are somewhat related to our use of similarity measures to detect bots. One well-known and often cited unsupervised machine learning tool is the Debot algorithm [60] which uses warped correlation to find correlated accounts. These correlated accounts are bot accounts that post the same content at roughly the same time. Also notable is a model by Xiao et al. [256] that uses various features to classify entire clusters of new accounts on LinkedIn to detect batches of fake accounts. Magelinski et al. [162] demonstrates bot detection with graph classification by extracting a graph's latent local features and binning nodes together along 1-D cross sections of the feature space.

Finally, Ali Alhosseini et al. [13] uses GCN's with network, content, profile, and propagation features to train a supervised machine learning model to detect fake news given URL and cascade-wise detection. This study also explains and measures the decrease in bot detection performance as a model ages. Note that this research explicitly uses the GCN and geometric deep learning in a supervised manner, and while visualizing lower dimension representation of bot detection features, does not use these models in an unsupervised or semi-supervised manner as proposed by Bot-Match.

### 4.3 Data

### 4.3.1 Building Networks and Cleaning Text

Bot-Match assumes that the user has a filtered stream or conversation that she is trying to analyze for the presence of disinformation. This could be an online discussion around a topic (i.e. climate change), a political event (Canadian 2019 Elections), or a natural disaster (Hurricane Harvey). Note that in all cases the individual tweets are part of a larger connected online conversation and are not randomly selected from the social media environment (network analysis requires a network).

Below we list two data sets that we collected in order to evaluate Bot-Match. Bot-Match is designed to find similar bot accounts that have evaded a supervised machine learning initial approach. In order to test Bot-Match, we needed to find data sets where we can separately identify similar accounts, label them, and then test Bot-Match's ability to find them given a single seed node. The two data sets selected are discussed below:


Figure 4.2: Conversational Network of Followers of a Journalist in Yemen. Red denotes random string accounts that were part of an intimidation campaign. Network includes 22,384 nodes and 189,379 edges.

### 4.3.2 Yemen Data

The first data set is the combined tweets produced by all followers of a freelance journalist in Yemen. Starting in the Fall of 2017, a determined and documented intimidation attack was launched against her Twitter Account [159]. The intimidation attack was characterized by a surge of strange accounts, many of them with strange and disturbing images or threatening messages. Many of these intimidation accounts were distinguished by 15 digit randomly generated alphanumeric strings for their screen name, such as $\mathbf{9 G 6 R K c 6 Q B q O L K y U}$ (not real screen name). We developed a logistic regression classifier to detect random strings based on features consisting of character n-grams and string entropy. Using this model we were able to achieve $94.25 \%$ accuracy in identifying random string accounts in Twitter, allowing us to automatically label 4,312 accounts characterized by a random string screen name and likely part of the coordinated intimidation campaign. While these accounts do not compose the entire intimidation attack, they nonetheless present an interesting social cybersecurity account that we can externally label and test Bot-Match performance in finding them given a query node. In our experiment, we will test and see if nearest neighbor searches of various embeddings would be able to find these random string intimidation accounts if we were not able to label them by their screen name. Throughout the rest of the chapter this data will be called the Yemen data. The conversational network of the

Yemen data is provided in Figure 4.2 with random string intimidation accounts colored red. Data description is provided in Table 4.2.

### 4.3.3 Internet Research Agency Data

The second data set consists of tweets produced by Russia's Internet Research Agency around the time of the 2016 US Elections and released by Twitter in October 2018 [237]. The St. Petersburg based Internet Research Agency (IRA) is a company that conducts focused online information operations on behalf of the Russian government and Russian businesses. The IRA represents one of the more experienced organizations involved in state-sponsored disinformation [36]. Twitter detected deliberate manipulation by the IRA, suspended the accounts and released the related data in an elections transparency effort (similar manipulation has been associated with Iran, Venezuela, China, and Spain).


Figure 4.3: Conversational Network of Russian Internet Research Agency data released by Twitter. Red denotes accounts that targeted African American communities. Network includes 1,958 nodes and 35,931 edges.

The data demonstrates that the IRA specifically targeted African American online users to increase racial tensions in the United States [208]. For the purposes of testing Bot-Match we will label any account that shared relevant hashtags targeting African American populations as an account that is participating in this effort. In our case study we will test the performance of Bot-Match to detect these accounts after removing all hashtags. The conversational network of the IRA data (removing all nodes that didn't produce tweets in the released dataset) is provided in Figure 4.3. Data description is provided in Table 4.2.

### 4.3.4 Data Processing

Given curated, filtered, and related social media data, Bot-Match first builds the communication network edgelist by assigning a source and target for the directional communication. In the Twitter environment, this means creating directed links between accounts that mention, retweet, or reply to each other. Once the network is created, we also remove any nodes that are not in

Table 4.2: Data Summary

| Data | Yemen Data | IRA Data |
| :--- | :---: | :---: |
| Tweets | $4,535,117$ | $9,041,308$ |
| Top Languages | en,ar,fr,es | ru,en,de,uk |
| Users/Nodes | 35,763 | 3,667 |
| Retweet Edges | 108,382 | 31,398 |
| Mention Edges | 50,933 | 859 |
| Reply Edges | 35,857 | 4,122 |

the dataset (meaning we don't have content and node features for them). For example, a user may be mentioned in the data set but they never produced a tweet that ended up in the dataset. These users are therefore removed, as well as any isolates that remain. If keeping the users was required then collecting their content/timeline would be an additional data requirement.

For most of our models, retweet, reply, and mention edges are treated equally as directed communication links. Only Facebook's BigGraph algorithm will take into consideration the categories of links, with mixed results.

Unless otherwise noted (see comments on Facebook LASER), the text associated with each user (node) is a concatenation of all social media posts associated with that user. To clean the text we removed URLs, punctuation, reserved words, emojis and smileys. We removed hashtags and mentions with the IRA data but left them in for the Yemen data. They were removed from the IRA data since they were used to label the data and would artificially inflate content embedding models.

### 4.4 Model Evaluation and Validation

To evaluate embedding models for the Bot-Match methodology with the Yemen and IRA data, we created the respective content, network, and network + content embeddings for each data set, and then used these embedding to search for nearest neighbors of positively labeled accounts. For each data/embedding combination, we calculated the k nearest neighbors for $k \in\{10,50,100\}$ and then measured the precision of the response, defined as the proportion of positive responses. After conducting this query with each positively labeled account as the seed node, we averaged the precision across all queries to compute a metric for the given data/embedding combination.

Given that we calculated k nearest neighbors for $k \in\{10,50,100\}$, our primary metric was precision at $k=10$ (p@10), precision at $k=50$ (p@50), and precision at $k=100$ (p@100). Given that these accounts aren't ranked, we cannot leverage any rank based metric, and precision at n is therefore appropriate. We can compare these percentages to the naive approach of random sampling. Random sampling with Yemen data gives precision of 0.12 and with IRA Data yields precision of 0.22 . Any performance over these values indicates model value.

The results for the embedding test are provided in Table 4.3 and provide insights on both specific models and appropriate use cases for model types. The first observation is that all models provide significant value to the user when compared to naive baselines (Yemen: 0.12 and IRA:
0.22 ). For example, in the case of the Yemen data, if a user queries with a single random string intimidation account, on average 5 out of 10 returned accounts will be random string intimidation accounts (and the remainder may be other types of intimidation accounts used in this attack). This provides real and tangible value to analysts. The second observation is that all models perform better on IRA data than Yemen data. This is because the IRA data is smaller with a higher density of "similar" accounts and is more easily distinguished in both graph and semantic representation.

Table 4.3: Results. Note that the naive approach is to randomly select

| Type | Model | Yemen Data |  |  | IRA Data |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | p@10 | p@50 | p@100 | p@10 | p@50 | p@100 |
| Content | Jaccard Similarity | 0.421 | 0.387 | 0.380 | 0.868 | 0.854 | 0.847 |
|  | Cosine Similarity | 0.371 | 0.303 | 0.287 | 0.835 | 0.808 | 0.790 |
|  | LDA | 0.457 | 0.378 | 0.371 | 0.776 | 0.711 | 0.649 |
|  | LSA | 0.424 | 0.359 | 0.340 | 0.796 | 0.780 | 0.754 |
|  | Google USE | 0.426 | 0.373 | 0.364 | 0.716 | 0.681 | 0.659 |
|  | Facebook LASER | 0.454 | 0.406 | 0.393 | 0.757 | 0.616 | 0.430 |
| Network | Graph Factorization | 0.391 | 0.258 | 0.239 | 0.625 | 0.549 | 0.486 |
|  | HOPE | 0.342 | 0.283 | 0.275 | 0.715 | 0.539 | 0.409 |
|  | BigGraph (single edge type) | 0.335 | 0.237 | 0.203 | 0.734 | 0.652 | 0.607 |
|  | BigGraph (multiple edge type) | 0.299 | 0.212 | 0.182 | 0.722 | 0.652 | 0.606 |
|  | node2vec | 0.365 | 0.309 | 0.301 | 0.734 | 0.658 | 0.617 |
|  | Splitter | 0.258 | 0.172 | 0.149 | 0.663 | 0.605 | 0.506 |
|  | role2vec | 0.326 | 0.248 | 0.231 | 0.772 | 0.75 | 0.739 |
|  | SDNE | 0.396 | 0.303 | 0.271 | 0.701 | 0.606 | 0.545 |
|  | GCN (no features) | 0.285 | 0.213 | 0.202 | 0.612 | 0.582 | 0.573 |
| Network \& Content | GCN with Features | 0.459 | 0.397 | 0.403 | 0.685 | 0.632 | 0.618 |
|  | BigGraph with initial | 0.356 | 0.250 | 0.213 | 0.761 | 0.695 | 0.662 |

Next we'll compare the embedding types. With the much more integrated conversation found in the Yemen data, we see the content models generally provide better precision across all values, while the more clustered IRA data has almost equal performance by both content and network embedding. The network + content embedding provides the best model for the Yemen data, and still outperforms most network models for the IRA data, albeit with a Biggraph as opposed to GCN.

Focusing on the content algorithms, we see the classic models excel in similarity analysis. While these models will not necessarily create the contextual universal embedding that Google USE and Facebook LASER were designed for, they still excel at the basic task of document similarity and document retrieval. The LDA model and Jaccard similarity perform exceptionally well, are inherently multi-lingual based on a bag of words or bag of tokens (though care must be taken when choosing the size of the term frequency matrix in the presence of many languages).

Focusing on graph embedding, we see strong performance by random walk algorithms node2vec and role2vec across both datasets. Graph factorization and deep learning showed some success, though this fades at higher levels of $n$. The Pytorch Biggraph model scales much better than any other model, but did not perform as well as other models in our implementation. The GCN model without features and the Splitter model did not perform well in our evaluation.

Combining graph embedding with node features produced strong but mixed results. While GCNs produced the highest performance on the Yemen data, it produced mediocre performance on IRA data, with the reverse true for BigGraph (high results for IRA but less so for Yemen). This demonstrates that on this social data that the GCN is getting more traction on the content features as opposed to the BigGraph algorithms which is primarily focused on network features.

Given these results we selected Bot-Match algorithms for social media embedding in a social cybersecurity context. For our production Bot-Match algorithm, we offer LDA for content similarity, node2vec for network similarity, GCN with features for Network and Content embedding. We also use make Cosine Similarity and BigGraph implementations available for larger networks ( $>100 \mathrm{~K}$ nodes).

In Figure 4.4 we provide t-Distributed Stochastic Neighbor Embedding (tSNE) visualization for the selected models for both the Yemen and the IRA data. These visualizations provide more insight into the model performances. We can visually see the higher precision of IRA data over Yemen data. We can also see various natural clusters emerging from the data, particularly the graph structure already visualized for the IRA data.


Figure 4.4: t-Distributed Stochastic Neighbor Embedding (TSNE) 2-D Visualization of Embeddings

### 4.5 Visual Validation with 2018 US Midterm Social Media Data

Given the four models selected above, we wanted to conduct one additional visual validation of the Bot-Match methodology in general and these four models in particular. We had previously collected all Twitter content and connections associated with US Members of Congress or Congressional Candidates for the 2018 US Midterm elections. We decided to use this data to test our
embeddings since it is easily labeled by both party (Republican, Democrat, Other) and by chamber (House or Senate). We wanted to test if the Bot-Match methodology and the four models selected above could leverage the social media connections (friend connections) and the social media content to capture the complex political environment of the US bicameral legislature in Euclidean vector space.

The data was prepared in the same way as the Yemen and IRA data, with the notable difference that the graph was constructed with friend links as opposed to communication links. Only members of Congress or Congressional candidates were retained as nodes in the graph. We then used our primary models as discussed above to create content, network, and network + content embeddings. Finally, we visualized these embeddings in two dimensions using t-Distributed Stochastic Neighbor Embedding (TSNE). The visualization of this is provided in Figure 4.5, where red indicates Republican, blue indicates Democrat, and green indicates another party. Circles indicate House politicians, and triangles represent Senate politicians.


Figure 4.5: t-Distributed Stochastic Neighbor Embedding (TSNE) 2-D Visualization of US Congressional Members and Congressional Candidates for the 2018 US Midterm Elections. Red indicates Republican politicians, Blue indicates Democrat, and Green indicates Independent. Circle markers indicate House politicians/candidates, while triangles indicate Senate politicians/candidates.

From this visual validation, we see that all four models are able to capture similarity between politicians of specific parties, and within parties is generally able to separate members of the Senate from members of the House. All four embeddings are also able to identify specific factions with each of the parties. This visual validation gives us confidence that the selected embeddings are able to capture the rich graph and semantic features and map them to Euclidean space in such a way that a k-nearest neighbors search provides value in finding similar accounts.

### 4.6 Bot-Match Model in the Social Cybersecurity Workflow

Bot-Match is an important tool in the social cybersecurity workflow. While social cybersecurity workflows vary between teams and specific problem sets, a typical workflow is enumerated below. When an information campaign is initiated or expected, social cybersecurity analysts begin developing a data collection strategy in order to collect the core data associated with the information campaign or world event. Often this collection is either through key word filters or snowball sampling [111] of the network. Most large world events require iterative collection using both keyword filtering and snowball sampling. Once the data is collected, the team will begin with
exploratory data analysis, which often consists of understanding the temporal and spatial density of the data as well as common hashtags and influential accounts. With exploratory analysis complete, analysts attempt to classify accounts and images. They often run bot/cyborg/troll detection as well as propaganda detection on the accounts. Bots are often used as force multipliers in an information campaign, and their presence can help outline the boundary of the campaign. Additionally, analysts may also attempt to classify actor type (media, politician, celebrity, etc). The classification stage can also include meme detection to extract all memes from the social media stream (memes are helpful in that they help clearly identify messaging and target audience). By the time the team finishes classifying accounts and images, they have usually whittled the data down to the data of interest, and now they begin a more intensive account characterization of the accounts in this smaller data set. Account characterization may be followed by campaign characterization, analysis of themes and narratives, and finally validation of campaign attribution, or identification of the perpetrator(s). These generic social cybersecurity steps are summarized and enumerated below:

1. Filter social media (key word filter or snowball sampling)
2. Exploratory data analysis (temporal/spatial distribution, common hashtags, influential accounts)
3. Classify accounts, images, etc
4. Characterize accounts, images, etc
5. Characterize campaign
6. Identify themes/messages/motives
7. Identify target audience
8. Attribution (identify perpetrator)

By the time that exploratory data analysis, account/image classification and account/image characterization are complete, the team has usually found a list of sophisticated accounts that are a core part of the information campaign. These core/interesting accounts become the input for Bot-Match, allowing the team to find similar accounts in the campaign, building out the information campaign in an iterative fashion.

In this way the Bot-Match tool and methodology is designed to be used in tandem with supervised machine learning models. Supervised models such as Botometer [74] and Bot-Hunter [33] can find large concentrations of bots, triage the network, and provide macro level bot statistics. However, many bots, often the most interesting and effective bots, remain undetected. This is caused by the fact that supervised models can be brittle and are biased by their training data toward specific bot types and genres [37, 261]. These accounts are often found through exploratory data analysis. Once found, Bot-Match allows the analyst to find many other similar accounts that have also likely avoided detection. The interesting accounts that Bot-Match returns to the analyst become new seed nodes, resulting in a recursive search pattern that allows an analyst to rapidly uncover sophisticated information operations in a matter of hours. This method of query is more effective than the key-word boolean search that is traditionally offered in social analytics tools. A query with all information (content and connections) is more useful than a query with a single relevant hashtag.

The embedding type (content, network, and network + content) is primarily selected based on user requirements. If an analyst wants to find accounts that post similar content as a seed account, regardless of where they are in the network, then they should leverage semantic similarity. If trying to find nodes that are proximate in the network, then network embedding is more appropriate. As a default, we found that embedding network + content with GCN (with Features) is a good default model if computationally feasible.

The most attractive attribute of Bot-Match is its ability to adapt to any problem or search requirement without labeling and training a new supervised machine learning model. All that is needed is a seed node and a target data set to search in. This provides tangible value to social cybersecurity analysts in particular and social media analysis in general.

In many ways the Bot-Match methodology provides a recommender system for social cybersecurity. Item-item recommendation systems (also known as collaborative filtering) recommend items based on similarity between the items, often measured by user ratings of those items. If you are interested in a hammer, then the recommendation system may recommend a hand saw based on item similarity. In our case, Bot-Match says that if you are interested in a certain account manipulating a target subculture, then you may also be interested in these additional $k$ accounts that have similar connections and narratives. Selection of seed accounts could be done explicitly, or may be assumed through browsing and other search and exploratory actions.

### 4.7 Case Study

In this section we will illustrate the use of the Bot-Match algorithm and methodology in a social cybersecurity case study. In this case study, we will focus on analyzing information operations and specific suspicious accounts in the 2019 Canadian National elections. The 2019 Canadian National Elections were held on 21 October 2019. The formal campaign started on 11 September 2019, with a total campaign duration of 40 days.

Given the documented foreign influence in the 2016 US Elections [83, 176], the Canadian authorities took extra precautions to prevent similar tampering in their national election. The biggest policy they implemented was requiring all companies that have political advertising to set up a public facing registry with the specific ad and the name of the person who authorized that ad. Many companies (Reddit, Google, Microsoft, others) decided to ban political advertising altogether, while others (Facebook, Instagram, CBC.ca) began setting up registries [231]. This policy, while helpful in stopping manipulative paid content that the IRA leveraged in the 2016 US Election, does not stop manipulation by accounts that produce content that is not promoted through advertisement funding. This meant that bot, troll, cyborg, and sock-puppet accounts were still able to manipulate the conversation. Our goal was to find and analyze these malicious accounts.

To collect data associated with the 2019 Canadian National Election, our team used Twitter's streaming API to filter all tweets that contained hashtags associated with this event. We did this by starting with a few general hashtags associated with the election (i.e. \#elxn43, \#cdnpoli), and then weekly adding additional trending hashtags that we found in the data, finishing with 27 hashtags or tokens associated with the election. This collection produced 16.7 million tweets from 1.3 million unique accounts. The temporal distribution of the data with several major news
events is provided in Figure 4.6.


Figure 4.6: Temporal distribution of Canada 2019 National Election related tweets that were collected with the Twitter Streaming API. The density of accounts with "bot-like" attributes as predicted by the Bot-hunter tool [30] is shown in red.

Having collected the data, we built two embeddings for the data, one focused on the node embedding of the graph, and the other focused on content embedding for the content of the tweets. The scale of this data collection meant that some of the embedding techniques we explored were computationally difficult or impossible as implemented above. Given this, we used the Pytorch Biggraph model to embed the graph, and Latent Dirichlet Allocation (LDA) model to embed the content.

The Pytorch Biggraph model was used to embed the communication network created by directed links associated with the communication modes in Twitter (mention, retweet, reply). Latent Dirichlet Allocation (LDA) was used to embed the content. We found the Biggraph model was more computationally tractable ( 20 minutes vs. 2 days for LDA), but LDA provided more meaningful nearest neighbor relationships (the Biggraph embeddings provided too much noise in returned nearest neighbors).

Using the LDA model, we used Bot-Match methodology to find the 10 nearest neighbors of two sophisticated bot accounts that were manipulating Canadian political discussion on Twitter. One of the bot accounts was manipulating the political right (Canadian Conservative Party) and the other was manipulating the political left (Canadian Liberal Party). While this paper doesn't provide identifying information of the accounts, general descriptive information for both queries is illustrated and provided in Table 4.4. This table includes general information associated with the accounts (number or tweets, number of followers, etc), as well as bot prediction probabilities by two production supervised detection algorithms: Bot-hunter [30] and Botometer [74]. It also includes top hashtags by the query accounts and nearest neighbors to evaluate semantic correlation.

From Table 4.4 we see that all nearest neighbors of both queries are clearly associated with the stance and narrative of the query account as noted in the top hashtags. We also see that many of
the accounts appear to have some automated activity (are a bot or cyborg account) as indicated by high volume and high retweet percentages. We also notice that many of these accounts were not detected by the state of the art production bot detection algorithms. The discrepancies between these two models, seen particularly in the second query, is likely due to very different bot genres used for training data.

As the analyst explores these accounts, additional accounts of interest may surface, creating new Bot-Match queries, which results in the recursive nearest neighbors search of accounts of interest. This recursive nearest neighbor search of graph and semantic embedding provides an important tool for social cybersecurity practitioners. I also want to highlight that Bot-Match is useful in finding "coordinating bots" that are sharing similar content with similar people. These "coordinating bots" are different than other bots, meaning that Bot-hunter models do not show strong performance when identifying these genre of bots.

Table 4.4: Descriptive Results of Bot-Match Queries of Sophisticated Bots Manipulating 2019 Canadian Political Parties.

| Nearest Neighbors Query with Sophisticated Conservative Bot |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Screen Name | \# Tweets | \# Followers | \# Friends | Bot-hunter | Botometer | Retweet \% | Top Hashtags |
| Query | 39,396 | 11,157 | 4,616 | 0.690 | 0.148 | 0.636 | TrudeauMustGo, cdnpoli, elxn43, DefundCBC, CPC |
| Neighbor 1 | 41,212 | 3,635 | 4,992 | 0.457 | 0.691 | 0.678 | TrudeauMustGo, Trudeau, Canada, cdnpoli, Canadians |
| Neighbor 2 | 7,886 | 935 | 1,715 | 0.378 | 0.148 | 0.592 | TrudeauMustGo, cdnpoli, elxn43, LiberalsMustGo, SayNoToGlobalism |
| Neighbor 3 | 7,828 | 155 | 468 | 0.280 | 0.103 | 0.737 | TrudeauMustGo, cdnpoli, elxn43, blackface, BREAKING |
| Neighbor 4 | 12,632 | 460 | 423 | 0.370 | 0.071 | 0.633 | elxn43, TrudeauMustGo, cdnpoli, TrudeauWorstPM, TrudeauBlackface |
| Neighbor 5 | 5,939 | 385 | 256 | 0.398 | 0.129 | 0.546 | TrudeauMustGo, cdnpoli, elxn43, LiberalsMustGo, ButtsMustGo |
| Neighbor 6 | 686 | 33 | 117 | 0.135 | 0.103 | 0.580 | TrudeauMustGo, elxn43, cdnpoli, brownface, NotAsAdvertised |
| Neighbor 7 | 9,562 | 406 | 858 | 0.479 | 0.083 | 0.611 | TrudeauMustGo, elxn43, cdnpoli, elxn2019, Scheer4PM |
| Neighbor 8 | 22,057 | 319 | 538 | 0.339 | 0.096 | 0.605 | cdnpoli, TrudeauMustGo, LiberalsMustGo, elxn43, FakeNewsMedia |
| Neighbor 9 | 11 | 25 | 8 | 0.477 | 0.969 | 0.705 | cdnpoli, elxn43, TrudeauMustGo, chooseforward |
| Nearest Neighbors Query with Sophisticated Liberal Bot |  |  |  |  |  |  |  |
| Screen Name | \# Tweets | \# Followers | \# Friends | Bot-hunter | Botometer | Retweet \% | Top Hashtags |
| Query | 264,783 | 16,503 | 18,098 | 0.470 | 0.355 | 0.753 | cdnpoli, elxn43, ChooseForward, topoli, onpoli |
| Neighbor 1 | 11,791 | 394 | 160 | 0.335 | 0.071 | 0.816 | cdnpoli, elxn43, ChooseForward, NeverScheer, TeamTrudeau |
| Neighbor 2 | 96,401 | 624 | 1,615 | 0.605 | 0.111 | 0.809 | cdnpoli, elxn43, BREAKING, Scheer, Trudeau |
| Neighbor 3 | 10,432 | 206 | 1,528 | 0.740 | 0.083 | 0.842 | cdnpoli, elxn43, ChooseForward, Elxn43, CDNpoli |
| Neighbor 4 | 35,557 | 735 | 379 | 0.560 | 0.071 | 0.870 | cdnpoli, elxn43, ChooseForward, Trudeau, CPC |
| Neighbor 5 | 22,937 | 226 | 983 | 0.668 | 0.138 | 0.848 | cdnpoli, elxn43, ChooseForward, ChooseForwardWithTrudeau, IStandWithTrudeau |
| Neighbor 6 | 27,377 | 1041 | 557 | 0.592 | 0.096 | 0.878 | cdnpoli, elxn43, ChooseForward, TeamTrudeau, IStandWithTrudeau |
| Neighbor 7 | 5,026 | 438 | 1,540 | 0.558 | 0.103 | 0.843 | cdnpoli, elxn43, ChooseForward, ScheerWasSoPoorThat, IStandWithTrudeau |
| Neighbor 8 | 3,445 | 334 | 1,026 | 0.564 | 0.066 | 0.768 | cdnpoli, elxn43, ChooseForward, NeverScheer, YankeeDoodleAndy |
| Neighbor 9 | 37,845 | 257 | 387 | 0.435 | 0.222 | 0.927 | cdnpoli, elxn43, ChooseForward, CPC, onpoli |

As discussed above, we have already deployed prototype models of Bot-Match to monitor malicious disinformation in the Canadian elections. Having discovered sophisticated bot accounts manipulating both the political left and political right in Canada, we used Bot-Match to build out these campaigns and delineate the respective manipulative (dis)information operations.

### 4.8 Uses Beyond Social Cybersecurity

The concept of using an account and all associated features and connections as a query has many applications beyond social cybersecurity. These applications include retail, link prediction, intelligence, and information retrieval.

The retail business is one of the first adopters of recommender systems, and is arguably the most mature at deploying scalable collaborative filtering. These systems are inherently constrained by the user, and suffer from cold-start challenges. All product recommendations for the
user are limited by the users own biases and ignorance, some of which they'd like to circumvent. Using the concept of an account query, an online retailer could allow a user to receive recommendations based on someone else's account (a celebrity, a friend, or someone else whose tastes they admire and wish to emulate). Social recommendations are some of the most powerful product recommendations, and allowing a person to receive recommendations as if they were someone else could be profitable for the retail industry. This approach would have a number of privacy hurdles to overcome, but if implemented correctly, allowing a customer to "Shop as if they were ...." could be the next big step in online retail.

Social media companies use recommendation systems and link prediction algorithms to make recommendations to a user based on their interests, content, and existing links. As with the retail business, some users may like to see recommendations as if they were someone else. For example, a young professional would like to see recommendations being presented to an established professional in their field who they follow and attempt to emulate. Once again, these raise significant but not insurmountable privacy concerns.

The final application area is in the area of intelligence. Many systems used for the intelligence community use simple boolean search patterns to search repositories of unstructured data. While key word searches may be required for initial exploration, as analysts find entities they are interested in, these entities and all content and connections associated with them could be used as a search query. This type of rich query could provide better search results for intelligence analysts.

### 4.9 Conclusions

This paper evaluates state of the art graphical and semantic embedding for social media data, and then leverages these embeddings for bot detection to enable social cybersecurity. Bot-Match is evaluated in two new social cybersecurity datasets, validated on a third dataset associated with US politics, and then demonstrated on a fourth dataset associated with the 2019 Canadian National Elections. Within the emerging discipline of social cybersecurity, the Bot-Match paradigm provides a novel way for analysts to find similar nefarious actors and recursively discover a complex disinformation operation without labeling and training a supervised machine learning model. Finally, while used within the social cybersecurity context, this approach has broad application to retrieval tasks that are characterized by network connections and semantic content. This includes document retrieval, recommendation systems, social recommendation, and other use cases.

## Chapter 5

## Meme Detection and Characterization


#### Abstract

Combining humor with cultural relevance, Internet memes have become a ubiquitous artifact of the digital age. As Richard Dawkins described in his book The Selfish Gene, memes behave like cultural genes as they propagate and evolve through a complex process of 'mutation' and 'inheritance'. On the Internet, these memes activate inherent biases in a culture or society, sometimes replacing logical approaches to persuasive argument. Despite their fair share of success on the Internet, their detection and evolution have remained understudied. In this research, we propose and evaluate Meme-Hunter, a multi-modal deep learning model to classify images on the Internet as memes vs non-memes, and compare this to uni-modal approaches. We then use image similarity, meme specific optical character recognition, and face detection to find and study families of memes shared on Twitter in the 2018 US Mid-term elections. By mapping meme mutation in an electoral process, this study confirms Richard Dawkins' concept of meme evolution.


### 5.1 Introduction

Richard Dawkins first coined the word meme in his now famous book The Selfish Gene [77]. He developed the word meme by shortening the Greek word mimeme in an effort to create a "...noun that conveys the idea of a unit of cultural transmission, or a unit of imitation." Dawkins indicated that memes function like genes for culture, and can undergo variation, selection, and retention. The meme is further defined as "an idea, behavior, style or usage that spreads from person to person within a culture" [43]. Examples of memes include shaking hands and singing "Нарру Birthday". As such, memes become building blocks of complex cultures [213].

Internet memes include any digital unit that transfers culture. This can be as simple as a phrase or hashtag, such as the Diasoi meme in China [227] or the \#MeToo movement in America. The Internet provides an environment for digital memes to quickly move from person to person, often mutating in the process as initially envisioned by Dawkins. In 1982 the first emoticon (:-)) was used on Carnegie Mellon University's online bulletin board in order to flag humor [76]. As a merger of humor, text, and a symbol, the emoticon became one of the first types of Internet memes.


Figure 5.1: Memes used in conjunction with the US 2018 Midterm Elections.

While Internet memes can exist as words, emoticons, videos, or gifs, a common form is an image with superimposed text that conveys some type of merged message. In the earlier days of the Internet, images with superimposed text began to propagate via Usenet, email, and message boards. By the early 2000's researchers began to study these specific visual artifacts that were proliferating. Social networks soon emerged, allowing these memes to go viral.

Given the power of memes to appeal to cultures and sub-cultures, various political actors increasingly use them to communicate political messaging and change the beliefs and actions of the fabric of a society. Canning even goes so far as to claim that memes have replaced nuanced political debate [53]. Memes become a simple and effective way to package a message for a target culture. Memes are used for politics, magnify echo chambers, and attack minority groups [190]. This has jumped into the public discourse with various articles, including the New York Times article "The mainstreaming of political memes online" [49]. The increasing use of Internet memes for "information operations" has led to our effort to detect and characterize memes that inhabit and propagate within given world events and the conversations that surround them.

Few research efforts have attempted to capture a comprehensive dataset of political memes and the network they travel through in a political election event, and then document how the memes evolve, propagate, and impact the network. Our work will develop a deep learning method to detect memes in social media streams and leverage graph learning to cluster these images into meme "families". We will then apply these methods to Twitter data streams associated with the 2018 US Mid-term elections and the 2018 Swedish National Elections. In addition to contributing a theoretical framework for classifying and clustering meme images, our research
indicates that memes are shared less but move to more places on the Internet when compared to non-meme images. Memes therefore spread through different mechanisms than other "viral" content.

This chapter is organized as follows. In the Section Related Work, we describe the history of the Internet memes, prior work exploring data analysis approaches to study memes, and deep neural networks that have been used on similar problems. Then in Section 5.3, we propose Meme-Hunter, a deep learning model to find images on the Internet and classify them as meme vs. non-memes. We then use the models to study the usage of memes in two elections in Section 5.4. Finally, we conclude the findings of this research and suggest directions for future work.

### 5.2 Related Work

### 5.2.1 History of Internet Memes

The study of memes has existed ever since Richard Dawkins introduced the concept in his book 'The Selfish Gene' in the 1970's [75]. Many researchers have attempted to study the relationship between memes and culture. The advancement in Internet technologies and the world-wideweb (www) gave meme researchers a laboratory with which to study the spread and mutation of memes. This led to several books on memes, the most influential and controversial being Blackmore's The Meme Machine [42, 214].

Linor Shifman has conducted extensive research of digital memes from the perspective of journalism and communication. In 2013 Shifman deviated slightly from Dawson's original definition and defines the Internet meme as artifacts that "(a) share common characteristics of content, form, and/or stance; (b) are created with awareness of each other; and (c) are circulated, imitated, and transformed via the Internet by multiple users" [215, 216]. She also differentiates viral content from memetic content. She claims that viral content "is defined here as a clip that spreads to the masses via digital word-of-mouth mechanisms without significant change." In contrast, memetic content is "...a popular clip that lures extensive creative user engagement in the form of parody, pastiche, mash-ups or other derivative work."

In 2012 Davidson observes and discusses the fact that Internet memes typically lack attribution [76]. Unlike many other creative works, authors of Internet memes typically don't attach their name to the memes they create. They remove any traces of attribution from the file and its metadata, and usually introduce memes on sites that offer anonymity (4chan, Reddit, etc.), where they gain popularity before hopping over to mainstream media (Facebook, Twitter, etc.) [23]. Several theories exist that explain this behavior, but Davidson seems to offer the most logical in that anonymity enables a type of freedom. This freedom allows authors to create and distribute questionable material without concern for retribution from authorities. It is this lack of certain attribution that encourages malicious and divisive political actors to resort to memes for information operations.

The far-reaching impact of a meme's evolution combined with the often inherent anonymity make memes attractive to various political and propaganda campaigns. The evolutionary nature of memes assists them in 'hopping' platforms to move to additional Internet and social media spaces. The natural anonymity of memes allows various actors to make it appear that the dis-
tribution of the messages is part of a grass roots movement. Donovan and Friedberg discuss how images can be used to as "evidence collages" in a "source hacking" operation [84], thereby providing seemingly legitimate evidence of a false event or biased conclusion. It is these aspects of political and propaganda memes that we want to apply our research.

### 5.2.2 Meme Detection

Deep neural networks (DNN) have shown great success in many fields [126]. Researchers have used DNNs for various vision tasks like the Imagenet Challenge [82, 143] and fashion recommendation [220]. DNN's have also been used for various natural language processing (NLP) tasks like Part of Speech (POS) tagging and named entity recognition [67]. Ironically, deep learning has more often been used to automatically generate Internet memes as opposed to find them. In 2013 Wang et al. [249] used copula methods to jointly model text and vision features with popular votes. In 2018 Peirson et al. [190] leveraged deep learning to generate memes in a model they titled "Dank Learning".

Xie et al. [257] used YouTube to find short video segments that are frequently reposted which they call video memes. The authors then created a graph of people and content to model interactions. Unlike video memes, exploring image memes is more challenging as this requires first classifying an image as meme or not-meme.

The closest research related to our detection effort is the Memesequencer model developed by Dubey et al. [85]. This research separates the meme image template (underlying image) from the additional text and image manipulation. After separating the meme template it creates a meme embedding by concatenating image features and text features using deep learning, with the best model concatenating ResNet18 with SkipThought text features. Having created an embedding, the authors construct the evolutionary tree using a phylogenetic tree. This research is limited to memes that have identifiable templates found on sites like Memegenerator or Quickmeme. When used to extract memes for social cybersecurity practitioners, the Memegenerator provides high precision but low recall (see below). Our intent with Meme-Hunter is to increase recall.

### 5.2.3 Meme Evolution

The digital footprint that Internet memes leave allows researchers to study the propagation of memes through (and across) networks. Coscia looked at meme propagation and measurements of success in 2013 [69]. Bauckhage et al. [23] explored the temporal models of fads by looking at Internet memes, approximating interest in a given meme by using Google Trends. Leskovec et al. [154] used memes and phrases extracted from news and blogs to track and study the dynamics of the news cycle. This work was able to map the evolution of text-based memes in the news cycle and blogosphere. Ferrara et al. [94] focused on clustering text-based memes.

The closest research to our study of meme evolution is the study by Zannettou et al. [264] that clusters image streams based on pHash and identifies memetic clusters using meme annotation from sites such as "Know Your Meme". They apply this process to multiple sources (Twitter, Reddit, 4chan, Gab) and then use Hawkes process to measure which ecosystem has greater influence. While focused on meme evolution and influence, this paper does not specifically develop a detection model that generalizes easily beyond the Know Your Meme annotations, once again
rendering low recall in detection applications. Additionally, this paper clusters only based on the image (via pHash) and does not consider the multi-modal nature of memes when measuring similarity.

### 5.2.4 Meme Optical Character Recognition

The classification process requires learning from a composition of image and text characteristics. Extracting text in memes requires Optical Character Recognition (OCR). OCR on memes can be challenging since most OCR algorithms are trained to recognize black font on white background, where many memes are white font on dark background. For social media image OCR, the state of the art is arguably the Facebook Rosetta system, a deep learning model that conducts OCR while taking into consideration the background as well [48]. This is being deployed on Facebook's platform in order to censor images for extremist messages, allowing Facebook to comply with increased regulation, particularly in the European Union. Facebook Rosetta output is standard OCR output (text), and it is not intended to classify memes vs. not-memes. It is also not open sourced or available for researchers (at the time of this writing).

Our research combines some of the efforts of Zannettou et al. [264] with that of Dubey et al. [85]. In doing so, we go beyond both papers by creating a generalizable multi-modal meme detection model that is not constrained by annotated entries on a site like Know Your Meme. Additionally, we develop the evolutionary graph with a radius nearest neighbors approach and apply this specifically within the online debate around a large election event (2018 Mid-term elections). This provides the research community with a generalizable multi-modal meme detection model, a new way to build an evolutionary tree, a meme OCR pipeline, and insights into meme impact and propagation within political conversations. Additionally this model provides approximately 8 times increase in recall over the template-based methods that Dubey and Zannettou propose. This increase in detection recall is especially important for social cybersecurity practitioners.

### 5.3 Classifying Images as Memes

Most images shared on platforms like Twitter are not memes (see Table 5.3 for stats). Therefore, to explore the usage of memes, it is essential to first classify if an image is a meme or not. While visual Internet memes come in a wide variety of formats, we restricted our classification to two types that are commonly found. These two types are found in Figure 5.4 and can be described as:

1. A picture with superimposed white text in impact font. Impact font was developed in the 1960's by Geoff Lee and is the font of choice for text over image [87]. This is illustrated in Figure 5.4(a)
2. Text placed in a white space over a picture, as is shown in Figure 5.4(b)

While this seems restrictive, we will show later that, even with this constraint, our approach finds $8 \times$ more memes (i.e. $8 \times$ higher recall) than template-based methods.

Given enough meme vs non-meme data, it could be possible for a neural-network model to learn to extract text (using OCR), extract faces and other meme characteristics to classify a meme. However, in a limited data setting like ours, this approach is likely to fail as OCR itself is
research domain in itself. Consequently, we propose to first extract text and face encodings and use them as supplementary input features. Then to predict an image to be meme/non-meme, we explore deep learning based multi-modal (multiple features) models that use extracted features in addition to the raw images.

Next, we describe our models, our data collection effort to get meme and non-memes data to train the models, the process of training the models, and the classification performance.


Figure 5.2: OCR Pipeline for Meme Images.

### 5.3.1 Memes Classification Models

As mentioned earlier, we first extract text and face encodings, so here we explain the process of extracting text and face encodings from images.

Text Extraction For Optical Character Recognition (OCR) we combined meme specific image preprocessing with an open source OCR tool. When images contained white font over dark background, we preprocessed the images by 1) converting the image to grayscale, 2) binarizing the image, and 3 ) inverting every bit in the binary image array. These image preprocessing steps are illustrated in Figure 5.2. OCR on preprocessed images was accomplished with Google Tesseract [219]. If images already had black text on white background, no preprocessing was applied. Our experiments indicated that preprocessing significantly improved Tesseract's OCR on meme images. Baseline Tesseract required an average of $49.8 \pm 13.8$ character edits (or levenstein distance) with only $2 \%$ readability. Preprocessing reduced this to an average of $17.5 \pm$ 4.8 character edits with $72 \%$ of strings remaining readable.

Human Face Encoding As faces are an important element of memes, we extract facial features using the open source face detection software package called face_recognition, created by Adam Geitgey and made available at [105]. The library returns a face encoding vector for each face found in the image. We use these vectors as the input to our classification models.

We tried four different groups of classifiers: 1) unimodal classification using only text 2 ) unimodal classification using only machine vision 3) multimodal classification using text and vision, and 4) multimodal classification using text, vision, and face encoding.


Figure 5.3: Joint Model for meme classification.

LSTM-based text classifier In this unimodal model, we use only the extracted text from images as the input for meme classification. Long Short Term Memory (LSTM) [127] networks are very popular for text classification. An LSTM takes word embedding and a hidden vector as the input and outputs a new hidden vector. At the end of the text (input), a fully-connected layer followed by a softmax layer is used to predict the label of the text. We used Glove vectors [192] as the input word embeddings. In our results, we provide several other text only models for comparison, including Naïve Bayes, Support Vector Machines, and Logistic Regression.

CNN-based image classifier Given that our work focuses on image-based meme detection, and Convolutional Neural Networks (CNNs) are the most popular models for visual learning, it is natural for us to consider a CNN based model. For this work, we tried a number of pre-trained models including VGG18 [217], ResNet18 [120] and ImagenetV3 [228]. For classification, we removed the last fully connected layer of the pre-trained network, added a new fully connected network followed by a sigmoid layer. We also explored freezing all layers, freezing some of the layers, and not freezing any of the layers in the training process. In the end, allowing to update the weights on all layers provided the best results. We also include results that extract descriptors with scale-invariant feature transform (SIFT) and Bag-of-Visual-Words (BOVW) feature representation and support vector machine classification. The SIFT-BOVW model is provided to demonstrate DNN improvement over pre-DNN models.

Joint DNN model The joint DNN model approach starts by combining just the LSTM (discussed above) and CNN (discussed above), and then combines the LSTM/CNN with face encoding features as a single model. The model's architecture is shown in Fig. 5.3. As shown in the figure, the output of the LSTM, the CNN and face encodings are concatenated as a single vector. The concatenated vector is then used as the input to a dense fully connected layer followed by a
sigmoid activation. All parts of model are trained jointly.
In the last connected layer we use a sigmoid (or logistic) function to generate a probability of the image being a meme. The sigmoid function is defined as

$$
\phi(z)=\frac{1}{1-\exp (z)}
$$

### 5.3.2 Data

To label Internet meme images for supervised learning, we searched meme images on Reddit, Twitter, Tumblr, Google Image Search, Flickr, and Instagram. Collecting images from these platforms, we were able to find 25,109 meme images. The meme data contained varied meme categories, including sports, politics, celebrities, and animals. While the dominant language is English, other languages include French, Spanish, German, Russian, Japanese, Arabic, and Chinese. The non-meme images were collected at random from Twitter and Google Image search.


Figure 5.4: Two types of memes used for meme classification with their respective saliency maps. Saliency maps are computed by averaging pooled gradients across channels.

In the training data we filtered out non-meme images that didn't contain either text or a background photo. This was done so that the algorithm would learn the unique attributes of meme images as opposed to just learning to identify the presence or absence of text. In order to filter for text, we needed to conduct text detection but not necessarily text recognition. We found
that the Efficient and Accurate Scene Text (EAST) detection model [268] performed better at detecting text than the Tesseract based OCR pipeline discussed earlier. Note that the EAST model detects the location of text in an image but does not recognize or extract the text. We used the EAST algorithm to filter out any images that didn't have at least one text bounding box. Having removed images that don't contain text, we discovered that we also needed to remove images that don't contain a photograph. This decision was made after finding many black and white document images, particularly in political conversations. To remove document images, we developed a heuristic that measured the mean Red Green Blue (RGB) score for the image, and removed it if the mean score was greater than 220 . This proved to be fast and easily removed document images without removing memes of interest. This filter was applied in both the training process as well as the production algorithm.

$$
\text { Image is document if } \quad \frac{R e d+G r e e n ~}{\text { I Blue }}<320
$$

Table 5.1: Classification Dataset Statistics.

| Total Images | Memes | Non-memes |
| :---: | :---: | :---: |
| 50,209 | 25,109 | 25,100 |

We summarize the final model training dataset in Table 5.1. The 50,209 images were mixed with equal portions of meme and not-meme images. The data was then randomly split into training data (80\%), validation data (10\%), and held out test data (10\%).

Collecting images from social media streams often includes some amount of abusive language and adult content images. Practitioners using our methods who want to minimize the impact of this sensitive content should have an appropriate filter. In our case we used Yahoo's Open Source "Not Safe For Work" (NSFW) filter (https://github.com/yahoo/open_nsfw).

### 5.3.3 Experiments and Results

For the meme classification task, we define the overall objective function using cross-entropy loss, as can be seen in Equation5.1, where $i \in n$ samples, $j \in\{$ meme, non-meme $\}$ classes, $y$ is the (one-hot) true label, $p$ is the probability output for each label.

$$
\begin{equation*}
L(y, p)=-\frac{1}{n} \sum_{i, j} y_{i j} \log \left(p_{i j}\right) \tag{5.1}
\end{equation*}
$$

Our primary metric of interest is the F1 score, defined as the harmonic mean of precision and recall. We used this as our primary metric since it balances the often competing priority of precision vs. recall. In our results we also provide accuracy, precision, and recall for interpretability.

All models are built using the Keras library ${ }^{11}$ with a Tensorflow backend ${ }^{2}$. As described earlier, the models use text, face-encoding, and image features as the input and a sigmoid layer

[^0]for the class label prediction. The models are trained using stochastic gradient descent with a cross-entropy loss function as seen in Equation 5.1. The learning rate was used as a hyperparameter and varied from $10^{-3}$ to $10^{-1}$. The LSTM hidden layer size was varied from 16 to 256. We found that a hidden layer size of 50 and a learning rate of $10^{-3}$ worked well. These hyper-parameters were then fixed during the training and testing process.

Table 5.2: Classification Results.

| Type | Model | Accuracy | F1 | Precision | Recall |
| :--- | :--- | :---: | :---: | :---: | :---: |
| Text | Logistic Regression | 0.724 | 0.719 | 0.735 | 0.703 |
|  | Naïve Bayes | 0.681 | 0.607 | 0.793 | 0.492 |
|  | SVM | 0.721 | 0.714 | 0.736 | 0.693 |
|  | LSTM | 0.799 | 0.805 | 0.786 | 0.824 |
|  | SIFT-BOVW | 0.798 | 0.788 | 0.828 | 0.752 |
|  | Baseline CNN | 0.939 | 0.938 | 0.946 | 0.930 |
|  | VGG18 | 0.915 | 0.916 | 0.909 | 0.923 |
|  | ResNet18 | 0.926 | 0.927 | 0.907 | 0.948 |
|  | Inception-V3 | 0.958 | 0.958 | 0.952 | $\mathbf{0 . 9 6 4}$ |
| Multi-modal | Vision + Text | 0.954 | 0.954 | 0.943 | 0.965 |
|  | Vision + Text Length | 0.952 | 0.951 | 0.947 | 0.956 |
|  | Vision + Text + Face | $\mathbf{0 . 9 6 1}$ | $\mathbf{0 . 9 6 1}$ | $\mathbf{0 . 9 5 9}$ | 0.963 |

We compare the performance of the models in Table 5.2 and show the training plots in Figure 5.5. We train the models for only 10 epochs since the performance plateaus after that. As we can observe from the plots, most of the learning is done in the first epoch and validation accuracy is high thereafter. From these results we see that the LSTM model is significantly better than other text models. Within the Vision models, we see that all DNN models show significant improvement over the SIFT-BOVW model, with the Inception-V3 very deep model providing the best performance across all metrics. We do see that the multi-modal models provide slight improvement over unimodal vision models. Model saliency maps [218] are provided in Figures 5.4(c) and 5.4(d). Saliency maps show the salient pixels that are important for a given class and are computed by averaging pooled gradients across channels. From these saliency maps we see that we are indeed learning to identify images where the text is positionally located in pixel locations that are indicative of meme images. Overall we can summarize results by claiming that unimodal machine vision models provide solid performance in meme detection and can be enhanced (at a computational cost) with multi-modal text-based features.

### 5.4 Evaluating Memes in Election Events

### 5.4.1 Finding Memes

We used the DNN model to classify images used in the 2018 US Midterm Elections and the 2018 Swedish National Elections. We will focus on the 2018 US Midterm election data because


Figure 5.5: Comparing training and test performance of different models.
it provides the largest meme collection, but the 2018 Swedish election data is provided in Table 5.3 for comparison purposes. For the US Midterm elections, we collected all tweets that mentioned a member of congress or congressional candidate. For the Swedish elections, we collected tweets containing hashtags associated with anti-immigrant and nationalistic movements (\#svpol, \#Val2018, \#feministisktInitiativ, \#migpol, \#valet2018, \#SD2018, \#AfS2018, and \#MEDval18). Note that the Swedish election data does not cover the full spectrum of politics in Sweden, but the US Midterm election data does cover the full spectrum of politics in the United States. We downloaded all images from both data sets in February 2019. As indicated below, approximately $9 \%$ of the images weren't available (the account or tweet was suspended by Twitter or removed by the account owner). The statistics for both data sets are provided in Table 5.3 .

We conducted binary classification with our trained DNN model on all images extracted from both data streams. A collage of examples that we classified as memes in the US mid-term elections is provided in Figure 5.1.

### 5.4.2 Mapping Meme Evolution in Political Conversations

Given the rich vision/text data that we had, we wanted to map the evolution of visual memes using similarity clustering. By clustering these images, we can not only identify the families but also the connections between the families of memes. We explored several proven methods for measuring image similarity, to include Color Histograms [184], Scale-Invariant Feature Transform (SIFT) [160], Perceptual Hashing (pHash) [59], and a method similar to the Deep Ranking [248]. Similar methods have been used with K-nearest neighbors for image annotation [225] and with mapReduce by Google for clustering billions of images [158]. Our initial experiments


Figure 5.6: Graph Learning with Fixed Radius Nearest Neighbors showing families of memes in the US 2018 mid-term elections ( 89 K nodes and 1.87 M links). Network visualization is done with Graphistry (https://www.graphistry.com/).
reveal that the deep ranking method (using features extracted from the last layer before softmax and evaluated with euclidean distance) performs well. To identify the families of memes, we finally used graph learning with fixed radius nearest neighbors algorithm [29]. Fixed radius nearest neighbors finds the neighbors within a given radius of a point or points. We chose fixed-radius method over the K-nearest neighbors method since the size of our meme families vary widely. This technique also allows us to quickly query similar images based on a fixed distance radius.

Given a meme, we used 'brute-force' based radius neighbour algorithm to find the mutations of the meme. We attempted to use the ball tree algorithm [186], which partitions meme features into a nested set of fixed dimensional hyper-spheres (balls) such that each hyper-sphere contains a set of memes based on its distance from the ball's center. Although the ball-tree was designed for high dimensionality, we found that this is still computationally expensive with more than 120 features. With 25,088 features, we found that the ball-tree algorithm was not practical, and resorted to the brute force algorithm. Once we have the neighbours of a meme, we can use time of the posting associated with the meme to generate a directed graph of meme mutations. We recurse the whole process over the neighbours to get the next set of neighbours and add them to the graph. We stop the recursion after a fixed set of steps or if the max size of the graph is attained. The algorithm is summarized below (Algorithm. 11). The map of all nodes and links for the 2018 US Midterm elections is provided in Figure 5.6. In this we clearly see the clusters of similar images (or "families"), as well as some of the connections between them.

Having mapped the individual "families" of memes, we used this similarity clustering and the date-time information from the Tweet metadata to map the chronological evolution of specific


Figure 5.7: Political conversations within and between political left and political right.
memes as seen in Figure 5.7. In these images we see the cultural evolution that was originally envisioned by Richard Dawkins. We also see Linor Shifman's definition of memes play out as these meme images "lure extensive creative user engagement."

### 5.4.3 Results and Findings

## Memes Usage in Election Events

Having identified memes thriving in the online conversation around these election events, we calculated descriptive statistics regarding memes and the accounts that share them. These descriptive statistics are provided in Table 5.3. In this table we make several observations that help us understand meme popularity and virality. First, we see that, although images are generally popular (high retweet/likes), memes are not. In both events, memes had fewer retweets and likes than other images, and in the US election memes had a shorter "life-span" on average. We hypothesize that the reason behind this is that attributed users do not want to associate their reputation with a controversial political meme and its message. For the same reasons that meme creators disassociate themselves from the memes they create, social media users, while influenced by memes, are hesitant to like or retweet them, especially polarizing political memes. If this is the case, then the virality of memes may not be due to normal social media activity (like, share, retweet), but rather occurs through the selection, retention, and mutation that Dawkins originally described. The memes mutate, carrying pieces of the original message, and are reintroduced in other corners of the Internet.

```
Algorithm 1 Memes Mutation Graph Algorithm
    procedure GETMUTATIONGRAPH(Meme m)
        memes_graph \(\leftarrow\) new dictionary
        neighbours \(\leftarrow\) Get radius neighbours
        for \(b_{i}\) in neighbours do
            if \(b_{i}\) not in memes_graph then
                    Add \(b_{i}\) to memes_graph
        for \(b_{i}\) in neighbours do
            if size(memes_graph) \(\leq\) exit_condition then
                child_memes_graph \(\leftarrow\) getMutationGraph \(\left(\mathrm{b}_{i}\right)\)
                Add child_memes_graph to memes_graph
        return memes_graph
```

We hypothesized that bots could be used to push memes on social media. Using the bothunter bot prediction tool [30] with a probability threshold of 0.6 , we predicted the portion of accounts that have bot-like characteristics. In the Swedish data we found a slightly higher bot involvement with memes, but did not find this in the US election data. From this analysis we conclude that bot activity did not play an out-sized role in meme propagation for either of these events.

Additionally, we conducted face detection on the US election memes to find 18 prominent US politicians in the meme data. To do this we leveraged the open source face detection software created by Adam Geitgey and made available at [105], using a comparison threshold of 0.54 . Using this face detection software, we found the distribution of memes by politician provided in Figure 5.8.

In Figure 5.9 we've plotted the posting or retweeting of meme images in the 2018 US Election by the political party of the candidate mentioned. Note that politicians and candidates are mentioned with both positive and negative memes. In this case, we see the highest volume of memes mentioning Democrats and Republicans associated with the time immediately after the Kavanaugh hearings.

## Meme Propagation Across Platforms

Given the evolutionary and anonymous nature of memes, we hypothesized that memes propagate across the Internet differently than other viral content. Viral content is generally spread through the simple mechanisms of sharing, retweeting, liking, etc. Memes, as noted above, aren't liked or retweeted near as much as other media content. We believe that their propagation occurs more through their mutation and evolution, where one meme generates other creative works that emerge in other parts of the Internet. This would cause memes to 'hop' to more platforms and domains than normal images. While propagating to new corners of the Internet, however, the memes will undoubtedly morph, and this mutation is out of the hands and control of the original creators.

To assess this hypothesis, we sampled 5,000 meme images and 5,000 non-meme images from images associated with the 2018 US Mid-term elections. All images were political in semantic

Table 5.3: Descriptive Statistics about Internet Memes in Online Election Conversations.

|  | 2018 Sweden Election |  |  | US Midterm Election |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Total Tweets | 661K |  |  | 62,034K |  |  |
| Total Users | 88K |  |  | 2,695K |  |  |
| Suspended/removed | 1,616/2,302 |  |  | 41,901/47,349 |  |  |
| Total Images Shared | 47 K |  |  | 4,446K |  |  |
| Total Images Available | 43K |  |  | 4,037K |  |  |
|  | $\begin{gathered} \text { no } \\ \text { image } \end{gathered}$ | meme | normal image | $\begin{gathered} \text { no } \\ \text { image } \end{gathered}$ | meme | normal image |
| \# Images Available |  | 5K | 38K |  | 497K | 3,539K |
| \# of Unique Images |  | 1.5K | 10K |  | 175K | 951K |
| \% of bot-like accounts | 0.32 | 0.35 | 0.31 | 0.37 | 0.32 | 0.28 |
| Life of tweet (hours) | 0.51 | 0.60 | 0.59 | 21.80 | 16.02 | 22.87 |
| Mean retweets | 26 | 15 | 33 | 3,492 | 237 | 3,478 |
| Mean Likes | 0.84 | 1.50 | 2.03 | 15.96 | 24.42 | 65.48 |
| User Median Followers | 246 | 259 | 224 | 594 | 190 | 258 |
| User Median Friends | 348 | 401 | 340 | 857 | 375 | 407 |

and visual content. We then conducted a reverse image lookup or web-detection using the Google Vision API. This service provided us with links to matching and partially matching images on the Internet. The 5,000 meme images had 62,475 matching links associated with 9,536 unique domains. The 5,000 non-meme images had only 13,617 total links associated with only 4,731 unique domain names. The memes therefore were connected to roughly 4 times the number of links and twice the number of domains when compared to non-meme images, supporting the hypothesis that memes propagate to more corners of the Internet than other types of media.

### 5.4.4 Comparison to Past Methods

In our section looking at related works, we noted several research efforts that leverage meme templates. These efforts include multi-model efforts by Dudley et al. [85] and meme evolution effort by Zannettou et al. [264]. While Dubey uses this technique for virality prediction and clustering, we primarily want to compare their approach to meme hunter for the task of image retrieval (i.e. extracting all meme images in a given social media stream). The primary limitation to their work is that it is constrained to identify memes found on sites like Memegenerator or Quickmeme. As we illustrate below, this approach, while generating high precision, finds very few of the total memes in election-related social media streams (low recall). The Meme-Hunter approach that we propose, while limited to only two types of memes, typically finds at least 8 times more memes in election-related social media streams as approaches constrained by meme templates.

To evaluate both methods, we randomly sampled 1,050 images from both the Swedish elec-


Figure 5.8: Memes by Politician (identified by Face Detection).
tion event and 1,050 images from the 2018 Midterm election stream. We then manually labeled any image that could be construed as an Internet meme as defined by Dawkins and Schifman. We then ran our Meme-Hunter approach and compared this to a template-based approach.

To replicate a template-based approach, we collected 39,112 meme templates from the Meme Generator web application found at https://imgflip.com/memegenerator. This included most of the popular and even less popular meme templates used, to include meme templates associated with politicians and world leaders. We then used perceptual hashing (phash) to identify any image in the test image set that used one of the meme templates. Positive matches were determined by those hashes that required less than 10 substitutions in a Hamming distance comparison. Positive matches were then considered memes.

Meme hunter was applied with unimodal machine vision models as well as multi-modal models as indicated in Table 5.4. In this comparison we see that, while template-based approaches offer high accuracy and precision, the recall in both election-based streams is only approximately $5 \%$. In these very dynamic political dialogues, many images that are construed as memes are not yet in the template databases. This means that using template-based methods will only find 5\% of the memes in these streams. The Meme Hunter approach, while offering slightly lower accuracy and precision, is able to find $8 \times$ more memes, with the InceptionV3 unimodal model and all multi-modal models providing the highest performance across all metrics. We see that, in regard to the accuracy metric, multi-modal consistently outperforms unimodal models. The top models


Figure 5.9: Memes (both positive and negative) by Political Party of Candidate mentioned.
using the Meme-Hunter DNN approach find approximately $50 \%$ of the images in both streams.
In this comparison we also want to comment on the lower performance of Meme-Hunter in the US Midterm stream compared to the Swedish election stream. This is the result of more sophisticated memes being used in the US election stream, some of which are elaborate photo editing work flows and contain no text. Others contain vertical text or specially placed text. Meme-Hunter will struggle to positively identify these more sophisticated memes.

### 5.5 Conclusion

In this chapter we present a method for using deep learning to classify memes and graph learning to cluster them into their evolutionary "families". Additionally, these models were used to analyze meme usage inside two large democratic election events. We found that Meme-Hunter provided at least 8 times higher recall than template-based methods and that graph learning can capture the overall structure of the evolutionary tree. Having identified memes in large election events, we found evidence that memes are liked and retweeted less, but families of memes 'hop' platforms and travel to more locations of the Internet than regular images. This indicates that memes do not propagate across social media and the Internet in the same way as other viral content. While our research primarily analyzed memes extracted from Twitter, the Meme-Hunter model can be used on images extracted from any source or platform.

Table 5.4: Comparing Meme-Hunter to meme template-based approaches to find memes in social media streams.

|  | Sweden |  |  |  | US Midterms |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Model | Accuracy | F1 | Precision | Recall | Accuracy | F1 | Precision | Recall |
| template-based | $\mathbf{0 . 8 7 2}$ | 0.107 | $\mathbf{0 . 7 2 7}$ | 0.058 | 0.795 | 0.100 | $\mathbf{0 . 6 6 7}$ | 0.054 |
| VGG18 | 0.809 | 0.437 | 0.358 | 0.561 | 0.771 | 0.348 | 0.435 | 0.290 |
| ResNet18 | 0.846 | 0.464 | 0.429 | 0.504 | 0.806 | 0.430 | 0.562 | 0.348 |
| Inception V3 | 0.820 | 0.488 | 0.391 | $\mathbf{0 . 6 4 7}$ | 0.807 | $\mathbf{0 . 4 9 4}$ | 0.550 | $\mathbf{0 . 4 4 8}$ |
| Vision + Text | 0.865 | 0.510 | 0.490 | 0.532 | $\mathbf{0 . 8 1 5}$ | 0.455 | 0.600 | 0.367 |
| Vision + Text + Face | 0.858 | $\mathbf{0 . 5 1 1}$ | 0.470 | 0.561 | 0.812 | 0.439 | 0.592 | 0.348 |

The organic and evolutionary nature of memes has caused some nation states to ban them [168], while encouraging other nations to leverage them as part of elaborate propaganda operations [115]. The countries that ban them do so largely because memes evolve outside of the control of the state and because image memes can be difficult to trace [1]. Those countries that leverage them for information warfare do so for the exact same reasons. We hope that our proposed methods to study memes would provide more possibilities to trace memes for good causes.

## Chapter 6

## Developing Bot Labels


#### Abstract

While substantial research has focused on social bot classification, less effort has focused on repeatable computational bot characterization. Bot characterization provides the account forensics necessary to confirm non-human behavior, fingerprint and identify the state or non-state actor behind the operations, and possibly find evidence of intended target and intended effect. Together these provide an important step in the social cybersecurity workflow. The focus of bot-labels is to develop a computational pipeline for applying non-exclusive labels to suspicious accounts to aid researchers and analysts in characterizing these accounts and the operations they support and enable.


### 6.1 Introduction

Significant research over the last decade has developed machine learning and computational methods to classify and otherwise detect bots in social media. These efforts enable the first and very important step in social cyber security, namely identifying the threat. Far less research, however, has focused on repeatable computational methods to characterize this threat. The goal of this paper is to provide a repeatable and general purpose computational tool to characterize social cyber security threats by applying badges or labels in ways that could be leveraged by data scientists conducting deep dives in Python code or on the back end of a social cyber security tool used by analysts, journalists, and industry. These labels and their associated methods can be used together in a concerted pipeline or independently as stand-alone analysis.

The majority of social media bot classification methods render a binary classification: bot or not bot. Within social cyber security workflows, this is the necessary first step in threat 'triage'. In most streams and conversations, however, this step returns a subset of data that is still too large for a deep dive. A few research efforts have attempted to solve this problem by leveraging a multi-class machine learning approach, placing accounts into multiple classification 'buckets" instead of just two [65, 134]. These buckets, however, are mutually exclusive...an account can only reside in a single classification bucket. Additionally, the authors generally don't have more than three or four buckets, meaning that these are still very broad and general categorization.

The overarching goal in bot-labeler is to apply multiple non-exclusive labels to social cyber
security threats. For example, an account can be labeled as an amplification account with honey pot profile or as a spam account with high volume. In applying these labels, analysts and researchers gain insight into the likely purpose of the account. These labels can then be aggregated in order to characterize the larger (dis)information operation. Finally, these labels provide tokens that enable analysts to query and subset large streams ("show me all amplification accounts that have high volume").

In choosing labels, we attempt to automate the mental heuristics that expert social cyber security analysts use when they analyze an account. These mental heuristics have been shared in multiple handbooks, articles, and reports [133, 182]. Automating some labels requires simple heuristic algorithms, while other labels rely on more complicated deep learning algorithms. By packaging these algorithms in a single Python package, we provide a toolbox of individual analysis tools as well as a pipeline to run all the analysis on accounts of interest.

At a higher level the labels are aggregated into profile labels, content labels, and network labels. The profile labels help characterize the profile of the accounts, analyzing the name, description, profile image, etc. Content labels assist in characterizing the timing and nature of the content that the account is posting. Finally, network labels are applied to the surrounding network (friends, followers, mentions).

Having developed the computational methods to apply overlapping labels to social cyber security threats, we then evaluate these labels by running them on two relevant data sets. The first is likely bot accounts that have been actively participating in the Twitter discussion around the Canada 2019 National Elections. The second data set is a scam related social bot-net often called the "McAfee" bots.

By developing these overlapping labels and computational methods to apply them, this effort contributes an essential piece to the social cyber security workflow while enhancing our understanding of the social cyber security threat and how it interacts with and attempts to manipulate the core beliefs and values held by a society.

### 6.2 Literature Review

Multiple studies over the last decade have conducted the needed first step of bot classification. This step triages the social media stream and identifies accounts that are likely nuisance or malicious. Several models are commonly used today, including supervised machine learning models Botometer (previously BotOrNot) [74] and Bot-Hunter [30], unsupervised machine learning models like the Debot algorithm [60], graph based models like Sybil-Guard [262], and anomaly detection models like Bot-Walk [173]. Some models attempt to generalize (Botometer and BotHunter), others are focused on a specific type of bot, like Debot's focus on correlated accounts. All of the models help identify part of the threat.

Many studies have characterized bot and malicious accounts in specific events. Researchers have looked at disinformation in the 2012 Korean Presidential Elections [137], 2016 US Elections [39, 193, 265], the French National Elections [92], the Brexit Vote [130] as well as other events. In most cases these provide exploratory data analysis through summary statistics and descriptive visualization, at times preceded by bot detection/classification. In almost all cases this analysis is tailored to the event in question and does not provide general and repeatable
characterization.
Recently investigative journalism has contributed several salient articles to help characterize bots. The most prominent of these was the New York Times Article "Follower Factory" which opened many people's eyes to the bot problem and provided novel analytic and visual techniques to help characterize bot behavior [68]. Other prominent works were produced by the Pew Research Center [254], the RAND Corporation [124] and the Digital Forensic Labs [182].

Several other works are closely related to bot-labeler. These include 'BotCamp' which clusters bots into a given political campaign and then categorizes their interaction [4]. Additionally, VASSL uses some account characteristics to support a visual tool that enables manual bot labeling tasks [138]. Finally, the 'TruthNest' project was a European Union funded REVEAL project designed to provide people in the European Union with a tool to analyze Twitter accounts. It provides the most robust account characterization pipeline and interface that we've seen yet, but access is severely limited by a pay-wall.

Today most social cybersecurity research focused on characterizing social media bots will focus on a niche research effort on a single known campaign plan, such as the 2016 US Elections [4], the IRA meddling of US elections [20, 83], or the Chinese information campaign focused on Hong Kong [238]. This is often conducted by an experienced social cybersecurity expert with a tailored workflow. While providing many insights for the given event, the approach often does not provide a repeatable, generalizable workflow that is accessible to the non-expert. Our goal is to provide this generalizable and repeatable workflow for bot characterization using nonexclusive bot labels.

### 6.3 Characterization in Social Cyber Security Workflow

In Figure 6.1 we review a typical social cybersecurity workflow. This workflow begins with filtering social media streams using content, network, or geographic filters. Once a curated stream is built, initial supervised machine learning algorithms are the first "pass" over the data and help to quickly identify the majority of the malicious actors. Classification, however, often only renders a binary result (bot/not bot, troll/not troll). The next step is to characterize and better understand these actors. This is where Bot-Labeler comes in.

Note that the results of the characterization are an important input for the rest of the social cybersecurity workflow. The results can be aggregated to understand the campaign and campaign desired effects. The results help characterize the message. Importantly, they also provide forensic evidence that can help with identifying the perpetrator (i.e. attribution). Finally, certain bot characteristics help identify the target audience. All of this provides intermediate data that can be used to measure the impact of the campaign.

### 6.4 Data

We will apply and analyze labels on two types of bot data. The first data set is bots involved in an election event, the second is bots involved in a deliberate online scam. The nature of the accounts


Figure 6.1: Social Cyber Security Workflow
and distribution of labels for these will demonstrate the differences in bot characteristics across bot genres.

### 6.4.1 Canadian 2019 National Elections

The canada data set includes bots that were detected in the online Twitter discussion surrounding the Canadian 2019 National Elections. The initial data was collected by filtering key Canadian election hashtags from the Twitter Streaming API. After collecting the Canadian election stream, we applied a supervised bot detection algorithm to identify likely bot accounts. This supervised model serves as an initial triage of the data. The resulting subset of tweets and accounts was still too large to conduct a deep dive. This is where Bot-Labeler would come in to create mutually overlapping labels for these accounts allowing an analyst or investigative journalist to query labels of interest.

The following hashtags were used to filter the stream: \#TrudeauMustGo, \#TeamTrudeau, trudeau, \#Election2019, \#ItsOurVote, \#elxn43, \#chooseforward, \#onpoli, \#ItsOurVote, \#lpc, \#ndp, \#cpc, \#gpc, \#NotAbot, \#cdnpoli, \#ButtsMustGo, \#LavScam, \#LiberalsMustGo, BlocQuebecois, \#blocqc, \#cccr2019, \#NoTMX, \#TMX, \#TransMountain, \#scheer, \#dougford, \#fordcutshurt, \#fordisfailing. The hashtags were identified by starting with a few seed hashtags, and then every few weeks checking the stream for new emerging hashtags and adding these to the filter. While not covering the full spectrum of politics in Canada, we found that this collection of terms seemed to give a good overall representation of the Canadian political conversation. It should be
noted that throughout this collection we found that the Canadian political conversation and the US political conversation were closely intermingled. This collection occurred between 20 July and 6 November 2019, and produced 16,784,400 tweets from 1,303,761 unique users as shown in Figure 6.2 .


Figure 6.2: Daily Tweets related to the Canadian 2019 election
Having collected the Canadian election stream, we next classified the accounts in the stream using the bot-hunter Tier 1 algorithm with the threshold set at 0.65 . The Bot-Hunter tool [30] is a supervised machine learning algorithm trained on features extracted from both the user object and tweet object returned by the Twitter Application Programming Interface (API). The Bot-Hunter Tier 1 model was trained on sophisticated bots that harassed NATO and the Digital Forensic Labs in 2017. The Bot-Hunter Tier 1 model was designed to conduct classification at scale on existing Twitter JSON, which made sense for our problem set.

The resulting data set contained $1,815,027$ tweets produced by 123,042 unique accounts that were labeled as a bot with a probability threshold of 0.65 .

### 6.4.2 McAfee Bot Scam

The second data set consists of a sophisticated set of coordinated bots that were documented in a Bitcoin scam [2]. The bots were programmed to automatically reply to prominent US politicians, including Donald Trump and Hillary Clinton, and were routinely the first reply to a Tweet produced by either of these two prominent US Politicians. The bots advertised a Bitcoin scam, and then had a consortium of other bots in their network that would reply claiming to have successfully participated in the advertised scam. The tweets advertised the scam by sending the intended
victim to a page on Medium that detailed the scam. Even as Twitter and Medium both targeted this network, it seemed resilient, creating many more accounts and multiple Medium pages with the same content.


Figure 6.3: The bots would immediately reply to prominent tweets from Donald Trump, Hilary Clinton, Elon Musk, and other prominent voices. The tweets would appear to be from John McAfee, and would direct the victims to multiple Medium posts that would attempt to scam the victim. An important part of the scam is social validation though multiple users from the bot net replying and indicating that they had been able to receive the Bitcoin. Note that in the Hilary Clinton thread above, the original scam post has been deleted, but the replies are still present.

The accounts in this network appeared to have some distinguishing characteristics. All account screen names appear randomly generated by concatenating an English male or female name with two uppercase letters and two numeric digits. An example is seen in Figure 6.3 is LexieArmCA84. Many accounts also use risqué pictures in their profile image and posted images to increase followers from a certain demographic. This characteristic is explored more later.

Unlike the canada election data, the McAffee bot data was collected using snowball sampling on Twitter. We began identifying the McAffee scam tweets, and recording the sender as well as the $4-8$ accounts that automatically replied claiming to validate the advertised offer. We then recursively collected followers of these seed accounts, filtered by distinguishing characteristics (similar screen name template tweeting about Bitcoin), which we found were likely part of this bot scam network. Given this data collection method, we identified 1,006 users as part of the McAffee bot scam. We used this as our second data set to characterize with labels.

The Mcafee and Canada data provide us with two malicious data sets with diverging motivations and intents. We will demonstrate the bot-label methodology in profiling these two datasets.

Some basic statistics for both data sets is provided in Table 6.1.

Table 6.1: Summary Data

| Metric | Canadian Elections Data | McAfee Data |
| :--- | :---: | :---: |
| Tweets | $1,815,027$ | 103,954 |
| Users | 123,042 | 1,006 |
| $\%$ of replies | $7.5 \%$ | $4.9 \%$ |
| $\%$ of retweets | $60.6 \%$ | $32.1 \%$ |
| $\%$ of quotes | $28.0 \%$ | $2.5 \%$ |
| $\%$ of original | $3.9 \%$ | $60.5 \%$ |
| mentions $\%(0\|1\|>1)$ | $8 \%\|66 \%\| 26 \%$ | $62 \%\|33 \%\| 5 \%$ |
| hashtags $\%(0\|1\|>1)$ | $75 \%\|13 \%\| 12 \%$ | $75 \%\|8 \%\| 17 \%$ |
| median/mean friends | $868 \mid 1360$ | $443 \mid 488$ |
| median/mean followers | $197 \mid 2121$ | $58 \mid 62$ |
| prominent hashtags | cdnpoli, elxn43, | gameinsight, |
|  | TrudeauMustGo, | androidgames, android, |
|  | Trudeau, CPC | investing, Topix |

## 6.5 bot labeler

To accomplish the task of characterizing accounts, we chose to apply non-exclusive labels to an account. This deviates slightly from approaches that attempt to classify accounts into multiple exclusive categories. Having studied bot genres in multiple settings and events, our team has found that the categories overlap, and exclusive categories would be both constraining and likely too specific. The labels that we apply are determined by various algorithms that we've developed or in some cases where we've leveraged available open source algorithms.

The labels fall into three overarching categories: 1) profile labels, 2) content labels, and 3) network labels. Profile labels help us understand account features and metadata, content labels help us understand the narrative that is generated with tweets and replies or propagated with retweets, and network labels help us understand the type of accounts that link to the account in question.

### 6.5.1 Profile Labels

The labels below address characteristics of the account profile such as the description, image, name, and other characteristics. These help to identify if certain anomalies are occurring with the account. Below we will walk through each of the labels, indicate when the label is returned true, and describe any associated metadata that bot_labeler returns with the respective label.

## Default Profile

Some bots accounts don't change their default image in an effort to create anonymity. This is often used for intimidation bots and other bots that don't need to look like a real person. This label is positive if the account in question has not changed their default profile image. This label does not contain any additional metadata.

## Gender Mismatch



Figure 6.4: Demonstrating Gender Prediction Performance

Some bots found by our team as well as other researchers [182] have a likely gender mismatch between the profile name and the profile image. For example the profile image shows a female while the name is male, or vice versa. As bot armies are at times automatically populated, care isn't shown to ensure gender matching. To check for gender match, we employed two available open source tools for predicting gender based on image and name, respectively. Our model uses the Pyagender open source package ${ }^{1}$ to estimate the age and gender of each face in the profile image, and then uses the gender_guesser python package ${ }^{2}$ to estimate the gender of the first tokenized word in the user name string. Pyagender performance is provided in Figure 6.4. For each face in the image, Pyagender renders gender ('male', 'female') and age, whereas gender-guesser renders the following possible labels: unknown, androgynous, male, female, mostly male, mostly female. Bot-labeler only renders gender mismatch as true if the name is clearly labeled male or female and that respective gender is not found in any marked faces of the profile image. The gender mismatch label also provides the prediction and score for the image gender prediction and the prediction for the name gender. Examples of gender mismatch are provided in Figure 6.5.
${ }^{1}$ https://pypi.org/project/py-agender/
${ }^{2}$ https://pypi.org/project/gender-guesser/


Figure 6.5: Bots from both the left and right of the Canadian Elections using gender mismatched accounts

## Honey Trap Account

Since antiquity spies and other shadow organizations have used sex and love to obtain information or action from their enemies. In World War 1 a Dutch exotic dancer named Mata Hari spied for the Germans, and in the cold war male East German "Romeo" spies used "love" and "lies" to obtain intelligence for East Germany and the Soviet Union [7]. In the world of espionage, these agents are known as "honey traps".

On social media accounts with risqué images and content are used alongside information operations to attract certain audiences [27] and deploy cyber hacks [250]. Several state owned propaganda sites, particularly Sputnik International, regularly interlace risqué images and content in order to attract viewership from specific audiences. Note that adult content accounts focus almost exclusively on adult content, while "honey trap" accounts intermix risqué content with their target message or operation.

In bot_labeler we use Yahoo's open source 'Not Safe for Work' deep learning model [163] to predict whether a profile image is beyond the level of risqué of a normal Twitter user, and is therefore either an overt adult content page or a 'honey trap'. Yahoo's NSFW model renders a probability that ranges from $0-1$ (this value is provided in the label meta-data). While definitions of 'risqué' and 'NSFW' are subjective, we found that the Yahoo model single metric proved very effective in our task. Using Precision-Recall curves we determined that if honey-pot accounts are expected (as in the McAfee data), the threshold should be between 0.05 and 0.15 . If honey pot accounts are expected to be a rare event (as in the Canadian election and most election
events), then the threshold should be 0.3 in order to minimize False Positives. This algorithm is demonstrated in Figure 6.6.


Figure 6.6: Example NSFW Scores from Yahoo NSFW model

### 6.5.2 Content Labels

These labels identify characteristics of the content and the rate at which the content is produced. In doing so, they help ascertain the narrative as well as certain types of information forms of maneuver.

## Amplification

Many Twitter bots are used to amplify specific voices online. This is easy to automate with retweets. A given bot or bot army will be provided with a list of accounts or topics to amplify, and then simply monitor and retweet the designated accounts or topics. A common method that social cybersecurity practitioners use to find amplification accounts is to find accounts that have a high proportion of retweets. In bot_labeler, we automate this by collecting the last 400 tweets produced by an account, and measuring the proportion of retweets. The amplification label is returned True if the proportion is greater than $70 \%$. The raw proportion is returned in the metadata.

## High Volume

Bots by their very nature are able to scale better than humans, conducting social media transactions at the speed of algorithms. High volume therefore provides a strong indicator of bot activity. As this volume increases, at a certain point we begin to wonder if this is truly a human. Not many people have the ability to remain active on social media as focused and steadfast as these high volume bots demonstrate. For the high volume computation, we use the last 400 tweets to find
an average number of tweets per day. If this number is more than 50 , we flag the account for high volume and provide this value in the metadata. The maximum mean daily tweets found in the McAfee data is 147 tweets per day. The maximum mean daily tweets found in the Canada data set was 200 tweets per day.

## Spam

There are lots of definitions and types of spam. In our case we apply this label to a narrow subset of bots that tend to add numerous mentions to their tweets in order to gain the attention of the mentioned accounts, in order to amplify certain accounts, and in order to manipulate how Twitter prioritizes content and accounts in the Twitter feed. Bot_labeler applies the spam label if the median number of mentions in the last 400 tweets is 3 or more.

## Random Language

Some bots retweet random content. This is sometimes done by hobby bots, but is also a tactic used by more malicious bot architects. If a bot retweets so much random content, it will be hard for anyone looking at the account to determine a more sinister purpose for the account. Buried in the random content is a signal that is trying to amplify specific content and actors. The random content is therefore used to mask this signal. The random language label is applied to any account that regularly uses more than 5 languages ( 5 languages have more than 1 tweet/retweet). For example, one account in the Canadian Election Data used 23 languages in the last 400 tweets.

## High Memes

The internet meme has emerged as a powerful tool in information operations. The meme often combines a humorous image with culturally aware text to help a message resonate with a target audience. Often these memes are created to appeal to existing biases. The nature of meme evolution also provides anonymity and a natural organic way for quality memes to propagate across the internet. The authors have previously developed meme-hunter, a multi-modal deep learning solution (with meme specific Optical Character Recognition) that can classify images as a meme [38]. In bot_labeler we first collect the last 400 tweets by the evaluated accounts, then scrape all images shared in these tweets, and finally run meme-hunter in order to determine how many of these images are likely memes. If the account has more than $20 \%$ of the images classified as memes, then we apply the high meme label. Examples of memes in the Canadian election data is seen in Figure 6.7 .

## Duplicate Pictures

Bots are often programmed to scrape from a given source (internet site, social media account, etc) and post Tweets, which can result in a bot tweeting the same text and multimedia multiple times if the source hasn't changed. One way to identify bot activity is to scan an account's timeline to identify duplicated content, which is easiest to identify with duplicate pictures. In bot_labeler, positive labels for duplicate images is indicated if any image within the last 400


Figure 6.7: Examples of memes found in the 2019 Canadian election stream
tweets has a duplicated SD5-hash. Examples of this in the Canadian election data is provided in Figure 6.8.

## Popular Tweets - Unpopular Account

One technique used by a bot army is to have one or two accounts produce a tweet that is then 'pushed' by the bot army. Often the originator of the message isn't important, and can be selected at random. This creates the phenomena where you have an account that is not very popular producing tweets that appear very popular, which is counter intuitive. We call this the pop-unpop label, which is returned positive if any original tweets are 5 times more popular than the account (receives 5 times more retweets than the account has followers). This is illustrated in Figure 6.9.

## Dormant User

Account dormancy is an important factor to take into consideration within information campaigns. Often bot and troll armies are activated for given events, and once done may remain dormant for long periods of time. In the case of bot_labeler, we create a positive label for account dormancy if the account has not produced any content (tweet, reply, retweet) in the last 6 months.


Figure 6.8: Duplicate Pictures found on @ GOOD_vs_evil bot account. Duplicate pictures illuminated this account that has produced 37 K tweets meddling with both Canadian and US politics while amplifying Alt-right and conspiracy content


Figure 6.9: This account is participating in the election conversation with pro-administration information, and only has 25 followers. This tweet has 399 retweets, and shows a thread where folks are identifying it as a bot because of its "unpop-pop" characteristics.

## State-Sponsored Propaganda

Since recent articles and attention has been paid to state-sponsored use of bots in numerous events, particularly democratic events (Brexit vote, US Presidential and 2018 Midterm elections, Swedish elections, German elections, Hong Kong protests), we decided to apply a label if the account is propagating state-sponsored media. Examples of state-sponsored media include @RT_America and @SputnikInt from Russia, @XHNews from China, @IrnaEnglish from Iran, and @VOANews from America. While each handle is associated with a state-sponsored media entity, the role and level of independence of the entity varies widely. For example, Voice of America has a very different role than Sputnik. Similarly, organizations like Deustch Welle in Germany enjoy significantly more independence than XHNews in China.

In total, we collected 82 Twitter handles of known state-sponsored media. To apply this label, we search the content of the last 400 tweets by a user to see if they contain connections to state-sponsored media. If any state sponsored media was detected, we applied a label to indicate possible connection/amplification of state-sponsored propaganda. The metadata for this provide details of what nation(s) are being amplified. A Table of Tweets amplifying state-sponsored accounts in the Canadia 2019 National election is presented in Table 6.2. While roles and independence vary widely, we found this function helpful in identifying data with any connection to state-sponsored media, and the metadata allows the analyst to parse this further.

Table 6.2: Table of Total Tweets found in the Canada Data amplifying state-sponsored accounts.

| Country | Example Handles | Tweets Amplifying State-Sponsored Accounts |
| :--- | :--- | :---: |
| China | @XHNews, @Xhdeutsch | 3927 |
| Germany | @dw_deutsch, @DeutscheWelle | 720 |
| Iran | @IrnaEnglish, @iribnewsFa | 20 |
| Israel | @NewsChannelIL | 23 |
| Korea | @KBSAmericaInc, @KBSWorldTV | 19 |
| Russia | @SputnickInt, @RTUKNews | 4472 |
| USA | @VOINews, @VOAAfrica | 347 |

## Questionable News Sources

The modern tsunami of disinformation has generated significant discussion and debate about fake news. This discussion has been politicized, and unfortunately has at times become synonymous with information operations. While we've found that false or fake news is only a small part of information operations, it is nonetheless present.

We wanted to have one of our labels indicate whether a given account is sharing questionable news and articles. We also wanted to be able to have meta-data that could indicate whether an account leans politically left (liberal) or right (conservative). To do this we collected and cleaned data provided by Media Bias Fact Check ${ }^{3}$. This website uses both crowd sourcing and trained analysts to provide analysis of various websites associated with news and/or science. This data

[^1]provides analysis of the bias of the website (left, left-center, center, right-center, right). It also indicates the level of factual reporting by the site (very high, high, mixed, low, very low). Finally, it indicates whether the site is associated with fake news, conspiracy theories, or satire. For our purposes, we mapped the factual reporting levels to numeric values: very high $=2$, high $=1$, mixed $=0$, low $=-1$, and very low $=-2$.

To analyze a given Twitter Account, we extract URLs from the last 400 tweets shared by the account and then expand any URLs that have been shortened with the Bitly link shortening service. We then extract the domain name from the URL, and compare with the data from Media Bias Fact Check. The mean factual value of all found links is then computed. If the mean factual reporting value is lower than 0 , the label is returned True for questionable news sources. The metadata returned with the label includes value counts for bias and for factual reporting labels. Bias and factual reporting tabulation for the 2019 Canadian national election dialogue on Twitter is provided in Table 6.3.

Table 6.3: Bias and Factual Reporting Tabulation for the 2019 Canadian National Election Twitter Dialogue.

|  |  | Bias |  |  |  |  | Other Labels |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | L | LC | C | RC | R | conspiracy | fake-news | satire | pro-science |
| Factual Reporting | very high | 0 | 15K | 5K | 0 | 0 | 0 | 0 | 0 | 0.5K |
|  | high | 12K | 247K | 45K | 102K | 1K | 0 | 0 | 0 | 3K |
|  | mixed | 9K | 8K | 0.1 K | 15K | 92K | 5K | 0 | 0 | 0 |
|  | low | 0 | 0 | 0 | 0 | 0 | 5K | 0 | 29K | 0 |
|  | very low | 0 | 0 | 0 | 0 | 0 | 0.5K | 28K | 0 | 0 |

* L $=$ Left, $\mathrm{LC}=$ Left-Center, $\mathrm{C}=$ Center, $\mathrm{RC}=$ Right-Center, $\mathrm{R}=$ Right


## Multiple National Flags

In previous research we've highlighted how some malicious actors use multiple national flags in the account description of an account as if the account is an expatriate or frequent traveler [36]. This ruse is created to allow the account to manipulate the political process and online debate in multiple countries around the world without looking too out of place. An example of this phenomena in the Canadian elections is provided in Figure 6.10 .

## $\leftarrow$ Throwback Liberal <br> 125.5K Tweets <br> A follow is a daily stream of consciousness and over analyzing. <br> 

Figure 6.10: Example use of multiple flags by a liberal bot in the Canadian election. This allows it to more easily and seamlessly participate in multiple national conversations.

## No Sleep

One of the classic attributes of automated accounts is non-human circadian rhythms. Bots don't sleep, and therefore they can render inorganic diurnal patterns. If an account lacks any circadian rythm, the distribution of its content by hour of day will slowly become a uniform distribution. To apply this label, we create an hour of day distribution with the last 400 tweets (the algorithm requires a minimum of 50 tweets). We then conduct the Kolmogorov-Smirnov non-parametric test for uniformity. A p-value greater than 0.5 provides strong evidence of non-human circadian rhythms [37]. The non-parametric test value is provided in the meta-data.

## Abusive Language

Bots and especially trolls can produce or propagate abusive language. This language supports intimidation, aggravation, and other malicious intent. Inflammatory and abusive language provokes emotional responses and breeds discord in internet discussions. This discord can often overflow from the virtual to the real world.

We leverage a dictionary approach to finding abusive language. We clean and tokenize each tweet, and then lookup the language that Twitter attributes to the Tweet (this label is found in the raw Twitter JSON). We then lookup the abusive terms associated with this language from an abusive terms dictionary that merges efforts at Carnegie Mellon University and Netanomics Company with an open source dictionary shared on Github ${ }_{4}^{4}$. This dictionary contains 13,277 abusive terms from 63 languages. A positive abusive terms label is applied if more than $20 \%$ of 400 tweets contain abusive language. The user is provided with number of tweets that contain abusive language and the list of abusive terms found. These are provided in Figure 6.11 .


Figure 6.11: Count of Tweets containing abusive terms and 1st Person Pronouns
${ }^{4}$ https://github.com/LDNOOBW/List-of-Dirty-Naughty-Obscene-and-Otherwise-Bad-Words

## 1st Person Pronouns

1st person pronouns have been shown to reveal personality, maturity, emotional stability as well as other signals [191]. Higher use of personal pronouns demonstrates self-focus and are correlated with depression and lower status. Given this important signal, we measure personal pronouns used in the account's tweets.

Having cleaned and tokenized the text, we use a dictionary method in the same way that we did for abusive terms. In this case the personal pronoun dictionary was produced by a joint effort from Carnegie Mellon University and Netanomics Company. This list contains 914 personal pronouns from 63 languages. Unlike Abusive Language, however, this is only run on original tweets and replies that the account produces (it is not run on retweets). This returns true if more than $30 \%$ of the original tweets use a personal pronoun. Metadata includes the list of personal pronouns used. The tweet counts for Canada Data are provided in Figure 6.11.

### 6.5.3 Network Labels

The labels below focus on the user's network, particularly the followers. On Twitter an account can choose their "friends" (the accounts they follow), but not their followers. Who follows you reveals important information about an account.

## Dormant Followers

Having applied our dormancy measure to accounts, we next apply it to the followers of the account. Bot_labeler returns the total number dormant accounts (no activity in last 6 months) for the last 5,000 accounts that followed the target account. If the percentage is higher than $25 \%$, a positive label is applied. $25 \%$ was selected based on the percentage distributions provided in Figure 6.12.

## Army of Silhouettes

Bots often attract bot followers, and therefore many of their follower pages have many accounts with default profile images, creating what is sometimes called an "Army of Silhouettes". We apply the 'Army of Silhouettes' label for any account that has more than $40 \%$ of their followers with a default profile image. Proportions of Silhouette bearing followers are provided in Figure 6.12 .

## Bot Followers

As indicated above, bots tend to attract other bots. In order to analyze this, we use the Bothunter supervised machine learning model [30] to determine whether the followers (up to the last 5,000 ) of the account have a high probability of being a bot. This model extracts features from the follower objects which are scraped from the REST API. The Bot-hunter model returns a probability of an account being a bot. We determined that a follower was a bot if the returned probability was over 0.6 . We also determined that the target account has significant bot followers


Figure 6.12: Distribution of Dormant Follower, Bot Follower, and Profile Picture Silhouette Percentages for Canada and McAFee Data
if over $20 \%$ of their followers were likely bots. Proportions of bot followers is provided in Figure 6.12 .

### 6.5.4 Data Ouput

In addition to rendering and aggregating labels, bot_labeler writes the label metadata to disk in a JSON format. This allows an analyst to conduct deep dives, or if need be to change label thresholds where appropriate. An example JSON output is provided in Listing 6.1.

The bot_labeler Python package offers the ability to run only fast metrics (this primarily drops the image labels such as high memes). If the fast option was selected, the metadata will have a flag indicating this.

### 6.6 Results

Having run the bot_labeler methodology on both the Canadian and McAfee data, we provide a summary of the results in Table 6.4. This also acknowledge the threshold where appropriate.

In the Canada data we observe the $37 \%$ of bot accounts are amplifying other's messages and narrative. This seems to be a primary purpose of these bot accounts in the Canadian election discussion on Twitter. We also observe that $13 \%$ of them are sharing biased or content with a low factual value. We also see that $22 \%$ of these accounts are high volume (sharing more than 50 tweets per day). We also observe that $3.5 \%$ of the accounts are sharing or propagating state sponsored content and narratives. Overall this characterizes the bot involvement in the Canadian elections as a force multiplier attempting to amplify certain narratives with high volume bots, and contains limited overt state sponsored narratives.

```
{ lst_pers_pronoun : { first_pronouns : [ yo , io , mi , nuestro , ours
    ],
            label : False,
                            tweets_with_1st_pronoun : 10},
    abusive_terms : { abusive_terms : [],
                label : False,
                tweets_with_abusive : 0},
    amplification : { label : False, retweet_percentage : 0.34},
    army_of_silhouette : { label : False, num_fol : 93, num_silhouette : 0},
    bias : { bias : { NaN : 92, fake-news : 5, left : 1, leftcenter : 5},
        factual_reporting : { NaN : 92,
                                high : 5,
                                mixed : 1,
                                very low : 5},
        factual_value: {-2.0:5, 0.0: 1, 1.0: 5, NaN : 92},
        label : True},
    bot_followers : { label : False, num_bots : 17, num_fols : 93},
    default_profile : { label : False},
    dormant_followers : { dormant_perc : 0.010752688172043012, label : False
        },
    dormant_user : { label : False,
                last_tweet_date : Tue Nov 26 02:19:44 +0000 2019},
    fast : True,
    flags : { flags : [], label : False},
    gender_mismatch : { age : [44.102740939901196],
                        label : False,
            name_gender : male ,
            pic_gender : [{ gender : male ,
                    score : 0.016841834411025047}]},
    high_vol : { label : False, mean_daily_tweets : 24},
    honeypot : { label : False, nsfw_score : 0.0006152272690087557},
    no_sleep : { KS-stat : 1.5810657226861515e-15, label : False},
    propaganda : { label : True, propaganda : { Russia : 21}},
    random_lang : { label : False,
                        language_dictionary : { cy : 1,
                                    en : 8,
                                    es : 170,
                                    it : 1,
                                    pt : 2,
                                und : 18}},
    spam : { label : False, median_mentions : 1.0},
    unpop-pop : { followers : 44261, label : False, max_retweets : 3299}}
```


## 6.1: Example bot_labeler Output

Table 6.4: Bot Labeler Results for McAfee and Canada Data

| Label | Threshold | McAfee | Canada |
| :--- | :--- | ---: | ---: |
| 1st_pers_pronoun | $>30 \%$ original tweets contain 1PP | $9.5 \%$ | $6.0 \%$ |
| abusive_terms | $>$ 20\% contain abusive words | $0.0 \%$ | $0.3 \%$ |
| amplification | More than 70\% retweets | $4.2 \%$ | $37.4 \%$ |
| army_of_silhouette | 40\% Default Profiles in Followers | $0.0 \%$ | $0.0 \%$ |
| bias | Mean Factual Value < 0 | $7.1 \%$ | $13.0 \%$ |
| bot_followers | More than 20\% bot followers | $66.8 \%$ | $66.3 \%$ |
| default_profile | If true | $0.8 \%$ | $11.3 \%$ |
| dormant_followers | More than 50\% dormant | $0.3 \%$ | $0.1 \%$ |
| dormant_user | Is dormant | $0.0 \%$ | $0.1 \%$ |
| flags | 2 or more national flags | $0.0 \%$ | $1.0 \%$ |
| gender_mismatch | Mismatch | $1.9 \%$ | $1.9 \%$ |
| high_vol | More than 50/day | $1.2 \%$ | $22.9 \%$ |
| honeypot | 0.3 NSFW Probability | $37.4 \%$ | $1.3 \%$ |
| no_sleep | If KS-statistic $>0.5$ | $2.2 \%$ | $0.0 \%$ |
| propaganda | Any State Sponsored | $0.2 \%$ | $3.5 \%$ |
| random_lang | $>5$ with more than 1 | $1.2 \%$ | $2.5 \%$ |
| spam | median 3 mentions | $0.0 \%$ | $0.7 \%$ |
| unpop-pop | Tweets 5x more popular than account | $0.0 \%$ | $0.8 \%$ |
| duplicate_pictures | Any Found | $1.2 \%$ | $* *$ |
| high_memes | 20\% of images | $3.9 \%$ | $* *$ |

** Not available in fast version of bot_labels.

Since these are non-exclusive labels, we see several overlaps in the data. For example, in the Canada data we see high amplification being conducted by high volume accounts that have a high bot presence and bot followers. In the McAfee bot net we see honeypot accounts with a high bot followers that are propagating the bitcoin scam. We explore the correlation between labels in the correlation heatmap provided in Figure 6.13. Here we see positive correlation between dormant users and default profile as well as amplification accounts and high volume accounts. We also see negative correlation between high volume accounts and default profile as well as other pairs.

In the McAfee data we observe that $37 \%$ of these accounts are labeled as honey pot accounts, and are using risqué images to draw attention and drive actions. We also see that $67 \%$ of the the followers of these accounts exhibit bot-like characteristics, highlighting the social manipulation present in this online scam.

### 6.7 Conclusion

Social cyber security workflows require a general and repeatable method to characterize malicious or otherwise anomalous accounts. Bot_labeler provides a method to apply non-exclusive labels to accounts to understand the general nature of their profile, content, and connected network. This can characterize either a handful of accounts or a larger batch of malicious accounts


Figure 6.13: Correlation between labels for Canada Data
discovered with a traditional bot classification algorithm.
The character and attributes of malicious accounts gives insight into their creator and the purpose and intended target audience for which they were created. Combined this helps social cyber security practitioners understand and defend against this emerging threat. Sun Tzu's ancient military advice claims that "If you know the enemy and know yourself, you need not fear the result of a hundred battles." Bot labeler allows leaders to understand the enemy in information warfare. Now all we must do is know ourselves.

## Chapter 7

## Characterizing Campaigns (Sketch-IO)


#### Abstract

Social cybersecurity analysts require the capability to rapidly delineate emerging information warfare campaigns. This includes mapping the effort across multiple social media platforms, identifying prominent themes, delineating targeted networks and populations, and measuring success. This type of campaign analysis needs to combine and enrich "tactical" tools such as bot, troll, and meme detection. In this chapter we present Sketch-IO, a proposed framework and supporting computational tools to automatically analyze streams that contain social media-based disinformation campaigns.


### 7.1 Introducing Campaign Analysis

Information warfare campaigns are right at our fingertips and yet difficult to grasp. As a myriad of actors participate in online conversations, it creates an ocean of data that is a mixture of various social media streams and conversations. In this ocean of data, it is non-trivial to separate steams and campaigns. In this chapter we will discuss pulling all of our research together to delineate and map information warfare campaigns.

In 2016 United States Department of Defense indicated their top information warfare related effort was to "improve the capability of the Department to monitor, analyze, characterize, assess, forecast, and visualize the [Information Environment]" [185]. This remains a top priority among many nations as they place increasing importance on defending their society and way of life from external manipulation.

There are several perspectives that we could use to map information warfare campaigns. In this chapter we will describe one perspective and use it to create a framework and develop methods to automate information campaign analysis. At the end of the chapter we will discuss other perspectives that could be used in a similar approach.

This chapter will start by discussing related military doctrine and research. It will then present and detail the Sketch-IO framework and automatic analysis tool that our team developed. This will include describing a prototype dashboard that we developed and tested. Finally, we present other information warfare frameworks that could be used to gain different views of an IO campaign.

### 7.2 Related Work

The most recent Army training manual "The Conduct of Information Operations" [121] defines the information environment, highlights interaction between the physical environment, information environment, and cognitive decision making, and details the information organization structure and operations process. This document is primarily oriented at the tactical level of war, and does not address characteristics of modern information campaigns that are emerging in the online information environment (OIE). Joint Publication 3-13 "Information Operations" goes a bit farther in using this framework to define target audiences, but does not go into detail on how Information Related Capabilities (IRC) are applied to accomplish detailed ends [222]. JP 3-13 uses the Graphic in Figure 7.1 to describe the environment, trying to relate the virtual environment, human/social environment, and physical environment as well as place all actors into three categories: key influencers, vulnerable populations, and mass audiences. While helpful in understanding the environment, this framework is too general and does not describe the "information flow" between actors.


Figure 7.1: Describing information environment and target audiences in Joint Publication 3-13 [222]

Waltz provides a thorough systems engineering approach of information warfare in his 1998 book "Information warfare: Principles and operations" [244]. He describes information warfare principles from both government and academic disciplines. In regard to frameworks, he defines information warfare principles by combining basic data science pipelines with the Observe, Orient, Decide, Act (OODA) loop originally proposed by Boyd [50]. Walz also combines strategic
processes with assessment (see Figure 7.2) that we intend to partially replicate in the modern information environment. Waltz does not address social media (it did not exist in 1998), and he is also focused on military against military, without fully appreciation the use of information warfare against a given population or larger society.

Alberts focuses on defensive information warfare [12], but also falls short of providing a framework for the age of social media. From marketing literature, Kim identifies a four step model for social media marketing: 1) Listening 2) Strategic Design, 3) Implementation and Monitoring and 4) Evaluation [139] from which we will derive some of our basic elements for Sketch-IO.


Figure 7.2: Waltz uses this graphic to describe the strategic development, implementation, and evaluation in information operations (This is from [244]). He defines GII as Global Information Infrastructure, NII in National Information Infrastructure, and DII is Defense Information Infrastructure.

Many of the works discussed above do not take into consideration the nature of online social media. Today's online environment does not have clear boundaries between civil and military. Civil, threat, and friendly actors are all mixed, and at times find themselves supporting similar narratives and voices (though for different reasons). This type of virtual battlefield creates challenges for military leaders who prefer clear boundaries and associated authorities.

### 7.3 Delineating Information Campaigns

The offensive information warfare campaign coordinator as well as the corporate social media marketing manager have a clear list of all their accounts and messages, and can easily identify what part of the larger conversation is theirs. For the defensive information warfare analyst, however, extracting a coordinated malicious campaign from a larger conversation is not trivial. Information warfare campaigns are designed to naturally blend in with the conversation, and
often come along side an existing social, political, or alternative movement. Trying to separate malicious actors and messages from these existing grassroots movements is difficult.

Several methods for filtering social media are available and can be used by themselves or in combination with other methods. These are listed and described below:

1. Key word filtering [147]
2. Snowball sampling [111]
3. Community detection [28]
4. Bot-match and graph/content embedding (Chapter 4)
5. Stance prediction [146]

Key word filtering involves using unique semantic tokens or a combination of tokens to extract a specific information campaign. A coordinated campaign will use unique hashtags, URLs, screen names, or other semantic tokens that can be used by themselves of in combination to identify a specific campaign. This key word filtering is often incorporated into the initial collection method, such as using these keywords on Twitter Streaming or REST API. Analysts can also dynamically update these terms as illustrated by Kumar [147]. Snowball sampling, originally proposed by Goodman in 1961 [111], can also be used to extract the network associated with an information campaign. Snowball sampling is used when an analyst can only identify one or more malicious accounts associated with a campaign. In snowball sampling, these malicious accounts are used as seed nodes, and the analyst then finds links to other accounts, and continues to recursively "snowball" to additional links until he/she is sufficiently satisfied that they have found the network of interest. Keyword filtering and snowball sampling are the primary collection methods to get an initial data stream or network.

Once the analyst has a stream or network, they can continue to extract the core campaign using community detection, embedding techniques, and stance prediction. If the underlying social network (links $=$ friends $\mid$ following connection) or communication network (links $=$ retweet $\mid$ reply $\mid$ mention) has clusters that are predominantly malicious actors, then community detection can be used to extract these clusters. While numerous community detection algorithms exist, our team has found that the louvain algorithm [46] is effective and scales to large data. If trying to extract dense subgraphs associated with echo chambers, we also leverage a dense subgraph detection algorithm by Benigni [27]. Various embedding techniques can be used to find "similar" accounts given a few seed accounts. These embedding techniques are described in detail in Chapter 4. Stance prediction as proposed by Kumar [146] can be used if the information campaign is aligned with a given stance in a polarized debate. This may be a stance on a controversial topic (abortion, climate change, etc) or may be a stance on a given conspiracy theory. Stance prediction can be used to extract all users who align with a given stance on a topic.

Together the above techniques are used to extract and reduce the data so that a given data set is largely associated with a given information campaign. This delineated campaign data becomes the input for Sketch-IO. The value derived from Sketch-IO relies heavily on the accuracy of the above methods in delineating the campaign. Data that is poorly delineated introduces significant noise into all analytics used for Sketch-IO.

### 7.4 Sketch-IO Framework

In Chapter 2 we detailed the various forms of maneuver in the narrative and network. The goal of Sketch IO is to map this manipulation to the information environment. Where is the content (text, image, video) being created and posted? How is this mapped to a network in mainstream social media (Twitter, Facebook, etc)? How is this supported with funding and organization? And how successful is the campaign? The template for this is provided in Figure 7.3. Below we will discuss each element of this framework. Later we will discuss operationalizing this with specific computational tools against a given information campaign.


Figure 7.3: The Sketch-IO Framework

### 7.4.1 Create Content/Narrative

One of the key tasks in mapping a known and delineated information campaign is identifying the source and popularity of multimedia content. Where are actors creating text, image, and video content in order to connect it with the target audience? Text content includes blogs (Medium, Blogger, WordPress, etc), traditional web sites, micro-blogs (Twitter, Gab, Sino Weibo), and messaging apps (Facebook Messenger, WhatsApp, Telegram). This text may be created by the IO organization, or it may be created by another actor and simply "pushed" by the IO organization.

Any online marketing or information campaign requires engaging visual content in order to attract attention. Increasing efforts are put into creative, engaging, attention-grabbing and
at times disturbing multi-media. Consumers often attribute increased veracity with increased quality of the video, and so those who sow disinformation attempt to create professional videos to get their deceit to stick.

While multi-media (images and video) can be uploaded directly to a specific social media platform (Twitter, Facebook, etc), it is often more efficient to load it to a site such as Instagram or Youtube and then link it directly to multiple platforms. In addition to uploading once and only having a single repository to update, the originator can collect engagement metrics for a single piece of multimedia from across platforms.

### 7.4.2 Spread Content \& Manipulate the Network

Social media platforms are the primary battleground where actors infiltrate and manipulate networks in order to prepare them for their narrative. For manipulation in the West, Facebook and Twitter reign supreme, with significant effort leveraged against both platforms. Efforts also exist on Gab, Pinterest, Reddit, and others, though at a lesser extent. In some parts of the world (Africa/Asia), WhatsApp has become a critical attack vector for disinformation. It is on this battlefield that actors conduct the BEND forms of maneuver outlined in Chapter 2. It is here that they build, bridge, nuke and narrow networks to prepare them for a specific narrative. This is where bots serve as force multipliers to push certain narratives and cyborgs and trolls incessantly attack other narratives and accounts.

In understanding the battlefield, we attempt to understand how the pieces and parts identified as content are mapped into networks and conversations. What are the target communities and topic groups? How are overt actors such as state media participating in the operation?

### 7.4.3 Key Performance Indicators: the "Tipping Point"

For information operations, determining whether or not you're successful is difficult. Although often compared to a marketing campaign, information operations lack hundreds of thousands of sales events that provide detailed metrics of performance. Nike, for example, can control most other variables, then introduce a marketing campaign, and confidently attribute changes in the revenue stream to the marketing campaign. The marketing campaign has changed the beliefs and behavior of people, and in this case they vote with their wallet. Information campaigns don't have a similar method to extract the true beliefs of an individual by forcing them to "put skin in the game." Polls are relatively infrequent and don't require participants to put any "skin in the game." On top of this, the evolution of collective beliefs and norms in a large culture are extremely complex and the result of a myriad of variables that are difficult to control for. There are, however, emerging behaviors that are indicators of success.

Performance indicators are defined "...as an item of information collected at regular intervals to track the performance of a system" [96]. From our study of information campaigns, it appears that IO organizations focus on a couple key performance metrics (KPI's) by which they track performance. The goal is to get their message or narrative to begin moving on its own. Evidence of this is 1) the narrative is picked up by mainstream news or news aggregators, 2) the narrative is propagated by key influencers (politicians, celebrities, etc), or 3 ) the narrative is picked up and
becomes a key tenet in a new or existing grassroots movement. We will discuss each of these below.

One of the key measures of success for an information campaign is to get mainstream media, media aggregators, or even alternative media to promote the narrative or story. Mainstream media includes primary media companies (ABC, NBC, Fox, New York Times, BBC, etc). News aggregators include services like Feedly, Google News, Flipboard, ThinkProgress, and the Drudge Report. These can be extremely influential, as evidenced by the fact that the Drudge Report jumped ahead of the New York Times in online popularity in 2018 [47]. Alternative News includes left leaning sites like Democracy Now! and the Jacobin and right leaning sites like Breitbart and the Sean Hannity Show. In some cases an information campaign may prefer the alternative media outlets since stories there may receive less scrutiny inside a left leaning or right leaning echo chamber. An information campaign narrative gains instant credibility and broad reach when it is picked up by these news outlets or news aggregators.

The next key measure of success is for an information campaign to receive direct support (think retweet) from key influencers such as celebrities, politicians, bloggers, or other online influencers. In the 2016 election campaign, Russian trolls were retweeted by 40 different politicians and celebrities, to include Presidential nominee Donald Trump and Twitter CEO Jack Dorsey [194]. This once again gives these actors and their narratives instant credibility and broad reach.

Finally, information warfare organizers attempt to launch a grass roots movement both virtually and in the physical world. This can often occur by tying their narrative to existing grass roots movements or subcultures (liberal groups, conservative groups, religious groups, LGBTQ groups, etc). These groups already have strong organization both online and offline, and it is easier to piggyback on their organization than to try to launch an entirely new movement.

### 7.4.4 Logistics and Organization

Information operations actors may try to financially support their effort through online solicitation. Financial support can be solicited using Paypal, GoFundMe, and Bitcoin technologies. These solicitations are often staffed through the social media platforms to possible donors.

The overarching goal of information operations is for the virtual world to have an effect on the physical world. Sometimes this is more direct, such as when the information operations attempts to organize physical events (protests, meetings) through these platforms. In these instances the information campaign is attempting to directly coordinate and start a grass roots movement. At times this coordination is accomplished through platforms like MeetUp, but at other times it is coordinated directly through the social media platforms. In Figure 7.4 we see examples of a bot coordinating anti-NATO protests in Scandinavia.

### 7.5 Operationalizing Sketch-IO

In addition to developing a helpful mental framework for social cybersecurity professionals to use to envision information campaigns, our goal is to operationalize the framework by filling


Figure 7.4: A bot/cyborg account organizes and promotes protests against a planned NATO exercise in Scandinavia.
in each of the framework components with details from a given information campaign. This is illustrated in Figure 7.5 .


Figure 7.5: To operationalize the Sketch-IO framework, we begin to populate the framework as illustrated here

In this section we will discuss how we operationalized the prototype dashboard and tested the dashboard on the Chinese disinformation campaign focused on Hong Kong and the National Basketball Association (NBA). This information operation event is discussed in more detail below.

### 7.5.1 Hong Kong, the NBA, and Chinese Information Operations

Originally a British Colony, Hong Kong came under Chinese authority in 1997. Hong Kong is governed with a more lenient system that is often called the "one country, two systems" policy. In June 2019 Hong Kong residents began protesting several proposals that would allow extradition to mainland China. These protests grew in scope and persisted, eventually becoming violent with police using lethal ammunition and protesters using homemade "petrol bombs." The Chinese Government has previously used social media information operations to support their narrative and objectives in Hong Kong. In two separate efforts Twitter has suspended and released data associated with these information operations [203].

On 4 October 2019 Daryl Morey, the General Manager of the Houston Rockets, posted the Tweet seen in Figure 7.6 declaring his support for the Hong Kong protesters. This resulted
in swift backlash from mainland China, which severed many business relationships with the Houston Rockets and the National Basketball Association (NBA) [253]. Morey and the NBA were targeted by a deliberate information campaign perpetrated by bots and trolls on social media [66]. Since many of these bots and trolls used Mr. Morey's screen name, we were able to use this as a search term to filter much of this disinformation campaign on Twitter.


## FIGHT FOR FREEDOM STAND WITH HONG KONG

## 7:41 PM • 04 Oct $19 \cdot$ Twitter Web App

Figure 7.6: The Tweet from Daryl Morey, General Manager of the Houston Rockets that incited a Chinese information operation

This gave us a delineated stream containing a deliberate information operation largely perpetrated by mainland China (though other actors could have capitalized on the event).

### 7.5.2 Identifying Engaging Content Across Platforms

The first step in characterizing an online social media campaign with the Sketch-IO framework is to identify the source content that is being mapped to a target audience. This includes the multi-media that is found across multiple platforms. Since these are being mapped into a target audience in the big social media platforms (Twitter, Facebook, etc), we can use the URLs in these streams to back into the original hosting sites and their respective media/content. In our prototype Sketch-IO app, we identify trending Youtube links, trending Facebook pages, and trending URL and domain names. This can be expanded to other trending sites of interest. Demonstrations of this can be found in Figure 7.7 and Figure 7.8. The content exploration tab also provides a temporal density plot as well as a dynamic network plot of the hashtag co-mention network. The
tables allow full exploration of the URLs, allowing the user to provide custom search queries. Additionally, the user can expand Bitly shortened links (by default these are not expanded since it can be computationally expensive to expand the links).


Figure 7.7: The Initial Landing page maps temporal patterns and hashtag comention plots


Figure 7.8: The content analysis identifies trending material from other platforms such as Youtube and Facebook

### 7.5.3 Identifying Methods of Network Manipulation and Narrative Dispersal

Having identified cross platform content that is trending in the campaign, the next step is to map content into virtual communities and topic groups. The "Battlefield" tab on the Sketch-IO prototype allows this exploration. It starts by providing the user with a network visualization of the largest component in the communication network. A communication network is defined as a network based on directed communication links in social media. In Twitter this includes directed links associated with retweets, mentions, and replies. This network is colored by community as detected by the Louvain community detection algorithm [46]. This interactive visualization allows the user to determine the macro shape and density of the conversation as well as identify
central and fringe communities in the conversation. A screen capture of this part of the Sketch-IO prototype is provided in Figure 7.9


Figure 7.9: The "Battlefield" tab outlines the manipulation of the network and methods to connect the narrative with that network. It also includes community analysis and topic group analysis.

The next analytic provided is an algorithm that determines if state sponsored media outlets are involved in the conversation. Involved means they are either authoring posts or are retweeted, mentioned, or replied to in the conversation. The results are aggregated by country. Examples of state sponsored media include RT and Sputnik from Russia, Voice of America from the United States, and Xinhua in China. While each of these vary widely in purpose, intended audience, level of independence, and method of dispersion, they nonetheless provide valuable insight. For example, in an analysis of the China NBA disinformation effort, it is interesting that China statesponsored media were found over 500 times in the data.

The next two analytics provided on this tab are focused on helping the analyst understand the communities and topic groups found in the data. Communities are groups of connected individuals that often gather virtually around a common interest or group of related topics. Topic groups are groups of people who discuss a common topic, but are not necessarily connected in the virtual or physical environments. To identify communities, we use the Louvain community detection algorithm [46] to detect communities in the conversation network, and then identify common hashtags in the 10 largest communities. To conduct topic group analysis, we concatenate hashtags by user and use this as a corpus for Latent Dirichlet Allocation (LDA) analysis for identifying topic groups [45]. By default this breaks it down into 5 topic groups. We acknowledge that aggregating all social media by user can create significant noise, especially when a user is involved with a wide variety of topics. This compromise facilitates reasonable computation times. Using concatenated hashtags as tokens, however, can only be meaningful if we have more than one or two tokens per document. This was accomplished by concatenating hashtags by user.

### 7.5.4 Finding Logistics Functions

As discussed above, IO Campaigns leverage the virtual world to access funding and to organize and coordinate meetings and protests. To operationalize this, Sketch-IO searches for URLs and
other key words associated with these online funding mechanisms (GoFundMe, Paypal, Bitcoin, etc) and organizational tools (meetup.com, etc). These are provided to the analyst in a searchable table.

### 7.5.5 Operationalizing Key Performance Metrics

The tab labeled KPI's allows an analyst to explore key performance indicators for the campaign. A screen capture of this is provided in Figure 7.10


Figure 7.10: The KPI tab looks at measures of how the conversation is going. This includes measuring abusive language, the influence of bots in the conversation, and the celebrities that are propagating bot messaging.

The prototype dashboard provides three analytics of interest. The value box at the top of the page shows the analyst the percentage of tweets that contain abusive or profane language. This measure indicates how effective the IO campaign has been in creating a divisive conversation.

The next analytic is an interactive table that simultaneously provides a Tier 1 bot score and eigenvector centrality measure of influence (based on the communications network). By exploring and sorting this table, and analyst can identify bots and other IO campaign accounts that have achieved high influence as measured by network centrality. Eigenvector centrality was selected because it helps identify those accounts that are connected to important accounts.

The final table identifies celebrity accounts that retweet bots. "Celebrity" status is determined by any account that has over 50 K followers. To identify bots, this algorithm extracts the retweeted status and user object from retweet tweets, writes these original tweets and user objects to disk, and then runs bot-hunter Tier 1 on the resulting data to determine how likely an account is a bot. Retweets of verified accounts are removed. Only celebrity retweets of likely bots that are not verified are returned to the user for interactive exploration.

### 7.6 Future Work

There are various other approaches one could take to map information warfare campaigns. One approach would involve mapping the information environment to lines of effort, as indicated in Figure 7.11. While our topic group analysis takes a step in this direction, it still falls short of fully delineating campaign lines of effort in multi-media. Another method would be to fill in the
template of WHO says WHAT to WHOM and with what EFFECT. This tool would largely focus on attribution of perpetrator and attribution of the target audience, with some content summarization and campaign assessment. While somewhat overlapping with Sketch-IO, both of these approaches would provide a different perspective on a given IO campaign. Due to scoping limitation, these were not explored in depth by our current effort, given our limited focus on attribution and content summarization.


Figure 7.11: Russian Disinformation Lines of Effort.

### 7.7 Conclusion

Social cyber security practitioners require a framework for describing general information campaigns that can be operationalized to quickly analyze and describe a specific information campaign. Sketch-IO provides this general framework to help senior leaders understand the mutually supporting parts of a campaign as well as providing analysts a means to disassemble and understand the pieces and parts of a given information campaign.

## Appendix A

## Characterization and Comparison of Russian and Chinese Disinformation Campaigns


#### Abstract

While substantial research has focused on social bot classification, less computational effort has focused on repeatable bot characterization. Binary classification into "bot" or "not bot" is just the first step in social cybersecurity workflows. Characterizing the malicious actors is the next step. To that end, this appendix will characterize data associated with state sponsored manipulation by Russia and the People's Republic of China. The data studied here was associated with information manipulation by state actors; the accounts were suspended by Twitter and subsequently all associated data was released to the public. Of the multiple data sets that Twitter released, we will focus on the data associated with the Russian Internet Research Agency and the People's Republic of China. The goal of this appendix is to compare these two important data sets while simultaneously developing repeatable workflows to characterize information operations for social cybersecurity.


## A. 1 Introduction

State and non-state actors leverage information operations to create strategic effects in an increasingly competitive world. While the art of influence and manipulation dates back to antiquity, technology today enable these influence operations at a scale and sophistication unmatched even a couple decades ago. Social media platforms have played a central role in the rise of technology enabled information warfare. As state and non-state actors increasingly leverage social media platforms as central to their ongoing information and propaganda operations, the social media platforms themselves have been forced to act.

One of the actions that Twitter took is to suspend accounts associated with state sponsoredpropaganda campaigns and then release this data to the public for analysis and transparency. So far they have only released data associated with state-sponsored manipulation and no other actor types. A summary of the data that they released is provided in Table A.1. The largest and most
prominent of these is the data associated with the Russian Internet Research Agency (IRA) and the Chinese data. The IRA data includes a well-documented information campaign to influence an election and otherwise cause division in the United States, and the Chinese data is associated with information manipulation around the Hong Kong protests.

Our analysis of the Chinese and IRA data is a means for us to begin developing repeatable ways to characterize malicious online actors. Our experience is that social cybersecurity analysts often use a supervised machine learning algorithm to conduct their initial triage of a specific social media stream, say a stream related to an election event. This supervised model will often label tens of thousands of accounts as likely automated/malicious, which is still too many to sift through manually. While there are ways for an analyst to prioritize this list (for example finding the intersection of the set of likely bots with the set of influential actors measured with eigenvector centrality), it would be nice to characterize these malicious actors in a richer way than binary classification of "bot" or "not". This appendix, using the IRA and Chinese data to illustrate, will pave the way for future research and tools that will provide a comprehensive bot-labeling workflow for characterizing malicious online actors.

Table A.1: List of Datasets that Twitter has released in association of state sponsored information manipulation.

| Year-Month | Country | Tweets | Users |
| :--- | :--- | ---: | ---: |
| $2018-10$ | Russia | $9,041,308$ | 3,667 |
| $2019-01$ | Russia | 920,761 | 361 |
| $2019-01$ | Bangladesh | 26,212 | 11 |
| $2019-01$ | Iran | $4,671,959$ | 2,496 |
| $2019-01$ | Venezuela | $8,950,562$ | 987 |
| $2019-04$ | Ecquador | 700,240 | 787 |
| $2019-04$ | Saudi Arabia | 340 | 6 |
| $2019-04$ | Spain | 56,712 | 216 |
| $2019-04$ | UAE | $1,540,428$ | 3,898 |
| $2019-04$ | Venezuela | $1,554,435$ | 611 |
| $2019-06$ | Russia | 2,288 | 3 |
| $2019-06$ | Iran | $4,289,439$ | 4,238 |
| $2019-06$ | Catalonia | 10,423 | 77 |
| $2019-08$ | China | $3,606,186$ | 890 |
| $2019-09$ | China | $10,241,545$ | 4324 |

The IRA data that we will study in this paper is the original data set that Twitter released under their then nascent elections transparency effort. This release was spurred by the fallout after the 2016 US election and increasing evidence of Russian manipulation. The data has been studied as part of the Mueller Special Counsel investigation as well as several independent analyses conducted on behalf of the US Senate.

The Chinese data was produced from behind China's firewall and based on the IP addresses associated with the activity Twitter believes was produced by the People's Republic of China or a sanctioned proxy. This manipulation was attempting to change the narrative of the Hong Kong
protest both for the residents of Hong Kong as well as the broader international community.
Before we spend some time going into a deeper comparison of these two data sets, we acknowledge that at a macro level they are very different because the target events are vastly different. In the case of the Russian IRA data, they were attempting to create a change in a foreign election on the other side of the world. In the Chinese case, they were largely trying to control the narrative of domestic events evolving inside their own borders. Acknowledging this macro level difference will shed some light on the other differences we uncover in this paper.

In addition to analyzing the core data that Twitter released to the public, we also collected additional data on all accounts that are mentioned, retweeted, replied to, or otherwise associated with the core data. This additional data was collected with the Twitter REST API, and throughout this paper we will refer to it as the periphery data. Note that this periphery data includes both malicious and non-malicious accounts. The malicious accounts have not been suspended by Twitter, and are either continuing to conduct information warfare or are in a dormant state waiting to be activated. The non-malicious accounts are accounts that became associated with the core data through a mention, retweet, or reply. These are often online actors that are either amplified or attacked in the information operation, or they could be innocent bystanders that bots and trolls mention to build a following link so that they can influence them. Note that at the end of this paper we will attempt to estimate the number of accounts in the periphery data that are malicious and still active.

While several papers and reports as well as news articles have explored each of these data sets individually, as of the time of this writing we have not found a paper or report that expressly compares them. In conducting this research, our goal in order of priority is to:

1. Develop repeatable workflows to characterize information operations,
2. Compare Russian and Chinese approaches to influence and manipulation of Twitter, and
3. Build on existing analysis of these unique data sets and the events and manipulation they are associated with.

In order to characterize and then compare these data sets, we will develop and illustrate the use of social cybersecurity analytics and visualization. In this paper we will specifically focus on visual network analysis, new geographic analysis using flag emojis, temporal analysis of language and hashtag market share, bot analysis using several supervised machine learning models, meme analysis of image memes, and analysis of state-sponsored media involvement. We will then finish up by analyzing and discussing the number of accounts in the periphery data that are still conducting or supporting state-sponsored information manipulation. Research such as this is key for threat assessment in the field of social cybersecurity [179].

## A. 2 Literature Review

Several reports and research papers have explored the data that Twitter released relative to the Russian/IRA and Chinese information operations. These are discussed below.

## A.2.1 Russia Internet Research Agency Data

Russia's Internet Research Agency (IRA) is a St. Petersburg based company that conducts information operations on social media on behalf of the Russian government and businesses. The company began operations in 2013 and has trained and employed over 1000 people [83].

The IRA data has had more time and research effort than the newer Chinese manipulation data. Even before Twitter released the data to the public they allowed several research organizations an early analysis to accompany the release. Notable among these preliminary and largely exploratory analysis is the research by the Digital Forensic Labs [183].

The Special Investigation "Mueller" report, released on April 18, 2019, detailed the IRA operations [176]. The 443 page report contains 16 pages dedicated to IRA manipulation of information surrounding the 2016 US Presidential election. The manipulation detailed in the redacted report includes organization of grassroots political efforts and use of accounts masquerading as grass roots political efforts. The report indicates that the IRA accounts posed as anti-immigration groups, Tea Party activists, Black lives matter activists, LGBTQ groups, religious groups (evangelical or Muslim groups), as well as other political activists. It also detailed the methods used and the organization of personnel against these methods. Two IRA employees received visas and traveled to the United States in order to better understand the social, cultural, and political cultures. IRA employees operated accounts initially focused on Twitter, Facebook, and Youtube but eventually including Tumblr and Instagram accounts. It also details the purchase of advertisements. It details a separate bot network that amplified IRA inauthentic user content. It noted that celebrities, politicians, and news outlets quoted, retweeted, or otherwise spread IRA messaging. The report outlines throughout the 16 pages how messaging for Trump was positive and supportive while the messaging for Clinton was negative. The IRA was also central to the February 2018 indictment of 13 Russian nationals by Special Counsel Robert Mueller [15].

The second report regarding the IRA was conducted by New Knowledge at the request of the US Senate Select Committee on intelligence (SSCI) and focused on Facebook, Instagram, Twitter, Youtube, Google+, Gmail, and Google Voice involving the IRA. The report also shows some evidence of IRA activity on Vine, Gab, Meetup, VKontakte, and LiveJournal. The data that Twitter provided to New Knowledge was roughly the same data that was released to the public, but was not hashed and contained IP addresses and other information. This highlights the IRA switch from Facebook/Twitter to Instagram following their negative publicity. It highlighted that Instagram outperformed Facebook, highlighting the importance of images and memes in information operations. Like the Mueller report it highlights targeted communities. It also discusses voter suppression operations, such as encouraging voters to vote for a third candidate, stay home on election day, or false advertisements for voting on Twitter. In addition to highlighting pro-Trump and anti-Clinton campaigns, it also highlights activity meant to divide, such as secessionist messaging. It then conducts temporal analysis, URL analysis, and other content analysis. They highlight some of the tactics, branding, and recruitment. It also highlights the IRA's attacks against Republican primary candidates. They conduct extensive analysis of the memetic warfare. They highlight the IRA tactic of amplifying conspiracy theories. Finally, they thoroughly highlight efforts to divide America through secession ("if Brexit, why not Texit"). To summarize, their analysis was primarily content, strategy, and effects across a sophisticated campaign that targeted Black, Left, and Right leaning groups. [83]

The Computational Propaganda Project, like New Knowledge, was provided data by the US Senate Select Committee on Intelligence, to include the Twitter IRA data. In addition to temporal analysis, categorical analysis, target population identification, limited network analysis, hashtag and content analysis. It focused on cross-platform activity [131].

Several other notable research efforts on the IRA include Arian Chen's lengthy New York Times Article entitled "The Agency" which details how the IRA organizes false alarms such as their Columbian Chemicals Explosion Hoax and the Ebola virus hoax [63]. Badawy et al conducts research of the 2016 IRA data and analyzes to what extent the effort supported the political left versus the political right [20], and is probably the closest article to the effort that we propose. Note that the Badawy effort only focuses on IRA data, and does not include any discussion of the Chinese data.

## A.2.2 Chinese Manipulation of Hong Kong Narrative

In August 2019 Twitter released data associated with information and platform manipulation by the Chinese government around the Hong Kong protests. Twitter claims this was a statebacked information operation. As evidence for this claim, they point to the fact that all of the activity and the associated IP addresses on the suspended accounts originated from within the People's Republic of China (PRC) even though Twitter is blocked by the PRC (i.e. China's 'Great Firewall'). While some users in China access Twitter through VPNs, the nature of VPNs means the IP addresses aren't from within the PRC. Twitter suspended the accounts for violating terms of service [203]. Censorship, while well documented, is difficult to measure [90].

The China data has had limited reporting on it. This is partially because it is newer, and also because it is harder to put together a cohesive picture of the data. Any cursory exploratory data analysis will often leave the researcher puzzled. Multiple posts on social media and elsewhere express this puzzlement. This is because the highest languages in the data are Indonesian, Arabic, and English, not Chinese. The most common hashtag is PTL ("Praise the Lord"). A substantial part of the data appears to involve an escort service or prostitution ring in Las Vegas, Asia and possibly elsewhere. It is only after extensive analysis that we will walk through in this report that the true nature of the data becomes evident.

While there is limited reporting on this data, we do want to call attention to the most thorough analysis we've found to date. The most comprehensive analysis we've found was conducted by Uren et al at the Australian Strategic Policy Institute [238]. This research highlights that these accounts attacked political opponents of the Communist Party of China (CPC) even before they began influencing the events in Hong Kong. Some of the primary conclusions of the report is that the Chinese approach appears reactionary and somewhat haphazard. They did not embed in virtual groups and slowly build influence, but rather generated simple spam that supported their messaging. This report does go into extensive temporal and geographic analysis that we will at times enhance but not duplicate. They do highlight that the lack of sophistication may be because it was outsourced to a contractor or because the government agency overseeing the operation lacked a full understanding of information operations. This report also highlights the fact that many of these accounts appear to be purchased at some point in their history. The authors show that 630 tweets contain phrases like 'test new owner', 'test', 'new own', etc. which are commonly used to show that a given account has come under new ownership.

## A. 3 Data

Twitter is a core platform for the global conversation, providing an open market for opinions and beliefs. By 2014 Twitter surpassed Facebook citations in the New York Times and by 2016 the New York Times cited Twitter more than twice as much as Facebook [243]. Online media often include Twitter posts of celebrities, politicians, and other elites in their content. To some extent, Twitter captures more of the global conversation (particularly in the West) while Facebook captures more of the local and topical conversations. Given this important opinion market, numerous actors attempt to market their ideas and at times manipulate the marketplace for their benefit.

Table A.2: Summary of Data

|  | IRA |  | China |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Core | Periphery | Core | Periphery |
| Tweets | $9,041,308$ | $47,741,450$ | $3,606,186$ | $32,616,654$ |
| Users | 3,667 | 667,455 | 890 | 20,4145 |
| Top 5 languages | ru,en,de,uk,bg | en,ru,es,de,ar | in,ar,en,pt,zh | en,ar,pt,in,es |

As mentioned above, the data is divided into the core data that Twitter released, as well as the periphery data that was associated with the core data. The periphery data includes any account that was mentioned, replied to, or retweeted by the core data. For every account in the periphery data, we collected the associated timeline (up to the last 200 tweets). A summary of the core and periphery data sets is provided in Table A.2.

## A. 4 Characterization and Comparison

## A.4.1 Network

Information operations by their very nature manipulate narratives and networks. In order to understand and characterize them, we must understand the network that they are embedded in. To do this, we used the core data that was suspended and released by Twitter, and developed a network of communications. Links in the network represent one of the directed communication actions a user can take on Twitter, namely mention, reply, and retweet. These are communication links, not friend/following links. Nodes in this graph include both core and periphery accounts.

The networks are seen in Figure A.1(a), with nodes colored by their most recent language. In the case of the Russian IRA data, we see clear lines of effort in Russian and English. When we zoom in on some of the Russian language clusters, we observe cascade communications that appear to be algorithmically created.

The conversation in the accounts used by the Chinese information operations is more complex primarily since these accounts seem to be recently purchased by the Chinese government or government proxy, and the earlier histories of these accounts is varied. We observe that, even though Arabic and Portuguese have a large proportion of the conversation by volume, their use is relegated to a few accounts that are structurally segregated from the rest of the network. The


Figure A.1: The conversational network of the core accounts suspended and released by Twitter (colored by most recent language used by account).

Chinese and English language campaigns are much more intertwined as China directs their information campaign at the Western world and at Hong Kong. While the messaging is aimed at Hong Kong, it is not necessarily aimed internal to China since Twitter is blocked by China's firewall.

## A.4.2 History of Accounts

In this section we will detail the history of these accounts. We believe that Figure A. 2 produces a good backdrop to explaining each of these campaigns and the differences between them. Each row in this graph is a single account with its tweets represented as points over time. This is colored by language (top 5 languages).

In the case of the Russian IRA, the timeline demonstrates a persistent effort to embed in both Russian and English language societies. Specific accounts embedded into target cultures and subcultures, learned to interact within the values and beliefs of the subculture, and then began to manipulate both the narrative and the network in these subcultures. We do see some evidence of dormancy with some accounts leaving the conversation for sometimes years at a time, but nonetheless consistent effort to curate virtual personae within a narrow context.

In the case of the Chinese disinformation effort, we see a very different approach. These accounts use multiple languages, exhibiting that these personas are not consistently embedding in the same networks and conversations. We also see long dormancy periods where these accounts are likely waiting to be activated or sold to a new bot handler. Then suddenly they all appear to be acquired or otherwise activated and begin tweeting in Chinese. This narrative accounts for the wide variety of languages and topics that baffled the cursory data explorer.

The history of the accounts shows a very different approach between the two disinformation campaigns. The Russian effort demonstrates a planned and persistent effort to embed into the target society, and especially within target subcultures. They did this in the Russian language to


Figure A.2: Tweets over Time Colored by Language
manipulate their own population, and in English to manipulate beliefs and actions in America. Once embedded these agents continued to develop a following and influence a larger and larger swath of the American populace.

The Chinese approach was much more reactionary, seems less planned, and did not have any persistent effort to embed in networks to affect influence. To some extent, the Chinese effort was simply to spam their narrative across the international community.

## A.4.3 Geography of Accounts

While the geography of both of these data sets have been explored to some extent, we wanted to take a little different approach to the geography of Twitter data. In our analysis here, we focus on the national flags that are often added to an actor's description field in Twitter. These flag emoji's are produced by using ISO 3166-1 internationally recognized two-letter country codes. Examples of flag emoji's are shown here . Flags are naturally used by individuals to associate themselves with a national identity. At times, individuals use multiple national flags in their description. Multiple national identities may be the result of immigration or a proud ex-patriot.

In our analysis of disinformation streams, however, we've seen bots and other malicious accounts use two or more flags in their profile. We believe that this is done so that an actor can leverage a curated and popular account in multiple target audiences and conversations. In particular we've seen this done with accounts so that they can participate in political conversations in North America and Europe, possibly in different languages, and make it looks as if they're just a passionate ex-patriot.

We found evidence of this behavior in the core data set, particularly in the IRA data. Two ex-


Figure A.3: The Distribution of Flag Emoji's in Account Descriptions. The high volume of unexpected flags used for the China data (such as Kuwait/Saudi Arabia) is due to the fact that many of these accounts were recently purchased by the Chinese government, and therefore most tweets and account descriptions by these accounts were produced by their previous owners.
amples are $=$ in $\underline{\underline{\underline{\underline{E}}}}$ and Russian $=$ living in the US $\underline{\underline{\underline{\underline{E}}}}$. In these cases, a description like this allows the casual observer to rationalize why the account switches back and forth between Russian and English and between Russian social/political conversations and American social/political issues.

To explore this at scale, we developed algorithms that would extract the flag emoji's and build distributions. When we did this we built a distribution of single occurring flags and then of multiple flag combinations. The results of this analysis are provided in Figure A.3. In particular we see a high number of US-Israel flags combinations among the Russian information operations. Also of note is a high number of US-Italian combinations. While many of these may be legitimate, we have observed some accounts in different data that are simultaneous meddling in US political debate in English while encouraging Italy to leave the European Union in Italian.

## A.4.4 Calculating Content Marketshare Over Time

Although we've already looked at the histories of these accounts, we wanted to understand temporal distributions better so that we can understand how these accounts were used over their life span as well as in the world events they're respectively associated with. To do this we explored the use of language and content over time with temporal market share.

To compute the temporal market share of language and hashtags we identified the top 8 languages and the top 12 hashtags in the core data for each operation, and their normalized portion (or market share) of the conversation over time. We see the visualization in Figure A. 4 . In the IRA data (graphs on left), we see a clear transition of information operations conducted in Russian to begin manipulation in Ukrainian, English and other languages almost exclusively focused on Europe and the West.


Figure A.4: Normalized Marketshare of Language and Hashtags for Core IRA and Chinese data suspended by Twitter

In the plot of IRA hashtag market share, two things jump out. The first is the sudden outsized growth of IRA support of the \#MAGA hashtag and the American right. The IRA did infiltrate the American left, but not to the same extent as the American right. The second and equally alarming observation is the long-term and persistent use of the \#blacklivesmatter hashtag as some of the IRA agents embedded into the African American subculture. The final but equally important observation we see here is that many of the hashtags are associated with a standard
news organization. Multiple accounts in the data attempted to appear as a local news source or news aggregator in order to have the appearance of legitimacy.

From the Chinese core data, we see a wide variety of languages with only a small uptick in Chinese language at the end. Likewise the hashtag plot only has a small uptick in English and Chinese use of Hong Kong at the end. While Twitter associated all of the accounts with deliberate operations by the Chinese, the actual volume of data associated with the Hong Kong protests is limited compared to the total volume over the life of these accounts.

## A.4.5 Bot Analysis

Social media bots are any account that has some level of action being automated by a computer. On Twitter tweeting, retweeting, replying, quoting, liking, following, and general searching can all be automated. In this section we leverage several bot detection tools to predict the number of accounts that appear to have automated behavior. Memes and bots are tools used to conduct information maneuvers in influence campaigns [34].

The models used below are two external models as well as two that were developed by our team. The first external model is the Debot model [60]. The Debot model is an unsupervised model that finds bots that are correlated using warped correlation. In other words, this model finds two or more accounts that are posting the same content at roughly the same time. The Debot team continually monitors parts of Twitter, and keeps a database of accounts that they've found to be correlated. In our search through the Russia and Twitter periphery data, we searched the Debot database to identify any of our accounts that have been found before. The second external model is the Botometer model (previously called the BotOrNot model) [74]. The Botometer model is a supervised machine learning model with well-documented feature space. The Botometer Application Programming Interface (API) accepts a user ID or screen names as input, scrapes the Twitter API using the consumer provided keys on the server side, and then returns a score for content, friends, network, sentiment, temporal, user, and the universal score for the account. Given this method, Botometer scores are only available for accounts that are still active (i.e. not suspended, private, or otherwise shutdown). Due to the time required to scrape the timeline, in both of our data sets we randomly sampled 5,000 accounts for the Botometer model.

We've also listed scores for two models developed internally. The Bot-Hunter suite of tools provides supervised bot detection at several data granularities. Tier 1 conducts bot detection with a feature space developed from the basic tweet JSON data that is returned by the Twitter API [30]. This includes features extracted from the user object and the tweet object. Tier 2 performs bot detection using the user's timeline (adding more content and temporal features), and Tier 3 uses the entire conversation around an account to predict the bot score [33]. Due to the computational cost of running Tier 3 (approximately 5 minutes per account), it is best for only a handful of accounts and was not used on these data sets. The Bot-Hunter Tier 1 model was run on all data, and the Tier2 was run on a random sample of 5000 accounts. Note that unlike Botometer, Bot-Hunter runs on existing data and was therefore able to predict on core, periphery, and suspended accounts. We've also developed an abridged version of Bot-Hunter Tier 1 that can run on the core data since it doesn't contain all features available for the unabridged model.

From Table A. 3 we see that models predict that $9-15 \%$ of the Russian core and periphery have likely automated behavior, with Hong Kong estimates slightly lower with Bot-Hunter predicting

Table A.3: Bot prediction for core and periphery data (\% of Total).

|  | Russia IRA |  | China (Hong Kong) |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Core | Periphery | Core | Periphery |
| Accounts |  | 697,296 |  | 204,920 |
| Debot | $* *$ | $1.07 \%$ | $* *$ | $0.66 \%$ |
| Botometer | $* *$ | $9.1 \pm 0.7 \%$ | $* *$ | $28.5 \pm 1.3 \%$ |
| Bot-Hunter Tier 1 |  | $13.20 \%$ |  | $8.68 \%$ |
| Bot-Hunter Tier 2 | $9.35 \%$ | $15.9 \pm 0.9 \%$ |  | $13.8 \pm 0.9 \%$ |
| Suspended/Closed | $100 \%$ | $4.30 \%$ | $100 \%$ | $0.30 \%$ |

$8-14 \%$ automated behavior and Botometer as the outlier with $28 \%$ prediction.
We get even more insight into these models and data by looking at Figure A.5. This shows the probability distribution and chosen thresholds for each of the models on the periphery data. The biggest takeaway in these images is the difference between the shape of the Botometer model and the Bot-Hunter models. Although both are trained with a similar supervised learning model (Random Forest Classifier), they were trained on very different training data. Because of this, Botometer shows that most accounts are very unlike automated accounts, whereas Bothunter models show that the majority of accounts seem to appear a little more automated. Given that both models are similar, these distributions indicate the suspect accounts associated with Russian and Chinese disinformation are more similar to the data that Bot-Hunter was trained on than the data that Botometer was trained on.

## A.4.6 Multi-Media Analysis

Richard Dawkins originally created the word meme in his book Selfish Gene in which he defined a meme as a "...noun that conveys the idea of a unit of cultural transmission, or a unit of imitation" [77]. Shifman later adapted and defined internet memes as artifacts that "(a) share common characteristics of content, form, and/or stance; (b) are created with awareness of each other; and (c) are circulated, imitated, and transformed via the internet by multiple users" [215, 216].

Internet memes, particularly multi-media memes, are increasingly used in online information warfare. This phenomenon has been highlighted in articles like the New York Time "The Mainstreaming of Political Memes Online" [49], and has been dubbed memetic warfare. To analyze memes in these two data sets, we developed a deep learning meme classifier to extract memes from the multi-media archives that Twitter shared along with the data. We ran this classifier on all images in the IRA data set, and on all Hong Kong related images in the China data set. Examples of IRA memes are provided in Figure A.6 and examples of China memes are provided in Figure A. 7.

From our analysis of these we see the IRA use memes at a much higher volume and sophistication. IRA memes involve significant creative content development and solid understanding of target subculture and biases. The IRA memes uses standard meme templates so that their memes fit in with the deluge of internet memes flowing around an election event. Their memes also cover the full spectrum of information operations forms of maneuver, to include all aspects of


Figure A.5: Probability distributions for bot prediction for Botometer, Bot-Hunter(BH) Tier 1 and Tier 2 with threshold shown.
supporting or attacking narratives and supporting or attacking networks.
The Chinese memes, in contrast, were hastily created and are primarily informational in nature. In fact, in many respects they do not meet the definition of a meme that Dawkins and Shifman put forward above, since we do not see significant evolution and transformation by multiple users. To some extent, they represent another facet of a campaign to spam the world with a particular narrative about the Hong Kong protests. Across their information campaigns, the Chinese seem reluctant to uses memes. While part of this may be cultural, another reason for their reluctance may be a worry that the evolution and propagation of memes is in the hands of the masses, not tightly controlled by central authorities. Memes can quickly turn negative toward the Chinese Communist Party and its leadership, as they did with Winnie the Pooh memes, causing party leadership to ban and censor Winnie the Pooh memes [169].

## A.4.7 State Sponsored Accounts

Part of the role of bots within information operations is to amplify certain voices within the conversation. With state-sponsored information operations, this often means amplifying statesponsored media. In recent years, Russia has increased the worldwide penetration of RT, Sputnik, and other state-sponsored news agencies, while China has been gaining greater international


Figure A.6: Russian IRA Memes
penetration with China Xinhua News. To measure the extent that to which this data is amplifying these voices, we collected a large list of all Twitter handles associated with these Russian and Chinese state owned media companies, as well as handles associated with several other countries state owned media (for example the US Voice of America) for comparison. While the degree to which each of these handles spread state "propaganda" varies widely, we provide them for comparison.

We then scanned the core data for both datasets to examine the degree to which each data set amplifies these state owned media companies. The results are provided in Table A.4.

Table A.4: Add caption

| State Owned Media | IRA Core Data | Chinese Core Data |
| :--- | :---: | :---: |
| Russian | 72,846 | 8 |
| Chinese | 226 | 1,400 |
| American | 11 | 0 |
| Korean | 0 | 2 |
| German | 62 | 2 |

As can be seen by this table, both the Chinese and especially the Russian dataset provides massive amplification for these state-owned media.


Figure A.7: China Memes

## A. 5 How many similar actors are left?

One of the biggest questions that remains after going through this data is "How many statesponsored actors are still at large in the virtual world and currently manipulating world events?" To try to answer this question we spent some time analyzing the periphery data that is still mostly 'alive' and active on Twitter. Some of these actors may have been randomly brought into the data set, possibly by bots that were randomly mentioning normal citizens on Twitter to build a following/friend tie and begin to influence them. Others, however, are undoubtedly part of the larger information campaign and are still conducting malicious and divisive operations.

As shown in Table A.3, approximately $10 \%$ of both streams exhibit bot like behavior (these are again conservative estimates). Of the accounts in the periphery, $85.2 \%$ of the Russian accounts and $64 \%$ of the Chinese accounts are active, meaning they are not dormant and have tweeted in the last 6 months. Additionally, these accounts continue to amplify state-owned propaganda. The IRA periphery amplifies Russian state-owned media 6,023 times, and the China periphery amplifies Chinese state-owned media 1,641 times.

Below we try to capture the primary topics that these accounts are embedding in. To do this we sampled 5000 accounts from the periphery of Russia and China, collected the last 200 tweets associated with each account. After selecting only those tweets in the last 6 months, we conducted topic analysis with latent Dirichlet allocation (LDA). By optimizing the Calinski

Harabaz score, we chose a k of 10 for LDA.
The Russian data shows clear topic groups that are attempting to meddle in Western affairs. The wordclouds of two of these topic groups is shown in Figure A.8. These images show a continued effort to divide America by further polarizing an already polarized political climate. Note that other topics not shown here include efforts to meddle in Europe (particularly amplifying the voice of the Yellow Vest Movement as well as far right groups) and meddle in Canadian elections (clearly seen in the prominent place of \#cdnpoli and \#elxn43 in one LDA topic group of every sample tested).


Figure A.8: Current Information Operations by Russia found in the periphery data
From this we find that the Chinese data is still too diverse. The periphery data is associated with the entire timeline of these accounts, and is therefore too diverse to define clear information operation efforts and identify them in topics. During LDA and further analysis we found $\sim 190 \mathrm{~K}$ accounts associated with Hong Kong, but they seemed to be across the spectrum of the discussion without any strongly coordinated disinformation operations (at least not in this periphery data). With the LDA analysis, we did find one sizable group that appeared to be against the current US administration. Once again, because of the randomness of the data it was difficult to claim this was due to a coordinated effort and not just caused by random bot behavior.

## A. 6 Conclusion

Throughout the data we see an experienced, sophisticated and well-resourced campaign by Russia's Internet Research Agency while we also observe a Chinese campaign that appears reactionary and ad hoc. Several major conclusions are summarized below:

- The IRA's effort included identification and study of target subcultures with significant effort to shape messaging to leverage existing biases.
- The Chinese effort was aimed at Hong Kong and the international community at large without evidence of extensive effort to identify a target audience or craft messaging for a specific audience.
- The IRA effort demonstrates an understanding of internet memes and a willingness to take risks in releasing multi-media messaging that will evolve in the masses.
- The Chinese effort demonstrates an unwillingness to release internet memes that will evolve outside of the direct control of central authorities.
- Both efforts, but particularly the Russian effort, demonstrate an effort to use these covert information operations to enhance the overt information operations conducted by stateowned media companies.

While the focus of this research is on manipulation by well-resourced nation-states, these same tactics can and are being used by smaller nation states (Saudi Arabia, Iran, Venezuela) and by non-state actors such as ISIS.

This work lays the foundation for building a repeatable end-to-end process for characterizing malicious actors in disinformation streams in social media, which is essential for national security [35]. These efforts to characterize actors will assist social cybersecurity analysts and researchers in getting beyond the binary classification of 'bot or not.' Future research will describe and illustrate this full workflow and several different data sets.

## Appendix B

## Agent Based Simulation of Bot Disinformation Maneuvers in Twitter


#### Abstract

Multiple state and non-state actors have recently used social media to conduct targeted disinformation operations for political effect. Even in the wake of these attacks, researchers struggle to fully understand these operations and more importantly measure their effect. The existing research is complicated by the fact that modeling and measuring a person's beliefs is difficult, and manipulating these beliefs in experimental settings is not morally permissible. Given these constraints, our team designed an Agent Based Model called twitter_sim that allows researchers to explore various disinformation forms of maneuver in a virtual environment. This model mirrors the Twitter Social Media Environment and is grounded in social influence theory. Having built this model, we demonstrate its use in exploring two disinformation forms of maneuver: 1) backing key influencers and 2) bridging two communities.


## B. 1 Introduction

As more information has become available detailing how Russia's Internet Research Agency (IRA) manipulated various societies and political processes across the world, researchers have worked to document the IRA's methods [34], develop ways to detect these methods [30, 60, 95], and determine how effective these methods are [39].

While these research efforts have effectively identified methods, target audiences and developed models to detect certain agents (bots/trolls), they still struggle to answer the question of impact. The primary challenge being that it is difficult to measure and label a person's beliefs, and even harder to measure the evolution of these beliefs over time while enumerating resulting decisions/actions. If is often difficult for a person to identify how a myriad of real and virtual social interactions and messaging affect their own decisions, let alone someone else to measure these. Laboratory experiments that attempt to manipulate a person's beliefs are not morally permissible, therefore, human subject experimental studies provide limited utility.

For decades researchers have attempted to fill this gap with models of information diffusion,
rumor propagation, and social influence more generally. These models include systems dynamics, discrete event simulation, and more recently agent based models. While others have modeled Twitter in these simulations, authors have generally abstracted away the mechanics of the Twitter environment (Tweets, replies, retweets, mentions, following, news feeds, etc). In our effort to model and evaluate disinformation forms of maneuver, we felt that it was important to explicitly model the mechanics of the Twitter environment, and we have not found any research effort that has done this. Our team set out to develop a special purpose ABM called twitter_sim where we model a given social media environment (Twitter), insert malicious agents (bots/trolls), conduct various disinformation forms of maneuver, and evaluate the emerging behavior. In addition to exploring disinformation maneuvers as we have done, twitter sim could be used for modeling marketing campaigns or as the backbone for a virtual social media training environment.
twitter_sim includes most of the actions of the Twitter environment (tweet, reply, retweet, mention, follow). It also includes heterogeneous human behavior on the platform, including varied rates of access, limited attention, dynamic network links based on homophily and social cues, and changed beliefs based on level of exposure weighted by homophily and authority.

In addition to describing and validating the twitter sim model, we have applied it on simulated networks to explore two disinformation forms of maneuver used by bots/trolls: 1) backing key influencers and 2) bridging two communities. Backing involves following and retweeting influencers to amplify their message. Bridging involves building links between two communities in order to introduce the ideas of one into the other. In this exploration our central question is 'What emergent behavior do we observe when bots back influencers or bridge networks in social media?' These maneuvers were selected because they were used by the IRA in information operations in the United States and Ukraine, and because these two methods can be similar in practice (bridging often involves backing influencers simultaneously in two communities in an effort to bring them closer).

## B. 2 Related Works

Early models of information diffusion on social media tried to use an epidemiology model known as the SIR Model (Susceptible, Infected, Recovered). Daley and Kendall produced the first model based on this [73], which was expanded in the mid 1970's by Maki and Thompson [164]. These models (often referred to as the DK and MK models) describe the three states as ignorants (S), spreaders (I), and stiflers (R). Early models that use the SIR model in social media include [263]. There have since been many different evolutions from the original models, the most prominent including the SI model [79], SIS (susceptible, infected, susceptible) model [125], SIHR (Susceptible, Infected, Hibernators, Recovered) model [267] and the SEIR (Susceptible, Exposed, Infected, Recovered) model [255] . This paradigm is still used in ABM models about Twitter, such as the study of earthquake rumors in Japan [229]. Several other works have criticized the epidemiological approach as overly simplistic since it generally assumes a homogeneous population connected in a simple network with a constant probability of infection, and because recovery mechanisms of epidemics (often vaccination) are different than the infection mechanisms, whereas in rumors the recovery mechanisms are very similar to the infection mechanisms (i.e. anti-rumor messaging) [234]. Li et al provides a thorough general survey of disinformation
models [155].

## B.2. 1 Agent Based Models of Social Media

Several other authors have conducted somewhat similar research using ABM's to model social media, particularly looking at the spread of rumors or misinformation. Tripathy et al [234] provides a network based ABM that consists of Neutral nodes, infected nodes (believed the rumor), vaccinated nodes (believe the anti-rumor before infection, and cured nodes (believe antirumor after infection). Additionally, Tripathy et al explores the idea of a beacon, which is similar in purpose to the "stifler" in earlier models. They indicate that a given authority detects a rumor at some point after the beginning of the rumor (a time delta that they vary and find important) and then position beacons which help to broadcast the anti-rumor message. Serrano [207] adapts earlier models by claiming the recovered users will not try to influence their neighbors, offering empirical evidence from Twitter to support this. A recent model by Wang et al. attempts to capture memory, conformity, differences in propensity to produce/spread rumors, and variance in trust to model rumor propagation with information entropy [245].

For those looking for a fuller background into ABM's modeling information diffusion in Twitter, Serrano et al provides a longer survey and analysis [206].

## B.2.2 The Construct Model

Some of what we will present in this paper builds on the Construct model originally presented in 1990 by Carley [54] and revisited in 2009 [55]. Construct is a general purpose social influence model that seeks to bring in the complex social dynamics that the are not present in the epidemiological models mentioned above. "Construct is the embodiment of constructuralism, a mega-theory which states that the sociocultural environment is continually being constructed and reconstructed through individual cycles of action, adaptation, and motivation." [55] Construct presents the idea that bounded rationality impact social interaction. Bounded rationality means that agents do not have access to all information (due to social position) and do not process/retain all information that they do have access to. The beliefs of others impact an agent's beliefs through a process called social influence [102].

Within Construct, the likelihood of interaction is based on relative similarity and relative expertise. Construct agents have general and transactive memory. General memory is the facts it knows and the beliefs it holds. The transactive memory is its view (not necessarily accurate) of "who knows who and who knows what" [54].

While not implementing the full construct model, our model is informed by several concepts that Construct introduces. These include bounded rationality (agents are bounded by position and expertise), likelihood of interaction based on similarity, interactions weighted by similarity and expertise, and a Twitter specific model of general and transactive memory.

A docking lite comparison of twitter_sim (our model), Construct, and SIR based epidemiological models is provided in Figure B. 1 .

Table B.1: Docking Lite Comparison of twitterSim, Construct, and SIR

|  | twitterSim | Construct | SIR |
| :---: | :---: | :---: | :---: |
| General Population | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Media Agents | $\checkmark$ | $\checkmark$ |  |
| Opinion Leaders | $\checkmark$ | $\checkmark$ |  |
| Information Access | $\checkmark$ | $\checkmark$ |  |
| General Memory | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| Transactive Memory |  | $\checkmark$ |  |
| Homophily | $\checkmark$ | $\checkmark$ |  |
| Influence of General Populace | $\checkmark$ | $\checkmark$ |  |
| Limited Attention | $\checkmark$ |  |  |
| Allow Dynamic Network | $\checkmark$ | $\checkmark$ |  |

## B.2.3 The Twitter Environment

Twitter began in 2006 as a way for people to share Short Message Service (SMS) messages with a maximum length of 140 characters. As such, it quickly became the first and arguably the largest of the "micro-blog" platforms. In the Twitter environment, users have a two way following mechanism that is rather unique among social media platforms. While many platforms allow an undirected network link that is established when both parties decide to be "friends", Twitter allows one-way directed links. Users follow other users. This creates a rich network where links represent either one-way following, both users follow each other (and are therefore "friends"), or neither follow.

Within the Twitter environment, users can interact in a variety of ways. These include the following actions:

1. Tweet: Users generate a short message that can include multimedia
2. Retweet: Users send another user's message to their followers without comment.
3. Quote: Users send another user's tweet to their followers with comment (starting a new thread)
4. Reply: A user replies to a tweet that someone else makes (remains in same thread as original tweet)
5. Mention: A user places another user's screen name to a tweet; the mentioned user is notified
6. Like: Users can like a tweet, which increases its prominence on the platform

Another aspect of Twitter and other social networks is that use of Twitter can vary significantly. Some users rarely $\log$ on and could be considered dormant. Others use it extremely often, while bots use it at the speed of algorithms. Many models of disinformation on Twitter don't capture this aspect of social media usage, assuming that every user will have a chance of influence in every time step, but this is something that we'd like to explicitly capture.

A Twitter user's feed is only populated by tweets, retweets, and replies produced by those accounts that they follow. While a user can search through the Twitter stream on their own, their
feed is only populated by a proprietary algorithm with tweets from those they follow (not those that follow them). twitter_sim explicitly models this structural constraint of the environment.

## B.2.4 Disinformation Maneuvers

The authors have previously outlined the BEND framework for identifying disinformation maneuvers [34]. In the BEND framework, information operations can target both the information and the network. Often, information warfare architects will attempt to manipulate both at the same time. The BEND Framework is summarized in Table B.2.

Table B.2: Summary of BEND Framework

|  | Network | Information |
| :---: | :---: | :---: |
| Pro | Back | Engage |
|  | Explain |  |
|  | Excite |  |
|  | Enhance |  |
| Con | Neutralize | Dismiss |
|  | Distort |  |
|  | Dismay |  |
|  | Distract |  |

We developed the twitter_sim environment primarily to explore these maneuvers in a virtual environment. From the list of 16 maneuvers, we selected back and bridge to initially explore because of our notion that bridging may simply be the same as backing but focused on two communities instead of a single community.

## B. 3 Modeling Twitter Environment with an Agent Based Model

In order to accomplish the goals discussed above, we developed an twitter_sim as an Agent Based Model in Python 3.6. Throughout the development process, we leveraged the rich network functions available in the networkx package [118]. Building this in Python on top of networkx allows the model to be adaptable and scalable (easily run in parallel on large compute resources), while shareable through open source software mechanisms. Although the models in this paper use scale free networks, the titter_sim model was developed to easily accommodate experiments on real world networks and events (i.e. humanitarian disaster or election event).

In twitter_sim we explicitly model users and their behavior on Twitter. We use three types of users that mirror the DK model: Normal users (ignorants), bots/trolls (spreaders), and truth defenders (stiflers). Only truth defenders and bots aggressively pursue information operations. Normal users, even once their beliefs begin to change, generally do not aggressively engage in a given campaign [207], but do propagate information messages through retweets.

Normal users and truth defenders begin at time 0 embedded into a preexisting network. Bots start at time zero on the periphery of this network with only a single link to a randomly selected
node. This therefore explicitly models the challenge that bot creators face in embedding and building position in networks and online communities.

As mentioned above, a Twitter users' feed is only populated by content produced by accounts that they follow. It is not populated with the content of people that follow them. twitter_sim models this behavior and populates an agent's Twitter feed with tweets from those they follow (their successors). This means that bots, while producing a much higher concentration of disinformation, will only start having an effect once they become embedded in real networks and build a following.

## B.3.1 Twitter use as a discrete event simulation

We have not found a model that considers that Twitter can only influence a user if they log on and read their Twitter feed. The inter-arrival time of people returning to Twitter varies widely. Some people use Twitter multiple times daily, while others check it every other month. Many set up an account, connect with a couple friends, and then never return to the platform.

In twitter_sim each agent stores the next time step that the agent will $\log$ on to Twitter, and won't read their feed, send tweets or adjust their beliefs until that time step. We've modeled the inter-arrival time as an exponential random distribution parameterized by $\lambda$, the mean hourly rate. We varied $\lambda$ with a uniform distribution ranging from 0.001 (once every 2 months) to 0.75 (18 times per day). These numbers are validated with empirical data later in the paper. Therefore inter-arrival time $T$ is defined as

$$
T \sim \text { Exponential }\left(\lambda_{i}\right) \quad \text { where } \quad \lambda_{i} \sim \text { uniform }(0.001,0.75)
$$

## B.3.2 Limited attention of users

Like other models [251], twitter_sim will model the limited attention that users have. During a given session where the user logs onto Twitter, they will only 'read' the last 4 to 20 tweets in their feed. Only read tweets are used in updating a user's beliefs. The number of 'read' tweets is a random uniform integer.

This limited attention behavior means that those accounts with a high in-degree will only read a small portion of their total feed, while less popular accounts have the potential to read most of their feed (depending on the rate of activity for them and their followers).

## B.3.3 Homophily impacts decisions

McPhersen et al introduced the idea of homophily in social networks with the idea of "birds of a feather flock together" [170]. McPhersen summarized homophily by stating the "similarity breeds connection." twitter_sim measures similarity between agents and uses this similarity to create new links as well as weight information (i.e. tweets from agents that are more similar to me will have greater impact on my beliefs).

In our model, homophily, or similarity, is measured by the similarity of out-links (followed accounts). If two agents follow many of the same accounts, then they are more similar. The overlap of followed accounts is measured by a Jaccard similarity of the adjacency matrix and is
updated on a weekly basis. The Jaccard similarity of User A and User B is therefore computed as follows:

$$
\text { similarity }=\frac{\text { successors }_{A} \cap \text { successors }_{B}}{\text { successors }_{A} \cup \text { successors }_{B}}
$$

## B.3.4 Influence

The level of influence or prestige for a user is measured as the normalized in-degree of the user. Other models have also used influence to inform probability of acceptance [245], though in our case we use only in-degree since Twitter is by nature a directed network. Most people would agree that 'important' or 'popular' accounts have many followers, but don't necessarily follow many accounts themselves.

The number of accounts a user can follow in Twitter is artificially capped at 5,000 until an account has more than 5,000 followers. In our scale-free networks out-degree is limited to a given percentage of the overall nodes in the network (usually 10-20\%). In-degree is unconstrained.

## B.3.5 Mentions and Retweets

Twitter allows users to mention a user in a tweet. This is done for multiple reasons, and alerts the mentioned user of the tweet. Mentions can also be used by average users as well as bots/trolls in an attempt to gain followers. Our model produces mentions with a given probability, and then a small portion of new links are directed to mentions.

Twitter allows a user to retweet another user's tweet. Retweeting without adding additional comment primarily serves the purpose of propagating the message. In our model all agents retweet with a given probability. All retweets carry the value of the original tweet (weighted by the homophily and influence of the originator) as opposed to the retweeter.

## B.3.6 Stiflers

On Twitter users actively counter disinformation, and this is often done with quotes and replies [19]. These users are often referred to as stiflers or beacons. $10 \%$ of the users in twitter_sim are labeled as stiflers. These users actively combat disinformation by spreading the counter message, which has a negative affect on disinformation belief.

Stiflers send one reply for every disinformation retweet they read in their inbox. This means that stiflers will be constrained by bounded rationality, and will only be able to counter messages that they are aware of (meaning they are produced by neighbors of the stifler). They are also constrained by limited attention since they only counter tweets they read.

## B.3.7 Modeling Impact of Global Conversation

Users are not only influenced by content produced by the accounts they follow, but are also allowed to search through tweets by topic, user, or hashtag. In doing so they are influenced by the larger global conversation occurring on Twitter. Our model explicitly models this as the
current mean belief of the network and uses it to update a person's beliefs when they log on. This is captured by the global $_{\text {perc }}$ parameter shown below.

## B.3.8 Changing Beliefs

Influence is measured as a continuous variable from 0 (does not believe disinformation) to 1 (dedicated disinformation believer). To calculate beliefs, we start by assigning a value to each tweet. This value is calculated as follows:

$$
\text { Tweet }_{\text {value }}=\text { type }^{\times} \text {similarity }_{i j} \times \text { influence }_{i}
$$

where type $\in\{-1,0,1\}$ indicating anti-disinformation (-1), noise (0), or disinformation (1). $i$ is the user sending the tweets, and $j \in\{$ followers of i$\}$. Belief is then computed with

$$
\text { belie } \left._{t}=\text { belie }_{t-1}+\left(\text { mean }^{\left(\text {tweets }_{\text {read }}\right)}+\text { global }_{\text {perc }}\right)\right) *\left(1-\text { belie }_{t-1}\right)
$$

The final term is designed to constrain the value between 0 and 1 . This also causes diminishing returns in belief (i.e. a dedicated disinformation believer will not become an even greater dedicated believer).

## B.3.9 Agent Based Model Algorithm

The basic time step of our agent based model is presented in Algorithm 2.

```
Algorithm 2 Pseudo-code for Twitter Disinformation Agent Based Model
initialization
for each time step do
if start of new week then Update similarity matrix Update influence vector (in-degree) Update global perception
```


## for each user do

```
if If user checks Twitter in this time step then Get new wake time Read Tweets Adjust belief value Create tweets Add retweets to tweets Create mentions Send tweets/mentions to followers With a given probability create new link with similar user With a given probability create new link with mention author
```

The above algorithm is only slightly modified if the user is a bot/troll or stifler. The stifler will send counter-disinformation replies instead of tweets. Bots send disinformation mixed with 20\% noise, and also attempt to add links during every session (normal users add link with probability $0.05)$.

## B. 4 Exploring Known Disinformation Maneuvers

In this section we will use twitter_sim to explore emergent behavior when bots/trolls conduct known disinformation forms of maneuver. In our study we decided to model backing and bridg-
ing. These two methods were selected from among the 16 maneuvers presented in the BEND framework discussed above.

## B.4. 1 Exploring Emergent Behavior when Bots Back Influencers

Backing involves following and retweeting influencers to amplify their message. Back is defined as "actions that increase the importance of the opinion leader" [34]. These actions can be as simple as following and retweeting the opinion leader. In our experimental design we compare the difference between bots randomly retweeting and following versus targeted backing of the influencers (agents with high in-degree).

Figure B.1 visualizes network topology and belief density before and after 500 time steps ( $\sim 2.5$ weeks). From this visualization we see the natural clustering that tends to occur due to homophily, as well as a limited belief uniformity within clusters. In Figure B.1(c) we also see the mean belief fluctuates as bots promote disinformation and stiflers try to suppress the disinformation campaign. Tweets by type are provided in Figure B.1(d).

We see that bots initially attract other bots to follow them, and in so doing will slowly get regular users to follow them. At the end of 500 time steps, most bots had 1 or at most 2 normal users following them (as well as 5 to 10 other bots). At face value this mimics what we observe and expect in our empirical bot research.

Given that, at face value, this small network mirrors the behavior we expect from bots that back and promote, we ran an experiment on larger networks. We conducted a total of 96 runs of the experiment on 1000 node small world networks with bot percentages that range from $5 \%$ up to $20 \%$. The experimental design is provided in Table B.3.

Table B.3: Experimental Design for Backing and Bridging

|  | Bot Percentage |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $5 \%$ | $8 \%$ | $10 \%$ | $12 \%$ | $15 \%$ | $20 \%$ |
| Baseline (random following) | 12 | 12 | 12 | 12 | 12 | 12 |
| Back (targeted following of influencers) | 12 | 12 | 12 | 12 | 12 | 12 |
| Bridge with Random Following | 12 | 12 | 12 | 12 | 12 | 12 |
| Bridge with Targeted Following | 12 | 12 | 12 | 12 | 12 | 12 |

The results are presented in Figure B.2. From the bottom part of this figure we see that stiflers can maintain a downward trend on belief in disinformation until the bot percentage exceeds $12 \%$. At a bot percentage of $12 \%$ the battle for belief is generally at a stalemate, and at bot percentages greater than $12 \%$ the bot campaign begins to build increasing belief in disinformation.

From the top part of Figure B. 2 we see that random following appears to perform better than targeted following in most scenarios, but never with statistically significant results. We found that in the targeted scenario bots were able to leverage the influence and prestige of the influencers to enhance their campaign, but they can't embed in networks and gain followers as fast as the random following scenario. Because the bots that randomly follow were able to embed in local networks and gain followers faster, they achieved at least parity with the bots that target influencers.


Figure B.1: 100 Node Scale Free Network Before and After 2.5 weeks of Bot backing operation and other normal Twitter behavior and network evolution (Bots are labeled with "B"

## B.4.2 Exploring Emergent Behavior when Bots "Bridge" Communities

Bridging involves building links between two communities in order to introduce the ideas of one into the other. Bridging is defined as "actions that build a connection between two or more groups" [34]. Our team has observed this behavior in political conversations in both the United States and in Europe. The perpetrators typically identify a target group or community that they want to influence with the ideas and norms of a separate group or community. For example, in US political events our team has observed efforts to connect far-right groups with Christian and other religious communities. The perpetrators first attempt to embed into the target community. Once embedded, they will begin to introduce ideas and create connections between the two groups.

It is important to note that the backing algorithms was not changed for bridging. The only difference is that the bots were given two communities instead of one. In the process we found that if bots conduct either random or targeted following (or backing) when given two communities, they will inevitably "bridge" those communities. This is an important confirmation for us. Even when researchers observe bots with high betweenness and make assumptions of an underlying intention to bridge, it may just be that a bot that is backing influencers has been intentionally or


Figure B.2: Results of Backing on 96 runs with random and targeted following
unintentionally oriented on two or more communities.
Figure B. 3 visualizes network topology and belief density before and after 500 time steps ( $\sim$ 2.5 weeks). Here we see two separate groups, one that strongly believes in the disinformation message, and one that does not. The bots have been inserted in the middle with a single following tie to each of the two communities. In Figure B.3(b) we observe the network after 500 time steps. We see that even after only $\sim 2.5$ weeks, the bots have already started to bring the two communities together and are starting to introduce the ideas of the one group into the other group. In Figure B.3(c) we see that the mean beliefs of the target community are already starting to increase, demonstrating that they are beginning to believe in the disinformation. In Figure B.3(d) we see the types of tweets sent during the $\sim 2.5$ weeks.

From this visualization we see that bridging does bring the two communities together, and that the siflers that are present in the target community are not able to prevent an increase in belief in the disinformation message. We also see the network topology evolve, bringing the two groups together, with the bots having high betweenness centrality.

Given that, at face value, this small network mirrors the behavior we expect from bots that bridge two communities, we set to run an experiment on larger networks. We conducted a total of 96 runs of the experiment on 2000 node small world networks with bot percentages that range from $5 \%$ up to $20 \%$. The target community consists of a 1000 node small world network with initial beliefs distributed between 0 and 0.5 , and the "host" network consists of a 1000 node small world network with initial beliefs distributed between 0.5 and 1 . The experimental design


Figure B.3: 100 Node Scale Free Network Before and After Bot 500 hours of Bot bridging operation and other normal Twitter behavior and network evolution (Bots are labeled with "B").
is provided in Table B.3.
The results are presented in Figure B.4. The bottom part of this figure is modeling the average belief of the target community (not the whole network). At a bot percentage of $12 \%$ the battle for belief is generally at a stalemate, and at bot percentages greater than $12 \%$ the bot campaign begins to build increasing belief in disinformation.

From the top part of Figure B. 2 we see that random and targeted following appear to be the same. This makes sense given the observation made above, and validates that a bot that is programmed to either back influencers or randomly promote, when intentionally or unintentionally pointed at two communities, will automatically begin bridging those communities and communicating beliefs and norms between them.

## B. 5 Validation

Most rumor propagation models measure the spread of the rumor, not the outcome in people's beliefs. This is primarily because it is easy to measure and validate the spread of the information,


Figure B.4: Results of Bridging on 96 runs with random and targeted following
but is nearly impossible to measure and validate the beliefs of an online community. While proxies may exist in some cases (for example stance can be inferred by some hashtags such as \#ClimateHoax or \#GunControlNow), these proxies may be weakly correlated and are subject to manipulation (hashtag latching for example). Even though we were not able to exactly model belief, we still kept belief based on exposure as our outcome variable, paired with a simulation that closely replicated the Twitter environment and the actions of agents within this environment.

Given these limitations, we focused our validation efforts on making sure we accurately modeled the behavior that we empirically see in Twitter. The focus of this validation was on estimating the distribution of the inter-arrival time of a Twitter Users' session (single log-on episode) and the activity of a single session. We also sought to make sure our distribution of original tweets, retweets, and replies replicated the distribution seen in typical Twitter streams.

To validate these metrics we collected three separate Twitter Streams. We collected tweets associated with followers of all US Congressional politicians and congressional candidates of the 2018 mid-term elections. From this we sampled 10M tweets from 56,908 users. The second data set was from tweets associated with users discussing the 2018 Swedish mid-term elections (18M Tweets from 101,260 users). The final data set was a sample of tweets from the $1 \%$ Twitter Sample (11M Tweets from 20,144 users). While there is evidence that this $1 \%$ sample is not random [175], we still felt that this would give a data perspective that was not necessarily tied to a political event/process.

For each data set we collected the last 200-600 tweets of the users. We then tried to segment
the tweet timeline into sessions. For the sake of this paper we determined that if any tweet interarrival time was greater than 15 minutes, that it constituted a new session. If tweet inter-arrival time was less than 15 minutes, we considered it as the same session. Having segmented the user timelines, we were then able to calculate tweet inter-arrival time, session inter-arrival time, the user rate (sessions per day), and the tweets per session. Descriptive statistics are provided in Table B.4.

We do want to highlight that numerous bots are present in this data. Using the bot-hunter tool [30] with a threshold of 0.6 , the US midterm election data contains $38.9 \%$ bots, the Swedish Election data contains $45.7 \%$ bots, and the $1 \%$ Sample contains $12.8 \%$ bots. Some of these bots tweet almost constantly, and therefore all tweets in our sample of their timelines were considered a single session. These accounts also can tweet at the speed of algorithms, which is why the minimum inter-arrival time for all three data sets rounds to 0 .

Table B.4: Empirical Validation of Twitter User 'Sessions'

| Twitter 1\% Sample |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mean | Min | 1st QT | Median | 3rd QT | Max |
| Tweet Interarrival (hrs) | 7.15 | 0 | 0.011 | 0.08 | 1.39 | 6.82 yrs |
| Session Interarrival (hrs) | 16.5 | 0.167 | 0.68 | 2.1 | 10.6 | 6.82 yrs |
| User Rate (Sessions/Day) | 9.73 | 0.00027 | 0.0086 | 0.032 | 0.15 | 111 K |
| Tweets per Session | 2.3 | 1 | 1 | 1 | 2 | $>3200$ |
| Swedish Election Data |  |  |  |  |  |  |
| Tweet Interarrival (hrs) | 33.5 | 0 | 0.027 | 0.3 | 10.3 | 10 yrs |
| Session Interarrival (hrs) | 60 | 0.167 | 1.14 | 7.31 | 27.3 | 10 yrs |
| User Rate (Sessions/Day) | 41.2 | 0.00024 | 0.004 | 0.02 | 0.166 | 1036 K |
| Tweets per Session | 1.76 | 1 | 1 | 1 | 3 | $>3200$ |


| US 2018 Midterm Election Data |  |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Tweet Interarrival (hrs) | 61.9 | 0 | 0.041 | 1.27 | 22 | 9.14 yrs |
| Session Interarrival (hrs) | 97.8 | 0.167 | 1.82 | 13.3 | 46.6 | 9.14 yrs |
| User Rate (Sessions/Day) | 3.7 | 0.00024 | 0.0018 | 0.0071 | 0.0447 | 20 K |
| Tweets per Session | 1.57 | 1 | 1 | 1 | 1 | $>3200$ |

Given at least one mention, the mean mentions for Sample and Sweden were approximately 1.5 mentions, while US elections was 3 mentions. Note that for all three data sources, the 75th percentile was still 1 mention, indicating a highly skewed distribution.

The number of tweets that are retweets, replies, or contain a mention is provided in Table B.5. From this we see that $40-50 \%$ of tweets are tweets, and $20-25 \%$ are a reply. We also see that approximately $70-80 \%$ contain a mention (note that all retweets contain a mention to the originator).

Table B.5: Portion of Tweets by Type

|  | Contain Mentions | Is a Retweet | Is a Reply |
| :--- | :---: | :---: | :---: |
| Twitter 1\% Sample | $68.80 \%$ | $48.90 \%$ | $19.70 \%$ |
| Swedish Elections | $80.20 \%$ | $49.70 \%$ | $26.50 \%$ |
| US Midterm Elections | $67.90 \%$ | $39.90 \%$ | $19.40 \%$ |

## B. 6 Conclusion

In this paper we've presented the twitter sim ABM designed for exploring the explicit actions users make in Twitter and capturing the varied actions of malicious agents like bots/tolls. We've demonstrated the use of this model in exploring the emerging behavior of specific disinformation maneuvers. Finally, we've validated some of the key variables in the model from empirical Twitter data.

From use of the twitter_sim model in exploring backing and bridging campaigns demonstrated that bots are not as effective if they don't embed in networks and gain a following, even if they are amplifying the messages of influencers. We also learned from the bridging experiment that bridging can occur simply by pointing bots that are programmed to back at multiple communities. In the process of backing key individuals, they will bridge the network.
twitter sim is an extremely adaptable and scalable agent based model that fills some key voids for those studying disinformation, information diffusion, or even marketing more generally. It also offers promise for those seeking a model to create a virtual social media environment for training environments.

## Appendix C

## Labeling Data with Random String Detection

This chapter offers one approach to annotating data. In this case, we develop a Tier 0 model that can find accounts that have 15 digit randomly generated alpha-numeric strings for their screen name. We have found hundreds of these involved in suspicious activity, and have not found one that clearly has human behavior...these are almost surely all bots. We then deploy the Tier 0 model to label a large number of accounts that we can then use for training our Tier 1, 2, and 3 models on. This approach gives us a large and diverse data set for training.

## C. 1 Related Work

Classifying strings as random or not random in order to filter or flag anomalous events has a limited background.

Several methods have been proposed for identifying or highlighting the randomness of character strings. Some have proposed leveraging Shannon's Entropy calculation [209] as a method for sorting strings by a measure of randomness. Some cyber security research teams have proposed a similar detection methods in order to detect domain names that are generated by Domain Generation Algorithms (DGA). These teams have separately used Kullback-Leibler Divergence [258], a dictionary approach [178] and Markov modeling [196].

The past research most closely connected to our effort was conducted by LinkedIn in 2013. At that time [99] presented the application of the Naive Bayes model on Character N-grams features of LinkedIn account names in order to identify spammy accounts (first and last name as provided by the account owner). This effort was very effective, and replaced the legacy spam detection models that LinkedIn was using on their OSN. To date, our team has not found any team that has replicated a similar approach to Twitter screen names.

## C.1. 1 Project background

Our team has focused on detecting, characterizing, and modeling the behavior of bots, bot networks and their creators. In doing this we've studied several recorded bot events. Recently we
focused on a known and publicized bot attack against the Atlantic Council Digital Forensic Labs (DFR Lab), and tangentially against the NATO Public Affairs Office. This attack primarily occurred between August 28 and August 30, 2017. We also focused on a recorded bot harassment event against journalists in Yemen [159]. In both events we observed numerous bot accounts that used 15 character randomly generated alpha-numeric strings for the screen name. Examples of this include Wy3wU4HegLlvHgC, 5JSQavWW3tvQwA7, and gG6RKc6QBqOLKyU (these are not real Twitter accounts). Note that these randomly generated strings always sample from upper and lower case alpha-numeric characters. Observing this phenomenon motivated the construction of this algorithm and its application on Twitter at large in order to observe other bots and bot actors that are using these same types of bot screen names. More importantly, we hope this dataset can be used as a large and diverse annotated bot training data for larger and more comprehensive machine learning models.

## C. 2 Modeling

## C.2.1 Feature engineering

In order to develop a random string detection model for this unique case, we constructed training data consisting of 200,000 non-random Twitter screen names (randomly sampled from Twitter and manually verified as non-random) and 200,000 randomly generated 15 digit strings. We then developed a combination of heuristic filtering and traditional machine learning models to label the string as random or not random. This development is described below.

For feature engineering, the primary feature that we extracted from the strings was character n -gram. For string $s$ with length $m$, a character n -gram is the $(m-n+1)$ sequential substrings of length $n$ found in string $s$. In our case, we explored several settings for $n$, to include using multiple values in the same feature set (i.e. using both bigrams and trigrams).

We then transformed the resulting sparse character n-gram matrix using term frequencyinverse document frequency (TF-IDF). TF-IDF is defined in Equation 1 and 2 below, and is used to scale the characters by the information that they provide. In our case, frequent characters in a string provide information, but not if they're frequent in all of the strings. To calculate the IDF for character $c$ in strings $s$, we take the logarithm of the ratio of the total number of strings in corpus $S$ by the number strings that contain $c$, as shown in Equation C. 1

$$
\begin{equation*}
i d f(c, S)=\log \frac{N}{|\{c \in S: c \in s\}|} \tag{C.1}
\end{equation*}
$$

We then calculate the TF-IDF for character $c$ in string $s$ found in corpus $S$ as follows

$$
\begin{equation*}
t f i d f(c, s, S)=t f(c, s) \dot{i} d f(c, S) \tag{C.2}
\end{equation*}
$$

This therefore weights characters that have a high local frequency but a lower global frequency. At first it may seem that TF-IDF is unnecessary since each character n-gram is equally likely in random strings, given a strong pseudo-random number generator. n-grams are not equally likely for human generated strings, however. Given this fact we felt it appropriate to transform the data with TF-IDF.

These features were merged with several other features. We started by merging the normalized count of upper case, lower case, and numeric characters. n-gram generation by default converts all text to lower case. We maintained this default behavior, but saw that the number of upper and lower case in letters in particular provided a strong signal. Since our training data contained some human generated strings that were not 15 characters in length, we normalized these counts.

Additionally, we included the Shannon string entropy in our feature set. Shannon string entropy, while not strong enough to use by itself in our case, still provides a strong signal that we felt would be useful. We will test this assumption below. Shannon entropy is defined in C.3, where $p_{i}$ is the normalized count for each character found in the string.

$$
\begin{equation*}
H(A)=-\sum_{i=1}^{n} p_{i} \log _{2} p_{i} \tag{C.3}
\end{equation*}
$$

The A full table of features is given in Table C. 1 .
Table C.1: Features for Random String Detection

| Feature | Type | Description |
| :--- | :--- | :--- |
| Character Bi-gram | Numeric | Term frequency inverse document fre- <br> quency of bi-gram |
| No. lower case | Numeric | Normalized count of lower case letters |
| No. upper case | Numeric | Normalized count of upper case letters |
| String entropy | Numeric | Shannon String entropy |

We used the scikit - learn package [189] to explore and build the machine learning classification model for Random Strings. We evaluated Naive Bayes, Logistic Regression, and Support Vector Machines (SVM) with 10 fold cross-validation. The results are presented in Table C. 2 . We conducted model comparisons between these models, and found SVM and Logistic Regression did are not statistically different $(t=0.62912, d f=18$, p.value $<0.5372)$. Given these results, we used Logistic Regression for our production model, given that it is simpler and faster. Note that this result entails significantly more training data than we used in earlier research (see [31]), where SVM performed better.

Table C.2: Model Performance in Classifying Randomly Generated Strings for Screen-names

| Model | Accuracy | F1 | Kappa | Precision | Recall | ROC AUC |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Log. Regression | 0.996 | 0.996 | 0.991 | 0.994 | 0.997 | 0.999 |
| Naïve Bayes | 0.969 | 0.97 | 0.939 | 0.947 | 0.995 | 0.996 |
| SVM | 0.996 | 0.996 | 0.993 | 0.995 | 0.998 | 1 |

Before predicting whether a string was random, we first applied several heuristic filters. These verified that 1 ) the string was 15 characters in length, and 2 ) contained at least one capital
letter, lower case letter, and numeric digit. This final filter was applied given that 15 character strings have a $0.02 \%$ chance of not containing a capital or lower case letter and a $7 \%$ chance of not containing a numeric digit. This heuristic was applied given that precision was a higher priority than recall.

In Figure C. 1 we evaluate the best value of $n$ (number of characters for n-gram) as well as whether or not using Shannon's Entropy as a column feature provides leverage in prediction. In this visualization we see that bigrams with Shannon's entropy provides the best leverage in predicting random strings.


Figure C.1: Evaluating $n$ (number of characters in n-gram) and use of Shannon's entropy as a feature

In addition to exploring the feature-based machine learning models discussed above, we also explored the use of Markov model of character sequencing, but found during initial exploration that this did not have sufficient power to classify the strings given the inherent random nature of human generated screen names. Additionally, we explored using Shannon entropy as the only measure for filtering these strings. Once again, while helpful, this method did not demonstrate sufficient power for our purposes.

## C.2.2 Model Deployment

Our primary use for the algorithm was to filter accounts with 15 character random strings from a Twitter data stream. To do this we ran a random sample from the Twitter Streaming API from 23 December 2017 to 20 June 2018. During this time the stream collected approximately 433 million tweets. This collection was done without any semantic or geographic filters, and we stored the raw JSON files that are returned by the Twitter API.

Having performed the collection, we next applied our algorithm to all 433 million tweets, filtering out all accounts that were labeled as having 15 digit randomly generated screen name. This produced a collection of 7.8 million tweets from 1.7 million unique accounts.

## C. 3 Model Evaluation

Given the desired use case of annotating diverse bot accounts, we conducted two evaluations on our results. First, we wanted to estimate the false positive rate on our random string detection, since false positives have a high likelihood of not being an autonomous account. To accomplish this we randomly selected 1,000 of the screen names that were labeled as random, and manually identified those that contained clear words or acronyms. Given this method, we estimate that our false positive rate is approximately $1 \%$.

Additionally, we wanted to estimate the percentage of random character screen name accounts that are automated, or appear automated. In other words, how many of our true positive random string accounts are truly bots. To estimate this, we randomly sampled 100 accounts, verified that the user name appeared random, and inspected the account in the Twitter web client. Of the 100 that we manually inspected, five were suspended, eight provided no results (most likely the account was closed by the user), and all others exhibited autonomous behavior. After thoroughly evaluating these 100 randomly sampled accounts we were satisfied that this methodology provides annotated bot data that is at least as accurate as honey pot data, and likely has a wider range of bot types.

## C.3.1 Data Characterization

One of our first tasks in exploring the data is to understand how these accounts differ from the average Twitter account, and whether those differences were uniform across the language of the bot creator.
$99 \%$ of the 7.8 million tweets in this dataset are associated with seven languages. It's interesting to note that none of the Continental European Languages (French, Spanish, German, Portuguese, Italian, etc) are in this list. Somewhat surprisingly, the proportion associated with Japanese and Arabic accounts is very high, second only to English. A full breakdown of the languages and a short general description of our observations are provided in Table C.3. Only 840 tweets contained coordinate locations, and these locations are strongly correlated to the languages mentioned below (United States, Japan, the broader Middle East, Russia, and Thailand).

The major observations from Table C. 3 are that the random string accounts are younger, less popular, and less active than the average Twitter account. We see that the median age for
the random bots is 224 days, compared to 1,248 days for your average active Twitter account. The median number of followers/friends ratio for the random string bots is $6 / 39$ versus 277/294 for the average Twitter account. We also see that the median random string bot account only produced 54 tweets over its lifetime, versus 8,216 for the average account (this comparison is affected by age difference).

Table C.3: Summary Statistics by Language

| Language \# of Accounts |  | Arabic English Japanese Korean Russian Thai Chinese other |  |  |  |  |  |  |  | $\begin{gathered} \text { Normal* } \\ 1599 \mathrm{~K} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 246K | 626K | 593K | 103K | 61 K | 47K | 21 K | 18K |  |
| Age | min | 61 | 61 | 61 | 61 | 62 | 61 | 62 | 61 | 6 |
|  | 25\% | 181 | 105 | 214 | 193 | 162 | 167 | 186 | 192 | 487 |
|  | 50\% | 264 | 165 | 361 | 260 | 292 | 246 | 288 | 297 | 1,248 |
|  | 75\% | 413 | 213 | 570 | 427 | 365 | 383 | 423 | 626 | 2,235 |
|  | max | 3,046 | 17,763 | 3,731 | 3,020 | 3,075 | 3,306 | 3,431 | 3,662 | 4,421 |
|  | mean | 326 | 210 | 449 | 342 | 322 | 310 | 357 | 550 | 1,412 |
|  | std | 216 | 253 | 315 | 229 | 228 | 219 | 247 | 609 | 1,008 |
| Followers Count | min | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 25\% | 3 | 0 | 2 | 0 | 0 | 1 | 0 | 2 | 78 |
|  | 50\% | 15 | 2 | 19 | 2 | 1 | 5 | 1 | 15 | 277 |
|  | 75\% | 63 | 17 | 108 | 10 | 5 | 24 | 6 | 85 | 818 |
|  | max | 828K | 1087K | 1322K | 23,681 | 54K | 177K | 50K | 944K | 40,550K |
|  | mean | 171 | 61 | 136 | 32 | 93 | 163 | 97 | 295 | 3376 |
|  | std | 2,716 | 2,054 | 2,366 | 268 | 1,013 | 2,044 | 921 | 7,581 | 94990 |
| Friends Count | min | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
|  | 25\% | 26 | 5 | 10 | 1 | 6 | 31 | 7 | 29 | 118 |
|  | 50\% | 79 | 26 | 49 | 21 | 31 | 88 | 32 | 91 | 294 |
|  | 75\% | 226 | 73 | 168 | 74 | 53 | 258 | 70 | 242 | 695 |
|  | max | 640K | 349K | 75K | 25K | 17K | 18K | 12K | 88K | 2,441K |
|  | mean | 297 | 101 | 178 | 92 | 130 | 257 | 98 | 298 | 1044 |
|  | std | 1,543 | 682 | 482 | 326 | 594 | 498 | 322 | 1,034 | 8227 |
| Tweet count | min | 1 | 1 | 1 | 1 | 1 | 1 | 1 | , | 1 |
|  | 25\% | 15 | 6 | 25 | 26 | 16 | 24 | 15 | 19 | 1813 |
|  | 50\% | 71 | 20 | 117 | 134 | 69 | 99 | 59 | 109 | 8216 |
|  | 75\% | 319 | 83 | 515 | 601 | 234 | 370 | 286 | 627 | 27318 |
|  | max | 532K | 806K | 994K | 228K | 114 K | 570K | 106K | 304K | 16,176K |
|  | mean | 819 | 301 | 930 | 934 | 456 | 684 | 517 | 1,727 | 26,652 |
|  | std | 3,753 | 3,180 | 4,301 | 3,652 | 2,226 | 4,195 | 2,036 | 7,981 | 66,180 |

* Normal Twitter Accounts were sampled from the Twitter Streaming API

While some languages (Arabic, Japanese, Korean, and Thai) appear to be slightly more popular and active, in general these random string accounts appear to have a high number of accounts that are dormant, or at least in a state of low activity. Some of these may be waiting to be activated for a given event or task, while others may be used for intimidation attacks (as some of
these were with the Yemen journalist discussed above). Intimidation accounts (accounts that follow a user in mass) do not need to be active or popular. Their intent is to push another account out of the Twitter conversation through intimidation.

Given the fact that our data set contains primarily bot accounts, we observed a number of account suspensions during the course of our study. Between mid-December 2017 and August 22 2018, 247,022 accounts ( $\sim 15 \%$ ) were suspended by Twitter, while 46,985 accounts ( $\sim 2.7 \%$ ) were removed by the user. As the media and politicians put pressure on Social Media companies, the natural response is to increase their policing of this automated behavior on their platforms.

## Appendix D

## Model Execution Times

This appendix provides computational time to execute the models presented in this thesis. The times listed in Table D. 1 were all conducted on Twitter JSON data and include the overhead of reading and processing the Twitter data. All tests were executed on a server running the Ubuntu 18.04 operating system, an Intel(R) Core(TM) i7-6900K CPU (3.20GHz) processor with 16 cores, 128GB or RAM and 4 Titan Xp GPUs. Execution time (Wall Time) is reported. All models were run on a single thread (though dependent packages may use multi-threading).

Table D.1: Measuring Execution Time for Models

| Model Family | Model Name | Computational Task | Wall Time (hh:mm:ss) |
| :---: | :---: | :---: | :---: |
| Bot-Hunter | Tier 0 | Classify 1000 Twitter Accounts | 00:00:00.4 |
|  | Tier 1 | Classify 1000 Twitter Accounts | 00:00:02 |
|  | Tier 2 | Classify 1000 Twitter Accounts | 00:15:43 |
|  | Tier 3 | Classify 100 Twitter Accounts | 08:41:10 |
|  | Graph-Hist Tier 3 | Classify 100 Twitter Accounts | 04:31:00 |
| External Model | Botometer | Classify 1000 Twitter Accounts | 02:50:00 |
| Meme-Hunter | OCR | Extract text from 1000 images | 00:10:07 |
|  | Vision Only | Classify 1000 images | 00:01:29 |
|  | Multi-Modal | Classify 1000 images | 00:22:55 |
|  | Template Based | Classify 1000 images | 00:01:07 |
| Bot-Match | Cosine Similarity | Create Document-Term Matrix for 1K Accounts | 00:00:31 |
|  |  | Create Document-Term Matrix for 10K Accounts | 00:14:41 |
|  | LDA | Embed Content of 1K Accounts | 00:05:45 |
|  |  | Embed Content of 10K Accounts | 00:36:52 |
|  | Node2Vec | Embed Twitter Network of 1K Accounts | 00:04:58 |
|  |  | Embed Twitter Network of 10K Accounts | 00:33:10 |
|  | Facebook BigGraph | Embed Twitter Network of 1K Accounts | 00:01:02 |
|  |  | Embed Twitter Network of 10K Accounts | 00:07:39 |
|  | GCN (10 epochs) | Embed Twitter Network of 1K Accounts | 00:13:06 |
|  |  | Embed Twitter Network of 10K Accounts | 00:41:30 |
| Bot-Labels | Normal | Characterize 100 Twitter Accounts | 01:36:39 |
|  | Fast | Characterize 100 Twitter Accounts | 00:13:25 |

## Appendix E

## Bot Field Guide

No effort to thwart modern disinformation efforts will be successful without educating the citizens of open democratic countries of the threats that exist in the modern social media environment. Bots, trolls, cyborgs, sockpuppets, and other agents are increasingly used to manipulate the marketplace of beliefs and ideas in social media, and the average social media user must learn to distinguish these accounts. This bot field guide is designed to help social media users understand and recognize these accounts. It is also used by researchers to help understand differences in statistics as well as differences in the performance of bot detection algorithms.
Although social media bots can create positive effects, a subset of malicious bots have recently gained widespread notoriety for their intervention and manipulation of the marketplace of information, ideas, and belief. These bots have been documented manipulating various world events, ranging from manipulating democratic election events to intimidating journalists and researchers. This new threat has led to an emerging discipline often called social cyber security. Social cybersecurity is focused on defending our citizens from malicious elements using technical means to hack our society. While the means are technical, the target is very human.

Many policy recommendations have been made to counter this emerging threat. Many of these policy recommendations are made without knowledge of the underlying technology, and will either be useless or possibly counter productive. For example, some recommend requiring the social media companies to provide users a means to flag "fake news", thereby crowd sourcing the effort. This recommendations fails to realize that if social media companies expose this functionality on their API or just on the front end of their application, then the same bot puppet masters now have a way to flag all content as "fake" at the speed of algorithms. This would make truth even more elusive than it is already today.

While many of the proposed policies are questionable at best, the only recommendation that is whole-heartedly endorsed by all parties is the requirement to educate the citizens of open democracies about how to vet news and sources in the modern information environment.

Toward this end, we have created a bot field guide to help internet users see and explore some of the malicious agents that are present on social media platforms, particularly the Twitter environment. While this field guide does not cover all possible bot types and actions, it does provide a diverse sampling of the types of bots that exist and that our team in the CASOS lab at Carnegie Mellon University have found in disinformation operations.

Figure E.1: Bots (red) involved in manipulating the conversation surrounding the Swedish national elections in 2018

For each account we provide a short summary, some visualization of timing, content, and followers, and finally some metrics regarding the account and what several modern bot detection algorithms predict regarding whether or not the account is a bot.

The field guide has the following sections:

1. NormalUsers (Personal, Commercial, Government)
2. Amplifier bots
3. Cyborg Bots
4. Chaos Bots
5. Coordinated Bots
6. Social Influence Bots
7. News Bots
8. Overt Bots
9. Intimidation Bots
10. Scam Bots
11. Bots related to specific countries
12. Random String Bots

## E. 1 Personal, commercial, and government accounts

Before we look at bot, troll, and cyborg accounts, lets first look at a few examples of normal accounts. It helps to have a better understanding of what "normal" looks like before we look at anomalies.

The following several pages will look at several commercial and government accounts. Take a look at the statistics and patterns of these "normal accounts" so that you can learn to distinguish these from anomalous accounts.

A. @target. We added Target to give an example of a commercial entity. Note that most of the activity is replies as the Target PR team works to interact with customers and maintain a strong brand reputation.

Types of Tweets


Languages





| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False | TargetRun | 69 | StealthedArrow | 9 | tgt.biz | 27.0 |
| Avg Sentiment (0-1) | 0.733 | bot-hunter Tier 1 | 0.5912 | vineyardvinesForTarget | 57 | NatGotti | 5 | target.com |  |
| Dormant Followers | $51.9 \%$ | bot-hunter Tier 2 | 0.434 | TargetHappens | 21 | TargetNews | 4 | bit.ly |  |
| Bot Followers | $50.0 \%$ | bot-hunter Tier 3 | 0.409 | TargetLittle | 17 | giannacollins33 | 4 |  |  |
| Avg Mentions | 1.021 | botometer | 0.0656 | TakePride | 12 | katscurious | 4 |  |  |
| Retweets RU Prop. | False | Debot | False | TargetRuns | 8 | vineyardvines | 3 |  |  |


B. @RussianEmbassy. This shows the activity of the Russian Embassy to the UK. Note that the Russians Embassies play an important role in Russia's disinformation campaigns. Also note that the bot-hunter suite of tools, trained to find Russian bots/trolls, classifies the Russian Embassy as a bot.


Languages




| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |  |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.018 | bot-hunter Tier 0 | False | Lavrov | 241 | Amb_Yakovenko | 433 | rusemb.org.uk |  |
| Avg Sentiment (0-1) | 0.686 | bot-hunter Tier 1 | 0.7374 | Zakharova | 127 | mfa_russia | 176 | bit.ly | 71 |
| Dormant Followers | $30.7 \%$ | bot-hunter Tier 2 | 0.4982 | WorldCup | 86 | RSGovUK | 150 | sciencedirect.com |  |
| Bot Followers | $51.2 \%$ | bot-hunter Tier 3 | 0.4220 | Russia2018Quiz | 82 | FIFAWorldCup | 79 | pscp.tv |  |
| Avg Mentions | 1.379 | botometer | 0.1033 | Salisbury | 41 | KremlinRussia | 7 |  |  |
| Retweets RU Prop. | True | Debot | False | Russia | 41 | rt.com | 7 |  |  |


C. @NSAGov. This gives an example of a US government agency. Note the account typically produces original content during a consistent 8 hour work day. Note that none of the bot detection methods falsely label this as a bot.

Types of Tweets
Languages




| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False | NSA | 756 | NSACareers | Count |  |
| Avg Sentiment (0-1) | 0.702 | bot-hunter Tier 1 | 0.3811 | news | 115 | NSAGov | bit.ly | 99 |
| usa.gov |  |  |  |  |  |  |  |  |
| Dormant Followers | $35.2 \%$ | bot-hunter Tier 2 | 0.272 | GenCyber | 98 | ODNIgov | 839 | ow.ly |
| Bot Followers | $52.9 \%$ | bot-hunter Tier 3 | 0.463 | CryptoChallenge | 96 | icontherecord | 37 | fb.me |
| Avg Mentions | 1.34 | botometer | 0.1196 | cybersecurity | 71 | DeptofDefense | 35 | tumblr.com |
| Retweets RU Prop. | False | Debot | False | TBT | 68 | WestPoint_USMA | 19 | facebook.com |

## E. 2 Amplifier Bots

Amplifier bots are used to propagate a message or amplify the voice of certain individuals/accounts. The easiest way to do this is through retweets and likes. It only takes a few lines of code to create an amplifier bot.

To create an amplifier bot focused on a message, the bot creator could create a bot that retweets any tweet with a given hashtag. For example, a bot can monitor the twitter stream, and every time it detects the hashtag \#flatearth, retweet the message.

To create an amplifier bot focused on amplifying an individual, the bot creator would simply create a bot that monitors all tweets produced by the account benefiting from the bot activity, and retweet all tweets.

More sophisticated bots could create more sophisticated rules for choosing what to amplify.

D. @NotNormalSwede. @NotNormalSwede was activated just for the Swedish Elections. Notice that it had zero friends or followers. It tweeted with Christian jargon that contained links to YouTube videos that contained strong racist, anti-Semitic and anti-immigrant arguments wrapped in religious argument.
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 Jesus Kristus varnar Sverige:
youtube.com/watch?v=yxU2fE...
\#val2018 \#valet \#svpol \#nyheter


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False | SVERIGE | 79 | SvKyrkansUnga | 3 | youtube.com |  |
| Avg Sentiment (0-1) | 0.6 | bot-hunter Tier 1 | 0.2455 | svpol | 1 | svenskakyrkan | 3 |  |  |
| Dormant Followers | NA | bot-hunter Tier 2 | 0.4175 | nyheter | 1 | zhekaqwet | 3 |  |  |
| Bot Followers | NA | bot-hunter Tier 3 | 0.452 | valet | 1 | Utrotalslam | 2 |  |  |
| Avg Mentions | 3.88 | botometer | 0.7248 | minförstatweet | 1 | buroa_sweden | 2 |  |  |
| Retweets RU Prop. | False | Debot | False | val2018 | 1 | Samah08969370 | 2 |  |  |


E. @YTex5as3QpFfXaW. YTex5as3QpFfXaW was discovered in the Yemen data; most retweets appear to be anti-Saudi Arabia and anti-coalition. All original tweets are dumb tweets. Note that all bot models don't predict this as a bot. It maintains a semi-normal tweet rate and ratio of original to retweet to reply. The only way to identify this as a bot is to manually see that all original tweets are dumb tweets and match that with the fact that the account doesn't have a normal circadian rhythm.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | :---: | :--- |
| Frd/Fol Ratio | 5.421 | bot-hunter Tier 0 | True | Hodeidah | 17 | Ali_Albukhaiti | 57 | rt.com |
| Avg Sentiment (0-1) | 0.671 | bot-hunter Tier 1 | 0.0998 | Houthi | 13 | HSaqqaf | 27 | erem.news |
| Dormant Followers | $35.8 \%$ | bot-hunter Tier 2 | 0.112 | Sana'a | 11 | akramHajarr | 23 | facebook.com |
| Bot Followers | $18.9 \%$ | bot-hunter Tier 3 | 0.264 | To whom | 11 | yawh | 2 |  |
| Avg Mentions | 1.048 | botometer | 0.6729 | Houthis | 9 | khaled50588 | 22 | Wthker.com |
| Retweets Russia Propaganda | True | Debot | False | The Houthis | 8 | MohAlmaswari | 21 | khabaragency.net |


F. @johndekker. We found @johndekker spreading anti-EU disinformation in Italy. John Dekker (with description MAGA, GOD-AMERICAN-FAMILY) seems to live in Italy, posts primarily in Italian, and almost exclusively focused on Italian politics and encourage Italian exit from EU. This shows how bots can be moved around the globe to participate in various conversations.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 2.402 | bot-hunter Tier 0 | False | Salvini | 23 | matteosalvinimi | 153 | fllwrs.com |
| Avg Sentiment (0-1) | 0.668 | bot-hunter Tier 1 | 0.5657 | PD | 14 | DiegoFusaro | 99 | bit.ly |
| Dormant Followers | $16.0 \%$ | bot-hunter Tier 2 | 0.7706 | Renzi | 11 | IAmJamesTheBond | 85 | imolaoggi.it |
| Bot Followers | $24.6 \%$ | bot-hunter Tier 3 | 0.686 | Aquarius | 10 | CesareSacchetti | 60 | liberoquotidiano.it |
| Avg Mentions | 1.379 | botometer | 0.1481 | PonteMorandi | 10 | Vickiegogreen | 5 |  |
| Retweets RU Prop. | True | Debot | False | pd | 9 | GiancarloDeRisi | 7 | 43 |
| voxnews.info | corriere.it | 6 |  |  |  |  |  |  |


G. @jk55044. We found @jk55044 linked to BALTOPS with an extremely high volume of tweets. This bot is unique in that it appears to amplify voices from America, Russia, and Ukraine. Bots like this are sometimes trying to embed in these respective networks.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 5.481 | bot-hunter Tier 0 | False | UNSC | 41 | jguaido | 122 | bit.ly | 37 |
| Avg Sentiment (0-1) | 0.658 | bot-hunter Tier 1 | 0.7578 | NATO | 36 | SecPompeo | 56 | pscp.tv | 15 |
| Dormant Followers | 24.9\% | bot-hunter Tier 2 | 0.6703 | Venezuela | 35 | AsambleaVE | 53 | youtu.be | 11 |
| Bot Followers | 28.7\% | bot-hunter Tier 3 | 0.614 | Russia | 32 | mbachelet | 51 | europa.eu | 8 |
| Avg Mentions | 1.436 | botometer | 0.2838 | Syria | 28 | UKUN_NewYork | 51 | ow.ly | 8 |
| Retweets RU Prop. | True | Debot | False | SOHR | 26 | franceonu | 46 | hill.cm | 7 |


H. @kattaB4. We found @kattaB4 as a prolific bot in the Swedish Elections. This account is amplifying some of the cyborg accounts.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.848 | bot-hunter Tier 0 | False | svpol | 131 | kattaB4 | 187 | svt.se | 26 |
| Avg Sentiment (0-1) | 0.59 | bot-hunter Tier 1 | 0.6497 | migpol | 19 | BengtHojer | 118 | samnytt.se | 25 |
| Dormant Followers | $32.5 \%$ | bot-hunter Tier 2 | 0.8694 | Trump | 7 | TommyFunebo | 101 | expressen.se | 17 |
| Bot Followers | $36.7 \%$ | bot-hunter Tier 3 | 0.542 | Expressen | 7 | Ericson_ubbhult | 85 | aftonbladet.se | 14 |
| Avg Mentions | 1.612 | botometer | 0.1481 | SVT | 4 | katjanouch | 67 | nyheteridag.se | 8 |
| Retweets RU Prop. | True | Debot | False | TV4 | 4 | svtnyheter | 61 | youtu.be | 8 |


I. @carrieksada. We found @carrieksada is a popular bot that amplifies the political right in the USA.

Types of Tweets
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.259 | bot-hunter Tier 0 | False | Iran | 27 | realDonaldTrump | 596 | dailywire.com |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.5241 | Soleimani | 21 | carrieksada | 366 | juliereichwein.info |
| Dormant Followers | $26.6 \%$ | bot-hunter Tier 2 | 0.8844 | ITSELF | 14 | michaelbeatty3 | 110 | foxnews.com |
| Bot Followers | $28.2 \%$ | bot-hunter Tier 3 | 0.409 | AND | 11 | steph93065 | 78 | buff.ly |
| Avg Mentions | 1.982 | botometer | 0.4745 | TehranNancy | 9 | ROHLL5 | 5 |  |
| Retweets RU Prop. | False | Debot | False | BREAKING | 9 | POTUS | bit.ly | bity |

## E. 3 Cyborg and Troll accounts

While we often try to force a binary classification of bot or human, in reality the same Twitter account can have both human activity and computer activity. Accounts that exhibit both human and computer activity are often called cyborg or hybrid accounts. On the far end of the spectrum of human activity, when a malicious or propaganda account has all human activity, it is often called a troll account.

Human activity on an account is often identified in nuanced dialogue, often in reply threads. Computer activity on these same accounts is often identified by the scale and timing of other messages. The computer often conducts amplification tasks at scale, while the human conducts the nuanced dialogue.

J. @Bill_Owen. @Bill_Owen was discovered in the Trident Juncture data and appears to be a sophisticated cyborg account
with possible links to Russia. Content focused on US politics and international events. High volume with nuanced dialogue.
J. @Bill_Owen. @Bill_Owen was discovered in the Trident Juncture data and appears to be a sophisticated cyborg account
with possible links to Russia. Content focused on US politics and international events. High volume with nuanced dialogue.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.735 | bot-hunter Tier 0 | False | PresidentsDay | 16 | ggreenwald | 292 | youtu.be |
| Avg Sentiment (0-1) | 0.57 | bot-hunter Tier 1 | 0.7642 | Hotthawa | 8 | PresumptuousBug | 206 | wikipedia.org |
| Dormant Followers | $27.2 \%$ | bot-hunter Tier 2 | 0.824 | Venezuela | 8 | trapdinawrpool | 99 | markdanner.com |
| Bot Followers | $45.5 \%$ | bot-hunter Tier 3 | 0.555 | FunFacts | 7 | Bill_Owen | 6 |  |
| Avg Mentions | 1.806 | botometer | 0.0765 | yearzeroamerica | 7 | shenebraskan | 88 | cbc.ca |
| Retweets RU Prop. | True | Debot | False | PTUIN | 7 | Pedinska | interc.pt | 81 |


K. @WamsuttaLives. We found @WamsuttaLives linked to @Bill_Owen. Note the @Bill_Owen appears to be a sophisticated cyborg account with highly possible links to Russia. @WamsuttaLives also appears to be a sophisticated cyborg or full time troll. Content focused on US politics and international events. High volume with nuanced dialogue.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.742 | bot-hunter Tier 0 | False | YellowVests | 3 | ggreenwald | 101 | youtube.com |
| Avg Sentiment (0-1) | 0.571 | bot-hunter Tier 1 | 0.8782 | YankeeGoHome | 2 | aaronjmate | 81 | youtu.be |
| Dormant Followers | $5.7 \%$ | bot-hunter Tier 2 | 0.6679 | IntegrityInitiative | 2 | BethLynch2020 | 72 | huffingtonpost.com |
| Bot Followers | $59.6 \%$ | bot-hunter Tier 3 | 0.621 | Russian | 2 | Bill_Owen | 62 | theintercept.com |
| Avg Mentions | 1.96 | botometer | 0.1285 | Venezuela | 2 | AOC | 7 |  |
| Retweets RU Prop. | False | Debot | False | MoveLeftldiots | 2 | bourgeoisalien | 44 | patreon.com |


L. @HoodedMan. HoodedMan was discovered in the Trident Juncture data, and was an adamant opponent of Trident Juncture, to include posting pictures appearing to organize protests against it. This account has extremely high volume and high retweets, with a decent likelihood of having some level of automation. This is most likely a cyborg account.

Languages





| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.84 | bot-hunter Tier 0 | False | Venezuela | 24 | HoodedMan | 147 | blogspot.com | 134 |
| Avg Sentiment (0-1) | 0.572 | bot-hunter Tier 1 | 0.6423 | amwriting | 15 | AdriMoreau | 127 | theguardian.com |  |
| Dormant Followers | $25.4 \%$ | bot-hunter Tier 2 | 0.6972 | bbcqt | 13 | AsterdisPrime | 19 |  |  |
| Bot Followers | $39.7 \%$ | bot-hunter Tier 3 | 0.613 | Gaza | 10 | BlueWatchman | 8idnight-fire.net |  |  |
| Avg Mentions | 1.755 | botometer | 0.2363 | US | 9 | TheWrongWoman | 8kwawkbox.org | 14 |  |
| Retweets RU Prop. | True | Debot | False | Israeli | 8 | ColeslamTalia | 57 | independent.co.uk | 13 |


M. @katjanouch. @katjanouch is the top mentioned agent and \#1 most influential account in the Swedish 2018 election. The account belongs to a Czech born Swedish Journalist who was criticized for spreading Russian Propaganda. Her Twitter account recently averages 62 Tweets per day. Her account supports Matteo Salvini (an Italian politician who is a Euro sceptic), Ari Fuld (an American Israeli settler with alleged connections to Alt-right movements), and the far right website "Voice of Europe"
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.047 | bot-hunter Tier 0 | False | svpol | 254 | katjanouch | 183 | samnytt.se | 45 |
| Avg Sentiment (0-1) | 0.587 | bot-hunter Tier 1 | 0.796 | migpol | 76 | sjunnedotcom | 97 | nyheteridag.se |  |
| Dormant Followers | $54.1 \%$ | bot-hunter Tier 2 | 0.8428 | GiletsJaunes | 31 | MickeK69 | 82 | expressen.se |  |
| Bot Followers | $58.8 \%$ | bot-hunter Tier 3 | 0.353 | projektsanning | 29 | thereseverdun | 66 | svt.se | 32 |
| Avg Mentions | 1.405 | botometer | 0.0608 | France | 13 | V_of_Europe | 65 | katerinamagasin.se | 21 |
| Retweets RU Prop. | False | Debot | False | Macron | 10 | PeterSellei | 62 | aftonbladet.se |  |


N. @Provokatoren. @Provokatoren is a bot that became \#4 in Betweenness Score for Swedish Elections This bot's goal is to bridge groups. It recently averaged 175 Tweets per day. Many tweets are anti-immigrant.
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| Metric | Value | Model | Probability | hashtag | count | Mention | Count | domain | count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 1.483 | bot-hunter Tier 0 | False | svpol | 747 | dumskallar | 330 | samnytt.se | 69 |
| Avg Sentiment (0-1) | 0.591 | bot-hunter Tier 1 | 0.6528 | migpol | 119 | MickeK69 | 219 | expressen.se |  |
| Dormant Followers | $26.3 \%$ | bot-hunter Tier 2 | 0.85 | EUval2019 | 18 | BengtHojer | 142 | svt.se | 32 |
| Bot Followers | $33.5 \%$ | bot-hunter Tier 3 | 0.428 | projektsanning | 13 | AlexandraHedbo1 | 126 | aftonbladet.se | 18 |
| Avg Mentions | 1.427 | botometer | 0.0765 | Svpol | 11 | ROGSAHL | 103 | nyheteridag.se | 13 |
| Retweets RU Prop. | False | Debot | False | Sverigebilden | 10 | socialdemokrat | 77 | ledarsidorna.se | 13 |


O. @spacelordrock. This is a very popular and influential Russian Troll and Propaganda account.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.002 | bot-hunter Tier 0 | False | Victory Day | 2 | KissZuriSwiss | 16 | youtu.be |
| Avg Sentiment (0-1) | 0.638 | bot-hunter Tier 1 | 0.1558 | JulianAssange | 1 | rlz ${ }_{t}$ he ${ }_{k}$ raken | 13 | ria.ru |
| Dormant Followers | $61.0 \%$ | bot-hunter Tier 2 | 0.4834 | Donetsk | 1 | Vityzeva | 11 | youtube.com |
| Bot Followers | $61.0 \%$ | bot-hunter Tier 3 | 0.335 | WWII | 1 | friendlybus | 11 | google.nl |
| Avg Mentions | 1.112 | botometer | 0.052 | 9maya | 1 | roughbear | 10 | news-front.info |
| Retweets Russia Propaganda | True | Debot | False | FreeAssange | 1 | spacelordrock | 9 | amedia.press |


P. @Partisangirl. We found @Partisangirl in numerous articles. This is a well known Russian/Syrian troll account that the Daily Beast called "The Kardashian Look-Alike Trolling for Assad".
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.01 | bot-hunter Tier 0 | False | Syria | 155 | Partisangirl | 233 | youtu.be | 37 |
| Avg Sentiment (0-1) | 0.55 | bot-hunter Tier 1 | 0.7592 | Israel | 65 | 21 WIRE | 63 | youtube.com | 19 |
| Dormant Followers | $23.7 \%$ | bot-hunter Tier 2 | 0.7259 | GolanHeights | 60 | PrisonPlanet | 52 | google.com.au |  |
| Bot Followers | $39.4 \%$ | bot-hunter Tier 3 | 0.491 | Idlib | 36 | CassandraRules | 49 | pscp.tv | 6 |
| Avg Mentions | 2.166 | botometer | 0.0657 | Trump | 27 | KevorkAlmassian | 49 | wikipedia.org |  |
| Retweets RU Prop. | True | Debot | False | Assange | 26 | GregoryPWaters | 47 | rt.com |  |


Q. @WhiteHelmetsEXP. The @WhiteHelmetsEXP cyborg account attacks the so-called white helmets. According to Wikipedia, "The White Helmets, officially known as Syria Civil Defence, is a volunteer organisation that operates in parts of rebel-controlled Syria and in Turkey."


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.441 | bot-hunter Tier 0 | False | AlQaeda | 582 | WhiteHelmetsEXP | 272 | youtube.com |
| Avg Sentiment (0-1) | 0.601 | bot-hunter Tier 1 | 0.6765 | WhiteHelmets | 417 | realDonaldTrump | 136 | rt.com |
| Dormant Followers | $10.9 \%$ | bot-hunter Tier 2 | 0.7627 | Israel | 148 | GeorgeMonbiot | 118 | mintpressnews.com |
| Bot Followers | $38.7 \%$ | bot-hunter Tier 3 | 0.562 | Syria | 68 | ClarkeMicah | 114 | youtu.be |
| Avg Mentions | 1.825 | botometer | 0.1481 | USUKQaeda | 49 | guardian | 10 |  |
| Retweets RU Prop. | True | Debot | False | Terrorism | 48 | PiersRobinson1 | 105 | 21stcenturywire.com |


R. @AfsEddam. This is a sophisticated cyborg that propped up AFS in Swedish election discussions


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.471 | bot-hunter Tier 0 | False | svpol | 81 | AfS_riks | 219 | youtu.be | 27 |
| Avg Sentiment (0-1) | 0.609 | bot-hunter Tier 1 | 0.2717 | AfS2018 | 70 | gustavkassel | 188 | samnytt.se | 26 |
| Dormant Followers | $10.4 \%$ | bot-hunter Tier 2 | 0.4333 | AfS2019 | 40 | Jeff_Ahl | 79 | youtube.com | 24 |
| Bot Followers | $31.3 \%$ | bot-hunter Tier 3 | 0.303 | val2018 | 24 | William_Hahne | 56 | nyadagbladet.se |  |
| Avg Mentions | 1.318 | botometer | 0.089 | AllaTillKungsan | 23 | Sambandet | 41 | pscp.tv | 10 |
| Retweets RU Prop. | True | Debot | False | valet2018 | 15 | erikberglund89 | 40 | friatider.se | 7 |


S. @IIIIIIIIIIIIII. We found @IIIIIIIIIIIIII linked to a sophisticated IO campaign against the new President of Ukraine. Of interest is the low score it received from Tier 1 bot-hunter (lowest bot score in the entire conversation). We leveraged bot-match to find bots like it. Location is 'Santa Clausville, N.P.'


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.409 | bot-hunter Tier 0 | False | RuhnovNovovSil | 7 | Allehor | 220 | youtu.be |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.103 | On the trap | 5 | poroshenko | 130 | facebook.com |
| Dormant Followers | $4.8 \%$ | bot-hunter Tier 2 | 0.6195 | Saakashvili | 5 | ZelenskyyUa | 96 | inforesist.org |
| Bot Followers | $29.4 \%$ | bot-hunter Tier 3 | 0.335 | shotutdum | 4 | zel_prezident | 77 | youtube.com |
| Avg Mentions | 1.599 | botometer | 0.0709 | APUTINHUILO | 4 | NoFated_ | 5 |  |
| Retweets RU Prop. | False | Debot | False | gunfire | 3 | 2eteam_official | 59 | independent.co.uk |


T. @morphonios. We found @morphonios to be a sophisticated cyborg designed to attack American foreign policy.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.019 | bot-hunter Tier 0 | False | Trump | 56 | realDonaldTrump | 69 | youtu.be |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.4203 | Iran | 45 | eRepublicUSA | 47 | haaretz.com |
| Dormant Followers | $21.4 \%$ | bot-hunter Tier 2 | 0.4935 | BDS | 26 | OfficialWHPress | 40 | youtube.com |
| Bot Followers | $35.7 \%$ | bot-hunter Tier 3 | 0.343 | Iraq | 17 | KathrynRTitus11 | 28 | myshopify.com |
| Avg Mentions | 1.225 | botometer | 0.0608 | ImpeachTrump | 14 | morphonios | 27 | blackstoneintel.com |
| Retweets RU Prop. | True | Debot | False | Syria | 13 | justinamash | 24 |  |

## E. 4 Chaos (random content) bots

Chaos or random content bots retweet and propagate random content. At times these accounts use the random content to hide the purpose of the account. In other words, the signal and message of interest is hidden within the noise of random retweets.

Chaos accounts are identified by content that spans the spectrum of topic and often language. On the next few pages we'll give a few examples of chaos accounts. Note that they generally have a uniform distribution over the time of day and have a good distribution of languages.

U. @rewteetmaster7. We found @retweetmaster7 linked to an attack on NATO. Note the uniform distribution for time of day as well as the wide variety of languages.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.016 | bot-hunter Tier 0 | False | BTS | 38 | BTS_twt | 51 | youtu.be | 11 |
| Avg Sentiment (0-1) | 0.638 | bot-hunter Tier 1 | 0.3859 | iHeartAwards | 23 | latelateshow | 17 | goo.gl | 10 |
| Dormant Followers | $41.0 \%$ | bot-hunter Tier 2 | 0.537 | BestFanArmy | 18 | weareoneEXO | 15 | bit.ly | 8 |
| Bot Followers | $27.0 \%$ | bot-hunter Tier 3 | 0.609 |  | 16 | BT21_ | 13 | tistory.com |  |
| Avg Mentions | 1.14 | botometer | 0.9206 | BTSARMY | 12 | 1theK | 13 | soompi.com | 4 |
| Retweets RU Prop. | False | Debot | False | InfinityWar | 11 | bts_bighit | 10 | instagram.com |  |


V. @SitwayenJay. We found @SitwayenJay linked to an attack on NATO. Note the uniform distribution for time of day as well as the wide variety of languages.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 2.296 | bot-hunter Tier 0 | False | haiti | 29 | Giebarreau | 180 | tmi.me | 26 |
| Avg Sentiment (0-1) | 0.669 | bot-hunter Tier 1 | 0.5016 | Fon_Pale_Mezanmi | 28 | timoza | 124 | gamebag.org | 18 |
| Dormant Followers | $60.3 \%$ | bot-hunter Tier 2 | 0.7255 | Haiti | 26 | carelpedre | 71 | youtu.be | 12 |
| Bot Followers | $43.5 \%$ | bot-hunter Tier 3 | 0.560 | np | 19 | craav | 54 | youtube.com | 10 |
| Avg Mentions | 1.254 | botometer | 0.7855 | Chanjman | 14 | DigicelHT | 45 | bit.ly | 9 |
| Retweets RU Prop. | False | Debot | False | oupakagason | 12 | PaGadAlem | 44 | ow.ly | 9 |


W. @Sophie755339261. The @Sophie755339261 posts random content in English that seems to hide the more political primary purpose of the account.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 10.526 | bot-hunter Tier 0 | False | USNavy | 17 | Fact | 764 | peoplem.ag | 44 |
| Avg Sentiment (0-1) | 0.688 | bot-hunter Tier 1 | 0.6417 | NYC | 16 | InspowerMinds | 206 | trib.al | 31 |
| Dormant Followers | 41.9\% | bot-hunter Tier 2 | 0.555 | SEALTeam | 12 | Inspire $_{U} s$ | 170 | bit.ly | 24 |
| Bot Followers | 26.3\% | bot-hunter Tier 3 | 0.642 | ChicagoMed | 12 | MotivatedLiving | 155 | aben.ws | 8 |
| Avg Mentions | 1.203 | botometer | 0.3366 | newyork | 9 | DavidRoads | 109 | bbc.in | 7 |
| Retweets RU Prop. | False | Debot | False | USStateVisit | 8 | Quote ${ }_{\text {Soup }}$ | 94 | 7ny.tv | 7 |

## Coordinated Bots

Coordinated or correlated bots are two or more bots that are all cloned to send roughly the same tweets/retweets at roughly the same time. When you look at the statistics of correlated accounts, you will see that the content and timing are very similar if not exact. Note that this correlation is created in one of two ways. Either 1) both accounts are created by the same bot "puppet-master" and were intentionally cloned, or a bot-puppet master created an account that exactly replicates another account that he/she does not own.

Several algorithms have been developed to help researchers and analysts identify correlated accounts. Notable among these methods the calculation of warped correlation, which powers the underlying algorithm of the Debot unsupervised bot detection algorithm.

On the next two pages we give an example of two accounts that are exactly correlated. Flipping back and forth you will notice that all distributions are exactly mirrored for both accounts.

X. @DefneSaligin. Compare this page with the following page...they have exactly the same plots.


| Metric | Value | Model | Probability | hashtag | count | Mention | Count | domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 3.027 | bot-hunter Tier 0 | False | BYvsEi | 13 | TurkiyeHareket | 139 | bit.ly |
| Avg Sentiment (0-1) | 0.702 | bot-hunter Tier 1 | 0.5173 | herşeyçokgüzelolacak | 13 | drekremculfa | 105 | hepsiburada.com |
| Dormant Followers | $2.1 \%$ | bot-hunter Tier 2 | 0.5787 | ekremimamoglu | 13 | ahmetbozkurt140 | 93 | Sistemkoin.com |
| Bot Followers | $12.0 \%$ | bot-hunter Tier 3 | 0.606 | matkitap | 12 | gazeteistiklal | 92 | natrumin.com.tr |
| Avg Mentions | 1.191 | botometer | 0.6164 | Natrumin | 12 | LokmanCagirici | 89 | kevserantik.com |
| Retweets RU Prop. | False | Debot | True | imamoglu | 9 |  |  |  |


Y. @uvercinkambenim. Compare this page with the previous page...they have exactly the same plots.


| Metric | Value | Model | Probability | hashtag | count | Mention | Count | domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.21 | bot-hunter Tier 0 | False | BYvsEi | 13 | TurkiyeHareket | 139 | bit.ly |
| Avg Sentiment (0-1) | 0.702 | bot-hunter Tier 1 | 0.4399 | ekremimamoglu | 13 | drekremculfa | 105 | hepsiburada.com |
| Dormant Followers | $43.6 \%$ | bot-hunter Tier 2 | 0.5589 | herşeyçokgüzelolacak | 13 | ahmetbozkurt140 | 93 | Sistemkoin.com |
| Bot Followers | $57.0 \%$ | bot-hunter Tier 3 | 0.691 | Natrumin | 12 | gazeteistiklal | 92 | natrumin.com.tr |
| Avg Mentions | 1.192 | botometer | 0.4337 | matkitap | 15 | 10 |  |  |
| Retweets RU Prop. | False | Debot | True | imamoglu | 11 | sevkanCagirici | 89 | n11.com |

## E. 5 Social Influence Bots

Social Influence bots attempt to manipulate the network and algorithms of social media by intentionally mentioning, retweeting, and liking each other. These efforts increase the visibility of these respective accounts and make them look more popular than they really are. Additionally, these efforts manipulate the algorithms that prioritize content.

At times these social influence bots and their respective bot-nets can be identified by identifying dense sub-graphs in the conversational network.

Z. @MiuAmaya. Japanese anime bot that seems to tweet about NATO often.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.811 | bot-hunter Tier 0 | False | NATO | 124 | starsandstripes | 145 | wapo.st | 68 |
| Avg Sentiment (0-1) | 0.707 | bot-hunter Tier 1 | 0.3897 | NIH | 54 | YonkersMBK | 124 | bit.ly | 49 |
| Dormant Followers | $9.5 \%$ | bot-hunter Tier 2 | 0.4452 | NYSMBK | 36 | PointsofLight | 111 | dlvr.it | 41 |
| Bot Followers | $20.3 \%$ | bot-hunter Tier 3 | 0.717 | DDay75 | 35 | NIH | 101 | youtu.be | 26 |
| Avg Mentions | 1.463 | botometer | 0.6164 | WeAreMBK | 33 | JoeBiden | 101 | stripes.com | 19 |
| Retweets RU Prop. | True | Debot | False | HIV | 21 | washingtonpost | 97 | nyti.ms | 13 |

## E. 6 News Bot Accounts

There are thousands of beneficial or productive bots that exist. One common type of productive bot is the news bot. A news bot can be used by both news producing agencies and news aggregators. Many news producing agencies have bot accounts that automatically post summaries and links to their news articles. Other news aggregating bot accounts monitor multiple news sites and automatically retweet or summarize news from a myriad of sites.

Note that some accounts that are set up to look like news bots have malicious intent. For example, Russia's Internet Research Agency (IRA) used accounts that looked like city news aggregators in the runnup to the 2016 US elections. These accounts had screen names like NewOrleansON and KansasDailyNews.

. @RT_Deutsch. This shows a Russian News Company propagating their news in Germany.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.009 | bot-hunter Tier 0 | False | USA | 83 | 451_grad | 78 | rt.com |
| Avg Sentiment (0-1) | 0.588 | bot-hunter Tier 1 | 0.4859 | LIVE | 70 | RT_Deutsch | 40 | youtube.com |
| Dormant Followers | $44.4 \%$ | bot-hunter Tier 2 | 0.3103 | Assange | 67 | FWarweg | 16 | youtu.be |
| Bot Followers | $52.5 \%$ | bot-hunter Tier 3 | 0.429 | Venezuela | 66 | BILD | 9 | rbth.com |
| Avg Mentions | 1.368 | botometer | 0.1112 | Russland | 61 | JulianRoepcke | 9 | facebook.com |
| Retweets RU Prop. | True | Debot | False | Iran | 53 | GertEwen | 9 | 9 |


. @SputnikInt. This shows a Russian state sponsored news feed.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False | Iran | 73 | realDonaldTrump | 119 | sptnkne.ws |
| Avg Sentiment (0-1) | 0.48 | bot-hunter Tier 1 | 0.1732 | Russia | 33 | Huawei | 21 |  |
| Dormant Followers | $37.1 \%$ | bot-hunter Tier 2 | 0.4922 | India | 29 | RTErdogan | 19 |  |
| Bot Followers | $48.4 \%$ | bot-hunter Tier 3 | 0.418 | China | 27 | NATO | 12 |  |
| Avg Mentions | 1.367 | botometer | 0.0562 | Putin | 23 | BorisJohnson | 12 |  |
| Retweets RU Prop. | True | Debot | False | Turkey | 16 | JZarif | 10 |  |


. @nytimestech. This shows how an American news company can use Twitter bots and Cyborgs to propagate their news.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False | nevertweet | 1.0 | bxchen | 41 | nyti.ms | 607 |
| Avg Sentiment (0-1) | 0.549 | bot-hunter Tier 1 | 0.2061 | TimesTalks | 1.0 | fmanjoo | 26 | JD.com | 4 |
| Dormant Followers | $53.1 \%$ | bot-hunter Tier 2 | 0.377 | MeToo | 1.0 | kevinroose | 23 | nytimes.com | 4 |
| Bot Followers | $53.7 \%$ | bot-hunter Tier 3 | 0.434 |  |  | jacknicas | 14 | Drive.ai | 4 |
| Avg Mentions | 1.222 | botometer | 0.0299 |  |  | SteveLohr | 12 | WordPress.com | 1 |
| Retweets RU Prop. | False | Debot | False |  |  | Mikelsaac | 10 | trib.al | 1 |

## E. 7 Overt Bot Accounts

Overt bots are accounts that explicitly claim to be a bot. Many of these accounts are either fun hobby bots or are beneficial and productive bots. Some of these, however, can be propaganda bots. By explicitly claiming to be a bot in the description, these accounts can be allowed to generate bot like activity on Twitter. But remember, the account description does not travel with the bot tweets.

The next two pages have some examples of overt bots, some of them beneficial, others less so.

. @earthquakeBot. This account is a very beneficial account that notifies people of earthquakes.


| Metric | Value | Model | Probability | Count | Hashtag | Count | Mention | Domain | Count |
| :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | :--- |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False |  |  |  |  | eqbot.com | 6385.0 |
| Avg Sentiment (0-1) | 0.571 | bot-hunter Tier 1 | 0.3145 |  |  |  |  |  |  |
| Dormant Followers | $29.7 \%$ | bot-hunter Tier 2 | 0.2063 |  |  |  |  |  |  |
| Bot Followers | $46.7 \%$ | bot-hunter Tier 3 | 0.315 |  |  |  |  |  |  |
| Avg Mentions |  | botometer | 0.3552 |  |  |  |  |  |  |
| Retweets RU Prop. | False | Debot | False |  |  |  |  |  |  |


. @DearAssistant. @DearAssistant provides an example of a personal assistant bot. This bot answers questions in much the same way that Apple Siri or Microsoft Cortana is able to answer questions.


Languages




| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False | eMOOCs2015 | 1.0 | labnol | 162 | i.am | 1.0 |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.3988 | 0000ff | 1.0 | howto_guides | 32 | t.co | 1.0 |
| Dormant Followers | 40.2\% | bot-hunter Tier 2 | 0.2838 | INDvsAUS | 1.0 | Atom2384 | 30 | talltweets.com | 1.0 |
| Bot Followers | 39.9\% | bot-hunter Tier 3 | 0.315 | FFOOFF | 1.0 | howto | 29 | java.com | 1.0 |
| Avg Mentions | 1.07 | botometer | 0.3552 |  |  | FabioReyes16 | 27 |  |  |
| Retweets RU Prop. | False | Debot | False |  |  | ktmweather | 23 |  |  |


. @RuGovEdits_en. @RuGovEdits_en is an overt bot that notifies followers of any Wikipedia edits from Russian Government IP space.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.01 | bot-hunter Tier 0 | False |  |  | RuGovEdits | 4 | wikipedia.org |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.1928 |  |  | AntNesterov | 2 | wikidata.org |
| Dormant Followers | $30.6 \%$ | bot-hunter Tier 2 | 0.3029 |  |  | trsonis | 1 | github.io |
| Bot Followers | $42.8 \%$ | bot-hunter Tier 3 | 0.324 |  |  | RuBlacklist_en | 1 | calvertjournal.com |
| Avg Mentions | 1.583 | botometer | 0.5362 |  |  | nysthee | 1 | wikimedia.org |
| Retweets RU Prop. | False | Debot | False |  |  | katewalters | 12 | 1 |


. @parliamentedits. @parliamentedits is an overt bot that notifies followers of any changes to Wikipedia made from the IP Space associated with the British Parliament.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False |  |  | edsu | 2 | wikipedia.org | 795.0 |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.295 |  |  | jonty | 1 | github.com | 2.0 |
| Dormant Followers | $17.4 \%$ | bot-hunter Tier 2 | 0.2591 |  |  | congressedits | 1 | wikimedia.org |  |
| Bot Followers | $36.3 \%$ | bot-hunter Tier 3 | 0.347 |  |  | RiksdagWikiEdit | 1 | whatdotheyknow.com |  |
| Avg Mentions | 1.8 | botometer | 0.4136 |  |  | parliamentedits | 1 |  |  |
| Retweets RU Prop. | False | Debot | False |  |  | tomscott | 1 |  |  |


. @NASA ${ }_{p} h o t o b^{r}$ ot. This is another positive bot that posts NASA pictures.
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| Metric | Value | Model | Probability | Count | Hashtag | Count | Mention | Domain | Count |
| :--- | ---: | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False |  |  |  |  | nasa.gov | 3248.0 |
| Avg Sentiment (0-1) | 0.629 | bot-hunter Tier 1 | 0.225 |  |  |  |  |  |  |
| Dormant Followers | $10.3 \%$ | bot-hunter Tier 2 | 0.0907 |  |  |  |  |  |  |
| Bot Followers | $40.7 \%$ | bot-hunter Tier 3 | 0.389 |  |  |  |  |  |  |
| Avg Mentions |  | botometer | 0.4745 |  |  |  |  |  |  |
| Retweets RU Prop. | False | Debot | False |  |  |  |  |  |  |


. @yodaism. Fun hobby bot for all the Star Wars fans out there.


| Metric | Value | Model | Probability | Count | Hashtag | Mention | Count | Count | Domain |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0.031 | bot-hunter Tier 0 | False |  |  | StarWarsInforms | 31 |  |  |
| Avg Sentiment (0-1) | 0.736 | bot-hunter Tier 1 | 0.3303 |  |  | NickFoxFighter | 13 |  |  |
| Dormant Followers | 38.2\% | bot-hunter Tier 2 | 0.1718 |  |  | wcn483 | 13 |  |  |
| Bot Followers | 25.1\% | bot-hunter Tier 3 | 0.339 |  |  | 442ndSiege | 12 |  |  |
| Avg Mentions | 1 | botometer | 0.1947 |  |  | Salt_SmashBook | 10 |  |  |
| Retweets RU Prop. | False | Debot | False |  |  | HeckingHeckMe | 10 |  |  |


. @TomTuTone1. This account shows the confusing nature of the modern environment. It's description states "High profile bot. Available for disinformation campaigns, kids parties, bar and bat mitzvahs and football tailgate parties. Make Russia Dark Again". Probably not made by the Russians...or was it???


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | :---: | :--- |
| Frd/Fol Ratio | 1.523 | bot-hunter Tier 0 | False | H2P | 24 | realDonaldTrump | 341 | foxnews.com |
| Avg Sentiment (0-1) | 0.598 | bot-hunter Tier 1 | 0.586 | TurnOnTheL19HTS | 12 | RomesburgJeremy | 92 | washex.am |
| Dormant Followers | $13.1 \%$ | bot-hunter Tier 2 | 0.6048 | Avenatti | 10 | Barnes_Law | 89 | fxn.ws |
| Bot Followers | $21.2 \%$ | bot-hunter Tier 3 | Deleted | Mueller | 9 | RKJ65 | 9 |  |
| Avg Mentions | 1.9 | botometer | 0.0608 | MAGA | 8 | JuddLegum | thehill.com |  |
| Retweets RU Prop. | False | Debot | False | Pitt | 7 | AllisonRFloyd | 77 | ow.ly |

## E. 8 Intimidation Bots

Intimidation bots are not designed to get friends. They are designed to follow designated target accounts in an attempt to push them off of Twitter. Intimidation accounts typically surge on the target account, following in large masses. These accounts can have disturbing images as their profile image.

In the next couple of pages we'll give some more tame examples of intimidation bots that we found attacking a journalist in the Middle East.

. @QqISA2kbHffP0gL. We found @QqlSA2kbHffP0gL conducting intimidation operations against a free lance journalist in Yemen. The "pinned" tweet for this account shows a video of a sniper attacking a woman, implying that similar harm may await those who do not cease and desist on Twitter. The translated text of the first pinned tweet with Arabic quote "The pain is to suffocate your heart and you can't scream.." The account doesn't tweet, it just follows individuals to intimidate them.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: |
| Frd/Fol Ratio | 5.182 | bot-hunter Tier 0 | True | Deeling | 1.0 | RandaAh82597393 | 1.0 |  |
| Avg Sentiment (0-1) | 0.619 | bot-hunter Tier 1 | 0.8264 |  |  |  |  |  |
| Dormant Followers | $27.3 \%$ | bot-hunter Tier 2 | 0.6997 |  |  |  |  |  |
| Bot Followers | $18.2 \%$ | bot-hunter Tier 3 | 0.299 |  |  |  |  |  |
| Avg Mentions | 1 | botometer | 0.8762 |  |  |  |  |  |
| Retweets Russia Propaganda | False | Debot | False |  |  |  |  |  |

## E. 9 Coordinated Scam Accounts

Scam bots are accounts that work together to make a scam appear legitimate.
The next pages will present some examples of Bitcoin scam bots.

. @cordero3241977. We found @cordero3241977 linked to a Bitcoin bot scam often called the McAffee Bot Scam. This scam was able to steal 10's of thousands of dollars.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: | ---: |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False |  |  | realDonaldTrump | 1.0 |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.5577 |  |  |  |  |  |
| Dormant Followers | $35.7 \%$ | bot-hunter Tier 2 | 0.6035 |  |  |  |  |  |
| Bot Followers | $71.4 \%$ | bot-hunter Tier 3 | Suspended |  |  |  |  |  |
| Avg Mentions | 1 | botometer | 0.7929 |  |  |  |  |  |
| Retweets RU Prop. | False | Debot | True |  |  |  |  |  |


. @AmyPhil01235261. We found @AmyPhil01235261 linked to a McAffee Bot Scam that stole 10's of thousands of dollars. The @AmyPhil01235261 account would reply to the scam attempting to give it legitimacy. Tweets were "thank you Bakkt! got my 7 BTC" and "Great stuff! Gonna tell my friends asap." As seen here, many of these were honey-pot accounts.
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: |
| Frd/Fol Ratio | 0 | bot-hunter Tier 0 | False |  |  | realDonaldTrump | 16 |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.308 |  |  | elonmusk | 15 |  |
| Dormant Followers | $36.4 \%$ | bot-hunter Tier 2 | 0.3088 |  |  | Bakkt | 14 |  |
| Bot Followers | $77.3 \%$ | bot-hunter Tier 3 | Suspended |  |  | Patrici27351679 | 5 |  |
| Avg Mentions | 3.345 | botometer | 0.5968 |  |  | MadeleinTN90 | 5 |  |
| Retweets RU Prop. | False | Debot | True |  |  | MokeSahri | 4 |  |


．＠AlexandrVO85．We found＠AlexandrVO85 linked to the McAfee Bitcoin Scam．


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: |
| Count |  |  |  |  |  |  |  |  |
| Frd／Fol Ratio | 3.067 | bot－hunter Tier 0 | False | Ripple | 1.0 | SaraFrasGN96 | 8 |  |
| Avg Sentiment（0－1） |  | bot－hunter Tier 1 | 0.692 |  |  | HopeSlayKE92 | 8 |  |
| Dormant Followers | $33.3 \%$ | bot－hunter Tier 2 | 0.4561 |  |  | GudrunDaLQ99 | 7 |  |
| Bot Followers | $73.3 \%$ | bot－hunter Tier 3 | 0.541 |  |  | michellebond111 | 7 |  |
| Avg Mentions | 7.4 | botometer | 0.7990 |  |  | Ripple | 6 |  |
| Retweets RU Prop． | False | Debot | False |  |  | GiannaPeUA99 | 6 |  |


. @TeresaBISZ92. We found @TeresaBlSZ92 linked to the McAfee Bitcoin Scam.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: |
| Frd/Fol Ratio | 1.474 | bot-hunter Tier 0 | False |  |  | realDonaldTrump | 7 | pscp.tv | 1.0 |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.5781 |  |  | LexieWhiGH91 | 5 |  |  |
| Dormant Followers | $31.6 \%$ | bot-hunter Tier 2 | 0.4199 |  |  | RicochetVC94 | 4 |  |  |
| Bot Followers | $57.9 \%$ | bot-hunter Tier 3 | Suspended |  |  | BrianneVYS89 | 3 |  |  |
| Avg Mentions | 5.2 | botometer | 0.7713 |  |  | ImogenShUC90 | 3 |  |  |
| Retweets RU Prop. | False | Debot | False |  |  | Jessica07455648 | 2 |  |  |


. @Qarnain28. We found @Qarnain28 linked to the McAfee Bitcoin Scam.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 1.474 | bot-hunter Tier 0 | False | bruneimua | 70 | mohammad $_{a}$ sy | 9 | fb.me |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.407 | bruneimakeupartist | 64 | mdasy1 | 8 | instagram.com |
| Dormant Followers | $31.6 \%$ | bot-hunter Tier 2 | 0.3131 | muabrunei | 61 | BebyG | 8 | instagr.am |
| Bot Followers | $57.9 \%$ | bot-hunter Tier 3 | 0.220 | weddingbrunei | 55 | jz355 | 673 |  |
| Avg Mentions | 1.211 | botometer | 0.5566 | getmerated | 54 | AyaiWinchester | 7 | invite4job.com |
| Retweets RU Prop. | False | Debot | False | instacollage | 49 | CeliaRahim | 664 |  |

## E. 10 Russian, Iranian, and Middle East Bots

The following pages go into bots, trolls, and cyborgs that we've found associated with Russia, Iran, China or the conflict in Yemen.

. @USGOVIgnorance. Overt Russian Propaganda Account (or an account masquerading as a Russian propaganda account)


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.83 | bot-hunter Tier 0 | False | US | 69 | 9 arsth | 281 | rt.com | 36 |
| Avg Sentiment (0-1) | 0.565 | bot-hunter Tier 1 | 0.8421 | Ukraine | 59 | Immort4l $_{\text {L egacy }}$ | 227 | sputniknews.com | 23 |
| Dormant Followers | $14.4 \%$ | bot-hunter Tier 2 | 0.7556 | Iran | 56 | KermitHigby | 219 | youtu.be | 15 |
| Bot Followers | $27.7 \%$ | bot-hunter Tier 3 | 0.551 | Russia | 51 | BoomerangTime | 200 | youtube.com |  |
| Avg Mentions | 2.761 | botometer | 0.0959 | Donetsk | 27 | MisterTwyst | 199 | bit.ly | 12 |
| Retweets RU Prop. | True | Debot | False | DPR | 25 | USGOVIgnorance | 186 | tass.com | 10 |


. @RussiansForward. This is an overt Russian propaganda account
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False | Humor | 765 | goodevents $^{\text {en }}$ | 7.0 | youtu.be | 130 |
| Avg Sentiment (0-1) | 0.639 | bot-hunter Tier 1 | 0.1479 | History | 505 | Current_policy | 3.0 | youtube.com | 66 |
| Dormant Followers | 52.5\% | bot-hunter Tier 2 | 0.4493 | Our heroes | 244 | russia_sila | 1.0 | vk.com | 34 |
| Bot Followers | 50.4\% | bot-hunter Tier 3 | 0.409 | Defense | 110 | 20let $_{n}$ azad | 1.0 | tinyurl.com | 12 |
| Avg Mentions | 1 | botometer | 0.138 | Awareness | 85 |  |  | ria.ru | 5 |
| Retweets Russia Propaganda | False | Debot | False | Russia | 71 |  |  | vk.cc | 4 |


. @m1xaz. Account has ties to Anonymous messaging and possibly Russian messaging
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 1.371 | bot-hunter Tier 0 | False | Anonymous | 53 | davidicke | 450 | bit.ly | 306 |
| Avg Sentiment (0-1) | 0.592 | bot-hunter Tier 1 | 0.308 | OpDeathEaters | 33 | VERKKOMEDIAorg | 118 | rt.com | 102 |
| Dormant Followers | 44.1\% | bot-hunter Tier 2 | 0.5757 | Russia | 27 | RT_com | 97 | fb.me | 96 |
| Bot Followers | 27.7\% | bot-hunter Tier 3 | 0.627 | mitävittua | 27 | MassDeception1 | 65 | youtu.be | 54 |
| Avg Mentions | 1.296 | botometer | 0.0445 | ISIS | 26 | JuhaMunposti | 63 | sptnkne.ws | 31 |
| Retweets RU Prop. | True | Debot | False | US | 25 | mitavittualehti | 56 | b4in.org | 31 |


. @barkovskymedia. We found @barkovskymedia primarily just amplifies Russian State Sponsored News Outlets.

Types of Tweets
Languages



| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 1.307 | bot-hunter Tier 0 | False | US | 188 | de sputnik $^{\text {a }}$ | 691 | sputniknews.com | 1302 |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.749 | Merkel | 144 | SputnikInt | 599 | tagesschau.de | 96 |
| Dormant Followers | 37.8\% | bot-hunter Tier 2 | 0.5095 | 1 | 47 | YouTube | 22 | rt.com | 87 |
| Bot Followers | 26.5\% | bot-hunter Tier 3 | 0.534 | Trump | 47 | NOS | 18 | theduran.com | 28 |
| Avg Mentions | 1.029 | botometer | 0.1701 | UK | 46 | $\mathrm{DWN}_{d} e$ | 12 | youtu.be | 22 |
| Retweets RU Prop. | True | Debot | False | NATO | 29 | mazzenilsson | 8 | nos.nl | 19 |


. @Purestreammedia. This is an overt Iranian propaganda account.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.01 | bot-hunter Tier 0 | False | America | 103 | Purestreammedia | 437 | fb.me |
| Avg Sentiment (0-1) | 0.607 | bot-hunter Tier 1 | 0.2915 | Palestine | 99 | khamenei_ir | 61 | purestream-media.com |
| Dormant Followers | $36.6 \%$ | bot-hunter Tier 2 | 0.3072 | Islam | 83 | islamic_pulse | 33 | Instagram.com |
| Bot Followers | $47.7 \%$ | bot-hunter Tier 3 | 0.438 | ImamKhamenei | 78 | Qom_TV | 13 |  |
| Avg Mentions | 1.238 | botometer | 0.6729 | Iran | 59 | TeamConfronters | 15 | f.com |
| Retweets RU Prop. | False | Debot | False | DeathToAmerica | 56 | aimislam | 47 |  |


. @ELBINAWI. This account states it is located in Nigeria, but is definitely a bot and has strong ties to Iran.

Types of Tweets


Languages



| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: |
| Frd/Fol Ratio | 0.128 | bot-hunter Tier 0 | False | FreeZakzaky | 81 | MBuhari | 347 | dailytrust.com.ng |  |
| Avg Sentiment (0-1) | 0.551 | bot-hunter Tier 1 | 0.5148 | Iran | 66 | elrufai | 99 | wordpress.com |  |
| Dormant Followers | $46.6 \%$ | bot-hunter Tier 2 | 0.7703 | ZariaMassacre | 66 | yusufhsani | 83 | bit.ly | 18 |
| Bot Followers | $45.1 \%$ | bot-hunter Tier 3 | 0.654 | ZariaGenocide | 53 | AmnestyNigeria | 75 | almanar.com.lb |  |
| Avg Mentions | 1.64 | botometer | 0.0445 | FreeZakZaky | 49 | ELBINAWI | 73 | ptv.io | 15 |
| Retweets RU Prop. | True | Debot | False | FreePalestine | 38 | khamenei_ir | 67 | aje.io | 13 |


. @teddy_cat1. Has possible ties to Iran and/or Russia


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 0.882 | bot-hunter Tier 0 | False | Yemen | 100 | teddy_cat1 | 264 | youtu.be |
| Avg Sentiment (0-1) | 0.582 | bot-hunter Tier 1 | 0.5694 | Saudi | 37 | BernieSanders | 236 | theguardian.com |
| Dormant Followers | $27.5 \%$ | bot-hunter Tier 2 | 0.9077 | MedicareForAll | 29 | WalkerBragman | 125 | cnn.com |
| Bot Followers | $34.8 \%$ | bot-hunter Tier 3 | 0.695 | Bernie2020 | 28 | 40_Ronda | 78 | bit.ly |
| Avg Mentions | 2.068 | botometer | 0.1481 | YemenGenocide | 28 | DOJMainJustice | 77 | washingtonpost.com |
| Retweets RU Prop. | True | Debot | False | ClimateEmergency | 17 | XoXo__Kellie | 76 | rt.com |


. @Shmogh11111. We found @Shmogh11111 associated with the Yemen conflict. The translated description on the account claims "This account is credited with a page of the Holy Quran every hour @Mus7af in order not to abandon the Holy Quran account worthy of follow-up." The account goes beyond the Quran and provides significant political commentary and news about Yemen.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | C |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0.009 | bot-hunter Tier 0 | False | To whom | 22 | akramHajarr | 116 | 2dec.net <br> aja.me <br> facebook.com <br> youtu.be <br> rt.com <br> alathkar.org |  |
| Avg Sentiment (0-1) | 0.683 | bot-hunter Tier 1 | 0.373 | Sana'a | 21 | D9ytEX8aZHxHe9n | 109 |  |  |
| Dormant Followers | 61.5\% | bot-hunter Tier 2 | 0.595 | Guards of the republic | 21 | 67_5nsh ${ }_{9} 5$ | 70 |  |  |
| Bot Followers | 45.8\% | bot-hunter Tier 3 | 0.378 | Fatwa Hawthi kill our children | 20 | heyam2255 | 58 |  |  |
| Avg Mentions | 1.314 | botometer | 0.1947 | Houthi | 14 | 00Benyameen | 58 |  |  |
| Retweets Russia Propaganda | True | Debot | False | Hodeidah | 13 | Al_Affash | 58 |  |  |


. @tanhapak1. Very popular and influential bot/cyborg in the Yemen conversation.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |  |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- |
| Frd/Fol Ratio | 0.032 | bot-hunter Tier 0 | False | To whom | 191 | mohdsalj | 49 | youtu.be |  |
| Avg Sentiment (0-1) | 0.65 | bot-hunter Tier 1 | 0.6767 | Aden | 112 | SaudiDRPY | 44 | tweepsmap.com |  |
| Dormant Followers | $37.4 \%$ | bot-hunter Tier 2 | 0.7088 | Bad | 56 | dr_zayedalamri | 37 | t.co |  |
| Bot Followers | $42.1 \%$ | bot-hunter Tier 3 | 0.364 | United Arab Emirates | 53 | aloqeliy | 35 | wtn.sa |  |
| Avg Mentions | 1.177 | botometer | 0.1481 | Hajur | 45 | hsom67 | 35 | presidenthadi-gov-ye.info |  |
| Retweets Russia Propaganda | True | Debot | False | Houthi | 41 | malarab1 | 34 | okaz.com.sa |  |


. @LarryN19708193. We found @LarryN19708193 linked to the Chinese disinformation campaign against @dmorey and the NBA.

Types of Tweets


Languages





| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: |
| Frd/Fol Ratio | 98 | bot-hunter Tier 0 | False | Hong Kong Protests | 3 | dmorey | 29 |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.2372 | FreeHongKong | 1 | HoustonRockets | 8 |  |
| Dormant Followers | $0 \%$ | bot-hunter Tier 2 | 0.257 | NBABreakdown | 1 | CentristReports | 7 |  |
| Bot Followers | $0.0 \%$ | bot-hunter Tier 3 | 0.429 | HongKongProtest | 1 | senatemajldr | 5 |  |
| Avg Mentions | 2.188 | botometer | 0.3184 | TeamDay | 1 | alexchang198 | 5 |  |
| Retweets RU Prop. | False | Debot | True | NBABlockWeek | 1 | CriticalCezanne | 5 |  |


. @currany16. We found @currany16 linked to the Chinese effort to attack @dmorey, the NBA, and the United States. In particular, this posted inflammatory memes about Native Americans, Snowden, and other hot button topics.

Types of Tweets
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | ---: |
| Frd/Fol Ratio | 15 | bot-hunter Tier 0 | False | Opinion | 1.0 | NBA | Count |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.2913 | huaweiforever | 1.0 | PDChina | 33 | Bullshit.You |
| Dormant Followers | $66.7 \%$ | bot-hunter Tier 2 | 0.4174 |  | 17 | dont.it | 1.0 |  |
| Bot Followers | $0.0 \%$ | bot-hunter Tier 3 | 0.417 |  |  | dmorey | 17 | wrong.lt |
| Avg Mentions | 1.925 | botometer | 0.2838 |  |  | realDonaldTrump | 13 |  |
| Retweets RU Prop. | False | Debot | True |  |  | TheEconomist | 11 |  |


. @lovechina514. We found @lovechina514 linked to Chinese disinformation surrounding @dmorey and the NBA.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | :--- |
| Frd/Fol Ratio |  | bot-hunter Tier 0 | False |  |  | dmorey | 13 |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.3912 |  |  | TilmanJFertitta | 6 |  |
| Dormant Followers |  | bot-hunter Tier 2 | 0.3783 |  |  | HoustonRockets | 5 |  |
| Bot Followers |  | bot-hunter Tier 3 | 0.270 |  |  | NBA | 3 |  |
| Avg Mentions | 2.238 | botometer | 0.1821 |  |  | ToyotaCenter | 3 |  |
| Retweets RU Prop. | False | Debot | True |  |  | espn | 2 |  |


. @peizhi79187747. We found @peizhi79187747 linked to China disinformation efforts against @dmorey and the NBA.
Types of Tweets
Languages



peizhi @peizhi79187747. Oct 10
Replying to @SSeanuit @Naomi69117166 and 2 others
Who destroy they family? They life? Go ask US government what's freedoms mean! War and kill millions of people, make them homeless


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio |  | bot-hunter Tier 0 | False |  |  | KingJames | 13 |  |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.277 |  |  | dmorey | 11 |  |  |
| Dormant Followers |  | bot-hunter Tier 2 | 0.3395 |  |  | NBA | 7 |  |  |
| Bot Followers |  | bot-hunter Tier 3 | 0.265 |  |  | SolomonYue | 6 |  |  |
| Avg Mentions | 2.618 | botometer | 0.3552 |  |  | Yanting_Huang | 3 |  |  |
| Retweets RU Prop. | False | Debot | True |  |  | wojespn | 3 |  |  |

## E. 11 Random String Screen Name Accounts

We've found many accounts that contain a 15 digit randomly generated alpha-numeric string. We've developed machine learning methods to detect these strings, and have applied it to large streams of data, identifying millions of bot accounts that have this feature. There are many types of bot accounts that have this feature.

In the next few pages we've given some examples of different types of bot accounts that all have a randomly generated alpha-numeric string for a screen_name.

. @IvqEg9Q9pcQiOre. We found @IvqEg9Q9pcQiOre to be a pro-Russia and anti-Ukraine bot.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 5.462 | bot-hunter Tier 0 | True | Sports | 1 | Dialog $_{U} A$ | 42 | youtube.com | 9 |
| Avg Sentiment (0-1) | 0.662 | bot-hunter Tier 1 | 0.5521 | in404 | 1 | R8yEnDsAA1D92Dd | 32 | inforuss.info | 3 |
| Dormant Followers | 1.1\% | bot-hunter Tier 2 | 0.4151 | On the mark | 1 | bob20006 | 31 | faleev.net | 3 |
| Bot Followers | 26.9\% | bot-hunter Tier 3 | 0.334 | Db | 1 | prof $_{p} \mathrm{reobr}$ | 26 | ren.tv | 2 |
| Avg Mentions | 1.265 | botometer | 0.2515 | Boyarsky | 1 | dolg132005 | 24 | ria.ru | 2 |
| Retweets Russia Propaganda | False | Debot | False | truce | 1 | RussiansForward | 23 | ukraina.ru | 2 |


. @QYDXNMB50E3drh9. We found @QYDXNMB50E3drh9 linked to the conflict in Yemen


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |  |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- |
| Frd/Fol Ratio | 3.251 | bot-hunter Tier 0 | True | To whom | 47 | RepublicanYemen | 54 | jan14news.net |  |
| Avg Sentiment (0-1) | 0.71 | bot-hunter Tier 1 | 0.331 | Houthi | 42 | tareek20015 | 44 | youtu.be | 16 |
| Dormant Followers | $28.9 \%$ | bot-hunter Tier 2 | 0.4499 | Sana'a | 33 | asas12367 | 29 | khabaragency.net |  |
| Bot Followers | $22.6 \%$ | bot-hunter Tier 3 | 0.314 | Hodeidah | 25 | Ben A fash | 8 |  |  |
| Avg Mentions | 1.106 | botometer | 0.4337 | Saada | 18 | SAlghobari | 27 | 2dec.net | 27 |
| Retweets Russia Propaganda | True | Debot | False | Taiz | 17 | feel8queen | 26 | pscp.tv |  |


. @Eb9MceNyeKa9T9s. This is a popular Arabic bot.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |  |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | :--- | :--- | :--- |
| Frd/Fol Ratio | 0.153 | bot-hunter Tier 0 | True | Cry mazlum | 6 | Eb9MceNyeKa9T9S | 729 | du3a.org |  |
| Avg Sentiment (0-1) | 0.694 | bot-hunter Tier 1 | 0.6032 | Saleh Al-Ghamdi | 6 | Blanca_Garza3 | 356 | d3waapp.org |  |
| Dormant Followers | $41.5 \%$ | bot-hunter Tier 2 | 0.5492 | Response time | 6 | Alfredochiribo1 | 323 | 8uran.online |  |
| Bot Followers | $25.7 \%$ | bot-hunter Tier 3 | 0.469 | Riyadh | 5 | arunsuikar | 263 | AthanTweets.com |  |
| Avg Mentions | 2.663 | botometer | 0.5768 | Al-Aqsa | 5 | MohamedAI_Adawi | 244 | zad-muslim.com |  |
| Retweets Russia Propaganda | False | Debot | False | Win Yavonen with good | 4 | AbdehHalim | 225 | apple.com |  |


. @ib6QFFgwagVg2NI. We found @ib6QFFgwagVg2Nl to be a popular Arabic propaganda bot


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0.707 | bot-hunter Tier 0 | True | personal opinion | 11 | ib6QFFgwagVg2NI | 219 | du3a.org |
| Avg Sentiment (0-1) | 0.655 | bot-hunter Tier 1 | 0.4661 | Jordan | 8 | dzdalm | 133 | jo24.net |
| Dormant Followers | 26.5\% | bot-hunter Tier 2 | 0.6267 | Eid_Halawiyat_Rekn_Alqasim 5 | 6 | AaAa0531420 | 120 | royanews.tv |
| Bot Followers | 17.9\% | bot-hunter Tier 3 | 0.581 | Response time | 6 | dot_amar | 72 | athkarapp.online |
| Avg Mentions | 1.194 | botometer | 0.4745 | good morning | 5 | abdalhkeem571 | 63 | ksu.edu.sa |
| Retweets Russia Propaganda | False | Debot | False | Jordan | 5 | badr_s_alrajhi | 45 | soundcloud.com |


. @4xtVsqQtlo9SwjW. We found @4xtVsqQtIo9SwjW linked to information operations in Ukraine. The ORA Twitter Report has this account as one of the top "Other Influencers" in conversations around the Ukrainian President.


| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | :--- | ---: | :--- |
| Frd/Fol Ratio | 8.946 | bot-hunter Tier 0 | False | news | 5 | APUkraine | 173 | youtu.be |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.483 | news | 4 | FashDonetsk | 112 | newsua.one |
| Dormant Followers | $2.7 \%$ | bot-hunter Tier 2 | 0.6127 | SBU | 2 | 4xtVsqQtlo9SwjW | 83 | Iviv-company.in.ua |
| Bot Followers | $20.6 \%$ | bot-hunter Tier 3 | 0.361 | Our_parad2019 | 2 | tatyana17112009 | 77 | nizhyn.in.ua |
| Avg Mentions | 2.164 | botometer | 0.4136 | FreeSentsov | 2 | UkrBereza | 73 | espreso.tv |
| Retweets RU Prop. | True | Debot | False | Language is uniting | 2 | PrytSLU | 5 |  |


. @zAKW9176wOASZGj. We found @zAKW9176wOASZGj linked to intimidation accounts.

Types of Tweets
Languages





| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain | Count |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Frd/Fol Ratio | 0.014 | bot-hunter Tier 0 | False |  |  | 91kAxYE1sn4Kvyv | 5 |  |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.64 |  |  | soso56067 | 2 |  |  |
| Dormant Followers | 72.4\% | bot-hunter Tier 2 | 0.6686 |  |  | gEHS8N0m1ZHrfwh | 1 |  |  |
| Bot Followers | 55.4\% | bot-hunter Tier 3 | 0.374 |  |  | 1i5uamlq09RpCbF | 1 |  |  |
| Avg Mentions | 1 | botometer | 0.5768 |  |  | salwa11442182 | 1 |  |  |
| Retweets RU Prop. | False | Debot | True |  |  | VyoX6k90yUYHMPn | 1 |  |  |


. @VyoX6k90yUYHMPn. We found @VyoX6k9OyUYHMPn linked to intimidation attacks.
Types of Tweets
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| Metric | Value | Model | Probability | Hashtag | Count | Mention | Count | Domain |
| :--- | ---: | :--- | ---: | :--- | ---: | ---: | ---: | :--- |
| Count |  |  |  |  |  |  |  |  |
| Frd/Fol Ratio | 0.001 | bot-hunter Tier 0 | False |  |  |  |  |  |
| Avg Sentiment (0-1) |  | bot-hunter Tier 1 | 0.4883 |  |  |  |  |  |
| Dormant Followers | $62.4 \%$ | bot-hunter Tier 2 | NA |  |  |  |  |  |
| Bot Followers | $52.0 \%$ | bot-hunter Tier 3 | 0.470 |  |  |  |  |  |
| Avg Mentions |  | botometer | 0.9726 |  |  |  |  |  |
| Retweets RU Prop. | False | Debot | True |  |  |  |  |  |
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