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Abstract

To better understand why machine learning works, we cast learning problems as
searches and characterize what makes searches successful. We prove that any search
algorithm can only perform well on a narrow subset of problems, and show the ef-
fects of dependence on raising the probability of success for searches. We examine
two popular ways of understanding what makes machine learning work, empirical
risk minimization and compression, and show how they fit within our search frame-
work. Leveraging the “dependence-first” view of learning, we apply this knowledge
to areas of unsupervised time-series segmentation and automated hyperparameter
optimization, developing new algorithms with strong empirical performance on real-
world problem classes.
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Chapter 1

Introduction

chine learning has remained something of a mysterious black-box to all but a trained

few. Even the initiated often have trouble articulating what exactly makes machine
learning work in general. Although it is easy enough to point someone to a textbook on statis-
tical learning theory, giving a concise (and correct) explanation becomes a little more difficult.
Part of this thesis aims to help remedy the situation by offering a succinct yet clear answer to
the question, based on two simple ideas that underlie most, and perhaps all, of machine learning:
search and dependence. We reformulate several types of machine learning (e.g., classification,
regression, density estimation, hyperparameter optimization) as search problems within a unified
framework, formalizing a view of learning suggested by Mitchell [56]. Viewing machine learn-
ing as a search abstracts away many of the specific complexities of individual learning processes,
allowing us to gain insight from a simplified view. Under this view, our original question can be
transformed into two simpler ones:

WHY does machine learning work? While wildly successful in business and science, ma-

1. What proportion of searches are successful?

2. For those that are, what makes them successful?

Having reduced machine learning to a type of search, if we can discover what makes generic
searches successful then we also discover what makes machine learning successful.

Towards that end, we prove theorems regarding the probability of success for searches and
explore what factors enable their success. We are introduced to No Free Lunch [71, 94, 95] and
other Conservation of Information [22, 55, 55, 69] theorems, which demonstrate the need for
correct exploitation of dependence to gain better-than-chance learning. As part of the process, we
rederive and strengthen some existing historical results, and explore how our search framework
compares and contrasts to other popular learning paradigms, such as empirical risk minimization
and learning via compression (minimum description length). Lastly, we apply these insights
to two concrete application areas, showing how dependence within those problems leads to the
possibility of greater-than-chance success.



1.1 Contributions

A central contribution of this thesis is to develop a formal framework for characterizing search
problems, into which we reduce several broad classes of machine learning problems (Chapters 3
and 4). Having established the link between machine learning and search, we demonstrate that
favorable search problems must necessarily be rare (Chapter 5, Theorem 2). Our work departs
from No Free Lunch results (namely, that the mean performance across sets of problems is fixed
for all algorithms) to show that the proportion of favorable problems is strictly bounded in re-
lation to the inherent problem difficulty and the degree of improvement sought (i.e., not just
the mean performance is bounded). Our results continue to hold for sets of objective functions
that are not closed-under-permutation, extending traditional No Free Lunch theorems. Further-
more, the bounds presented here do not depend on any distributional assumptions on the space
of possible problems, such that the proportion of favorable problems is small regardless of which
distribution holds over them in the real world. This directly answers critiques aimed at No Free
Lunch results arguing against a uniform distribution on problems in the real world (cf. [64]),
since given any distribution over possible problems, there are still relatively few favorable prob-
lems within the set one is taking the distribution over.

As a corollary, we prove the information costs of finding any favorable search problem is
bounded below by the number of bits “advantage” gained by the algorithm on such problems.
We do this by using an active information transform to measure performance improvement in
bits [17], proving a conservation of information result [17, 22, 57] that shows the amount of
information required to locate a search problem giving b bits of expected information is at least b
bits. Thus, to get an expected net gain of information, the true distribution over search problems
must be biased towards favorable problems for a given algorithm. This places a floor on the
minimal information costs for finding favorable problems.

In the same chapter, we establish the equivalence between the expected per-query probability
of success for an algorithm and the probability of a successful single-query search under some
induced conditional distribution, which we call a strategy. Each algorithm maps to a strategy,
and we prove an upper-bound on the proportion of favorable strategies for a fixed problem (The-
orem 3). If finding a good search problem for a fixed algorithm is hard, then so is finding a good
search strategy for a fixed problem. Thus, the matching of problems to algorithm strategies is
provably difficult, regardless of which is fixed and which varies.

Given that any fixed algorithm can only perform well on a limited proportion of possible
problems, we then turn our attention to the problems for which they do perform well, and ask
what allows the algorithm to succeed in those circumstances. To that end, we characterize and
bound the single-query probability of success for an algorithm based on information resources
(Chapter 5, Theorems 4 and 5). Namely, we relate the degree of dependence (measured in
mutual information) between target sets and external information resources, such as objective
functions, inaccurate measurements or sets of training data, to the maximum improvement in
search performance. We prove that for a fixed target-sparseness and given an algorithm A, the
single-query probability of success for the algorithm is bounded as

I(T; F) + D(Pr|tdr) + 1

Pr(X eT; A) <
Ig

(1.1)



where I(T'; F') is the mutual information between target set 7' (as a random variable) and external
information resource F', D(Pr|Ur) is the Kullback-Leibler divergence between the marginal
distribution on 7" and the uniform distribution on target sets, and I, is the baseline information
cost for the search problem due to sparseness. This simple equation takes into account degree
of dependence, target sparseness, target function uncertainty, and the contribution of random
luck. It is surprising that such well-known quantities appear in the course of simply trying to
upper-bound the probability of success. We strengthen this in Theorem 5 to give a closed form
solution to the single-query probability of success for an algorithm, again consisting of easily
interpretable components.

Given our theoretical results and search framework, we are able to rederive an existing result
from Culberson [15] as a corollary (Corollary 3) and formally prove (and extend) an early result
from Mitchell [55] showing the need for inductive bias in classification (Theorems 6 and 7).

Chapter 6 explores the relationship of this work to established research in statistical learning
theory, particularly in regards to empirical risk minimization. In Chapter 7 we discuss com-
pression and its relation to generalization performance, including a discussion of the Minimum
Description Length framework. We find that while a preference for simpler models can be a good
strategy in some common situations, a preference for simplicity does not always translate into
successful machine learning, disqualifying Occam’s razor and related notions as a complete (i.e.,
necessary and sufficient) explanation for why machine learning works. Within the same chap-
ter we prove a simple bound for the proportion of learnable binary concepts for deterministic
classification algorithms with restricted data (Theorem 9) and give examples.

Moving from the theoretical world into the applied, Chapters 9 and 10 explore how mak-
ing assumptions that enforce dependence (namely, temporal and spatial regularity) can lead to
strong algorithms in the areas of multivariate time-series segmentation and hyperparameter opti-
mization, respectively. Our “dependence-first” view of learning helps us to identify and exploit
potential areas of dependence, leveraging them to develop novel applied machine learning algo-
rithms with good empirical performance on real-world problems.

1.2 Answers of Increasing Complexity

In answer to our original question, we will offer the following one word, one sentence, and one
paragraph answers. Why does machine learning work?

1. Dependence.
2. What is seen tells us something about what is unseen.

3. We are trying to recover an object based on observations; dependence within the problem
controls how informative each observation can be, while biases (shaped by underlying
assumptions) control how informative each observation actually is. Information theory
then governs how fast we recover our object given the dependence, assumptions and biases.

Each of these answers will be justified during the course of the thesis.

5



1.3 Computational and Informational Complexity

It should be noted that this thesis views machine learning from a search and information theoretic
perspective, focusing on the information constraints on learning problems. Additionally, there
are computational constraints that must be dealt with in machine learning, focusing on scalability
and engineering challenges. Here we focus solely on the informational challenges, while still
acknowledging the importance of the computational aspects of machine learning; they are simply
beyond the scope of this thesis.



Chapter 2

Related Work

2.1 Existing Frameworks

one of central importance in philosophy. Machine learning functions as a strategy of

induction, generalizing from finite sets of examples to general truths, which are assumed
to hold over even unseen examples. While Hume’s problem of induction remains an open topic
of philosophical debate [85], we will assume that induction in general is justified, and investigate
what makes machine learning work as a specifically powerful type of induction.

S INCE at least the time of Hume [38], the question of why induction is justified has been

Others have suggested general underlying mechanisms for machine learning’s success, in-
cluding Vapnik’s VC theory [81], the Minimum Description Length principle [34] (which is a
contemporary formalization of Occam’s Razor), and Solomonoff induction [41, 78, 79]. We will
explore how our search framework overlaps with some of these previous frameworks, as well as
how it complements them, in Chapters 6 and 7.

2.2 Generalization as Search

The formal framework of machine learning as search presented here is inspired by work of
Mitchell [56], which casts concept learning as a search process through a hypothesis (or gen-
eralization) space, where different learning methods correspond to different search algorithms
within that space. Mitchell compares various methods of concept learning in terms of a single
framework. His analysis is done under three assumptions:

1. The generalizations sought are those strictly consistent with the training data,
2. There are no errors in the labeling of training examples (no noise), and

3. The hypothesis space contains the true concept.

These assumptions are examined in later parts of the paper when contrasting the methods pre-
sented by the author to statistical learning methods, which allow for noise and represent training
instances as points in d-dimensional space to be split by a hyperplane, and which Mitchell refers
to as an “important subclass of generalization problems.”
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In Mitchell’s framework, each hypothesis in the hypothesis space can be viewed as general or
specific, depending on how many instances in the instance space are matched by the hypothesis.
The more-specific-than relation between hypotheses, where {z : g1(x) = 1} C {z : g2(x) = 1}
indicates that g; is more specific than g,, provides a partial ordering over the hypothesis space,
allowing a structured search over that space. A few different search strategies are outlined,
including a version space method, and their time and space complexities are provided.

Mitchell explores cases where there are not enough training examples to reduce the version
space to a single hypothesis. In such cases, there exists a need for voting or some other method
of choosing among the remaining hypotheses consistent with the training data. Methods of pre-
ferring one hypothesis to another with regard to anything other than strict consistency with the
training data are examples of inductive bias in learning algorithms, as are choices made in the
hypothesis space construction. Biases are encoded in the choice of “generalization language”
(meaning the possible concepts that can be represented in the hypothesis space), and could be
used to incorporate prior domain knowledge into the search problem. The problem of selecting
“good” generalization languages (choosing a correct inductive bias) is highlighted as an impor-
tant open problem in learning that was poorly understood at the time.

A connection is made to active learning (though not by that name), since the most informative
labels for instances are those for which the current version space disagrees on with an almost
equal number of hypotheses. In other words, those instances that are the most informative are
those for which the current version space has the most trouble reliably classifying.

2.3 Constraints on Search: No Free Lunch and Conservation
Theorems

There exists a substantial body of work proving conservation results in learning and search. That
work has provided initial inspiration for many of the results in this manuscript, and we will
review some of it here.

2.3.1 No Free Lunch Theorems

The canonical work on the subject was done by Wolpert in a series of papers [91, 92, 94, 95].
He formally proves what came to be known as the No Free Lunch (NFL) theorems for optimiza-
tion, showing that uniformly averaged over all possible problems, every search algorithm has
identical performance. This holds no matter which performance metric is chosen as long as it is
based solely on the points sampled. Applying similar principles to supervised learning, Wolpert
is able to show that when considering generalization error over a separate held-out set of data, no
classification algorithm has superior performance to any other if averaging over all possible clas-
sification problems. Our work can be seen as a unification of some of Wolpert’s work, allowing
one to prove theorems for both optimization and supervised learning within the same framework.

8



2.3.2 Conservation of Generalization Performance

Schaffer [69] gave one of the earliest formal proofs of a conservation theorem for supervised
learning. Schaffer shows that inductive inference is a zero-sum enterprise, with better-than-
chance performance on any set of problems being offset exactly by worse-than-chance perfor-
mance on the remaining set of problems. To characterize how good an algorithm is, we test it on
a set of problems. The larger the set, the more confident our conclusions concerning the behav-
ior of the algorithm. Schaffer shows that taking this process to the extreme, where all discrete
problems of any fixed length are considered and our judgments concerning behavior should be
most confident, we find that all learning algorithms have identical generalization performance.

In the problem setting considered by Schaffer, training and test data are allowed to be drawn
from the same distribution, but instances that have already been seen during training are ignored
during testing. This gives the off-training-set generalization error problem setting investigated
by Wolpert [94] and others. Using his result, he shows that tweaking an algorithm to perform
well on a larger set of problems means that you are simultaneously decreasing performance on
all remaining problems. Thus, algorithm design is simply adjusting inductive bias to fit the
problem(s) at hand.

Schaffer comments on a common attitude concerning No Free Lunch results, namely that
“the conservation law is theoretically sound, but practically irrelevant.” In his opinion, this view
is common because each induction algorithm is only applied to a small subset of the space of all
possible problems. Therefore, if bad generalization performance can be sequestered to the region
outside this subset, then any constraints imposed by the generalization law can be safely ignored
as having no practical consequence. Since we design learning algorithms to be used in the real-
world, many hope that this is indeed the case. As an argument against this view, he highlights
many instances in the literature where worse-than-chance learner behavior had been observed and
reported on real-world problems, such as cases where avoidance of overfitting led to degraded
generalization performance and where accuracy on an important real-world problem severely
and continuously decreased from .85 to below .50 as a standard overfitting avoidance method
was increasingly applied. Given the self-selection bias against including examples of negative
(worse-than-chance) performance on tasks, it is remarkable that the examples were continually
popping up. Most researchers view such results as anomalous, but according to Schaffer “the
conservation law suggests instead that they ought to be expected, and that, the more we think to
look for them, the more often examples will be identified in contexts of practical importance.”
Thus, even for real-world problem sets, we encounter cases where our algorithms work worse
than random chance.

2.3.3 An Algorithmic View of No Free Lunch

Culberson [15] develops his own informal arguments for the No Free Lunch theorems, using
adversary arguments from theoretical computer science to easily re-prove some of the statements
of Wolpert and Macready. The goal of his paper is to relate NFL results to standard results
in algorithmic theory, drawing connections between the two. For example, he argues that if
P # NP, then no deterministic or randomized algorithm can solve arbitrary problems in the
larger class in polynomial time, making statements in traditional complexity theory even more

9



restrictive than the NFL theorems.

In the paper, evolutionary algorithms (EAs) are claimed to be “no prior knowledge” algo-
rithms, which means EAs only gain knowledge of the problem through the external information
object that is a fitness function. In proposing configurations to be evaluated, the environment is
said to act as a black box and return an evaluation of that particular configuration. Culberson
states that Wolpert and Macready’s NFL theorem for optimization prove that it is unreasonable
to expect optimization algorithms to do well under these circumstances, since they show that
all algorithms (including dumb random sampling) have identical averaged behavior when faced
with such a black box environment.

He proves a version of the NFL theorem using an informal adversary argument, and gives
a second NFL theorem in the spirit of Schaffer’s Conservation Law for Generalization Perfor-
mance, namely, that “any algorithm that attempts to exploit some property of functions in a
subclass of F will be subject to deception for some other class, in the sense that it will perform
worse than random search.”

Most relevant to the results in this thesis, Culberson gives a theorem resembling the Famine
of Forte for a much more restricted setting, showing that if we restrict ourselves to bijective
functions from S™ (the space of all configurations, which we call §2) to R (the finite range of
values the function can take on when evaluated on strings in S™), and if we use a non-repeating
algorithm and consider the problem of selecting the optimum string within no more than an
expected £ queries, then that proportion is bounded above by £/2", for any fixed algorithm A
where |S™| = 2". This says that an algorithm can only select a target in polynomial expected
time on an exponentially small fraction of the set of bijective functions, i.e., no more than nk /2™,
Since he is dealing with the proportion of functions for which an algorithm can perform well
in expectation, the similarity in spirit to the Famine of Forte result is clear, yet because his
problem setting is also greatly restricted (i.e., considering only the closed-under-permutation set
of bijective functions for non-repeating algorithms with a pre-specified single-item target set),
his informal proof is much simpler than the proof given here for our more general result.

Culberson reasons that applying an algorithm to all possible functions (or any closed-under-
permutation set of functions) gives the adversary too much power, in that it allows an adversary to
return values that are completely independent of the algorithm in use. This is an early recognition
of the importance of dependence for successful search. He evaluates issues in evolutionary algo-
rithms, such as the implications of NFL for Holland’s once-celebrated Schema theorem [1, 36],
and explores why the NFL results came as such a shock to the evolutionary computing commu-
nity. Assuming that something like an evolutionary algorithm was responsible for the emergence
and diversification of life, Culberson explores ways that evolution might escape some of the
more damning implications of the NFL. For example, given that the universe is not as random
as it could be, and that there is regularity and structure in physical laws, perhaps this restriction
on possible problems is sufficient to escape application of NFL-type theorems. Yet, he points
out that many NP-hard optimization problems remain NP-complete even when their complexity
is restricted, such as determining whether a graph is 3-colorable even when restricting to planar
graphs of degree at most 4, and thus does not seem to fully endorse this particular solution to
the paradox. As he states in another part of the paper: “Although most researchers would readily
accept that there must be some exploitable structure in a function if an algorithm is going to
make progress, Wolpert and Macready make the further point that unless the operators of the al-
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gorithm are correlated to those features, there is no reason to believe the algorithm will do better
than random search.”

Ultimately, he argues that removing the assumption that life is optimizing may be crucial to
resolving the issue and offers preliminary evidence in favor of that conclusion.

2.3.4 Necessary and Sufficient Conditions for No Free Lunch

Schumacher et al. [71] prove a sharpened No Free Lunch theorem, namely, that a set being
closed-under-permutation (CUP) is a necessary and sufficient condition for the NFL to hold,
when all functions in the set are equally likely. They define a performance vector V (A, f) as
an ordered set of fitness values for points sampled by a search algorithm A during its search on
function f. They also define an overall measure as a function that maps a set of performance
vectors to some real value. These overall measures can be used to compare the overall perfor-
mance of two algorithms, which produce sets of performance vectors when applied to a set of
functions F. The problem setting is for deterministic algorithms that do not resample points in
the search space.

The paper describes four equivalent statements of the NFL theorem:

e NFL1: For any overall measure, each algorithm performs equally well.

e NFL2: (Radcliff and Surry 1995) For any two algorithms A and B, and for any function
f1, there exists a function f, such that V' (A, f1) = V(B, f3).

e NFL3: (Schumacher 2000) Every algorithm generates precisely the same collection of
performance vectors when all functions are considered.

e NFL4: (Wolpert and Macready 1995) For any equally weighted overall measure, each

algorithm will perform equally well.

A weighted overall measure takes a performance vector measure M applied to each perfor-
mance vector and weights it, namely W (f)M (V (A, f)) and sums over all f. Thus, the fourth
statement NFL4 takes the special case when all weights are equally likely.

The authors stress that “[a]n even stronger consequence, which seems not to have been prop-
erly appreciated, is that all algorithms are equally specialized” (as all produce the same collection
of performance vectors). Furthermore, it is pointed out that if any algorithm is robust and general
purpose, then every algorithm is and if one is not robust and general purpose, then no algorithm
can be.

Lastly, it is shown that NFL results hold regardless of the level of compression in the closed
under permutation set of functions F. For example, needle-in-a-haystack functions are highly
compressible, but an NFL result still holds for any CUP set of those.

2.3.5 Few Sets of Functions are CUP

Igel and Touissant [42] explore whether or not NFL results are expected to hold over typical
sets of functions, and present a few main results. First, given that NFL only holds for sets of
functions that are closed under permutation, and since the fraction of subsets which are closed
under permutation drops dramatically as the size of input and output spaces are increased, the
NFL holds on almost no subsets of the set of all possible functions. If the set of all possible
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functions has 2P — 1 non-empty subsets, Theorem 2 gives the number of subsets that are
closed under permutation:
Theorem 2: The number of non-empty subsets of }* that are CUP is given by
o) g,
where X is the input space, ) is the output space, and J** is the set of all possible functions over
X and ). Even for |X| = 8 and || = 2, the fraction of sets that is CUP is less than 1077
Second, the paper demonstrates that for subsets of functions for which non-trivial' neighbor-
hood relations hold, the NFL does not hold. The reason for this is given in Theorem 3,

Theorem 3: A non-trivial neighborhood on X is not invariant under permutations
of X.

They then prove corollaries of this theorem, such as showing that if we restrict the steepness
of neighborhoods for a subset of functions (steepness being a measure of the range of values in a
neighborhood) to be less than the maximum for that same subset (considering pairs on points not
in a neighborhood, as well), then the subset is not CUP. They also show this is true if we restrict
the number of local minima of a function to be less than the maximum possible.

As the conclusion states, the authors

...have shown that the statement “I’m only interested in a subset F' of all possi-
ble functions, so the NFL theorems do not apply” is true with probability close to
one. .. [and] the statements “In my application domain, functions with the maximum
number of local minima are not realistic” and “For some components, the objective
functions under consideration will not have the maximal possible steepness” lead to
situations where NFL does not hold.

2.3.6 Focused No Free Lunch Theorems for non-CUP Sets

Whitley and Rowe [71] explore cases where two or more algorithms have identical performance
over a non-closed under permutation set of functions. Such sets of functions are called focused
sets, and may be much smaller than the full permutation closure.

It is a known result that if PermClosure(f) represents the permutation closure of set of
functions S and algorithm A; has better performance over [ than algorithm A,, then A, must
have better performance over PermClosure(3)— 3, according to the No Free Lunch theorems.
However, the authors note that [ is usually small and PermClosure(/3) —  huge. Focused
NFL theorems can show that an NFL result holds between A; and A, over set 5 and set C'(5) — 3,
where C'(3) is a focused set and is small.

The authors discuss Gray versus Binary representations of an instance space, and prove that
for the Gray vs. Binary algorithm problem setting, for any function f;, there exists a focused set
of functions (a subset of the permutation closure) with less than 2. members, where L is the
length of the representations for the Gray and Binary coded instances. This set will be much
smaller than the full permutation closure, and the result holds for any pair of algorithms whose
only difference is their choice of representation of the instance space.

' A neighborhood relation is non-trivial if it doesn’t apply to all pairs of points, or to none.
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Next, the authors show that the Sharpened No Free Lunch theorem is a special case of focused
sets, and follows as a corollary from a proved lemma. They also provide a heuristic algorithm
for discovering focused sets for a set of algorithms, but state that it may not always be possible
to find a focused set any smaller than the full permutation closure.

Thus, when comparing the performance of some finite number of search algorithms over a
set of functions, equal performance for members in that set can occur within a focused set much
smaller than the full permutation enclosure of the functions, and an NFL-like result may hold
even when the set of functions being evaluated is not closed under permutation.

2.3.7 Beyond No Free Lunch

Marshall and T. Hinton extend classical No Free Lunch results to the case where algorithms can
revisit points, and show this breaks permutation closure, thus violating the NFL conditions [52].
They show that in the case of revisiting algorithms, under any ‘sensible’ performance measure
(defined later in the paper), random enumeration of a space without revisiting has greater ex-
pected performance that a randomly selected revisiting algorithm.

To demonstrate that revisiting of points breaks permutation closure, they show that each
revisiting algorithm over a CUP set of objective functions is equivalent to a non-revisiting al-
gorithm over a larger search space under a set of objective functions that are no longer CUP. A
corollary is stated that all “Free Lunches” can be expressed non-(block)uniform priors holding
over problem sets that are closed under permutation. This follows from the fact that non-CUP
sets are special cases of non-uniform distributions over CUP sets. Thus the distribution over the
problem set is all that needs to be taken into consideration.

The authors consider ‘sensible’ performance measures, which are those that measure perfor-
mance only in reference to co-domain values seen during a search where the following constraint
holds S} C Sy = M(Sy) < M(Sz), S; and S, being the sets of co-domain values and M (-) be-
ing the measure. The proposition is then stated that random enumeration has better than or equal
to performance for a randomly selected revisiting algorithm under any sensible performance
measure. It is pointed out that random enumeration has excellent time and space complexity, and
thus should be used as the baseline benchmark for algorithm comparisons.

The authors argue that just because we know that NFL conditions are violated (allowing some
algorithm to possibly have better than random chance performance) this does not help us locate
such an algorithm.

2.3.8 Continuous Lunches Are Free!

In traditional work on NFL theory, all domains and codomains remain finite. Auger and Tey-
taud [5] extend analysis to countably infinite and uncountable domains, and show that by defining
NFL conditions in terms of measure theory, certain specific types of NFL behavior are impossible
in uncountable domains, and only possible in certain situations for countably infinite domains.
Given their results, they claim that continuous lunches are free and argue that,

The deep reason for this fact [that continuous lunches are free] is that in “bigger”
spaces (and continuous spaces are “very” big), random fields (and distributions of
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fitness functions are non-trivial random fields in the continuous case) necessarily

have correlations.
The fact that their results rely on special ways of defining random fitnesses and free lunches
suggests that perhaps their results do not hold for all continuous spaces in general. Lockett and
Miikkulainen argue that this is the case [51].

2.3.9 Continuous Lunches Are Not Free

Lockett and Miikkulainen [51] reformulate a probabilistic version of NFL and show that the
previous results of Auger and Teytaud [5] do not hold in general, but rely on special conditions
stated in their formulation. Without these restrictions one can obtain NFL theorems even in
continuous spaces. In particular, their restriction to Lebesgue processes and requirement for
proper medians is sufficient to ensure the exclusion of many measures for which continuous
NFL holds. As Lockett and Miikkulainen state,
Thus what Auger and Teytaud called a random fitness is likely to be a Baire

random fitness with a proper median. The requirement of a proper median excludes

most fitness measures. [...] Thus even if their proof holds, it does not mean that

continuous NFL is impossible, but only that random fitness with the NFL property

must not have a proper median nor be induced by a Lebesgue process. The definition

of a proper median is too strict; it excludes perfectly reasonable fitness measures.
Example 3 of that paper (titled “Continuous Lunches Are Not Free”) gives an example of the NFL
for a continuous space, and the authors explicity state that Auger and Teytaud’s general claim
that continuous lunches are free is false. Thus, by careful use of measure theoretic definitions,
Lockett and Miikkulainen show that the NFL continues to hold for even continuous spaces.

2.4 Bias in Learning

Another line of research relevant to the current thesis is the characterization of various types of
bias within search and learning, and how they contribute to improved performance. We review a
few key results here.

2.4.1 Futility of Bias-Free Learning

Mitchell [55] presents the futility of bias-free learning and highlights the importance of lever-
aging task specific domain knowledge to improve generalization accuracy. The paper defines
inductive bias as any basis for choosing one hypothesis over another besides strict consistency
with the observed training data. Two common sources of such inductive bias include restricting
the hypothesis space (only certain concepts can be represented) or biasing the search proce-
dure through a hypothesis space, effectively placing a (possibly probabilistic) ranking over the
hypotheses in that space. Mitchell points out that an unbiased learner is one for which its infer-
ences logically follow from the training instances; since classifications of new instances do not
logically follow from the training data, the unbiased learner cannot make any (better than random
guessing) claims concerning their class labels. Thus unbiased learning is futile and the power
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of a generalization system follows directly from the strength of its biases. This line of thinking
foreshadows Schaffer and Wolpert’s later statements that induction is only an expression of bias.
The paper also discusses some possibly justifiable forms of inductive bias, such as using domain
knowledge to reduce uncertainty within the hypothesis space. The claim is made that progress in
machine learning depends on understanding, and justifying, various forms of bias. An appeal is
made for researchers to make examination of the effect of bias in controlling learning as explicit
(and rigorous) as research into how training instances affect learning has been in the past.

2.4.2 Opverfitting Avoidance as Bias

In [70], Schaeffer investigates how even standard techniques within machine learning, such as
the avoidance of overfitting through regularization and decision tree pruning, are simply a form
of bias and are not inherently beneficial. He argues there are situations where such a bias is
appropriate, and other situations where overfitting avoidance reduces predictive accuracy. The
paper examines decision tree pruning as a case study, and demonstrates realistic situations where
pruning reduces performance.

It is argued that if overfitting avoidance has proved beneficial in practice, this is due to the
problems selected by researchers, not due to any general statistical properties of overfitting avoid-
ance. Had other problems been chosen, one would be able to support the conclusion that over-
fitting helps predictive accuracy, not harms it. In the words of the author, “the important point
for researchers is to credit observed success to the appropriate application of bias rather than to
construe them as evidence in favor of the bias itself.”

To demonstrate these points, Schaeffer compares a sophisticated method of decision tree
learning, which uses tenfold cross-validation to decide whether or not to prune a tree, and a naive
strategy, which never prunes. Experiments were carried out using an instance space consisting
of vectors with five boolean attributes, [A;, Ay, A3, A4, As], and boolean class labels. Noise was
applied to the class label of each instance, changing the label with some probability. Several
experiments were carried out, and for each, one of the two strategies was superior.

When the relation to be learned was the simple relationship C' = A;, the sophisticated strat-
egy (pruning) performed best. When the relationship was C' = Parity(A;, Ag, A3, Ay, A5),
the naive strategy outperformed the sophisticated strategy. When the relationship was C' =
A; V (Az A As), the sophisticated strategy again performed best. Paradoxically, when label noise
was increased for the experiments, the benefit of overfitting avoidance decreased, contrary to
expectation. (For attribute noise, however, overfitting avoidance did in fact appear to confer
empirical benefit.)

In another experiment, boolean functions were selected uniformly at random to be learned
by the decision trees, and the naive strategy (no pruning) performed best. This was likely due to
the fact that most functions are algorithmically random or nearly so, and are thus complex. Since
overfitting avoidance is a bias favoring simpler representations, in cases where the assumption of
simplicity does not hold performance will suffer.

The paper covers the effect of representation language on the benefits of overfitting avoid-
ance. First, a new attribute language was created such that B; = Parity(4;,..., A;) fori =
1,...,5. Thus, the parity function for all five original attributes, namely Parity(Ay,..., As),
is equal to Bs, and learning C' = Parity(A;, A, As, Ay, As) is equivalent to learning C' = Bs.
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In the B attribute language, the parity function is as simple as the C' = A; function discussed
earlier, and the sophisticated strategy has superior performance. The opposite holds when the
parity function is represented using the A attribute representation. Thus, representation can have
a large effect on the simplicity of a function and on the advantage of overfitting avoidance when
learning that function. As Schaeffer notes, “An overfitting avoidance scheme that serves as a bias
towards models that are considered simple under one representation is at the same time a bias
towards models that would be considered complex under another representation.”

Furthermore, sparse functions (those with few zeros or few ones) were more suited to use of
overfitting avoidance, regardless of the representation language. This is contrasted with initially
simple functions such as C' = Aj, where half of the instances have labels of 1 and the other
half are labeled 0. Under most representations, this function is complex, while under the original
representation language it is simple.

A point is made that although researchers discuss using overfitting avoidance to separate
noise from structure in the data, it is not possible to make such distinctions using the training
data. If many hypotheses of varying complexity are equally consistent with the training data,
then nothing in the observed data can distinguish between them. In those cases, we must use
domain knowledge to guide our choice. This follows as a consequence of Bayes’ rule, where
P(h|d) o P(d|h)P(h), so that when the data are explained equally well by all models (i.e.,
P(d|h) is the same for all h), the only possible way to increase the likelihood of one hypothesis
over another is to have differences in P(h), which are independent of the data.

The paper discusses some issues with specific applications of Occam’s Razor and minimum
description length, showing that using either of these is simply applying a bias which may or
may not be applicable in certain problem domains. Biases are neither inherently good nor bad,
only more or less appropriate. Schaeffer comments that while many data sets used in machine
learning research do apparently have simple underlying relationships, this only tells us what
types of problems researchers tend to work on. By itself, this is not evidence that problems in
the real world tend to have simple underlying relationships.

2.4.3 Evaluating ‘“Overfitting Avoidance as Bias”

Wolpert reviews [93] some of the results from Cullen Schaffer’s previously mentioned paper [70],
and concludes that there is theoretical justification for many of the claims presented there. He
does this by showing they follow from the No Free Lunch theorems for supervised learning.

Of particular interest, he discusses Schaffer’s experiment where boolean functions are se-
lected uniformly at random and the naive strategy is found to perform better than the sophisti-
cated strategy in the majority of cases examined. He notes that while the NFL states no learning
algorithm will have better off-training-set performance when a uniform distribution over prob-
lems holds, Schaffer actually considered the conventional generalization error, which allows for
overlap between training and testing data. Therefore, it could be the case that the naive strat-
egy (no pruning) is simply better at reproducing the training set examples than the sophisticated
strategy is.

Wolpert also considers the case when the size of the instance space grows much larger than
the size of the training set, so that the conventional i.i.d. error converges to the off-training-
set error in the limit. In these scenarios, he argues no learning algorithm has strictly superior
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generalization performance compared to any other, even when considering the conventional gen-
eralization error function, as within the PAC learning framework. He suggests caution when
interpreting PAC learning results that may seem to indicate otherwise.

Lastly, Wolpert argues that while it is true that for some algorithms there exists a P(f) for
which it beats all other algorithms, there are some algorithms that are not optimal for any P(f).
Therefore, we can prefer algorithms that are optimal under some distribution to those that are not
under any.

2.4.4 The Need for Specific Biases

Wilson and Martinez [90] make a case for the selection of specific biases in machine learning,
which are narrow biases that only apply to the problem domain at hand. Since there is no induc-
tive bias that is strictly better than any other when summed over all possible problems, the goal
of machine learning becomes selecting a good bias for a given situation. However, they note
that selecting a good bias is not trivial and is an area of much research in the machine learning
community.

Wilson and Martinez propose the key to good generalization is thus to have a collection of
powerful (specific) biases available, and to use domain knowledge to select from among these
biases for a specific problem domain. Training examples alone cannot help with the selection
of bias, other than eliminating hypotheses that disagree with the labels of the training instances.
They contrast theoretical average accuracy, which is off-training-set generalization accuracy
treating all functions as equally likely (i.e., under a uniform prior), with practical average ac-
curacy, which allows for a nonuniform prior over problem functions. While all algorithms have
identical theoretical average accuracy, algorithms can have differing practical average accuracy.

Discussing the role of domain knowledge in learning, they highlight the purpose of inductive
bias, which is to allow for generalization to unseen instances. They introduce the notion of a
meta-bias, which is needed to select among different inductive biases. Thus, inductive learning
is reduced to selecting a good inductive bias for a particular problem domain, which is another
learning problem. They do not explore whether learning a good inductive bias is quantitatively
any easier than learning the original concept, which is an important question.

2.5 Improvements on Prior Work

This thesis offers some improvements over prior work in NFL and conservation of information.
First, a unified search framework is developed which allows for addressing problems is search
and learning simultaneously, while being flexible in the amount of agreement between the ob-
jective function values sampled and the true targets. Our framework will allow us to quantify
the amount of dependence information between the targets and external information resources,
giving us a method of bounding the probability of success as a function of dependence.

Second, our results hold for non-CUP sets of objective functions and for possibly repeating
algorithms (of which non-repeating algorithms are a special subset). This makes our theoreti-
cal work apply more broadly, since we can address non-repeating algorithms and CUP sets of
functions as special cases within our general framework.
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Third, the conservation of information theorems proven in this thesis make progress towards
answering the open question of whether selecting a meta-bias is any easier than selecting a good
bias, showing that within the search framework, good biasing distributions (strategies) are just as
rare as good elements, which can be viewed as preliminary evidence that the problem does not
get easier as one moves up the bias hierarchy.
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Chapter 3

An Algorithmic Search Framework!

exploited to uncover an item of interest (such as a parameter, a binary concept, or

an underlying regression function). In this chapter we formally define our search
framework and discuss how machine learning problems can be represented within it. Chapter 4
gives specific examples of such transformations for different types of learning problems.

WE cast machine learning as a type of search, where information from observations is

3.1 The Search Problem

The search space, denoted (2, contains the elements to be examined. We limit ourselves to finite,
discrete search spaces, which entails little loss of generality when considering search spaces fully
representable on physical computer hardware within a finite time. Let the target set 7' C (2 be
a nonempty subset of the search space. The set T’ can be represented using a binary vector the
size of €2, where an indexed position evaluates to 1 whenever the corresponding element is in 7’
and 0 otherwise. Thus, each T" corresponds to exactly one binary vector of length |2, and vice
versa. We refer to this one-to-one mapped binary vector as a target function and use the terms
target function and target set interchangeably, depending on context. These target sets/functions
will help us define our space of possible search problems, as we will see shortly.

In machine learning, elements from the search space () are evaluated according to some
external information resource, such as a dataset. We abstract this resource as simply a finite
length bit string, which could represent an objective function, a set of training data, or anything
else. The resource can exist in coded form, and we make no assumption about the shape of
this resource or its encoding. Our only requirement is that it can be used as an oracle, given an
element from (2 or the null element. Specifically, we require the existence of two methods, one
for initialization (given the null element) and one for evaluating queried points in €2. We assume
both methods are fully specified by the problem domain and external information resource. With
a slight abuse of notation, we define an information resource evaluation as F'(w) := g(F,w),
where g is an extraction function applied to the information resource and w € QU{()}. Therefore,

I'This chapter reproduces content from Montafiez, “The Famine of Forte: Few Search Problems Greatly Favor
Your Algorithm” (arXiv 2016)
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F(0) represents the method used to extract initial information for the search algorithm (absent of
any query), and F'(w) represents the evaluation of point w under resource F'.

A search problem is defined as a 3-tuple, (€2, 7', F'), consisting of a search space, a target
subset of the space and an external information resource F', respectively. Since the true target
locations are hidden, any information gained by the search concerning the target locations is
mediated through the external information resource /' alone. Thus, the space of possible search
problems includes many deceptive search problems, where the external resource provides mis-
leading information about target locations, and many noisy problems. In the fully general case,
there can be any relationship between 7' and F'. Because we consider any and all degrees of
dependence between external information resources and target locations, this effectively creates
independence when considering the set as a whole, allowing some of our results to follow as a
consequence.

However, in many natural settings, target locations and external information resources are
tightly coupled. For example, we typically threshold objective function values to designate the
target elements as those that meet or exceed some minimum. Doing so enforces dependence
between target locations and objective functions, where the former is fully determined by the
latter, once the threshold is known. This dependence causes direct correlation between the ob-
jective function (which is observable) and the target locations (which are not directly observable).
We will demonstrate such correlation is exploitable, affecting the upper bound on the expected
probability of success.

3.2 The Search Algorithm

An algorithmic search is any process that chooses elements of a search space to examine, given
some history of elements already examined and information resource evaluations. The history
consists of two parts: a query trace and a resource evaluation trace. A query trace is a record of
points queried, indexed by time. A resource evaluation trace is a record of partial information
extracted from F', also indexed by time. The information resource evaluations can be used to
build elaborate predictive models (as is the case of Bayesian optimization methods), or ignored
completely (as is done with uniform random sampling). The result is a time-indexed probability
distribution F; over the search space, used by the algorithm to sample the next element. The
algorithm’s internal state is updated at each time step according to the rules of the algorithm,
resulting in an updated F;, from which new elements are sampled and evaluated against the
external information resource. The search is thus an iterative process, with the history A at time ¢
represented as h; = (w, F'(w)). The problem domain defines how much initial information from
F is given by F((), as well as how much (and what) information is extracted from F' at each
query.

We allow for both deterministic and randomized algorithms, since deterministic algorithms
are equivalent to randomized algorithms with degenerate probability functions (i.e., they place
all probability mass on a single point). Furthermore, any population based method can also
be represented in this framework, by holding P; fixed when selecting the m elements in the
population, then considering the history (possibly limiting the horizon of the history to only m
steps, creating a Markovian dependence on the previous population) and updating the probability
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CHOOSE NEXT POINT AT TIME STEP i

HISTORY m

i—1

i—2 BLACK-BOX
i-3 ALGORITHM
i—4|ws, Fws)
i — 5|ws, F(ws)
i — 6|ws, F(ws)

Figure 3.1: Black-box search algorithm. At time ¢ the algorithm computes a probability dis-
tribution P; over the search space (), using information from the history, and a new point is
drawn according to F;. The point is evaluated using external information resource F'. The tuple
(w, F(w)) is then added to the history at position 4.

distribution over the search space for the next m steps.

Abstracting away the details of how such a distribution F; is chosen, we can treat the search
algorithm as a black box that somehow chooses elements of a search space to evaluate. A search
is successful if an element in the target set is located during the search. Algorithm 1 outlines
the steps followed by the black-box search algorithm and Figure 3.1 visually demonstrates the
process.

Algorithm 1 Black-box Search Algorithm
. Initialize ho < (0, F(0)).
: foralli=1,...,4,, do
Using history hg.;—1, compute F;, the distribution over €.

1

2

3

4 Sample element w according to P;.
5: Set h; + (w, F(w)).
6

7

8

9

: end for
: if an element of 7" is contained in any tuple of i then
Return success.
. else
10: Return failure.
11: end if
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3.3 Measuring Performance

Since general search algorithms may vary the total number of sampling steps performed, we
measure performance using the expected per-query probability of success,

|P|
1
T.F) = Bpy | oY Pl € T) \ Fl G.1)
=1

where P is the sequence of probability distributions for sampling elements (with one distribution
P; for each time step ¢), H is the search history, and the 7" and /' make the dependence on the
search problem explicit. |P| denotes the length of the sequence P, which equals the number of
queries taken. The expectation is taken over all sources of randomness, which includes random-
ness over possible search histories and any randomness in constructing the various P; from hg.;_1
(if such a construction is not entirely deterministic). Taking the expectation over all sources of
randomness is equivalent to measuring performance for samples drawn from an appropriately
averaged distribution P(- | F') (see Lemma 3). Because we are sampling from a fixed (after
conditioning and expectation) probability distribution, the expected per-query probability of suc-
cess for the algorithm is equivalent to the induced amount of probability mass allocated to target
elements. Thus, each P(- | F) demarks an equivalence class of search algorithms mapping to
the same averaged distribution; we refer to these equivalence classes as search strategies.

We use uniform random sampling with replacement as our baseline search algorithm, which
is a simple, always available strategy and we define p(7', F’) as the per-query probability of
success for that method. In a natural way, p(7, F) is a measure of the intrinsic difficulty of
a search problem [17], absent of any side-information. The ratio p(T', F')/q(T, F') quantifies
the improvement achieved by a search algorithm over simple random sampling. Like an error
quantity, when this ratio is small (i.e., less than one) the performance of the algorithm is better
than uniform random sampling, but when it is larger than one, performance is worse. We will
often write p(7T', F') simply as p, when the target set and information resource are clear from the
context.

3.4 Notation

Table 3.1 gives the symbols used in this manuscript with their meanings.
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Table 3.1: Notation

Symbol Definition

Search space

Element of search space

Search algorithm

Target set, ' C ()

External information resource

) Initialization information

Query feedback information

Set of target sets

Set of external information resources
Sequence of probability distributions on 2
Search history

Probability distribution on €2, P, € P
Baseline per-query probability of success under uniform random sampling: p = |T'|/|Q}|
Ex.rlq(T, F)

"
Q%:Umﬁzsmﬂfggﬁj’ﬂﬁkg >

q(T, F')  Expected per-query probability of success, i.e. Ep 5 [ﬁ 251 PweT) | F
P(-| F) Averaged conditional distribution on {2 for an algorithm, also called a search strategy
Iyrry  —logp/q(T, F)
L Loss function
= Error functional
D Training dataset
Vv Test dataset
u(A)  measure on object A
U(A)  uniform measure / distribution on object A
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Chapter 4

Machine Learning as Search

problems within our formal framework, including the abstract learning problem considered
by Vapnik [81] in his work on empirical risk minimization. Extensions to other types of
learning problems not considered here should be equally straightforward.

IN this chapter we demonstrate how to reduce several types of learning problems to search

4.1 Regression as Search

A central task for machine learning is regression, where a function from a set of inputs to a real-
valued output is learned. In simple cases, the function g takes as input a real-valued variable and
outputs a real-valued response, so g : R — R. The functions can be more general than that,
possibly taking multiple inputs and producing vector-valued outputs, for example. In machine
learning, a set of data points are given along with their function evaluation values, and one
must often recover a function g that produces the evaluations at those data points with minimum
(possibly penalized) loss.
Let

D={(x1,11),. ., (@p,yn) 12, € X,y; € Yfori=1,...,n} 4.1
be a set of training data, where X', ) are finite sets, and let
V={(x,11), s (@m,Ym) :x; € X,y; € Yfori=1,...,m} 4.2)

be a set of test data. Assume a learning algorithm A is allowed to choose from a large (but finite)
collection of possible regression functions, €2, and that it chooses the function g € 2 according
to loss function £ and the training data D. Thus, g = A(L, D), where the assignment may be
stochastic.

Given (2, a natural target set 7' C () is the set of all regression functions with acceptable
performance when evaluated on the test set /', namely

T={g:9€VE=(L,gV)<ce}, 4.3)

where = is an error functional operating on L, regression function g and test set 1/, and € is a
scalar threshold. For the agnostic learning case (when it is not guaranteed that your class of
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functions contains a good function), = can be made relative to the within-class optimum, as a
regret. Also note that 7" is typically random, being a function of random set V.

The external information resource F' consists of loss function £ together with D, encoded in
binary format. The ability to represent F' as a finite bit string follows directly from the finiteness
of X', ) and the assumption that the loss function can be encoded as a finite binary procedure
(such as a C++ method). F'is also random whenever D is itself a random set. Dependence be-
tween D and V' (via shared distributional assumptions, for example) creates dependence between
FandT.

Given the elements (2, T, F') (which require £, D and V'), we can view each regression al-
gorithm as a search that outputs a g € (2 given external information resource F'. Thus, regression
problems can be represented naturally within our search framework.

4.2 Classification as Search

Classification can be viewed as a simple type of regression, where the output values are restricted
to an often small set, such as {—1,1}. The search space (2 is a finite set classification hypothe-
ses, while a loss function such as zero-one loss is used to estimate the quality of any particular
hypothesis within that space. We continue to have a dataset [, which consists of training in-
stances and their class labels, and a test set V. In our framework, the primary difference between
the general regression case and classification is that class labels are typically categorical, in that
labels are not expected to have geometrical relationships corresponding to their cardinalities. In
other words, just because labels 3 and 4 are closer to each other than labels 3 and 10 does not nec-
essarily mean that class 3 is more similar to class 4 than it is to class 10. In contrast, regression
output values do have inherent geometric relationships.

With that difference in mind, classification problems reduce to specific kinds of regression
problems, and therefore can also be represented within our framework.

4.3 Clustering as Search

Given a sample of some points in a vector space, we often desire to cluster the points into distinct
groups. Sometimes the number of groups is given beforehand, such as in the popular k-means++
clustering algorithm [4], and sometimes the algorithm determines the number of clusters itself,
as in DBSCAN [23]. In both cases, the points are assigned to groups, partitioning the points into
k distinct sets. Consider Figure 4.1, which is a set of one hundred points in two dimensional
euclidean space. Visually, it may appear that all the points belong to a single cluster, or perhaps
using a density-based algorithm with small neighborhood size, there may be several clusters.
There is no universally agreed upon definition of what constitutes a “good” cluster, so researchers
are forced to define what is a successful clustering for each task.

We will abstract the problem of clustering, showing how to represent it as a search problem
within our general framework. At the highest level, there are basic elements for any clustering
task:

1. A set of points in a vector space;
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Figure 4.1: Points to be clustered in a vector space.

2. A fixed set of usually unknown clusters (more precisely, distributions), from which the
points are drawn; and

3. A ground truth assignment of points to clusters (namely, the actual generation history of
points).

The set of points are represented in a vector space, typically R?, and we want to recover the
latent cluster assignments for all points. For soft-clustering algorithms, each point may be have
membership in more than one cluster, whereas hard-clustering algorithms assign each point to
at most one cluster. We will make a simplifying assumption that the number of clusters does not
exceed the number of points and that the number of points, NV, is finite. Given these assumptions,
one can represent any clustering of the points among K classes as a real-valued N x K matrix,
W, where entry W;; represents the membership of point 7 in cluster j. For soft-clustering algo-
rithms, these membership weights can take on real values, whereas hard-clustering algorithms
produce binary values at all entries. Without loss of generality, assume all membership weights
are normalized so that 0 < W;; < 1. As a further simplification, since K < /N, we can represent
W as simply an NV x N matrix, where columns with all zeros correspond to non-existent clusters.
In other words, if our algorithm produces only three clusters, then all but three columns of W/
will be equal to zero vectors.

The points themselves, being embedded in some vector space, have a representation within
that space. The could be a vector of values in R%, or some other representation. Let us make
a distinction between the points themselves and their representation within a particular vector
space; thus a point can have many representations, given different vector spaces.

To cast any problem within our framework, we need to define our search space €, an external
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information resource F', and a target set 7', and we assume the clustering algorithm A is fixed
and given and the set of N points is also fixed and given. The search space €2 is the space of all
possible assignment matrices W, and we discretize the search space by requiring finite precision
representation of the assignment weights. The true assignments is represented by matrix W™,
and the target set 7" consists of all ¥ such that £(WW, W*) < ¢ for loss function £ and threshold
€, namely

T={W:WeQ LW W) <e}. (4.4)

Lastly, the external information resource [ is a binary-coded vector space representation of all
N points, where the values are again finite precision. We can assume that F'((}) returns the entire
set of points, and that the algorithm produces at most one W matrix (acting as a single-query
algorithm). Thus, we can fully represent general clustering problems within our framework.

To gain intuition as to how specific clustering tasks would look within our framework, let us
return to the dataset presented in Figure 4.1. Although the point visually look like they belong
to a single cluster, they were generated by sampling two independent sets of points i.i.d. from
two multivariate Gaussian distributions. Figure 4.2 shows the ground-truth cluster assignments
for this example. Given an unlabeled set of points like Figure 4.1 (and perhaps the true number
of clusters), our algorithm must produce a W matrix that reliably separates the points into their
distinctive groups. (We assume that our loss function takes into account label permutations,
which are equivalent to transpositions of the columns of the W matrix.)
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Figure 4.2: Samples drawn from two multivariate Gaussian distributions.

What becomes immediately apparent is the importance of the vector space representation of
the points, as well as the set of points themselves. Had the points been projected to a different
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space that superimposed the two clusters, we would have little hope of recovering the true assign-
ments. Thus, representations can be more (or less) informative of the true cluster assignments,
and thus, provide more (or less) information for recovering the true W*. This is similar to a
case where you want to sort a group of people into Republican and Democrat clusters, but
you have a choice in what attributes and features to use. If you represent the people using a bad
feature representation (such as using gender-normalized shoe size, shirt color, number of eyes,
number of vowels in first name), you have little chance of reliably clustering your population into
their respective groups. However, if you use features highly correlated with the latent classes,
such as voter registration party and zip code, you have a much higher probability of producing
a clustering close to the truth. A good representation will increase the distance between classes,
as in Figure 4.3, while a poor one will decrease it. Thus, we see the importance of dependence
between the external information resource F', which is the chosen representation of a sampled
set of points, and 7', the target set of acceptable clusterings.

In addition to this, it should be clear that the way the points themselves are chosen, in any
vector space representation, will also play a major role in the recovery of the true clusters. Choos-
ing points in a noisy or adversarial manner instead of by sampling i.i.d. from the true underlying
distributions will also decrease the information the set of points provides concerning the true
cluster assignments.
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Figure 4.3: Samples drawn from two multivariate Gaussian distributions, with better separation
among classes.
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Figure 4.4: Parameter estimation

4.4 Parameter Estimation as Search

For parameter estimation, we begin with a large (but finite) search space () of possible vectors 6,
each of which could be used as the input to a black-box process. The process, taking # as input,
then produces a set of outputs, denoted D. The task of parameter estimation is to use D) to reason
back to the correct # that was used by the process.

The external information resource F' consists of the output data D, suitably represented. The
target set 7' can defined using a loss function £ and threshold ¢, namely

T={0:0¢cQ,L00,0)<e} (4.5)

This includes the true parameter vector 6, as well as any acceptably close alternatives. Restric-
tions detailing how D is produced in regards to 6 (e.g., by sampling i.i.d. from a density param-
eterized by 6) control how F' tends to vary for different 4, and consequently, how informative F’
is concerning 6.

4.5 Hyperparameter Optimization as Search

Many hyperparameter optimization methods lend themselves naturally to our search framework.
Let A represent the hyperparameter space (appropriately discretized) and let ¢(\) denote the
empirical metric used to measure how well the algorithm performs on the problem using hyper-
parameter configuration A and let ¢(\*) denote the best performance achievable for any config-
uration in A. For ¢ > 0, we represent the corresponding search problem as follows:

e () =A;

o T={A:XAeA|o(A) = o(X)| < e}

o F'={¢(M),. ... 0(Aa))}:

e F(0) =0; and

* F(X) = o(N).

The sequential optimization procedure samples elements from the search space, evaluates

them according to /', and adds the feedback to the history. Using the information in the history,
it then chooses which element of the search space to sample next, as in Algorithm 1.

4.6 General Learning Problems as Search

Vapnik presents a generalization of learning that applies to classification, regression, and density
estimation [81], which we can translate into our framework. Following Vapnik, let P(z) be
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defined on space Z, and consider the parameterized set of functions ), (z),a € A. The goal
is to minimize R(a) = [ Q. (2)dP(z) for & € A, when P(z) is unknown but an i.i.d. sample
21, ..., 2z is given. Let Repp(r) = ¢ S ¢ Qa(2) be the empirical risk.

To reduce this general problem to a search problem within our framework, assume A is finite,
choose € € R, and let

e ) =A;

e T={a:a e\ R(a) —minygep R(a') < €}

o F={z,....2¢};

e F(0) ={z,...,2}; and

* (o) = Remp(v).

Thus, any finite problem representable in Vapnik’s learning framework is also directly rep-

resentable within our search framework. The results presented here apply to all such problems
considered in statistical learning theory.
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Chapter 5

Theoretical Results'

5.1 Lemmata

We begin by proving several lemmata which will help us in establishing our main theorems.
Lemma 1 (Sauer-Shelah Inequality). For d < n, Z;l:o (") < (%)d.

n
J

Proof. We reproduce a simple proof of the Sauer-Shelah inequality [68] for completeness.
p .
n\4 n d\’
— — 5.1
)20 6) 5

(g)] 5.2)
n

< (
(@) 2
d d\"
-(5) <1 += (5.3)
d n
ny 4 d\"
< (- i — .
< (4) Jim (1+9) G4
en\ 4
_ (3) . (5.5)
O
Lemma 2. Z]@(’)J (’;) < 2" forb > 3andn > 2°.
Proof. By the condition b > 3, we have
2b + log, e < 2° (5.6)

I'This chapter reproduces content from Montafiez, “The Famine of Forte: Few Search Problems Greatly Favor
Your Algorithm” (arXiv 2016)
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which implies 27°(2b + log, e) < 1. Therefore,

1>27"(2b+ logye) (5.7)
b b+logye

=% + % (5.8)
b b+logye

> 4 (5.9)

using the condition n > 2°, which implies
n
n2b+§(b+log26). (5.10)
Thus,
g > 2b+2%(b+10g2 e)

_ 2b22ﬂb(b+10g2 e)
— 2b (2b210g2 e) 2%
— 2" (2%e) 2

%
p (€N 2
=2 (=

> 9b (n)
=0

where the penultimate inequality follows from the Sauer-Shelah inequality [68]. Dividing through
by 2° gives the desired result. [

Lemma 3. (Expected Per Query Performance From Expected Distribution) Let t be a target set,
q(t, f) the expected per-query probability of success for an algorithm and v be the conditional
joint measure induced by that algorithm over finite sequences of probability distributions and
search histories, conditioned on external information resource f. Denote a probability distri-
bution sequence by P and a search history by h. Let U (15) denote a uniform distribution on
elements of P and define P(z | f) = T Ep i) [P(z)]dv(P,h | f). Then,

q(t, f) = P(X € t|f)

where P(X|f) is a probability distribution on the search space.

Proof. Begin by expanding the definition of Ep_;, 5y [P(z)], being the average probability mass
on element x under sequence P:
1P|

Ep.u[P@)) = 7 D Pie)
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Next, we confirm that P(z|f) is a proper probability distribution:

1. P(x|f) > 0, being the integral of a nonnegative function;
2. P(x|f) <1, since

|P|

Plalf) < /[ >

3. P(z|f) sums to one, since

Y Plalf)=

dv(P,h|f) = 1;

/W“P )dv(P, h|f)
I

/W\

/W‘§5Wth

: :dV(P hlf)

=1

)| dv(P.h|f)

Finally,
X S t‘f Z]lxetp .T‘f

—Z[xa [ Boain Pt P.015)
i 1P

/[ > P ]duth)
i >

[znmp
1P|
=Ep g ]P] ZEXNP Lxed|f

)| dv(P, hlf)
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Lemmad. If X | T|F, then
Pr(X € T} A) = Er plq(T, F)].

Proof. Pr(X € T; A) denotes the probability that random variable X will be in target 7" (marginal-
ized over all values of F') when 7" is random and X is drawn from P(X|F'). Then,

Pr(X € Ty A) = Er x [Ixer| A
= Er [Ex[lxer|T, Al]
= Er [Ep[Ex[1xer|T, F, A]|T]]
= Er [Ep[Ex[1xer|F, A]|T]]
= Err [Ex[1xer|F, Al
=Erp [ P(X € T|F)]
=Errq(T, F)]

where the third equality makes use of the law of iterated expectation, the fourth follows from the
conditional independence assumption, and the final equality follows from Lemma 3. ]

Lemma 5. (Maximum Number of Satisfying Vectors) Given an integer 1 < k <n, asetS = {s:
s € {0,1}", ||s|| = vk} of all n-length k-hot binary vectors, a set P = {P : P € R", > b=
1} of discrete n-dimensional simplex vectors, and a fixed scalar threshold ¢ € [0, 1], then for any

fixed P € P,

1/n—-1
1 < =
Stiens (3 ))

seS

where s P denotes the vector dot product between s and P.

Proof. For € = 0, the bound holds trivially. For e > 0, let S be a random quantity that takes
values s uniformly in the set S. Then, for any fixed P € P,

Z ]lsTPZG = <Z)E []ISTPZE]
seS
= (Z) Pr (STP > e) )

Let 1 denotes the all ones vector. Under a uniform distribution on random quantity S and because

38



P does not change with respect to s, we have

E[STP] = (Z
P

since P must sum to 1.
Noting that ST P > 0, we use Markov’s inequality to get

S Lgrps = (Z) Pr(STP > ¢
< (Z) %]E [STP]

_(n\1k

B <k) en

_lkn(n-1

= onk (k - 1)

lfn—1

T e (k - 1)‘
Lemma 6. (Maximum Proportion of Satisfying Strategies) Given an integer 1 < k < n, a set
S = {s:s € {0,1}"|s|| = Vk} of all n-length k-hot binary vectors, a set P = {P :

P eR" > ;b= 1} of discrete n-dimensional simplex vectors, and a fixed scalar threshold
e € [0, 1], then

O

N(gs,e) Lk

< X
s w(P) ~ en

where Gs. = {P : P € P,s' P > ¢} and i is Lebesgue measure.

Proof. Similar results have been proved by others with regard to No Free Lunch theorems [17,
18, 21, 71, 95]. Our result concerns the maximum proportion of sufficiently good strategies (not
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the mean performance of strategies over all problems, as in the NFL case) and is a simplification
over previous search-for-a-search results.

For € = 0, the bound holds trivially. For ¢ > 0, We first notice that the p(P)~! term can be
viewed as a uniform density over the region of the simplex P, so that the integral becomes an
expectation with respect to this distribution, where P is drawn uniformly from P. Thus, for any
seS,

1(Gs.e) _ 1
= /P m []]'STP2€] du(P)

= Epu(p) [1s7p>]
=Pr(s' P >¢)
1

< EEPNM(P) [STP} ;

where the final line follows from Markov’s inequality. Since the symmetric Dirichlet distribution
in n dimensions with parameter o = 1 gives the uniform distribution over the simplex, we get

]Epwu(p) [P] = IE:P~Dir(oz:1) [P}
_ ( o ) 1
D«
(5)
=|(—-]1,
n
1

1
EEPNM(P) [STP} = ESTEPNL{(P) [P]

1 1
€ n

1k

eENn

where 1 denotes the all ones vector. We have

5.2 The Fraction of Favorable Targets

Under our search framework and given an algorithm A and a fixed information object F, we
can ask what fraction of possible target sets are favorable to A, namely, for which A has a
probability of success greater than random chance. Because the probability of chance success
is proportional to the size of T, we define p = |T'|/|€2|, and use active information of expecta-
tions (Iyr,r) = —logp /q(T, F)) to transform the ratio of (expected) success probabilities into
bits [17, 57], where p is the per-query probability of success for uniform random sampling with
replacement, and ¢(7, F') is the expected per-query probability of success for algorithm A on
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the same problem?. For algorithm A, positive I q(T,F) 1s equivalent to sampling a smaller search
space for a target set of the same size in expectation, thus having a natural advantage over uni-
form search on the original search space. We can quantify favorability in terms of the number
of bits advantage A has over uniform sampling. We have the following theorem concerning the
proportion of b-bit favorable problems:

Theorem 1. Let 1 ={T |T C Q} and v, ={T | 0 # T C Q, Iy¢r,py > b}. Then forb >3,

@ <27

Proof. First, by the definition of active information of expectations, ;7 r)y > b implies IT| <

9 since ¢(T, F) < 1. Thus,

Q
TbgTzz{T!TgQ,lslTls'z—b'}. (5.11)

For [ < 2" and I,y ) > b, we have |T'| < 1 for all elements of T, (making the set empty)
and the theorem follows immediately. Thus, |©2| > 2° for the remainder.

By Lemma 2, we have

/
[l < [l (5.12)
i

=271} " (’i') (5.13)

< 2~ 19gl2l=b (5.14)
— 927t (5.15)

]

Thus, for a fixed information resource F', few target sets can be greatly favorable for any
single algorithm.

Since this results holds for all target sets on {2, a question immediately arises: would this
scarcity of favorable problems exist if we limited ourselves to only sparse target sets, namely
those having few target elements? Since the problems would be more difficult for uniform
sampling, perhaps the fraction of favorable problems can grow accordingly. We examine this
situation next.

2This pointwise KL-divergence is almost identical to the active information (I ) transform defined in [17], but
differs in that for active information ¢ is the probability of success for algorithm A under some query constraint.
Here we keep the pointwise KL-divergence form of I, but take the ratio of the expected per-query probabilities of
success.
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5.3 The Famine of Forte

If we restrict our consideration to k-sparse target sets, we have the following result which shows
that a similarly restrictive bound continues to hold in the k-sparse case.

Theorem 2. (Famine of Forte) Define
T, ={T|T CQ,|T|=keN}
and let B,,, denote any set of binary strings, such that the strings are of length m or less. Let

R={(T,F)|T €, F € B,}, and
RQmin = {(T’ F) | T 6 Tk'?F 6 Bqu(Tv F) Z Qmin}a

where q(T, F) is the expected per-query probability of success for algorithm A on problem
(Q, T, F). Then for any m € N,

|RQmin S p
|R| Amin
and
llm |quin S p
where p = k/||.

Thus, the famine of favorable problems exists for target-sparse problems as well. This result
improves on Theorem 1 by removing the restrictions on the minimum search space size and
amount of favorability, and by allowing for consideration of not just a fixed information resource
F' but any finite set of external information resources. We will now prove the result.

Proof. We begin by defining a set S of all |{2|-length target functions with exactly & ones, namely,
S = {s:s e {0,1} |s|| = vk}. For each of these, we have |B,,| external information
resources. The total number of search problems is therefore

]
( . >\Bm\. (5.16)

We seek to bound the proportion of possible search problems for which ¢(s, f) > g, for any
threshold gy, € (0, 1]. Thus,

|RQmin |Bm| Supf [ZSES :”‘Q(Svf)ZQmin] (5 17)
i Q .
R 1B, ()
Q -1
= <|k|) ZHQ(Saf*)Z%nin’ (518)

seS
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where [* € B,, denotes the arg sup of the expression. Therefore,

|RQmm |Q|
W_ I Z]l (5,/*) > min

SES
\Q\
SES
(VA
< Z ]lSTPf* >qmm
seS

where the first equality follows from Lemma 3, w € s means the target function s evaluated at
w is one, and P - represents the |€2|-length probability vector defined by P(-|f*). By Lemma 5,

we have
Q) QN[ 1 /19 -1
( Z]ISTP’CO%""S k Gmin \ k —1
seS

_ k1
|Q| Gmin
= D/ Gmin (5.19)

proving the result for finite external information resources.
To extend to infinite external information resources, let A,, = {f : f € {0,1}*,£ € N,/ <
m} and define

| A SUP e A,, [ZSGS ]lq(&f)qum]

Ay, 1= (5.20)
Q )
Al (5
b — ‘Bm| SuprBm [ESES ]lq(svf)ZQmin} (5 21)
moe 1] :
1Bl (%)
We have shown that a,, < p/@mi for each m € N. Thus,
A, su 1 .
hm Sup ’ ‘ prAm [legels Q(svf)ZQmm} — hm Sup A
< Sup an,
< P/ Gmin-
Next, we use the monotone convergence theorem to show the limit exists. First,
su 1 ,
lin gy, = Tim SuPretn Pn Loz (5.22)

By construction, the successive A,, are nested with increasing m, so the sequence of suprema
(and numerator) are increasing, though not necessarily strictly increasing. The denominator is
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not dependent on m, so {a,,} is an increasing sequence. Because it is also bounded above by
P/ Gmin» the limit exists by monotone convergence. Thus,

lim a,, = limsup a,, < p/qmin-
m—00 m—o0

Lastly,

lim b, = lim Bl sup e, [Xses Lats,)=amn)

— lim SUPfeB,, [Zses ]IQ(S»f)quin]
T m—oo (IS;\)
: SupfeAm [ZSGS ]lq(svf)ZQmin:I
s Jim ()
= lim a,,
m—00
S p/Qmin-

]

We see that for small p (problems with sparse target sets) favorable search problems are rare
if we desire a strong probability of success. The larger ¢y,;,, the smaller the proportion. In many
real-world settings, we are given a difficult search problem (with minuscule p) and we hope that
our algorithm has a reasonable chance of achieving success within a limited number of queries.
According to this result, the proportion of problems fulfilling such criteria is also minuscule.
Only if we greatly relax the minimum performance demanded, so that ¢.,;, approaches the scale
of p, do such accommodating search problems become plentiful.

5.3.1 Corollary

Using the active information of expectations transform, we can restate the result in Theorem 2
to compare it directly with the bound from Theorem 1. Doing so shows the exact same bound
continues to hold:

Corollary 1. Let R = {(T,F) | T € 7,F € By} and R, = {(T,F) | T € 7, F €
By, Lyr,ry > b}. Then for any m € N

|Ro|
— <277
R

Proof. The proof follows from the definition of active information of expectations and Theo-
rem 2. Note,

(5.23)
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implies
q(T, F) > p2". (5.24)

Since Iyr,r) > b implies q(T,F) > p2b, the set of problems for which I, r)y > b can be no
bigger than the set for which ¢(T, F) > p2°. By Theorem 2, the proportion of problems for
which ¢(T, F') is at least p2° is no greater than p/(p2°). Thus,

R 1
H < ST (5.25)

]

Thus, restricting ourselves to target-sparse search problems does nothing to increase the pro-
portion of b-bit favorable problems, contrary to initial expectations. Furthermore, we see that
finding a search problem for which an algorithm effectively reduces the search space by b bits
requires at least b bits, so information is conserved in this context. Assuming you have no domain
knowledge to guide the process of finding a search problem for which your search algorithm ex-
cels, you are unlikely to stumble upon one under uniform chance; indeed, they are exponentially
rare in the amount of improvement sought.

5.3.2 Additional Corollary

If we define q as the per-query probability of success (in contrast to the expected per-query prob-
ability of success ¢(7, F')), we can also bound the proportion of search problems with expected
improvement over uniform random sampling, in the following way:

Corollary 2. (Conservation of Expected I;) Define

]q = 10g2 p/CL

where p is the per-query probability of success for uniform random sampling and q is the per-
query probability of success for an alternative search algorithm. Define

w={T|TCQ|T|=keN}
and let B,,, denote any set of binary strings, such that the strings are of length m or less. Let

R={(T,F)|T €, F € B}, and
Ry, = {(T,F) | TETk,FEBm,E[Lﬂ Zb}

Then for any m € N

|Ro|
— <277
R
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Proof. By Jensen’s inequality and the concavity of log,(g/p) in ¢, we have

oo (0)
sl 1)
oo (2

o (7))

= IQ(TvF) :

The result follows by invoking Corollary 1. [

5.4 Bound on Expected Efficiency

The results proven thus far can also be used in rederiving existing results from the literature. As
one example, we will prove an early result by Culberson [15] using our theorems, which shows
the proportion of problems for which a fixed algorithm is guaranteed to find a single target (in
expectation) within £ steps is bounded by £/|€2|. We prove this bound on the expected efficiency
of algorithms as a corollary to the Famine of Forte.

Corollary 3. (Expected Efficiency) Define

1 ={T|TCQ|T| =1}

and let BB,,, denote any set of binary strings, such that the strings are of length m or less, for some
m € N. Let R be the set of possible search problems on these sets and let R 4(&) be the subset
of search problems for algorithm A such that the target element is found in expectation within &
evaluations, namely,

R={(T,F)|T e, F €B,}, and

'3
RA(E):{<T,F)’T€T1,FEBm,E Z]IOJZETF 21}
i=1
Then,
[Ra(§)] < &
| R| 12

Proof. We consider only algorithms that run for exactly £ queries and terminate. For any al-
gorithm terminating in fewer queries, we consider a related algorithm that has identical initial
behavior but repeats the final query until £ queries are achieved. Similarly, for algorithms that
might produce more than £ queries, we replace it with an algorithm that has identical initial
behavior, but terminates after the {th query.
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Using the law of iterated expectation, we have

3
1<E|) lyer|F (5.26)
=1
R ~
=Epp [E (Y luer|P H 'F (5.27)
L i=1
C )
=Epy | B, {LZGT P, H} 'F (5.28)
Li=1
3
=Epy |> Plwe T)‘F , (5.29)
Li=1
which, by linearity of expectation, implies
3
Epp |z Plwe T)’F =¢(T,F) (5.30)
=1
1
> . (5.31)
3

Thus, R4(§) = {(T,F) | T € T, F € By, ¢ (T, F) > ¢} where ¢/(T, F) is the expected per-
query probability of success for some algorithm (possibly different from our original algorithm),
p=1/|9|, and gmin = % Invoking Theorem 2 then gives the desired result, since it holds for all
algorithms. [

5.5 The Famine of Favorable Strategies

The previous theorems have shown that strongly favorable search problems are rare for any fixed
algorithm. However, not only are favorable problems rare, so are favorable strategies. Whether
you hold fixed the algorithm and try to match a problem to it, or hold fixed the problem and try
to match a strategy to it, both are provably difficult. Because matching problems to algorithms is
hard, seemingly serendipitous agreement between the two calls for further explanation, serving as
evidence against blind matching by independent mechanisms (especially for very sparse targets
embedded in very large spaces). More importantly, this result places hard quantitative constraints
(similar to minimax bounds in statistical learning theory) on information costs for automated
machine learning, which attempts to match learning algorithms to learning problems [35, 80].
Our next result bounds the proportion of favorable strategies, exactly matching the bound given
in Theorem 2.
Theorem 3. (The Famine of Favorable Strategies) Let p = |t|/|SY|. Then for any fixed search
problem (0,t, f), set of probability mass functions P = {P : P € R/, >.; P =1}, and a fixed
threshold G € [p, 1],

M(gt,Qmm) < b

M(P) - Gmin ’
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where G g, = {P : P € P,t"P > qun} and u is Lebesgue measure. Furthermore, the
proportion of possible search strategies giving at least b bits of active information of expectations
is no greater than 27°.

Proof. Applying Lemma 6, with s = ¢, € = quin, £ = |t|, n = ||, and p = [t]/|€], yields
the first result, while following the same steps as Corollary 1 gives the second (noting that by
Lemma 3 each strategy is equivalent to a corresponding ¢(t, f)). O]

5.6 Learning Under Dependence

When p is very small, the previous results prove the difficulty of blindly encountering a problem
for which your algorithm greatly outperforms random chance; most problems are not favorable
for a given algorithm. However, when problems are favorable, what is it that makes them favor-
able? Here we are introduced to the importance of dependence in search. We show that only
for problems where the external information resource £’ provides exploitable information con-
cerning the target set 7' can an algorithm have a large single-query probability of success. This
1S proven next.

Theorem 4. Define 1, = {T' | T C Q,|T| = k € N} and let BB,, denote any set of binary strings,
such that the strings are of length m or less. Define q as the expected per-query probability of
success under the joint distribution on T € T, and F' € B,, for any fixed algorithm A, so that
q:=Err[q(T, F)], namely,

q=Erp | PlweT|F)|] =Pr(weT;A).
Then,

. < I(T; F) + D(Pr|Uy) + 1
< I

where Iq = —log, k/|Q|, D(Pr||Ur) is the Kullback-Liebler divergence between the marginal
distribution on T and the uniform distribution on T, and I(T; F) is the mutual information.
Alternatively, we can write

HUr)— H(T | F)+1
I

q=<

where H(Ur) = log, (‘2‘).

This result shows how the bound on single-query probability of success improves proportion-
ally with the amount of reliable information given concerning targets. We quantify the degree
of reliability as the mutual information between target set 7' and external information resource
F, under any fixed joint distribution. The larger the mutual information, the more information
F' can give us regarding the location of 7', and thus, the greater the opportunity for success. We
see that / can be interpreted as the information cost of locating a target element in the absence
of side-information. D(Pr||Ur) is naturally interpreted as the predictability of the target sets,

since large values imply the probable occurrence of only a small number of possible target sets.
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The mutual information I(7"; F') is the amount of exploitable information the external resource
contains regarding 7'; lowering the mutual information lowers the maximum expected probabil-
ity of success for the algorithm. Lastly, the 1 in the numerator upper bounds the contribution of
pure randomness. This expression constrains the relative contributions of predictability, problem
difficulty, side-information, and randomness for a successful search.

Proof. This proof loosely follows that of Fano’s Inequality [24], being a reversed generalization

of it, so in keeping with the traditional notation we let X := w for the remainder of this proof.

Let Z = 1(X € T). Using the chain rule for entropy to expand H(Z,T|X) in two different
ways, we get

H(Z,T\X)=H(Z|T,X)+ H(T|X) (5.32)

=H(T\Z,X)+ H(Z|X). (5.33)

By definition, H(Z|T, X) = 0, and by the data processing inequality H(T'|F) < H(T|X).
Thus,

H(T|F) < H(T|Z,X) + H(Z|X). (5.34)

Define P, = Pr(X € T; A) = Pr(Z = 1). Then,

HT\Z,X)=(1-P)H(T|Z=0,X)+PH(T|Z=1,X) (5.35)
2] Q=1
<(1- PF,)log, ( i + P, log, b1 (5.36)
2] 2]
= log, ( p ) P, log, T (5.37)

We let H(Ur) = log, ('2‘), being the entropy of the uniform distribution over k-sparse target
sets in §). Therefore,

H(T|F) < H(Uy) — P,log, % + H(Z|X). (5.38)

Using the definitions of conditional entropy and /(,, we get

H(T) — I(T; F) < H(Uyr) — Pl + H(Z|X), (5.39)

which implies
P,Io < I(T; F) + H(Uy) — H(T) + H(Z|X) (5.40)
= I(T; F) + D(Pr|lUr) + H(Z|X). (5.41)

Examining H(Z|X), we see it captures how much entropy of Z is due to the randomness of
T'. To see this, imagine (2 is a roulette wheel and we place our bet on X. Target elements are
“chosen” as balls land on random slots, according to the distribution on 7". When a ball lands on
X as often as not (roughly half the time), this quantity is maximized. Thus, this entropy captures
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the contribution of dumb luck, being averaged over all X. (When balls move towards always

landing on X, something other than luck is at work.) We upperbound this by its maximum value

of 1 and obtain

I(T; F) 4+ D(Pr|lUy) + 1
Ig ’

Pr(X eT;A) < (5.42)
and substitute ¢ for Pr(X € T’;.A) to obtain the first result, noting that ¢ = Er.p [ P(w € T|F)]
specifies a proper probability distribution by the linearity and boundedness of the expectation.
To obtain the second form, use the definitions I(T; F) = H(T) — H(T|F) and D(Pr||Ur) =
H(Uyp) — H(T). O

5.7 Why Machine Learning Works in One Equation

Rather than simply upper-bounding the probability of success, we would like to know exactly
how mutual information, target sparseness, target predictability and random luck affect the ex-
pected outcome. We thus prove the following theorem which gives a closed-form expression for
the single-query probability of success given those factors:

Theorem 5. (Probability of Success) Define

T ={T|TCO|T|=keN}

and let BB,, denote any set of binary strings, such that the strings are of length m or less. Let
X € Q be drawn according to algorithm A and define Z = 1(X € T). For any joint distribution
onT € 1, and information resource F € B,,, if H(T|Z = 0,X) # H(T|Z = 1, X), then
I(T;F)— I, + D(Pr|Ur) + H(Z|X) + Cr

Io+ Ex [D(PT|Z:1,XHUT|Z:1,X):| +Cr

where I = —log, k/|Q|, I, = I(T; F) — I(T'; X) is the information leakage, D(Pr|Ur) is the
Kullback-Liebler divergence between the marginal distribution on T’ and the uniform distribu-
tionon T, I(T; F) is the mutual information between T and F, and Cr = log, (1 — k/|QY|) —

Ex [D(PT|Z:0,X ||UT\Z:O,X)} .

Proof. Define Z = 1(X € T). Using the chain rule for entropy to expand H(Z,T|X) in two
different ways, we get

Pr(X € T; A) = (5.43)

H(Z,T|X) = H(Z|T, X) + H(T|X) (5.44)
= H(T|Z,X) + H(Z|X). (5.45)
By definition, H(Z|T, X') = 0, which gives
H(T|X) = H(T|Z,X) + H(Z|X). (5.46)
Define P, = Pr(X € T; A) = Pr(Z = 1). Then,
H(T|Z,X) = (1— P)H(T|Z =0,X)+ P,H(T|Z = 1, X) (5.47)
= H(T|Z =0,X) - P,[H(T|Z=0,X)— HT|Z =1,X)]. (5.48)
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Combining this result with Equation 5.46, we get
HTX)=HT|Z=0,X)—-P,[HT|Z=0,X)-H(T|Z=1,X)|+ H(Z|X). (549

By the definition of mutual information, H(7T'|X) = H(T) — I(T'; X ), so we can substitute
and rearrange to obtain

I(T; X)— H(T)+ H(T|Z =0,X) + H(Z|X)

P, = .
g H(T|\Z=0,X)-H(T|Z=1,X) (5-50)
Let Uy denote the uniform distribution over 1" € T;. Using the facts that
Q
H(T) = log, (‘kl) — D(Prl|ttr), (5.51)
H(T|Z=0,X)=> Pr(X =2)H(T|Z =0,X = x), (5.52)
zeQ
] -1
= Z Pr(X = z) |log, 5 — D(Priz—0.x=2|Urz=0x=2) | » (5.53)
z€e)
€] -1
= log, I —Ex [D(PT|Z:0,X||UT|Z:0,X)] , (5.54)
we get
b LT3 X) —log, (') + D(Pr|ltr) +1ogy (1Y) = Ex [D(Priz—o x| Uriz=0,x)] + H(Z|X)
v H(T|Z=0,X)-H(T|Z =1,X)
(5.55)
I(T; X) + log, (1 |ﬂ|) + D(Pr|lUr) — [D(PT‘Z:07x|’uT|Z:O,X)} + H(Z|X)
(5.56)
Applying similar substitutions to the denominator, we obtain
o I(T; X) + log, (1 mw) + D(Pr|Ur) — Ex [D(Priz=ox|lUrz=0.x)] + H(Z|X)
! log, ( ) log, ('Q‘ 1) +Ex [D(PT|Z:1,XHUT|Z:1,X>} —Ex [D(PT|Z:O,XHUT|Z:O,X>}
(5.57)

I(T; X) + log, <1 - %) + D(Pr|lUr) — Ex [D(Priz=ox|lUriz=0.x)] + H(Z|X)

log, (IQ| > +Ex [D(PT\Z=1,XHUT|Z=1,X)] —Ex [D(PT|Z=0,X”UT|Z=0,X)]

(5.58)
I(T; X) +log, (1= &) + D(Pr|thr) — Ex [D(Pryz-o.x|lUriz=0x)] + H(Z|X)
k_

Ex [D(Priz=1.xlUriz=1,x)] — Ex [D(Priz=ox|[Urjz=0.x)]
(5.59)

N———
_l’_
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Let Cr = log, (1 — \ﬁkl) — Ex [D(Priz=0,x |Urjz=0.x)], as a correction term and define the

information leakage I;, = I(T; F') — I(T; X ). Using the definition of P, and adding/subtracting
I(T; F) from the numerator, we conclude

I(T; F) — I + D(Pr|Ur) + H(Z|X) + Cr

Pr( X eT ;A =
( ) In +Ex [D(PT|Z:1,XHZ/{T\Z:1,X)} +Cr

(5.60)

]

The elements of Equation 5.43 suggest the following interpretation:
e [(T; F') — The mutual information between the target set and the external information
resource;

e [;, — The amount of mutual information concerning the target set ignored or lost by the
learning algorithm when constructing its distribution from the external information re-
source (e.g., building its model from the training data);

e D(Pr||Ur) — The overall predictability of the target set (when this is large, 7' becomes
more predictable and 7" becomes maximally unpredictable when this quantity is zero);

e H(Z|X) — The contribution of pure random chance to the search process;
e [ — The baseline problem difficulty, measured in bits;

e By [D(PT| z=1.x ||Ur|z=1, X)] — Expected structural predictability term, signifying on av-
erage how much information you gain about 7" as a set given you know the location of one
element in 7"; and

e (Cr — The correction term, which balances the equation to make it a valid probability.

Equation 5.43 gives an answer to the question “why does machine learning work?,” as a
closed-form single equation. The equation contains many components that must be known or
estimated, which could prove difficult in practice. However, given some assumptions of distri-
butions and search process, the single-query probability of success can be computed exactly, as
is done for examples given in Chapter 8.

To complete our set of theoretical results for our search framework, we will examine a sem-
inal contribution to the view of machine learning as search, showing the need for biases in the
search process. We formalize a result given by Mitchell [55], extending it to hold for multi-class
classification problems (the original statement and informal proof were given with respect to
binary classification).

5.8 The Need for Biased Classifiers

Mitchell demonstrated the need for binary classification algorithms to hold certain assumptions
concerning the problems they are applied to [55]. Defining inductive bias as any preferences
in an algorithm based on something other than strict consistency with training data, Mitchell
demonstrated that an algorithm with no inductive bias necessarily has generalization performance
equivalent to random guessing. He did this by arguing that if we retain a space of all hypotheses
(binary labelings) that are consistent with training data, beginning with all possible hypotheses
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on the instance space, then those hypotheses that remain will have an equal number of positive
labels and negative labels for any instance not yet seen. If strict consistency with training data is
our only criterion for choosing hypotheses, we cannot decide if an unseen instance should receive
a positive or negative label based on majority voting, since the remaining consistent hypotheses
are equally split among both outcomes. Thus, we must essentially guess, having an equal chance
of being correct or wrong in each instance. While Mitchell gave an informal argument similar
to the preceding to prove this point, we formally prove the need for biased classifiers, extending
the result to hold for all finite multi-class learning problems.

We will give two theorems, one for when the true concept h* is fixed, and the second for the
more general case, when the true concept is chosen according to some distribution. The first is a
special case of the second (assuming a point-mass, degenerate distribution), but the proof for the
special case (with credit to Cosma Shalizi) is much simpler, so we begin with it.

5.8.1 Special Case: Concept and Test Set Fixed

Theorem 6. Define as follows:
e X - finite instance space,
Y - finite label space,
o O - Y%, the space of possible concepts on X,
® h - a hypothesis, h € ),
® * - the true concept, h* € (),
* D={(z1,11),...,(xN,yn)} - any training dataset where x; € X, y; € ),
e D, ={x:(x,-) € D} - the set of x instances in D,
o V, = {x1,...,xm} - any test dataset disjoint from D, (i.e., D, NV, = 0) containing
exactly M elements x; € X with M > (),
e () p - subset of hypotheses consistent with D, and
e unbiased classifier A - any classifier such that P(h|D,V,) = 1(h € Qp)/|2p| (i.e., makes
no assumptions beyond strict consistency with training data).
For fixed h* and V,, = v,, the distribution of 0-1 generalization error counts for any unbiased
classifier on true concept h* is given by

e (2)0-3) ()"

where w is the number of wrong predictions on test set v,.

Proof. We assume that h* — d — h, implying P(h|h*,d,v,) = P(h|d,v,) by d-separation.
Given h*, the true label of every instance is X becomes fixed. Define,

Wi (0x) = > L(h(x) # h*(x))), (5.61)
TEV,

R={h:heQp,}, and (5.62)

Ry ={h:h e Qp,wpp(v;) = w}. (5.63)
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Given these definitions, |R| = |V|I¥!-1Pl and |R,| = (")) (|¥] — 1)»|p||¥I=IPI-l=l Because
unbiased classifier .4 has a uniform distribution on the set of all consistent hypotheses, the ratio
|R.,|/|R| is equivalent to the probability of choosing a hypothesis making exactly w errors on
vz, namely

Rl () (1] = 1w (| X1-IP1le

w

|R)| - | V|1 XI=1D]

OS] R
o3y ()
Aj) (1_51| (ﬁ) . (5.68)

]

(5.64)

5.8.2 General Case: Concept and Test Set Drawn from Distributions

We again consider algorithms that make no assumptions beyond strict consistency with training
data. This requires that the training data be noiseless, with accurate class labels. Although one
can extend the proof to handle the case of noisy training labels (see Appendix A), doing so
increases the complexity of the proof and does not add anything substantial to the discussion,
since the same result continues to hold. Thus, we focus on the case of noiseless training data,
assuming strict consistency with it.
Theorem 7. Define as follows:

e X - finite instance space,

e ) - finite label space,
Q - V¥, the space of possible concepts on X,
h - a hypothesis, h € €},
D ={(x1,11),...,(xn,yn)} - any training dataset where x; € X, y; € Y,
D, ={z: (z,) € D} - the set of x instances in D,
Ve = {x1,...,xm} - any test dataset disjoint from D, (i.e., D, NV, = 0) containing
exactly M elements x; € X with M > 0, hidden from the algorithm during learning,

e () - subset of hypotheses strictly consistent with D, and

e unbiased classifier A - any classifier such that P(h|D, M) = 1(h € Qp)/|Qp| (i.e., makes

no assumptions beyond strict consistency with training data).

Then the distribution of 0-1 generalization error counts for any unbiased classifier is given by

revsa-(2)(-3) ()
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where w is the number of wrong predictions on disjoint test sets of size M. Thus, every unbiased
classifier has generalization performance equivalent to random guessing (e.g., flipping a coin)
of class labels for unseen instances.

A
N
@)
@)
™)

Figure 5.1: Graphical model of objects involved in unbiased classification and their relationships.

Proof. Figure 5.1 gives the graphical model for our problem setting. In agreement with this
model, we assume the training data D are generated from the true concept A* by some process,
and that h is chosen by 4 using D alone, without access to h*. Thus, h* — D — h, implying
P(h*|D,h,M) = P(h*|D, M) by d-separation. By similar reasoning, since {D,, M} — V,,
with D as an ancestor of both V, and i and no other active path between them, we have
P(V.|f,D,h, M) = P(V,|f, D, M). This can be verified intuitively by the fact that V is gen-
erated prior to the algorithm choosing A, and the algorithm has no access to V,, when choosing h
(it only has access to DD, which we’re already conditioning on).

Let K = 1(h € Qp)/|Q2p]| and let L be the number of free instances in X', namely

L=|X|—=(|Ds| + |Vz|) (5.69)
= |X| = (N + M). (5.70)
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Then
P(w, D|M)

P(w|D, M; A) = P (5.71)
ZheQ P(w’h7D‘M)
= 2 5.72
> nesny PU1, DIA) 72
_ 2nen, Pwlh, D, M)P(h|D, M)P(D|M) 5.73)
> neap, (WD, M)P(D|M) '
_ ZhGQD P(w’h7D7 M)KP(D’M) (574)
ZheQD KP(D|M)
KP(D|M) Yo P(wl|h, D, M)
= D 5.75
KP(DIM) )| O7)
=0 DMXQ: (w|h, D, M) (5.76)
S
\W“L > P(w|h, D, M) (5.77)
heQp
D’!J‘“L > P(w|h, D, M), (5.78)
heQp

Marginalizing over possible true concepts f for term P(w|h, D, M) and letting Z = {f, h, D, M},
we have

P(w|h,D,M) =" P(w, f|h, D, M) (5.79)
feQ
= P(w|Z)P(f|h, D, M) (5.80)
feQ
= P(w|Z)P(f|D,M) (by d-separation) (5.81)
feqQ
=> P(f|D. M) ZP w, v,|Z) (5.82)
feq
=> P(fID.M ZP V| Z)P(w|Z, v,) (5.83)
feq
=Y P(fID,M) ZP e Z) 1 (w = wp 1 (vz)), (5.84)
feq

where wy, f(v,) = >, 1(h(x) # f(x)) and the final equality follows since

1 w=wpf(vs),

(5.85)
0 w# wps(vy).

P(w|Z,v,) = P(w|f, h, D, M, v,) = {
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Combining (5.78) and (5.84), we obtain

P(w|D, M; A) = |y|M+L > ZP (f|1D, M ZP (vg| f, h, D, M)1 (w:wh,f(um))]

heQp LfeQ
(5.86)

\W“L > ZP f|D, M) ZP ve| f, D, M)1 (wzwh,f(vx))]

heQp LfeQ
(5.87)
D’IWL > P(f|D, M) ZP (0= Z') D~ L(w = wp (vs)), (5.88)
fEQ heQp
where we have defined Z’ := {f, D, M} and the second equality follows from d-separation

between V,, and h, conditioned on D.

Note that ), ., 1(w = wy, (v,)) is the number of hypotheses strictly consistent with D that
disagree with concept f exactly w times on v,. There are (]\u/)[ ) ways to choose w disagreements
with f on v,, and for each of the w disagreements we can choose || — 1 possible values for h
at that instance, giving a multiplicative factor of (|)| — 1)". For the remaining L instances that

are in neither D nor v,, we have |)| possible values, giving the additional multiplicative factor
of |Y|~. Thus,

P(ID.M: A) = iz > PUID. M) DILCES (W) wi-vmwe] s

feo
_ m%ﬁ Kw>(‘y| D}‘L} f%p fID, M) ZP (v Z')  (5.90)
= gz | (o)1= 0] > PUIDAD 591
= (Aj) (N 1)‘“‘3,% (5.92)
b
() (-m1) 5 .
gy
v M

() 0-m) () 599

0
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5.8.3 Discussion

As a historical note, Wolpert explored many related issues in [91], proving a related result using
his Extended Bayesian Formalism. Namely, he showed that in the noiseless case for error &/ =
w/ (X[ =[DI),

| X| = D]

P(E|h, D) = ((|X| —[D))(1 - E)

) (Y] - 1)E(\X|—\D|)/|y‘(IXl—IDl), (5.97)

whenever P(f|D) is uniform (i.e., in a maximum entropy universe), and argues by symmetry
that a similar result would hold for P(h|D) being uniform. By letting M = |X| — | D| and taking
into account that £ = w/(|X| — |D|), one can recover a result matching (5.96) from (5.97),
namely

P(w|h, D, M) = P(E|h, D) (5.98)

O3 E)T e

While we consider different quantities here (i.e., P(w|D, M; .A)) and prove our results using
uniformity in the algorithm rather than in the universe (i.e., P(h|D, M) being uniform rather
than P(f|D)), the similar proof techniques and closely related results demonstrate the continued
relevance of that early work.

These results show that if the learning algorithm makes no assumptions beyond strict consis-
tency with the training data (i.e., equally weighting every consistent hypothesis) then the general-
ization ability of the algorithm for previously unseen training data cannot surpass that of random
uniform guessing. Therefore, assumptions, encoded in the form of inductive bias, are a necessary
component for generalization to unseen instances in classification on finite spaces.

When we consider the model of generalization used in statistical learning theory, we find
that there “generalization” is simply defined to be performance over a test set drawn from the
same distribution as the training set. Thus, the generalization error is often measured over in-
stances that were seen in training in addition to the new instances. The possibility of shared
instances allows for improved performance simply as a consequence of seeing more instances,
which improves the chances that test instances will have been seen in training (for finite spaces,
like those considered here). Thus, to consider the typical generalization error is to entangle two
forms ability: memorization ability, for instances seen during training, and true generalization
ability, which applies only to previously unseen instances. If our primary concern is minimizing
risk under the instance distribution, then the blended form of generalization error is completely
appropriate. However, discovering what allows machine learners to generalize beyond examples
seen in training data requires that we separate the two abilities, and consider only performance
on instances not seen during training. Thus, although the test set is assumed to be initially drawn
from the same distribution as the training set, we exclude from our test set those instances con-
tained in the training data. Doing so gives us a clearer statement of what can be gained from the
processing of training data alone.

In addition to demonstrating the necessity of assumptions in classification learning, our re-
sults help us understand why this must be the case. Consider the space of possible hypotheses on
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the test data that are consistent with the training instances. Equally weighting every possible la-
bel for a given test instance means that every label is equally likely, and thus the proposed labels
become independent of the instance features. No matter what relationships are found to hold
between labels and features in the training set, the unbiased algorithm ignores these and does
not require that the same relationships continue to hold within the test set. This allows for the
possibility of unrepresentative training data sets, since relationships found there may not carry
over to test data sets, at the cost of generalization ability. If, instead, we require that training
data sets be representative, as is the case when the training and test data sets are drawn (i.i.d.)
from the same instance distribution, then non-trivial relationships between labels and features of
the training data set will continue to hold for test instances as well, allowing generalization to
become possible. Thus, it is the dependence between features and labels that allows machine
learning to work, and a lack of assumptions on the data generating process leads to indepen-
dence, causing performance equivalent to random guessing. This underscores the importance of
dependence between what is seen and what is unseen for successful machine learning.
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Chapter 6

Statistical Learning Theory

for understanding modern machine learning, and has grown into a diverse field in its

own right. We provide a brief overview of the concepts and goals of Vapnik’s theory,
and begin to explore the ways in which questions from statistical learning theory can be re-cast
as search questions within our framework. The central concern of Vapnik’s theory, empirical
risk minimization, reduces to a search for models that minimize the empirical risk, making the
necessary assumptions to ensure that the observed information resource feedback (empirical risk
under a training dataset) is informative of the target (the true risk minimizer).

VAPNIK’S statistical learning theory [81] has become something of a de facto paradigm

Vapnik’s statistical learning theory reduces areas of machine learning to the problem of trying
to minimize risk under some loss function, given a sample from an unknown (but fixed) distribu-
tion. The model for learning from examples can be described using three core components:

e generator of random vectors P(x);
e supervisor, which returns an output vector y for each z, P(y|x); and
e alearner that implements a set of functions f,(z) = f(z,a),a € A.

The learning problem becomes choosing « so that f, (=) predicts the response of the super-
visor with the minimal amount of loss. Overall loss is measured using the risk functional on loss
function L,

R(a) = / L(y, ful2))dP(z,y).

Thus, the goal becomes finding an oy € A that minimizes R(«) when P(z,y) is unknown.
Vapnik shows how this general setting can be applied to problems in classification, regression
and density estimation, using appropriate loss functions, such as zero-one loss for classification
and surprisal for density estimation.

The separate learning problems can be further abstracted to a common form as follows. Let
P(z) be defined on a space Z and assume a set of functions Q,(z) = L(y, fo(z)),a € A. The
learning problem becomes minimizing R(«) = [ Q,(z)dP(z) for a € A when P(z) is unknown
but an i.i.d. sample 21, ..., 2, is given.
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6.1 Empirical Risk Minimization

Define the empirical risk as
¢
1
Remp(ar) = 7 Z Qalzi)-
i=1

The empirical risk minimization (ERM) principle seeks to approximate (., (2;), where ayg
minimizes the true risk, with (,,(z;), which minimizes the empirical risk. One then demon-
strates conditions under which the true minimal risk is approached as a consequence of minimiz-
ing the empirical risk.

In the context of empirical risk minimization, two questions arise:

1. What are the necessary and sufficient conditions for the statistical consistency of the ERM

principle?

2. At what rate does the sequence of minimized empirical risk values converge to the minimal

actual risk?

The first question is answered by the theory of consistency for learning processes, which given
appropriate statistical conditions, can show that R(cy) % R(ayp), where R(cy) is the risk and
the oy are such that they minimize the empirical risk R.,,,(cy) for each ¢ = 1,2,3,..., and
that R, (o) % R(ayp) as well. The second question is answered by the nonasymptotic theory
of the rate of convergence, which uses concentration of measure to show at what rate the gap
between the estimate and the optimal risk diminishes. The precise conditions for convergence
are provided in [83] and [82], and demonstrate that restricting the complexity of a family of
learners effectively constrains the ability of the empirical estimate of risk to differ considerably
from the true risk. Here we will examine how the problem of empirical risk minimization can be
viewed as a search problem within our framework.

6.1.1 Empirical Risk Minimization as Search

Expanding on the discussion given in Section 4.6, we review the translation of learning problem
into search problem given there:

e ) =A;

e I'={a:aecl R(a) —minygep R() < €};

o F={z,....2¢};

e F(0) ={z,...,2}; and

* F(a) = Remp(a).
For a fixed sample size ¢, ERM reduces to using the information gained from the empirical
risk to locate an « sufficiently near the true minimal risk (and thus within the target). Two issues
immediately present themselves: first, one must assume that the empirical risk will be sufficiently
informative of the true risk (namely, a high degree of dependence between 7" and F’), and second,
one still needs to perform a search using that information resource [’ (the empirical risk). In [81],

the assumption is made that the second search using F' is always successful, so that the problem
reduces to finding statistical conditions that guarantee F'is informative of 7". However, in many
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practical machine learning settings a successful search for the minimal empirical risk « is by no
means assured. Performing this search forms the basis for much of applied machine learning and
optimization research.

If we, like Vapnik, assume searches for empirical risk minimizers are always successful given
an information resource, there is still the higher-level question of what statistical assumptions
guarantee strong dependence between [ and 7. These questions are answered by statistical
learning theory. In passing the baton to statistical learning theory our framework provides a nat-
ural scaffolding to anchor existing results in machine learning, providing a high-level overview
that makes sense of (and ties together) low-level details. Our search framework naturally divides
and highlights the primary concerns of applied and theoretical machine learning, showing how
each contribute to overall success in learning.

It should also be noted that this form of learning theory is only concerned with reducing
estimation error, namely, finding the best a within our class that reduces true risk. It says nothing
about what the value of that minimal risk will be, whether small or large. By enlarging the class
of functions considered one can possibly reduce the value of the minimal risk in the class, but
must incur a cost of weakening the guarantees which rely on restricted classes of functions.
Thus a trade-off exists between reducing the approximation error (i.e., the difference between
the optimal risk for all functions and the best function in our class) and reducing the estimation
error (reducing the error between our estimate and the best model possible within our class).
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Chapter 7

Compression, Complexity and Learning

Plurality must never be posited
without necessity

Sentences of Peter Lombard
William of Ockham

7.1 Machine Learning as a Communication Problem

nication problems. Let each z; = (z;, y;) and assume we have some function g(z) from

which the data are generated according to a process. Given the output of that process
(i.e., the training dataset), the job of a machine learning algorithm is to infer back the correct
g approximation based on the training data. As should be obvious, unless we can place some
constraints on how the data are related to the original function (namely, about characteristics of
the communication channel), then reliable inference is impossible. These constraints may take
the form of i.i.d. assumptions on the data generation, or parametric assumptions on how noise
is added to labels, for example. Given some initial uncertainty regarding the true function g,
it is hoped that Z = {z1, ..., z,} can reduce that uncertainty and lead to the recovery of ¢ (or
something close to it).

! S shown in Figure 7.1, machine learning problems can be represented as channel commu-

Given an output Z measurable in bits and a function g also representable using a finite num-
ber of bits, one can simultaneously look at the problem as a compression problem whenever
bits(Z) < bits(g). We will explore this in the context of binary classification, examining the
link between generalization and compression and between compression and simplicity. It will
be shown that while compression leads to good generalization guarantees, it does not do so for
reasons that depend on simplicity in any intrinsic way, thus ruling out Occam’s razor (quoted
above) as a general explanation for why machine learning works.
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g(z) —» Channel > 21, ---,%n

Figure 7.1: Machine learning as a channel communication problem.

7.2 Sample Compression and Binary Classification

Roughly thirty years ago, Littlestone and Warmuth [49] introduced a framework for sample
compression and proved theorems showing that compressing samples into smaller subsamples
results in good PAC generalization behavior. This line of research continues [12, 16, 59]. It is
illustrative to look at a theorem of their original paper and see what makes the theorem work.

Theorem 8 (Littlestone and Warmuth [49], Thm 2.1). For any compression scheme reducing the
training sample to a subsample of size k the error is larger than € with probability (w.r.t. P™)

less than (’Z‘) (1 — €)™ * when given an original sample of size m > k.

Proof. Tt will suffice for our purposes to give a simple proof sketch that is faithful to the proof
strategy followed by Littlestone and Warmuth. We have also slightly changed the wording of the
theorem (removing references to a sample ‘kernel” and replacing it with the explanation of what
a kernel is in this context). The full proof is given in [49].

For any sample of size m, select k indices and extract the subsample residing at those indices,
labeling that set S. This leaves a disjoint set V' of all other m — k samples. Using S as a
parameterization set, assume the learning algorithm outputs a hypothesis that is consistent with
all instances in V. Assuming the set V' consists of independent samples which were not used
in the construction of the hypothesis, the probability that all m — k samples are consistent for a
hypothesis with true generalization error greater than e is no greater than (1 —¢)™*. Considering
the union of all possible ways we could have selected a subset of k samples, namely (’g), and
taking a union bound produces the final result.

A similar proof of the same result is given in [59].

The fact that the result holds for any compression scheme should initially raise suspicion,
since we have seen that any specific algorithm (whether built on compression, or otherwise) can
only be successful in restricted settings. (See Theorem 3 in Chapter 5, for example, and also the
discussions in [19, 70, 87, 93].) Thus, we investigate further. Even before seeing how the result
is proven, we have a clue of how the proof will work based on the definition of compression
scheme, which requires consistency with training examples. Combining that with the assumed
i.i.d. dataset and PAC generalization loss (which differs from off-training-set error by allowing
overlap between examples seen in training and testing) gives us a recipe for ensuring low gen-
eralization error. The basic idea is to split the data into a small training and a larger test set,
and show that with high probability the hypothesis can only have good empirical loss on the
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independent test set if it also has good expected loss under the true distribution (from which the
test set was drawn). Using a union bound to control for multiple hypothesis testing yields the
final result. By only using a small portion of the data to train the model and keeping the test
set V' independent of the training set S, this ensures that empirical generalization performance
correlates tightly with true generalization performance. Requiring the compression scheme used
to have perfect empirical generalization performance ensures the agreement is with a small true
generalization error value.

What we see “compression” here refers to how much of the data is available for testing versus
training. It has nothing to do with complexity of the hypothesis class, once we condition on the
size of the class. By compressing the sample down to a small subsample of training data, we
are increasing the amount of testing data, which is what statistically powers the proof when
taken together with the small number of possible hypotheses and assumption that our model
class already contains at least one member capable of perfectly classifying all remaining training
examples. Thus, complexity and compression are only indirectly involved in the bound; what
is essential is having lots of independent testing data and assuming our class already contains a
good model, while controlling for multiple-hypothesis testing.

7.3 The Proportion of Compressible Learnable Concepts

In the spirit of Theorem 8, we will prove a result relating compressibility and zero-one loss to
the proportion of learnable concepts, for deterministic binary classification algorithms on finite
instance spaces.

Theorem 9. Let X be an instance space of size |X| = m € N and let ) denote a concept space
on X of size |)] = 2™. A fixed deterministic binary classification algorithm A with access to
training datasets up to m — b bits can achieve zero-one loss of € on no more than

S ()

1=0

concepts in ) and the proportion of concepts learnable to within € zero-one loss is upper bounded
by
2—b+1 (E) em )
€

Proof. Let € € [0, 1] represent the fraction of errors made on classifying the instances of space
X (as an enumerated list, not drawn from a distribution). Deterministic algorithms always map
the same input to the same output, and since there are only 2™ ~°+1 — 1 possible datasets of m — b
or fewer bits, such an algorithm can map to at most 2! — 1 output elements (the elements
being concepts in 2). Each output element has a Hamming sphere of at most » ;" (T) nearby
concepts with no more than proportion € zero-one loss. Thus, given a collection of datasets
each of fewer than m — b bits, algorithm A can achieve less than e zero-one loss for no more than
(2m=bH—1) 35 (™) possible concepts in €2, the first result. Using the Sauer-Shelah inequality,
we can upper bound the binomial sum by (e/e)™. Dividing by the total number of concepts in

() yields the second. O
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Although the first bound can be loose due to the possibility of overlapping Hamming spheres,
in some cases it is tight. Thus, without making additional assumptions on the algorithm it cannot
be generally improved upon. We examine one such special case next.

Example: Let m = 1000, b = 999 and € = 0.001. Since m — b = 1, we consider only single
bit datasets (and the empty dataset). Each dataset can map to at most one concept in €2, which
for our example algorithm A will map O to the all zeros concept and 1 to the all ones concept,
mapping the empty dataset to the concept that alternates between zero and one (i.e., 01010...).
Given that 1000 x 0.001 = 1, the Hamming spheres for the concepts are all those that differ
from the true concept by at most one bit, so that .4 can learn no more than 3,003 concepts in 2
(a proportion of roughly 2.8 x 1072%) to within ¢ accuracy using only single-bit datasets. Our
second looser bound puts the number at 10,873 total concepts with a proportion of 1.01 x 107297,

Example: Let m = 100, 000, b = 18,080 and € = 0.01. Thus m — b = 81,920 bits (10 kb).
A deterministic classification algorithm A can learn no more than 4.7 x 1073%% of all concepts
in €2 to within € zero-one loss if it is limited to datasets of size 10 kb.

Neither of the bounds in Theorem 9 is very useful as one moves towards larger instance
spaces and larger dataset sizes, due to the inability of most calculators to compute large expo-
nents.

7.4 Compression and Generalization Bounds

As we saw in Section 7.2, there is a relatively long history of trying to understand machine
learning through the lens of compression and proving bounds showing how compression leads to
good generalization behavior. We will examine a modern version of this argument in the realm
of empirical risk minimization, brought to my attention by Akshay Krishnamurthy. It uses a
prefix-free code on a family of hypotheses to show that algorithms with short code lengths give
tighter empirical risk minimization generalization bounds.

Theorem 10. For a countably infinite class of functions f € F under a prefix-free code and

d € (0,1],
log 2¢(H+1/§
PI’(VfE]:a |Remp(f) — R(f)] < %)Zl—&
where Ry, (f) is the empirical risk of function f on dataset z1, . .., z,, R(f) is the true risk, and

c(f) is the code-length of the function under the prefix-free code.

Proof. For a fixed function f, Hoeffding’s inequality gives with probability of at least 1 — d that

|Remp(f) — R(f)] < 4/ %, showing that the sample average concentrates around the true

mean at an O(+/1/n) rate. To extend to a uniform bound for all functions in F, set §; = §27¢(/),
where c(f) is the code-length of f under the prefix-free code. It follows that .z d; < 4 by

the Kraft-McMillan inequality for prefix-free codes. Then, defining &, ; := 1/ log22VT1/0 e

2n ’
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have

Pr(Vf € F |Ranplf) = R(f)| < Euy) = Pr (ﬂ {| Rempf) = R(f)| < m}) .1)

fer

—1-P (U (| Rampf) = R(f)| > m) (1.2)

fer

> 1= Pr(|Remp(f) = R(f)| > Eny) (7.3)

feF

>1-> 4 (7.4)
feF

>1-3. (7.5)

O

The result in Theorem 10 shows that one can get good bounds on how far the empirical risk
deviates from the actual risk when using a family of functions drawn from a distribution and
encoded using a prefix-free code. When a family of functions is countably infinite, it requires
that most complex objects are given low probability under the distribution. We cannot assign
large probabilities (short code-lengths) to every complex structure, given the infinite number of
them. However, we can choose, if we wish, to assign large probabilities to every simple model,
since there are relatively few of them. While this superficially ties function complexity to good
generalization bounds, the next theorem will show that this is coincidental. “Complexity” is
a free-rider, and what really matters is how the items are assigned codewords. Because com-
plex objects outnumber simple ones, the encoding creates a correlation between complexity and
deviation tightness. However, restricting ourselves to an immensely large but finite family of
functions shows that the deviation tightness does not depend on complexity in any essential way.
Theorem 11. For a finite class of functions f € F under a prefix-free code where objects are
assigned shorter codewords if they are more complex, and 6 € (0, 1],

Pr <erf7 [ Remp(f) — R(f)| < VW) >1-9,

where R, (f) is the empirical risk of function f on dataset zy, . . ., z,, R(f) is the true risk, and
c(f) is the code-length of the function under the prefix-free code.

Proof. The proof is identical to that of the previous theorem, since all steps apply equally to
finite classes of functions under a prefix-free code, regardless of the code. ]

In Theorem 11 we assume the prefix-free code is ranked in reverse order, such that the most
complex functions have the shortest codewords, and the simplest objects are assigned the longest
codewords. It follows that the complex functions achieve the best generalization bounds, demon-
strating that the “complexity” argument was superficial. While sufficient under a specific assign-
ment of codewords based on model simplicity, simplicity is not necessary for good generalization
behavior, even in the case of countably infinite sets of functions. We show this next.
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Theorem 12. For any countably infinite class of functions f € F, 6 € (0,1], any definition of
“short code,” and any ordering based on complexity (however defined), there exists a prefix-free
code such that all short codes are assigned to complex functions,

log 2¢(f)+1
Pr <erf, |Renp(f) = R(f)| < gT/é) >1-34,

and the tightest bounds are not given by the simplest functions.

Proof. We will prove the existence of such a code by construction. For any countably infinite set
F, begin with a prefix-free code that assigns codeword lengths proportional to object complexity
under the user-provided complexity ordering. Order the functions of F in ascending order by
their code-lengths, breaking ties arbitrarily, and pick any /V such that objects with order position
greater than N have codes that are not “short” (under the given definition of short code) and are
also complex (under the notion of complexity used in the user-defined ordering). Take the first
2N functions and reverse their order, such that the 2 Nth function has the shortest codeword, and
the simplest object is assigned the codeword formerly belonging to the 2/Nth object. Since all
short codewords fall within the first /V positions and all objects that were formerly between N
and 2N are complex, in the new code all short codewords belong to complex objects. ]

Theorem 12 presents a case where tight ERM deviation bounds arise in spite of complexity of
the functions in their final prefix-free ordering, not because of it. At best, complexity constraints
can give rise to sufficient conditions for attaining tight generalization bounds, but as the previous
two results have shown, complexity notions are not necessary for such bounds. The notion
of simplicity and the notion of compression are somewhat orthogonal; this again suggests that
Occam-style ordering of models is not a general explanation for why machine learning works.
The next section provides additional evidence.

7.5 QOccam’s Razor and ML

Shalizi [73] has argued against the use of Occam’s Razor and compression-based generaliza-
tion bounds as a final justification for machine learning. Conceding that for compression-based
bounds like Theorem 10, “[t]he shorter the description, the tighter the bound on the generaliza-
tion error,” he points out:
What actually makes the proofs go is the fact that there are not very many binary
strings of length m for small m. Finding a classifier with a short description means
that you have searched over a small space. It’s the restriction of the search space
which really does all the work. It’s not the simplicity of the rules which matters,
but the fact that simple rules are scarce in the space of all possible rules. If con-
fines oneself to elaborate, baroque rules, but sticks to a particular style of baroque
elaboration, one obtains the same effect.
For example, suppose we have n data points for a binary classification problem.
Enumerate the rules in some order, say lexicographic. Now consider the set of rules
whose serial numbers are exactly m™", with m being any prime number less than
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or equal to n. By the prime number theorem, there are approximately n/ In(n) such
prime numbers. Suppose one of these rules correctly classifies all the data. The like-
lihood of it doing so if its actual error rate were ¢ is (1 — ¢)™. By a union bound, the
probability that the actual error rate is ¢ or more is n(1 — ¢)"/ In(n). Notice that no
matter how low an error rate I demand, I can achieve it with arbitrarily high confi-
dence by taking n sufficiently large. But, notice, most of the rules involves here have
enormous serial numbers, and so must be very long and complicated programs. That
doesn’t matter, because there still just aren’t many of them. In fact, this argument
would still work if I replaced the prime less than or equal to n with a random set,
provided the density of the random set was 1/In(n).

Mitchell also discusses the use of a form of Occam’s Razor in machine learning [54]. He
states:

One argument is that because there are fewer short hypotheses than long ones
(based on straightforward combinatorial arguments), it is less likely that one will
find a short hypothesis that coincidentally fits the training data. In contrast there
are often many very complex hypotheses that fit the current training data but fail
to generalize correctly to subsequent data. Consider decision tree hypotheses, for
example. There are many more 500-node decision trees than 5-node decision trees.
Given a small set of 20 training examples, we might expect to be able to find many
500-node decision trees consistent with these, whereas we would be more surprised
if a 5-node decision tree could perfectly fit this data. We might therefore believe the
5-node tree is less likely to be a statistical coincidence and prefer this hypothesis
over the 500-node hypothesis.

Upon closer examination, it turns out there is a major difficulty with the above
argument. By the same reasoning we could have argued that one should prefer de-
cision trees containing exactly 17 leaf nodes with 11 nonleaf nodes, that use the
decision attribute A; at the root, and test attributes A, through A;;, in numerical or-
der. There are relatively few such trees, and we might argue (by the same reasoning
as above) that our a priori chance of finding one consistent with an arbitrary set of
data is therefore small. The difficulty here is that there are very many small sets of
hypotheses that one can define-most of them rather arcane. Why should we believe
that the small set of hypotheses consisting of decision trees with short descriptions
should be any more relevant than the multitude of other small sets of hypotheses that
we might define?

Thus, his arguments anticipate Shalizi’s and are consistent with the counterexamples pre-
sented here.

Domingos’ critique of Occam’s razor arguments in machine learning [19] is equally devas-
tating. Discussing the role of PAC generalization guarantees in the context i.i.d. datasets, he
notes:

For the present purposes, the results can be summarized thus. Suppose that the
generalization error of a hypothesis is greater than e. Then the probability that the
hypothesis is correct on m independent examples is smaller than (1 — ¢)™. If there
are |H| hypotheses in the hypothesis class considered by a learner, the probability
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that at least one is correct on all m training examples is smaller than |H|(1 — €)™,

since the probability of a disjunction is smaller than the sum of the probabilities

of the disjuncts. Thus, if a model with zero training-set error is found within a

sufficiently small set of models, it is likely to have low generalization error. This

model, however, could be arbitrarily complex. The only connection of this result

to Occam’s razor is provided by the information-theoretic notion that, if a set of

models is small, its members can be distinguished by short codes. But this in no

way endorses, say, decision trees with fewer nodes over trees with many. By this

result, a decision tree with one million nodes extracted from a set of ten such trees

is preferable to one with ten nodes extracted from a set of a million, given the same

training-set error.

Put another way, the results in Blumer et al. [11] only say that if we select a

sufficiently small set of models prior to looking at the data, and by good fortune one

of those models closely agrees with the data, we can be confident that it will also do

well on future data. The theoretical results give no guidance as to how to select that

set of models.
This agrees with the observation that it is the small set sizes and assumption that the sets contain
at least one good hypothesis that does the heavy-lifting in such proofs; it is not the inherent
complexity of the members of the sets themselves.

Domingos defines two forms of Occam’s razor, one favoring simplicity as an end goal in
itself (the first razor), and the second favoring simpler models because of the belief it will lead
to lower generalization error. He argues that use of the first razor is justified, but the second is
problematic. After reviewing several empirical studies showing how complex models, including
ensemble methods, often outperform simpler models in practice, Domingos concludes, “All of
this evidence supports the conclusion that not only is the second razor not true in general; it is
also typically false in the types of domains [that knowledge discovery / data-mining] has been
applied to.”

7.6 The Minimum Description Length Principle

The Minimum Description Length (MDL) Principle is a way of looking at machine learning as a
type of compression problem [32, 34]. In its most general formulation, it casts statistical infer-
ence as the problem of trying to find regularities in data, and identifies ‘finding regularities’ with
compression ability. Thus, the goal of MDL systems are to find the hypotheses that compress the
data the most. While the MDL principle can be applied to problems in classification, regression,
and other areas of machine learning, most of its formal developments have been in the area of
model selection [32], where a researcher uses data to select among various hypotheses.

In [32], Griinwald begins with an example of polynomial curve-fitting, reproduced in Fig-
ure 7.2, to explain what MDL seeks to accomplish. He states that the first image on the left (the
straight line) is too simple to fit the data, whereas the center polynomial, while fitting each point
much better, is overly complex and will not likely fit a new set of data drawn from the original
distribution. In the final image on the right (i.e., the third-degree polynomial) he sees the ideal
trade-off between simplicity and fit, and claims that this curve would likely fit new data better
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Figure 7.2: Polynomial curve fitting. A simple, a complex and 3rd degree polynomial. Image
reproduced from [32].

than either of the other polynomials shown. For Griinwald, such an “intuition is confirmed by
numerous experiments on real-world data from a broad variety of sources [66, 67, 84].” Although
such examples and intuitions sound plausible in certain contexts (e.g., when a simple function is
corrupted by noise, leading to data that are more complex than the true underlying function), they
do not seem to be universally valid [19, 87]. In fact, our earlier theoretical results suggest that no
bias can be universally valid unless the universe has graciously constrained itself to producing a
select subset of possible problems.

Returning to the polynomial-fitting example, one can argue that the primary problem of the
high-degree curve is not that it is ‘complex,” but that it places the curve in regions where no data
demands it. In other words, while it explains what is there (the data points), it also explains
what isn’t there (the regions where long stretches of line are not supported by any data point).
In contrast, the straightforward technique of connecting each neighboring data point by a line
segment leads to a jagged line perfectly fitting all points. Such a ‘curve’ loses smoothness prop-
erties and would be highly complex (requiring on the order of n parameters to define the curve
fitting n data points), but remains close to the true curve as long as the data points themselves
are representative of that curve. Thus, we have a highly-complex, flexible model (growing on
order n, the size of the data), that also intuitively will give good generalization performance. The
difference with our jagged model is that while it adequately explains what is there, it minimizes
the amount of curve unsupported by observations, thus not explaining what isn’t there. This is
closer in spirit to E.T. Jayne’s maximum entropy principle [43], which seeks to avoid (as much
as possible) making assumptions beyond what is supported by the data. While we must always
make assumptions beyond what is seen in the data in order to generalize (see Theorem 7, for
example), we can be careful to not make more assumptions than are actually necessary.

7.6.1 MDL: Balancing Fit and Simplicity

MDL, in its more refined forms, seeks to minimize a composite loss, containing a term that
accounts for model fit given a model class (typically a conditional log-loss / surprisal term) and
a term accounting for the complexity of the model class (similar in spirit to a VC dimension).
This can be represented as a model relative loss for data D, namely

Q(D; M) = —log P(D|fx(D)) + COMP,p (M)
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where 0 m(D) identifies the model within class M maximizing the likelihood of the data, and
COMP|p|(M) measures the ‘richness’ and ‘flexibility’ (i.e., complexity) of the model class M.
MDL seeks to manage the trade-off between fit and complexity via minimizing the quantity
Q(D; M). Part of the historical challenge of MDL theory has been how to define a code that
measures the model complexity COMP) (M) in a non-arbitrary way, and Griinwald [32] gives
examples of codes formulated to do so in a principled and sensible way, such as by using univer-
sal codes that minimize minimax regret. It has been shown that in certain contexts MDL methods
are statistically consistent [97], although not being formulated with that goal explicitly in mind.

7.6.2 MDL as the Explanation for Learning

While MDL methods are powerful, elegant, and have many other attractive properties, they can-
not universally explain successful machine learning. If they could, then simply seeking to com-
press regularities in data would always correspond with successful learning, and more broadly,
Occam-style justifications for learning would not admit the easy counterexamples we have found
in this chapter. As evidence against the first point, we see that in some situations MDL proce-
dures can perform poorly in practice. Griinwald explains [32]:

However, there is a class of problems where MDL is problematic in a more fun-
damental sense. Namely, if none of the distributions under consideration represents
the data generating machinery very well, then both MDL and Bayesian inference
may sometimes do a bad job in finding the best approximation within this class of
not-so-good hypotheses. This has been observed in practice.

This suboptimal performance under misspecification has been explored in [33].

Thus, since seeking to minimize the description of data is not sufficient to guarantee success-
ful learning, we see that MDL (and other biases towards simplicity) cannot be the grand unifying
principle explaining machine learning. At best, MDL represents a bias towards less complex
models that succeeds in many real-world situations and has several advantages, but being a bias
nonetheless, it cannot serve as a universal explanation for success in learning.

7.6.3 Reasons for Compressing Regularities

Setting aside the question of whether MDL presents a universally valid justification for statistical
inference, one can see that compression of data into simple models can be a worthwhile pursuit
for several other reasons have little to do with generalization or ‘truth.’

First, in big data situations, it is often preferable to reduce or eliminate the data instances
into a small parametric model that is fast to use and requires little storage space. To the degree
that a learning procedure can reduce the large amount of data into a small model, we make gains
in efficiency and usability. Thus, this goal is valid irrespective of whether simpler models are
more often correct. Even in situations where they are not and we knowingly incur some loss by
compressing down our data, the savings may be large enough to justify the loss in fidelity. Rate
distortion theory [6] and lossy compression schemes manage this exact trade-off.

Second, being simple creatures ourselves, we often prefer simple models for interpretability
reasons. They are easier to understand and follow.
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Third, smoothness and regularity imply both compressibility and dependence, where depen-
dence exists between nearby points in space or time. When a function is smooth it means that
if we know something about the value of a point at z we also know something about the likely
values of points at x + ¢ that are nearby. Thus, smoothness induces exploitable dependence for
learning. Simple functions are relatively easy to learn, and since we must begin with some bias,
a bias towards simplicity (and learnability) is not a bad bias to start with. It may be demonstrably
wrong, but so will every other bias in certain situations.

Fourth, in situations where noise is present, the noise will typically cause the data to become
more complex than the generating signal, which justifies regularized methods and biasing them
towards models that are simpler than the data themselves appear. When our assumptions and
biases align to what holds in the actual world, our methods perform well in practice. It follows
that in noisy situations a bias towards simplicity is reasonable and can lead to good empirical
performance (though not always — see [70] and accompanying discussion in Section 2.4.2).

Lastly, in the small data case where there are few data samples, it may be better to prefer sim-
ple models (with fewer parameters) over more complex ones, since there will typically be more
data points per parameter when fitting the simpler model. Because of limitations on statistical
power, a bias towards simpler models becomes justified in such situations.
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Part 111

Examples and Applications
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we could reduce machine learning to a form of search and investigate the dual question

of what makes searches successful. Our theoretical results showed us that for any fixed
algorithm, relatively few possible problems are greatly favorable for the algorithm. The subset of
problems which are favorable require a degree of dependence between what is observed and what
is not, between labels and features, datasets and concepts. Without strong dependence between
the target set and the external information resource, the probability of a successful search remains
negligible. Successful learning thus becomes a search for exploitable dependence. We can use
this view of machine learning to uncover exploitable structure in problem domains and inspire
new learning algorithms.

In the chapters that follow, we will apply our dependence-first view of learning to two real-
world problem areas, showing how dependence can lead to greater-than-chance learning perfor-
mance. This confirms the practical utility of our framework for machine learning and applied
research. It should be noted, however, that the algorithms developed are not derived explic-
itly from the formal theorems proven, but are instead guided by the “dependence-first” view of
learning that naturally results from considering machine learning within our framework.

We begin by exploring a set of simple examples showing direct application of our formal
results and their consequences for a few problem domains, then explore two application areas
in depth. These problem areas are unsupervised time-series segmentation and hyperparameter
learning. For the first task, we leverage temporal dependence in our time series data to achieve
improved segmentation results, and for the second task, we leverage spatial dependence. Both
types of dependence flow from smoothness and regularity within the problem domain, a common
source of exploitable structure within machine learning.

S ETTING out to answer the question “Why does machine learning work?,” we learned that
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Chapter 8

Examples!

8.1 Landmark Security

specified landmark within a city. Due to the complexity of the attack and methods of infil-

tration, the group is forced to construct a plan relying on the coordinated actions of several
interdependent agents, of which the failure of any one would cause the collapse of the entire plot.
As a member of the city’s security team, you must allocate finite resources to protect the many
important locations within the city. Although you know the attack is imminent, your sources
have not indicated which location, of the hundreds possible, will be hit; your lack of manpower
forces you to make assumptions about target likelihoods. You know you can foil the plot if you
stop even one enemy agent. Because of this, you seek to maximize the odds of capturing an
agent by placing vigilant security forces at the strategic locations throughout the city. Allocating
more security to a given location increases surveillance there, raising the probability a conspira-
tor will be found if operating nearby. Unsure of your decisions, you allocate based on your best
information, but continue to second-guess yourself.

With this picture in mind, we can analyze the scenario through the lens of algorithmic search.
Our external information resource is the pertinent intelligence data, mined through surveillance.
We begin with background knowledge (represented in F'(())), used to make the primary security
force placements. Team members on the ground communicate updates back to central head-
quarters, such as suspicious activity, which are the F'(w) evaluations used to update the internal
information state. Each resource allocated is a query, and manpower constraints limit the num-
ber of queries available. Doing more with fewer officers is better, so the hope is to maximize the
per-officer probability of stopping the attack.

Our results tell us a few things. First, a fixed strategy can only work well in a limited number
of situations. There is little or no hope of a problem being a good match for your strategy if the
problem arises independently of it (Theorem 2). So reliable intelligence becomes key. The better
correlated the intelligence reports are with the actual plot, the better a strategy can perform (The-
orem 4). However, even for a fixed search problem with reliable external information resource

IMAGINE a fictional world where a sophisticated criminal organization plots to attack an un-

I'This chapter reproduces content from Montafiez, “The Famine of Forte: Few Search Problems Greatly Favor
Your Algorithm” (arXiv 2016)
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there is no guarantee of success, if the strategy is chosen poorly; the proportion of good strate-
gies for a fixed problem is no better than the proportion of good problems for a fixed algorithm
(Theorem 3). Thus, domain knowledge is crucial in choosing either. Without side-information to
guide the match between search strategy and search problem, the expected probability of success
is dismal in target-sparse situations.

8.2 One-Size-Fits-All Fitness Functions

Theorem 2 gives us an upper bound on the proportion of favorable search problems, but what
happens when we have a single, fixed information resource, such as a single fitness function?
A natural question to ask is for how many target locations can such a fitness function be useful.
More precisely, for a given search algorithm, for what proportion of search space locations can
the fitness function raise the expected probability of success, assuming a target element happens
to be located at one of those spots?

Applying Theorem 2 with |T'| = 1, we find that a fitness function can significantly raise the
probability of locating target elements placed on, at most, 1/gmin search space elements. We see
this as follows. Since |7| = 1 and the fitness function is fixed, each search problem maps to
exactly one element of €2, giving |Q2| possible search problems. The number of gy,-favorable
search problems is upper-bounded by

D T/ 1/1Q 1
o2 = TVRL_ el 1

Gmin min Gmin Gmin

Because this expression is independent of the size of the search space, the number of elements
for which a fitness function can strongly raise the probability of success remains fixed even as the
size of the search space increases. Thus, for very large search spaces the proportion of favored
locations effectively vanishes. There can exist no single fitness function that is strongly favorable
for many elements simultaneously, and thus no “one-size-fits-all” fitness function.

8.3 Binary Classification

As we saw previously, we can directly represent binary classification problems within our frame-
work. Given the components of our framework, a typical binary classification problem can be
reduced to a search problem in our framework as follows:

e A - classification algorithm, such as logistic regression.

e () - space of possible concepts over an instance space.

T' - Set of all hypotheses with less than 10% classification error on test set, for example.

F - set of training examples, i.e., (z1,v1), ..., (TN, Yn)-
= F(0) - full set of training data.

= F'(h;) - loss on training data for concept h;.

(Q, T, F) - binary classification learning task.
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Figure 8.1: Possible axis-aligned target set examples.

The space of possible binary concepts is 2, with the true concept being an element in that
space. In our example, let |Q2] = 2!%°. The target set consists of the set of all concepts in
that space that (1) are consistent with the training data (which we will assume all are), and
(2) differ from the truth in at most 10% of positions on the generalization held-out dataset.
Thus, |T] = ..°, ("%). Let us assume the marginal distribution on 7" is uniform, which isn’t
necessary but simplifies the calculation. The external information resource F’ is the set of training
examples. The algorithm uses the training examples (given by F'())) to produce a distribution
over the space of concepts; for deterministic algorithms, this is a degenerate distribution on
exactly one element. A single query is then taken (i.e., a concept is output), and we assess the
probability of success for the single query. The chance of outputting a concept with at least 90%
generalization accuracy is thus no greater than L (T}i S L (QZF ) < 1 (QJF). The denominator
is the information cost of specifying at least one element of the target set and the numerator
represents the information resources available for doing so. When the mutual information meets
(or exceeds) that cost, success can be ensured for any algorithm perfectly mining the available
mutual information. When noise reduces the mutual information below the information cost, the

probability of success becomes strictly bounded in proportion to that ratio.

8.4 One Equation Examples

Using the equation from Theorem 5, we can see how information resources are transformed into
probability of success in learning. We will do so for three simple examples.

8.4.1 Example: Strong Target Structure

Let 2 be an 8 x 8 grid and |T| = k = 8. Assume that target sets are always axis-aligned
either vertically or horizontally, so that they fill either a column or row of (2 as in Figure 8.1.
Choosing a target set is therefore equivalent to choosing a row or column. Let the distribution on
target sets P be uniform on rows and columns (i.e., the target set can be in any row or column,
uniformly at random). Lastly, we will assume the information resource contains no information
concerning the target set (i.e., [(7'; F') = 0) and that the information leakage I is zero. Under
these conditions we expect any algorithm to have a probability of success for a single query
equivalent to choosing elements uniformly at random (since it has no external information to
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guide it), which should give a probability of success equal to 8/64 = 0.125. We will see that
Equation 5.43 gives precisely this answer.
Under our assumptions, we compute the remaining components:
o [o=—log,8/64 =3;
e H(T) = 4 (since it takes one bit to choose between rows or columns, and three bits to
specify the row or column);
o D(Pr|Ur) =log, (%) — H(T) = 32.04 — 4 = 28.04;
e H(Z|X)=—1/8log,1/8 —7/8log, 7/8 = 0.5436;
L4 ]EX [D(PT|Z:O,X||UT\Z:0,X)} = 1Og2 (683) — 10g2 1/14 = 2804,
o Ex [D(Priz—ix|[Uriz=1.x)] = log, (%) — 1 = 28.04 (since H(T|Z = 1,X) = 1,
because we have two options if we know an element of 7": either it is on the row or column

of X); and
e Cr =log, 7/8 —28.04 = —28.233.
Thus, we get
I(T:F)—1 D(P H(Z|X
Ion +Ex [D(PT|Z:1,XHZ/{T|Z:1,X)} +Cr

~ 0—0+28.04+0.5436 — 28.233 8.2)
N 3+ 28.04 — 28.233 '
= 0.125. (8.3)

8.4.2 Example: Minimal Target and Positive Dependence

Let € again be the same 8 x 8 grid and let &k = |T'| = 1, so that the target set consists of a single
element. Let Pr = Ur and assume [;, = 0. Under these conditions, we have the following:

o [o=—log,1/64 = 6;

e H(T)=6;

e D(Pr|Ur) = 0;

* Ex [D(Priz—ox|[Uriz=0x)] =1log, () —H(T|Z = 0,X) =log, 63— H(T|Z = 0,X);

* Ex [D(Priz—1x|[Uriz=1,x)] =log, (¥) — H(T|Z = 1,X) =1logy, 1 — 0 = 0; and

e Cr =log,63/64 —log, 63+ H(T|Z=0,X)=H(T|Z=0,X)—6.

Plugging this into our formula, we obtain

I(T; F) — I + D(Pr|Usr) + H(Z|X) + Cr

P e A) == T Ex [D(Priz=1.x |Urjz=1,x)] + Cr G4

_I(T;F) =0+ 0+ H(Z|X)+ H(T|Z=0,X) — 6 8.5)
6+0+H(T|Z=0,X)—6 '

_ (T3 F) — 6+ H(Z|X) + H(T|Z = 0,X) 8.6)

H(T|Z =0, X)
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If we want to upper bound this quantity, we can use the fact that H(Z|X) < 1 and note that
the ratio is monotonically increasing in H(7'|Z = 0, X), for which we have H(T'|Z = 0, X)) <
H(T) = 6. It follows that,

I(T;F)+1

Pr(X € T; A) < ;

(8.7)
When [(T; F') = 2, then the probability of success can be no greater than 0.5; when I(T; F') =
0.1, the maximum drops to 0.183. This upper bound coincides with that given in Theorem 4,
which is much easier to use. An exact form simpler to use than Equation 5.43 is suggested by
Equation 5.50,

I(T;F)— I, — H(T)+ H(T|Z = 0,X) + H(Z|X)

PriX e A) = H(I|Z=0,X) - HT|Z =1,X)

This form is easier to compute and requires fewer components to reason about. It may prove
more useful in practice.

8.4.3 Example: Target Avoidance Algorithm

Since mutual information captures both correlation and anti-correlation, we want to ensure our
equation for successful learning accurately reflects what happens when an algorithm uses avail-
able mutual information to avoid hitting a target. Given that the mutual information available
could be used for either finding or avoiding the target, we expect the equation to account for this
type of contrary behavior.

To begin, let us again have an 8 x 8 grid as our search space () with a single element target set
T, so that k = |T'| = 1. Let the target set be chosen uniformly at random on €2, so that Pr = Ur.
Assume the information has full information concerning the target set, so that [(7"; F') = H(T).
Furthermore, assume that the search algorithm actively avoids the target in the following way,
for e > 0:

e with probability (1 — €) choosing the square directly north (if possible), or directly south

if the target is on the top row; and

¢ with probability € choosing the target element.
Given this process, we know that the algorithm will succeed with probability exactly e, which
can be chosen as small as one likes (as long as positive). Thus, we expect Pr(X € T; A4) = e.
Let us compute the terms we need for Equation 5.43:
H(T) = —log,1/64 = 6;
I(T;F)=H(T) = 6;
Ig = —log,1/64 =6
D(Pr||Ur) = 0;
Ex [D(Priz—o,x|Uriz=0.x)] = log, (¥)—H(T|Z = 0,X) = log, 63— H(T|Z = 0, X);
Ex [D(PTlZ:LXHuT\Z:I X)} log ( ) H(T|\Z=1,X)=1log,1—0=0;
Cr =logy(1 — k/|Q|) — Ex [D(Prz—o.x [Uriz=0.x)| = H(T|Z =0,X) — 6;
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e HT|Z=1,X)=0;and

e HT|Z=0,X)= % -
The computation for H(7|Z = 0,X) can be seen as follows. First, we compute P(X) by
marginalizing over the Z values and computing P(X|Z)P(Z). The conditional probability will
change depending on which row X is on, given our search strategy. Taking this into account, we
find that P(X) equals 1/4 — ¢/8 if on the second row, ¢/8 if on the last row, and 1/8 otherwise.
Next, we notice that for all rows other than the second, knowing X and that Z = 0 allows you to
uniquely pinpoint 7', reducing its conditional entropy to zero. For X elements chosen from the
second row, there are two equally weighted possibilities for 7', either above or below, thus giving
one bit of uncertainty. Multiply this by the marginal probability of choosing an element in the
second row, 1/4 — ¢/8, and we obtain that value.

We need to also compute [, in this case. We have

I, = I(T;F) — I(T; X) (8.8)
= H(T) = [H(T) — H(T|X)] (8.9)
= H(T|X). (8.10)

Using the chain rule for entropy two ways on H (7', Z|X') and remembering that H(Z|T, X) =0
by definition, that Z := 1 xcr, and that P(Z = 1) = ¢, we obtain

I, =H(T|X) (8.11)
=H(T|Z,X)+ H(Z|X) (8.12)
=P(Z=0H(T|Z=0,X)+P(Z=1)H(T|Z=1,X)+ H(Z|X) (8.13)
=(1-eH(T|Z=0,X)+ H(Z|X). (8.14)

Thus,
I(T;F)— I, + D(Pr|Ur) + H(Z|X) + Cr

Pr( X eT;A) = 8.15
rX e ) Io + Ex [D(PT|Z:1,X||UT|Z:1,X>] +Cr (8.15)
_6—(1—6)H(T|Z:O,X)+O+H(T|Z:0,X)—6 216
B 6+0+H(T|Z=0,X)—6 (8.16)

B eH(T|Z =0,X)
- H(T|Z=0,X) ®.17)
= €. (8.18)
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Chapter 9

Unsupervised Segmentation of Time Series'

cated methods are often required to model their dynamical behavior. Furthermore, their

dynamical behavior can change over time in systematic ways. For example, in the case
of multivariate accelerometer data taken from human subjects, one set of dynamical behaviors
may hold while the subject is walking, only to change to a new regime once the subject begins
running. Gaining knowledge of these change points can help in the modeling task, since given
a segmentation of the time series, one can learn a more precise model for each regime. Change
point detection algorithms [45, 50, 65, 96] have been proposed to determine the location of sys-
tematic changes in the time series, while Hidden Markov Models (HMM) can both determine
where regime (state) changes occur, and also model the behavior of each state.

One crucial observation in many real-world systems, natural and man-made, is the behavior
changes are typically infrequent; that is, the system takes some (typically unknown) time before
it changes its behavior to that of a new state. In our earlier example, it would be unlikely for a
person to rapidly switch between walking and running, making the durations of different activ-
ities over time relatively long and highly variable. We refer to this as the inertial property, in
reference to a physical property of matter that ensures it continues along a fixed course unless
acted upon by an external force. Unfortunately, classical HMMs trained to maximize the likeli-
hood of data can result in abnormally high rates of state transitioning, as this often increases the
likelihood of the data under the model, leading to false positives when detecting change points,
as is seen in Figure 9.1.

The inertial property of real-world time series represents a potentially exploitable source of
dependence: temporal consistency. Since states are not likely to rapidly fluctuate, this increases
dependence between neighboring points, since knowledge of current state reveals the likely next
state, thus reducing uncertainty for the next point. In this thesis, we seek to operationalize this
insight to produce a system capable of exploiting temporal consistency. We do so by introducing
temporal regularization for HMMs, forming Inertial Hidden Markov Models [58]. These models
are able to successfully segment multivariate time series from real-world accelerometer data
and synthetic datasets, in an unsupervised manner, improving on state-of-the-art Bayesian non-
parameteric sticky hierarchical Dirichlet process hidden Markov models (HDP-HMMs) [27, 89]

TIME series have become ubiquitous in many areas of science and technology. Sophisti-

This chapter reproduces content from Montafiez et al., “Inertial Hidden Markov Models: Modeling Change in
Multivariate Time Series” (AAAI-2015)

87



w

— hidden state 1
— hidden state 2
T I —  hidden state 3 ||

W

True

0 2000 4000 6000 8000

Figure 9.1: Classical HMM segmentation of human accelerometer activity data.

as well as classical HMMs. This application demonstrates the practical utility of the dependence-
first view of learning inspired by our search framework.

9.1 Inertial HMM

Inertial HMMs are built on the foundations of classical HMMs [63], but we impose two addi-
tional criteria on our models. First, we seek models with a small number of latent states, K < T,
and second, we desire state transition sequences with the inertial property, as defined previously,
that lack rapid transitioning back and forth between states.

The above desiderata must be externally imposed, since simply maximizing the likelihood
of the data will result in ' = 7' (i.e., each sample corresponds a unique state/distribution), and
in general we may have rapid transitions among states in classical HMMs. The first issue is
addressed by choosing the number of states in advance as is typically done for hidden Markov
models [63]. For the second, we directly alter the probabilistic form of our model to include
a parameterized regularization that reduces the likelihood of transitioning between different la-
tent states. We thus begin a standard K -state HMM with Gaussian emission densities. HMMs
trained by expectation maximization (locally) maximize the likelihood of the data, but typically
do not guarantee slow inertial transitioning among states. Although the number of states must be
specified in advance, no other parameters need to be given, as the remaining parameters are all
estimated directly from the data.

We now present two methods for enforcing slow inertial transitioning among states. Both
methods alter the complete data likelihood of the data, which have the effect of altering the
resulting transition matrix update equations.

88



9.2 Maximum A Posteriori (MAP) Regularized HMM

Following [30], we alter the standard HMM to include a Dirichlet prior on the transition prob-
ability matrix, such that transitions out-of-state are penalized by some regularization factor. A
Dirichlet prior on the transition matrix A, for the jth row, has the form

) o HA"”‘ !

where the 7, are free parameters and A, is the transition probability from state j to state k. The
posterior joint density over X and Z becomes

K K
P(X,Z;0,n) [HHA;?;“

J=1k=1

(X,Z | A;6)

and the log-likelihood is

K K
UX,Z;0,n) x ZZ njx — 1) log A1, + log P(zq;0)
=1 k=1
T

T
ZlogP X¢|z; 6) +ZlogP z¢|Z¢—1;0).

= t=2

MAP estimation is then used in the M-step of the expectation maximization (EM) algorithm
to update the transition probability matrix. Maximizing, with appropriate Lagrange multiplier
constraints, we obtain the update equation for the transition matrix,

ik — 1) + 31— E(2—1)5 228)
K K T
Zi:l(ﬁji - 1) + Zi:1 thg f(z(t—l)j7 th‘)

Ajy = 9.1)

where &(2¢—1yj, 2u) := Elzg—1);j 2]

Given our prior, we can control the probability of self-transitions among states, but this
method requires that we choose a set of K2 parameters for the Dirichlet prior. However, since
we are solely concerned about increasing the probability of self-transitions, we can reduce these
parameters to a single parameter A governing the amplification of self-transitions. We therefore
define nj; = 1 when j # k and 73, = A > 1 otherwise, and the transition update equation
becomes

Ay = (A=D1 = k) + 3 &1y ) ©92)
(A _1>+Zz 127& 2 §(2(-1)5 211)

where 1(-) denotes the indicator function.
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9.3 Inertial Regularization via Pseudo-observations

Alternatively, we can alter the HMM likelihood function to include a latent binary random vari-
able, V, indicating that a self-transition was chosen at random from among all transitions, ac-
cording to some distribution. Thus, we view the transitions as being partitioned into two sets,
self-transitions and non-self-transitions, and we draw a member of the self-transition set accord-
ing to a Bernoulli distribution governed by parameter p. Given a latent state sequence Z, with
transitions chosen according to transition matrix A, we define p as a function of both Z and A.
We would like p to have two properties: 1) it should increase with increasing ) , Ay (probability
of self-transitions) and 2) it should increase as the number of self-transitions in Z increases. This
will allow us to encourage self-transitions as a simple consequence of maximizing the likelihood
of our observations.

We begin with a version of p based on a penalization constant 0 < e < 1 that scales appropri-
ately with the number of self-transitions. If we raise € to a large positive power, the resulting p
will decrease. Thus, we define p as € raised to the number of non-self-transitions, M, in the state
transition sequence, so that the probability of selecting a self-transition increases as M decreases.
Using the fact that M = (T — 1) — Zthg Zszl 2(1—1)k %k, WE Obtain

T T K
p= EM = gzt:2 =32 2 k=1 Z(t—1)k?tk

K K
_ Ethzz S e (k= ot Sohet Z(t— 1)k th

T K
_ H H €H(t—Dk 2 (t—1)kZtk 9.3)

t=2 k=1

Since e is arbitrary, we choose € = Ay, to allow p to scale appropriately with increasing proba-
bility of self-transition. We therefore arrive at

T K
o Z(t—1)k R (t—1)k*tk
pP= H H A :

t=2 k=1

Thus, we define p as a computable function of Z and A. Defining p in this deterministic manner is
equivalent to choosing the parameter value from a degenerate probability distribution that places
a single point mass at the value computed, allowing us to easily obtain a posterior distribution on
V. Furthermore, we see that the function increases as the number of self-transitions increases,
since A, < 1 for all k£, and p will generally increase as Zk Ay increases. Thus, we obtain
a parameter p € (0, 1] that satisfies all our desiderata. With p in hand, we say that V' is drawn
according to the Bernoulli distribution, Bern(p), and we observe V' = 1 (i.e., a member of the
self-transition set was chosen).

To gain greater control over the strength of regularization, let A be a positive integer and
V be an A-length sequence of pseudo-observations, drawn i.i.d. according to Bern(p). Since
P(V =1|Z;A) = p, we have

T K
P(V =1|Z; A) = | Apg e

t=2 k=1
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where 1 denotes the all-ones sequence of length .

Noting that V is conditionally independent of X given the latent state sequence Z, we max-
imize (with respect to Aj;) the expected (with respect to Z) joint log-density over X, V, and Z
parameterized by 6 = {m, A, ¢}, which are the start-state probabilities, state transition matrix
and emission parameters, respectively. Using appropriate Lagrange multipliers, we obtain the
regularized maximum likelihood estimate for A ;:

Bij;’T + ]l(j - k)Cj,k,T

Ajk = 9.4)
’ S Biar + Chjr
where 1(-) denotes the indicator function, y(zy) := E[z4] and
T
Bjkr = Z 5(2(1:—1)]‘, Ztk),
=2
T
Cikr = A [Z[’Y(Z(t—nk) - é(z(t—l)j; 2u0)] | - 9.5)
t=2

The forward-backward algorithm can then be used for efficient computation of the y and ¢ values,
as in standard HMMs [10].
Ignoring normalization, we see that

Ay o 3 Biwr +Cigr i =k
ik .
! kT otherwise.

Examining the C; ; v term (i.e., Equation (9.5)), we see that \ is a multiplier of additional mass
contributions for self-transitions, where the contributions are the difference between y(z;—1);)
and £(z(;—1);, z;)- These two quantities represent, respectively, the expectation of being in a state
j at time t — 1 and the expectation of remaining there in the next time step. The larger A or the
larger the difference between arriving at a state and remaining there, the greater the additional
mass given to self-transition.

9.3.1 Parameter Modifications
Scale-Free Regularization

In Equation 9.2, the strength of the regularization diminishes with growing 7', so that asymp-
totically the regularized estimate and unregularized estimate become equivalent. While this is
desirable in many contexts, maintaining a consistent strength of inertial regularization becomes
important with time series of increasing length, as is the case with online learning methods. Fig-
ure 9.2 shows a regularized segmentation of human accelerometer data (discussed later in the
Experiments section), where the regularization is strong enough to provide good segmentation.
If we then increase the number of data points in each section by a factor of ten while keeping the
same regularization parameter setting, we see that the regularization is no longer strong enough,
as is shown in Figure 9.3. Thus, the A parameter is sensitive to the size of the time series.

91



2.0,

T
— hidden state 1
1.5 — hidden state 2
— hidden state 3

1.0

0.5]
0.0] M‘“q«

—0.5]

—-1.0

—-1.5|

-2.0

Figure 9.2: Human activities accelerometer data, short sequence. Vertical partitions correspond
to changes of state.

3

— hidden state 1
— hidden state 2
— hidden state 3

2

1

0

-1

-2

. |
Figure 9.3: The long sequence human activities accelerometer data using regularization parame-
ter from short sequence.

We desire models where the regularization strength is scale-free, having roughly the same
strength regardless of how the time series grows. To achieve this, we define the A\ parameter to
scale with the number of transitions, namely A = (7" — 1)4, and our scale-free update equation
becomes

((T - 1)< - 1)]1(j = k) + Zthg f(z(t—l)p Ztk)
K ~~T :
(T=1)¢=1)+ Zi:l thz 5(Z(t71)j, Zt)
This preserves the effect of regularization as 7" increases, and ( becomes our new regularization

parameter, controlling the strength of the regularization. For consistency, we also re-parameterize
Equation (9.5) using A = (T — 1)°.

Ajy = 9.6)

Towards Parameter-Free Regularization

Although our methods require specifying the strength of regularization in advance, we can often
avoid this requirement. For example, cross-validation provides a robust method for automated
parameter selection when labeled data is available. Furthermore, even in the absence of labeled
data all hope is not lost; if one can make the assumption that most of the segment lengths are of
roughly the same order-of-magnitude scale then automatic tuning of the regularization parameter
remains possible, as follows.

We first define a range of possible regularization parameter values (such as A\ € [0, 75]),
and perform a search on this interval for a value that gives sufficient regularization. Sufficient
regularization is defined with respect to the Gini ratio [31, 88], which is a measure of statistical
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dispersion often used to quantify income inequality. For a collection of observed segment lengths
L ={l,... 1}, given in ascending order, the Gini ratio is estimated by

2211 ili)
Z?il li '

We assume that the true segmentation has a Gini ratio less than one-half, which corresponds to
having more equality among segment lengths than not. One can perform a binary search on the
search interval to find the smallest ¢ parameter for which the Gini ratio is at least one-half. This
increases the time complexity by a factor of O(log,(R/€)), where R is the range of the parameter
space and ¢ is the stopping precision for the binary search.

G(L):1—L(m—

m—1

9.4 Experiments

We perform two segmentation tasks on synthetic and real multivariate time series data, using our
scale- and parameter-free regularized inertial HMMs. For comparison, we present the results of
applying a standard /K -state hidden Markov model as well as the sticky HDP-HMM of [27]. We
performed all tasks in an unsupervised manner, with state labels being used only for evaluation.

9.4.1 Datasets

The first (synthetic) multivariate dataset was generated using a two-state HMM with 3D Gaussian
emissions, with transition matrix

A 0.9995 0.0005
~\ 0.0005 0.9995 )’

equal start probabilities and emission parameters i = (—1,—1,—1)", uo = (1,1,1)7, Xy =
3, = diag(3). Using this model, we generated one hundred time series consisting of ten-
thousand time points each. Figure 9.4 shows an example time series from this synthetic dataset.

The second dataset was generated from real-world forty-five dimensional human accelerom-
eter data, recorded for users performing five different activities, namely, playing basketball, row-
ing, jumping, ascending stairs and walking in a parking lot [2]. The data were recorded from
a single subject using five Xsens MTx™ units attached to the torso, arms and legs. Each unit
had nine sensors, which recorded accelerometer (X, Y, Z) data, gyroscope (X,Y, Z) data and
magnetometer (X, Y, Z) data, for a total of forty-five signals at each time point.

We generated one hundred multivariate time series from the underlying dataset, with varying
activities (latent states) and varying number of segments. To generate these sets, we first uni-
formly chose the number of segments, between two and twenty. Then, for each segment, we
chose an activity uniformly at random from among the five possible, and selected a uniformly
random segment length proportion. The selected number of corresponding time points were ex-
tracted from the activity, rescaled to zero mean and unit variance, and appended to the output
sequence. The final output sequence was truncated to ten thousand time points, or discarded
if the sequence contained fewer than ten thousand points or fewer than two distinct activities.
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Additionally, prospective time series were rejected if they caused numerical instability issues for
the algorithms tested. The process was repeated to generate one hundred such multivariate time
series of ten thousand time ticks each, with varying number of segments, activities and segment
lengths. An example data sequence is shown in Figure 9.5 and the distribution of the time series
according to number of activities and segments is shown in Figure 9.6.

‘ L

l

0 2000 4000 6000 8000

Figure 9.4: Synthetic data example. Generated from two-state HMM with 3D Gaussian emis-
sions and strong self-transitions.
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Figure 9.5: Human activities accelerometer data. Three state, 45-dimensional.

9.4.2 Experimental Methodology

We compared performance of four methods on the two datasets described in the previous section:
a standard K -state hidden Markov model, the sticky HDP-HMM and both inertial HMM variants.
All HMMs were equipped with Gaussian emission models with full covariance matrices. The
task was treated as a multi-class classification problem, measuring the minimum zero-one loss
under all possible permutations of output labels, to accommodate permuted mappings of the true
labels. We measured the normalized variation of information (VOI) [53] between the predicted
state sequence and true state sequence, which is an information metric capturing the distance
between two partitionings of a sequence. We also considered the ratio of predicted number of
segments to true number of segments (SNR), which gives a sense of whether a method over- or
under-segments data, and the absolute segment number ratio (ASNR), which is defined as

ASNR = max(S, Sp)/ min(S;, S,),
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Figure 9.6: Distribution of Accelerometer Time Series Data.

where S; is the true number of segments in the sequence and .S, is the predicted number of
segments, and quantifies how much a segmentation method diverges from the ground truth in
terms of relative factor of segments. Lastly, we tracked the number of segments difference (SND)
between the predicted segmentation and true segmentation and how many segmentations we done
perfectly (Per.), giving the correct states at all correct positions.

Parameter selection for the inertial HMM methods was done using the automated parameter
selection procedure described in the Parameter Modifications section. For faster evaluation, we
ran the automated parameter selection process on ten randomly drawn examples, averaged the
final ¢ parameter value, and used the fixed value for all trials. The final ( parameters are shown
in Tables 9.1 and 9.2.

To evaluate the sticky HDP-HMM, we used the publicly available HDP-HMM toolbox for
MATLAB, with default settings for the priors [26]. The Gaussian emission model with normal
inverse Wishart (NIW) prior was used, and the truncation level L for each example was set to
the true number of states, in fairness for comparing with the HMM methods developed here,
which are also given the true number of states. The “stickiness” x parameter was chosen in a
data-driven manner by testing values of x = 0.001, 0.01, 0.1, 1, 5, 10, 50, 100, 250, 500, 750 and
1000 for best performance over ten randomly selected examples each. The mean performance of
the 500th Gibbs sample of ten trials was then taken for each parameter setting, and the best x was
empirically chosen. For the synthetic dataset, a final value of k = 10 was chosen by this method.
For the real human accelerometer data, a value of k = 100 provided the best accuracy and
relatively strong variation of information performance. These values were used for evaluation on
each entire dataset, respectively.

To evaluate the HDP-HMM, we performed five trials on each example in the test dataset,
measuring performance of the 1000th Gibbs sample for each trial. The mean performance was
then computed for the trials, and the average of all one hundred test examples was recorded.

9.4.3 Synthetic Data Results

As seen in Table 9.1, the MAP regularized HMM had the strongest performance, with top scores
on all metrics. The inertial pseudo-observation HMM also had strong performance, with ex-
tremely high accuracy and low variation of information. The standard HMM suffered from
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Figure 9.7: Example segmentation of human activities accelerometer data using inertial (MAP)

HMM. Only first dimension shown.

Table 9.1: Results from quantitative evaluation on 3D synthetic data. Statistical significance is

computed with respect to MAP results.

Method Acc. SNR ASNR SND VOI Per.
HDP-HMM (x = 10)  0.85* 0.59%* 3.50% 2.79% 0.56* 0/100
Standard HMM 0.87* 172.20% 172.20% 76591* 0.62* 0/100

MAP HMM (¢ = 2.3) 0.9 0.96 1.13 0.51 0.07 2/100
PsOHMM (¢ =8.2) 0.9 087t  143%  1.15% 0.14f 1/100

Acc. = Average Accuracy (value of 1.0 is best)

SNR = Average Segment Number Ratio (value of 1.0 is best)

ASNR = Average Absolute Segment Number Ratio (value of 1.0 is best)
SND = Average Segment Number Difference (value of 0.0 is best)

VOI = Average Normalized Variation of Information (value of 0.0 is best)
Per. = Total number of perfect/correct segmentations

paired t-test: T < a = .05, < a= .01, * < a = .001
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over-segmentation of the data (as reflected in the high SNR, ASNR, and SND scores), while the
sticky HDP-HMM tended to under-segment the data. All methods were able to achieve fairly
high accuracy.

9.4.4 Human Activities Accelerometer Data Results

Table 9.2: Results from real 45D human accelerometer data.

Method Acc. SNR ASNR SND VOI Per.
HDP-HMM (x = 100)  0.60* 0.75% 4.68%* 5.03f 0.95*  0/100*
Standard HMM 0.79*% 134.59* 134.59* 584.16* 0.38*  9/100*

MAP HMM (¢ = 33.5) 0.94 1.28 1.43 262 0.14 48/100
PsO HMM (( = 49.0)  0.94 1.03} 1.29 1.29 0.15 48/100
paired t-test: 1 < = .05, I < a = .01, * < a=.001

Results from the human accelerometer dataset are shown in Table 9.2. Both the MAP HMM
and inertial pseudo-observation HMM achieved large gains in performance over the standard
HMM model, with average accuracy of 94%. Furthermore, the number of segments was close to
correct on average, with a value near one in both the absolute (ASNR) and simple (SNR) ratio
case. The average normalized variation of information (VOI) was low for both the MAP and
pseudo-observation methods. Figure 9.7 shows an example segmentation for the MAP HMM,
displaying a single dimension of the multivariate time series for clarity.

In comparison, the standard hidden Markov model performed poorly, strongly over-segmenting
the sequences in many cases. Even more striking was the improvement over the sticky HDP-
HMM, which had an average normalized variation of information near 1 (i.e., no correlation
between the predicted and the true segment labels). The method tended to under-segment the
data, often collapsing to a single uniform output state, reflected in the SNR having a value below
one, and may struggle with moderate dimensional data, as related by Fox and Sudderth through
private correspondence. Moreover, the poor performance on this dataset likely results from a
strong dependence on Bayesian tuning parameters. The sticky HDP-HMM suffers from slow
mixing rates as the dimensionality increases, and computation time explodes, being roughly cu-
bic in the dimension. As a result, the one hundred test examples took several days of computation
time to complete, whereas the inertial HMM methods took a few hours.

9.5 Discussion

Our results demonstrate the effectiveness of inertial regularization on HMMs for behavior change
modeling in multivariate time series. Although derived in two independent ways, the MAP
regularized and pseudo-observation inertial regularized HMM converge on a similar maximum
likelihood update equation, and thus, had similar performance.

The human activity task highlighted an issue with using standard HMMs for segmentation of
time series with infrequent state changes, namely, over-segmentation. Incorporating regulariza-
tion for state transitions provides a simple solution to this problem. Since our methods rely on
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changing a single update equation for a standard HMM learning method, they can be easily in-
corporated into HMM learning libraries with minimal effort. This ease-of-implementation gives
a strong advantage over existing persistent-state HMM methods, such as the sticky HDP-HMM
framework.

While the sticky HDP-HMM performed moderately well on the low-dimensional synthetic
dataset, the default parameters produced poor performance on the real-world accelerometer data.
It remains possible that different settings of hyperparameters may improve performance, but the
cost of a combinatorial search through hyperparameter space combined with lengthy computa-
tion time prohibits an exhaustive exploration. The results, at minimum, show a strong depen-
dence on hyperparameter settings for acceptable performance. In contrast, the inertial HMM
methods make use of a simple heuristic for automatically selecting the strength parameter (,
which resulted in excellent performance on both datasets without the need for hand-tuning sev-
eral hyperparameters. Although the sticky HDP-HMM has poor performance on the two seg-
mentation tasks, there exist tasks for which it may be a better choice (e.g., when the correct
number of states is unknown).

9.6 Related Work

Hidden Markov models for sequential data have enjoyed a long history, gaining popularity as a
result of the widely influential tutorial by Rabiner [63]. Specific to the work presented here, the
mechanics of applying regularization priors to HMMs was detailed in [30], for both transition
and emission parameters, with the goal of solving estimation issues arising from sparse data.
Our work introduces the use of regularization for enforcing state persistence, an application
not considered in the original. Neukirchen and Rigoll [62] studied the use of regularization in
HMMs for reducing parameter overfitting of emission distributions due to insufficient training
data, again without an emphasis on inertial transitioning between states. Similarly, Johnson [44]
proposed using Dirichlet priors on multinomial hidden Markov models as a means of enforcing
sparse emission distributions.

Fox et al. [27] developed a Bayesian sticky HMM to provide inertial state persistence. They
presented a method capable of learning a hidden Markov model without specifying the number of
states or regularization-strength beforehand, using a hierarchical Dirichlet process and truncated
Gibbs sampling. As discussed, their method requires a more complex approach to learning
the model and specification of several hyperparameters for the Bayesian priors along with a
truncation limit. In contrast, our models only require the specification of two parameters, K and
¢, whereas the sticky HDP-HMM requires analogous truncation level L and « parameters to be
chosen, in addition to the hyperparameters on the model priors.
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Chapter 10

Automated Hyperparameter Tuning '

question for non-expert end users: ‘“What hyperparameter settings should I use for my

algorithm?” Even the simplest algorithms often require the tuning of one or more hyper-
paramters, which can yield significant effects on performance [7, 14]. However, knowing which
settings to use for which dataset and algorithm has remained something of an “art,” relying on the
implicit knowledge of practitioners in the field. Because employing machine learning methods
should not require a PhD in data science, researchers have recently begun to investigate auto-
mated hyperparameter tuning methods, with marked success ([7, 8, 9, 25, 39, 76, 80, 86]). These
methods have been successfully applied to a wide range of problems, including neural networks
and deep belief network hyperparameter tuning [8, 9], thus showing promise for automatically
tuning the large numbers of hyperparameters required by deep learning architectures. We extend
this body of research by improving on the state-of-the-art in automated hyperparameter tuning,
guided by our search view of machine learning. Because dependence makes searches success-
ful, we begin by first investigating which dependencies hold and then appropriately biasing our
search procedure to exploit the dependencies found, giving improved performance in our original
learning problem.

THE rapid expansion of machine learning methods in recent decades has created a common

We introduce a new sequential model-based, gradient-free optimization algorithm, Kernel
Density Optimization (KDO), which biases the search in two ways. First, it assumes strong
spatial consistency of the search space, such that nearby points in the space have similar function
values, and second, it assumes that sets of randomly chosen points from the space will have
function evaluations that follow a roughly unimodal, approximately Gaussian distribution. These
assumptions hold for several real-world hyperparameter optimization problems on UCI datasets
using three different learning methods (gradient boosted trees, regularized logistic regression,
and averaged perceptrons), allowing our method to significantly improve on the state-of-the-art
SMAC method. Thus, we gain increased empirical performance by appropriately biasing our
algorithm based on our knowledge of dependencies.

I'This chapter reproduces content from Montafiez and Finley, “Kernel Density Optimization”(In Prep.)
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10.1 Theoretical Considerations

Given that sequential hyperparameter optimization is a literal search through a space of hyper-
parameter configurations, our results are directly applicable. The search space 2 consists of all
the possible hyperparameter configurations (appropriately discretized in the case of numerical
hyperparameters). The target set 7' is determined by the particular learning algorithm the con-
figurations are applied to, the performance metric used, and the level of performance desired.
Let S denote a set of points sampled from the space, and let the information gained from the
sample become the external information resource f. Given that resource, we have the following
theorem:

Theorem 13. Given a search algorithm A, a finite discrete hyperparameter configuration space
Q, a set S of points sampled from that search space, and information resource f that is a function
of S, let QY :=Q\ S, 1, ={T | T CV,|T| =k e N}, and v, ={T | T € t,q(T, f) >
qmin }» where q(T, [) is the expected per-query probability of success for algorithm A under T
and f. Then,

/

sqmin < p_
’ Tk ‘ o Gmin

Tk

where p' =k /||

The proof follows directly from Theorem 2.

The proportion of possible hyperparameter target sets giving an expected probability of suc-
Cess ¢min OF more is minuscule when & < |2'|. If we have no additional information beyond that
gained from the points S, we have no justifiable basis for expecting a successful search. Thus, we
must make some assumptions concerning the relationship of the points sampled to the remaining
points in )’. We can do so by either assuming structure on the search space, such that spatial
coordinates becomes informative, or by making an assumption on the process by which S was
sampled, so that the sample is representative of the space in quantifiable ways. These assump-
tions allow f to become informative of the target set 7', leading to exploitable dependence. Thus
we see the need for inductive bias in hyperparameter optimization [55], which hints at a strategy
for creating more effective hyperparameter optimization algorithms (i.e., through exploitation of
spatial structure). We adopt this strategy for KDO.

10.2 KDOQO: Motivation

Imagine a hyperparameter space where all numerical axes have been rescaled to the [0,1] range,
leaving us with a hyperparameter cube to explore. The goal of hyperparameter optimization is
to locate (and sample from) regions of the cube with good empirical performance (when the
parameter settings are applied to real algorithms on real tasks). Grid-based search methods
poorly explore the space, since on a single axis, they repeatedly sample the same points [8].
Uniform random sampling improves the subspace coverage, but samples equally from promising
and unpromising regions. A better method would be to characterize the regions according to
empirical feedback, then sample more heavily from promising regions. To do so, one could

100



probabilistically model the space and sample from the resulting distribution, which would tend
to sample in proportion to “goodness” of a region, while efficiently exploring the space.

Because each sample evaluation is costly, one desires to locate regions of high performance
with as few queries as possible. Sampling directly from the true distribution would include oc-
casional wasteful samples from low-performance regions, so what we actually desire is a model
that not only builds a probabilistic model of the space, but builds a skewed model, which dis-
proportionately concentrates mass in promising regions. Sampling from that distribution will be
biased towards returning points from high-performance regions. Just as importantly, we desire a
method that we can efficiently sample from.

Kernel Density Optimization meets these challenges by building a truncated kernel density
estimate model over the hyperparameter cube, where density correlates with empirical perfor-
mance. The model uses performance-(inversely)proportional bandwidth selection for each ob-
servation, tending to concentrate mass in high-performance regions (via small bandwidths) and
pushing it away from low-performance regions (via large bandwidths). Furthermore, by truncat-
ing the KDE model to the top k performing points, we further bias the model towards concentra-
tion of mass to high-performance regions. The end result is a model that iteratively concentrates
mass in good regions, is easy to sample from, and naturally balances exploration and exploita-
tion. Figure 10.1 shows the progressive concentration of mass in high-performance regions,
reflected in the density of samples returned by the model over a series of five-hundred queries,
via snapshots takes during the first fifty queries, the middle fifty, and the final fifty.

KDO KDO
LDS LDS
SMAC SMAC
RANDOM RANDOM

KDO

LDS
SMAC
RANDOM

Figure 10.1: Mass concentration around promising regions of the hyperparameter search space.
Queries 1-50, 200-250, and 450-500, respectively.
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10.2.1 KDO: Mathematical Form

Given an objective function f to be maximized, configurations ¢; drawn from the hyperparam-
eter search space, a user-defined truncation length parameter L, a user-defined weight rescaling
parameter 7, and a user-defined minimum mutation spread parameter m, the truncated weighted
KDE that forms the model for KDO sampling of numerical hyperparameters has the following
form, assuming configurations c;y are ranked in descending order of performance:

L
w) (Hc— C(i)l!)
K (10.1)
2 S wg) h)

i=1 24j=1W(
where
T=7- (10.2)
Wy = : (10.3)
(Zk S )
S(i) = ma, (f(C< 1)), m), (10.4)
hy = (4/ (d + 2))1/ (@) g yn /@), (10.5)

Categorical hyperparameters are handled separately, using a set of independent categorical
distribution models. For each categorical hyperparameter y with set of options V', the categorical
distribution over options v in V' is:

N
a+ Zi:ci[y]:v f(cl)
N )
OK‘V‘ + EU’EV Zi:ci[y]:v’ f(cl)
where « is the pseudocount weight, ¢;[y] is the value of hyperparameter y for the ith configuration

sampled, and /V is the total number of configurations sampled.
Pseudocode for KDO is provided in Algorithm 2.

Pr(v) = (10.6)

10.3 KDO: Algorithm Details

10.3.1 Initialization

KDO, being a spatial method, begins by converting the hyperparameter search space into a d-
dimensional unit cube space, with numerical hyperparameters rescaled to lie between zero and
one. (Categorical variables are handled separately from the numerical parameters.) To begin
to model the space, a set of Ny, points is drawn from the cube uniformly at random, with
remaining categorical hyperparameters being selected independently from uniform categorical
distributions. These N;,;; points are evaluated according to the fitness function (which in most
cases is the empirical algorithm performance, such as loss or AUC), and are added to the history.
We define this number Ny, as a user-defined parameter.
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Algorithm 2 KDO method for hyperparameter optimization.

1: procedure KDO
2: Initialize:
3: Rescale numeric hyperparameters to [0,1] range.

4: Randomly sample N,,;; configurations, save as pop.
5: history < .cpop(C, f(c)), for metric f.
6: F < CDF(mean(pop), var(pop)).
7: Main Loop:
8: for total number of queries do
9: kbest < GetBest (history, L).
10: for number of samples in batch do
11: Sample uniformly random, with prob gq.
12: Sample from kbest, with prob (1 — g).
13: end for
14: for each uniformly sampled configuration c do
15: Update F' with f(c).
16: history < history | J{c, f(c)).
17: end for
18: for each configuration p sampled from kbest do
19: c < mutate(p).
20: Update F with f (c).
21: history < history | J(c, f(c)).
22: end for
23: end for
24: Return:

25: Return cyess = GetBest (history, 1).
26: end procedure
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10.3.2 Fitness Models

KDO employs two primary models, a simple one-dimensional Gaussian model of fitness values
for hyperparameter configurations (based on an estimate constructed from uniformly sampled
points), and a weighted kernel density estimate that models the spatial distribution of fitness
values within the hyperparameter cube. We will discuss each model in turn.

For the one-dimensional Gaussian model, the initial random configurations and an additional
set of interleaved uniform random points (which are taken with probability ¢, as a user defined
parameter, ¢ = 0.05 being the default) are used to estimate the mean and variance of this distri-
bution. Evaluating performance values using the CDF of the Gaussian gives a rough estimate of
the empirical “goodness” of a configuration, which is then used to control the mutation rate in an
inversely fitness-proportional manner. Thus, when a configuration exhibits good performance,
the mutation rate is lowered to sample configurations near this point, which fits the assumption
that nearby points have similar fitness values. (For minimizing performance metrics such as loss
functions, we take advantage of the symmetry of the Gaussian to reflect the point around the
mean to obtain the corresponding upper-tail CDF value.)

For the second model, an approximate weighted kernel density estimate over the space of
numerical hyperparameters is used, with weights being proportional to the (normalized) em-
pirical performance values, and with fitness-dependent individual covariance matrices at each
sampled point. We simplify the model by using a diagonal bandwidth matrix, and set the di-
agonal entries using Silverman’s rule-of-thumb with identical standard deviations set to s =
max(1 — F (f(c)), m) where F is the CDF for the empirical one-dimensional Gaussian fitness
model, f(c) is the observed performance of configuration ¢, and m is the minimum mutation
spread, a user-defined parameter in the range [0, 1]. Setting the m value lower allows for better
exploitation and more precise exploration, at the expense of possible premature convergence.
Formally, the bandwidth matrix is defined as a d-dimensional diagonal matrix with diagonal
entries equal to (4/(d + 2))" " sp=1/(¢+9) " This is used as the covariance matrix for each
multivariate Gaussian centered at the observed configurations. Thus, the model concentrates
mass more closely around strongly performing configurations in the space, and spreads mass
away from weakly performing points. Because of the diagonal bandwidth assumption, sampling
from the model is also greatly simplified.

An additional set of models are used for categorical hyperparameters. For each categorical
hyperparameter, KDO uses a categorical distribution over the categories, where mass is propor-
tional to the normalized sum of historical performance values for each category. (When using
minimizing metrics, such as loss, the final normalized weights are inverted by subtracting each
from 1 and renormalizing.) Pseudocounts are used for unseen parameter values, with the default
being set to 0.1 mass added to each category. Alternative schemes, such as adding 1/n, may also
be used.

10.3.3 Sampling Points

The ease with which one can sample from kernel densities is one of the primary motivations for
KDO. To sample from a kernel density estimator, we pick one of the observations uniformly at
random, then sample from the Gaussian centered at that point. Furthermore, because of our sim-
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plification of the bandwidth matrix, sampling from the multivariate Gaussian becomes equivalent
to sampling from independent Gaussians for each numerical hyperparameter.

To select a configuration from the history, we first truncate the history to some predetermined
number of empirically strongest samples (controlled by a history length parameter, with default
value of L = 20), then form a normalized categorical distribution over these configurations,
with mass being proportional to the rescaled sum of empirical performance values. Because
we want to concentrate mass on strongly performing configurations, we rescale the categorical
distribution by raising each entry to a positive power 7 = 7 F'( f(c(1))), where " is a user-defined

weight rescaling parameter (defaulted to » = 30), F is again the one-dimensional Gaussian
fitness CDF, and f(c(1)) is the observed performance of the empirically best configuration in the
history (using the reflected quantile when working with minimizing metrics). This rescaling has
the effect of concentrating mass more tightly around the best performing configurations, trading
exploitation for weaker exploration. It also intensifies the concentration as the quality of the
best configuration found so far increases. The weights are then renormalized to create a proper
categorical distribution, from which we sample one or more configurations.

For each configuration chosen, we then sample from the multivariate Gaussian centered on
that configuration using the simplified bandwidth matrix and sample from the independent cate-
gorical distributions for the remaining categorical hyperparameters.

10.3.4 Evaluation and Model Updating

Each configuration sampled from the space is then evaluated according to the performance met-
ric (typically by using the hyperparameters for a machine learning model that is then trained and
tested), and the configuration with its accompanying observed performance is added to the his-
tory, effectively updating the model. The process then repeats by sampling another set of points
from the updated model.

10.4 Extensions

10.4.1 Hierarchical Hyperparameter Spaces

Tree-Structured Parzen Estimators (TPE) [9] and SMAC are both well-suited for optimization of
hierarchically structured hyperparameter spaces, allowing for the arbitrary nesting of hyperpa-
rameters. Since KDO’s model allows for fast sampling of high-dimensional spaces (for example,
on a 1000 dimensional Rastrigin function space KDO takes approximately 0.03 seconds to sam-
ple and evaluate each configuration), an obvious solution for handling hierarchically structures
spaces is simply to optimize all sets of available conditional hyperparameters in parallel, and al-
low the evaluation algorithm to select out the subset of relevant parameters using the conditional
hierarchy. Since each relevant hyperparameter will have a value (as all possible hyperparam-
eters are assigned values), this is guaranteed to return a valid configuration at each iteration.
Furthermore, truly irrelevant hyperparameters that are never chosen will not harm predictive per-
formance, and will only negligibly affect computational runtime. Thus, KDO’s fast sampling
structure allows for natural adaptation to conditional hyperparameter spaces.
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10.4.2 Acquisition Functions

Sequential model-based optimization methods often use a secondary acquisition function to es-
timate the expected improvement of configurations over incumbent configurations (e.g., SMAC
and TPE). For SMAC, this involves taking the empirical mean and variance from trees within its
random forest to parameterize a Gaussian model for computation of the EI (expected improve-
ment) [39]. TPE takes the results from two configuration models (one for good configurations,
one for poor), using a transformed likelihood-ratio of them to estimate the EI [9]. In both cases,
proposed configurations are measured according to the acquisition function, effectively filtering
which configurations to accept and which to reject. Although the goal for both methods is to
maximize the acquisition function, neither does so analytically, instead relying on an ad hoc
search procedure to locate configurations with large EI.

Instead of using the indirect process of approximately maximizing an acquisition function,
KDO builds a probabilistic model directly on the hyperparameter configuration space to directly
sample promising regions. If a secondary acquisition function is desired, one can be accom-
modated within KDO by using distance-based measures (euclidean distances for numerical hy-
perparameters, hamming distances for categorical hyperparameters) with empirically estimated
Lipschitz smoothness constraints. First, a maximum empirical Lipschitz smoothness constant is
estimated using a random subsample of observations. Next, compute the upper Lipschitz bounds
for a potential configuration using the k£ nearest points. Taking the mean and variance of these
upper bounds, one can then use a Gaussian model in the manner of [39] to compute an EI score.
These scores can then be used to filter out unpromising configurations and select locally maximal
ones. Whether using a secondary acquisition function would further improve the performance of
KDO is an open question, and more research is needed to determine the appropriateness of such
extensions.

10.4.3 Parallelization

One advantage of uniform random sampling over sequential model-based optimization methods
is the unquestionably parallel nature of random sampling. Contrast that with the serially pro-
cessed sequential model updating of SMBO methods. Although sequential, parallelization can
be introduced into SMBO methods at the expense of sampling from less accurate models. (In-
deed, we adopt one such approach for our experiments.) For example, rather than sampling a
single configuration from a model at each time step, one can sample several in parallel, as in
batch methods. This parallelization comes at a cost: if the samples in a batch were processed
serially then latter samples would benefit from information returned from earlier samples. Thus,
the trade-off is one of accuracy for speed, with less accurate models being traded for faster eval-
uations.

A second option for parallelization is to run several independent serial KDO processes, and
take the best configuration found from any run. To the degree that one process would not benefit
from the information gained by another process, the trade-off between speed and information
would still continue to hold. A thorough study of parallelization within KDO remains an open
future research area.
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10.5 Experiments

10.5.1 Experimental Setup

We evaluated KDO and a number of other hyperparameter optimization methods on a test suite
of seven algorithm / dataset pairs. We restricted ourselves to binary classification tasks, and
selected three types of learning algorithms to train and test (MART gradient boosted trees [29],
logistic regression [3], and averaged perceptrons [28]). We performed 100 independent trials of
each task for each hyperparameter optimization method, with each method sequentially sampling
500 points from the hyperparameter search space during every trial.

Datasets

For data, we used publicly available UCI datasets [48] (adult-tiny?, adult [46], breast cancer [13],
ionosphere [74], seismic bumps [75]), a two-class version of the CIFAR-10 dataset [47], and a
synthetic fifty-dimensional Rastrigin function [60]. The six real-world datasets were assigned
to the learning methods in the following ways: (adult-tiny, averaged perceptron), (breast can-
cer, averaged perceptron), (adult, logistic regression), (ionosphere, logistic regression), (seismic
bumps, gradient boosted trees), and (CIFAR-10 two-class, gradient boosted trees). No learn-
ing methods were used for the Rastrigin synthetic function, but the hyperparameter optimization
methods attempted to optimize the function directly. Existing train/test splits were used when-
ever available.

Learning Methods and Hyperparameters

For each different learning method, we searched through a space of hyperparameters, with the
number of hyperparameters and their permissible ranges set by the user. Table 10.1 lists the
hyperparameters used for each task with their ranges.

Hyperparameter Optimization Methods

We compared KDO against four other hyperparameter optimization methods: uniform ran-
dom sampling [8], low-discrepancy Sobol sequences [77], Nelder-Mead Optimization [61], and
SMAC [39], a state-of-the-art sequential model-based optimization method. Since Nelder-Mead
only allows for numerical hyperparameters, it was not tested on tasks containing categorical hy-
perparameters. In addition, since Nelder-Mead terminates early, to compare over the full range
of queries the final sampled point was repeated 500-7" times, where 71" represents the iteration of
termination.

The same set of parameter settings were used across all tasks for each method. For SMAC,
the settings were taken from the defaults suggested in [39], namely, numtrees = 10, Ny = 50,
local _search_pop = 10, e_local_search = le — 5, and split_ratio = 0.8, using an implemen-
tation coded by the author following [39]. One area of difference with [39] is that our random

2This “tiny” dataset was extracted from the adult training dataset [46], and consisted of 250 training and 250 test
examples, drawn at random.
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Table 10.1: Datasets, learners, and hyperparameters for each experiment task. (log+ denotes log

scaling.)

Dataset

Learner

# Training # Test

Hyperparameters with Ranges

Adult-tiny

Averaged Perceptron

250

250

iterations={[1,1000], log+, stepsize=10}
learning_rate={[0.01, 1]}

Breast Cancer

Averaged Perceptron

350

349

iterations={[1,1000], log+, stepsize=10}
learning_rate={[0.01, 1]}
bins={[2,10], numsteps=5}

Adult

Logistic Regression

32561

16281

L1_penalty={[0,2], numsteps=10}

L2 _penalty={[0,2], numsteps=10}
optimization_tol={{1e-4 | 1e-5 | le-6}}
memory_size={[5,50], stepsize=15}
dense_optimizer={{- | +}}

Ionosphere

Logistic Regression

246

105

L1 _penalty={[0,2], numsteps=10}

L2 _penalty={[0,2], numsteps=10}
optimization_tol={{1e-4 | 1e-5 | le-6}}
memory _size={[5,50], stepsize=15}
dense_optimizer={{- | +} }

Seismic Bumps

Gradient Boosted Trees

1809

775

num_trees={[2,200], numsteps=10, log+}
num_leaves={[2,100], numsteps=10}
min_docs_per_leaf={[2,50]}

learning rate={[0.01,1]}

CIFAR-10 Binary

Gradient Boosted Trees

50000

10000

num_trees={[2,200], numsteps=10, log+}
num_leaves={[2,100], numsteps=10}
min_docs_per_leaf={[2,50]}
learning_rate={[0.01,1]}

entropy _coeff={[0,1]}
split_fraction={[0,1]}
feature_fraction={[0,1]}
max_bins_per_feature={[4,1000]}

Rastrigin

N/A (Direct Optimization)

N/A

N/A

dim_i={[-5.12,5.12]} fori = 1, ..., 50.
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forest implementation did not include an n.,;, parameter (which controls how many items must
be in a node to split), but had a “min docs in leaves” parameter, which controlled the minimum
number of items that could be contained in a leaf (which was set to 2).

For KDO, the settings used were L. = 20, m = 0.0001, Ny = 50, ¢ = 0.05, » = 30.
Neither set of parameters was tuned to improve performance on individual tasks, instead being
held constant across all tasks. Further investigation is needed to determine the sensitivity of the
two methods to changes in their parameter settings.

We used batch processing to speed up the experimental runs, using 50 batches of 10 proposed
configurations each iteration (where the 10 configurations are simultaneously drawn from the
sample model, evaluated, then are used to update the model in a single large update). This trades
off efficiency (drawing multiple points at once), for less frequent updating of the models (which
cannot benefit the immediate evaluation feedback provided by the first points in a batch). Because
we needed to sample 250,000 configurations for each experiment, with each configuration being
used to train and test an independent machine learning model, we choose batch processing as an
acceptable compromise to keep overall runtime manageable.

Evaluation Criteria

The area-under-ROC-curve (AUC) was used as the evaluation criterion for all tests. We computed
the cumulative maximum AUC over 500 queries for each trial, then found the mean and 95%
confidence interval over all trials, plotting the curves visible in Figures 10.2a-10.3.

10.5.2 Results

Figure 10.2 plots the outcomes for all six real-world experiments. Some general trends emerge,
such as SMAC showing statistically significant improvement over random search and low-discrepancy
grid sequences (LDS), as expected, and KDO further improving over SMAC in all real-world
tasks. The early improvement of LDS seen in most trials suggests it as a potentially useful
method when the total number of iterations is severely restricted, such as when you have a budget
of 50 or fewer iterations. The synthetic Rastrigin optimization task was an outlier (Figure 10.3),
with low-discrepancy sequences able to achieve the optimum on the first query (being directly
in the center of the hypercube, where such sequences coincidentally start), but to make the plots
clearer the LDS line is not shown. We also see Nelder-Mead excel on that same function, with
SMAC eventually outperforming KDO. In all other experiments, Nelder-Mead performs rela-
tively poorly.

KDO performs significantly better on all real-world experiments, with confidence intervals
clearly separated from the nearest competitors (SMAC, LDS, uniform random sampling). Just
as SMAC significantly improves over uniform random sampling, KDO further increases that
improvement by 64%, on average over all trials and queries.
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Figure 10.2: Results for real-world learning tasks. Dashed lines represent where random initial-
ization ends for SMAC and KDO methods (i.e., 50th query).
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Figure 10.3: Results for synthetic Rastrigin task.

10.6 Discussion

Our theoretical results show the importance of dependence between targets and information re-
sources for successful learning. As discussed in Section 7.6.3, smoothness can be viewed as
an exploitable source of dependence, either temporally or spatially. In Chapter 9 we exploited
temporal smoothness through the use of temporally regularized methods, allowing our algo-
rithm to perform well in cases where such inductive bias aligned to what held in the real world.
Here in Chapter 10, we demonstrate the benefits of exploiting spatial smoothness for improved
performance. In both cases the source of improved performance was correctly identified depen-
dence within the respective domains; our view of learning as a search for exploitable dependence
works to guide the discovery of novel algorithms by suggesting sources of exploitable informa-
tion, such as smoothness. While the algorithms presented in these two chapters are not derived
directly from the search framework, their discovery was guided by the insight it provides and the
structures it suggests.

10.7 Related Work

Several researchers have explored the challenging problem of hyperparameter optimization. Shari-
ari et al. [72] provide a recent overview of Bayesian optimization for automated hyperparameter
parameter tuning, covering the history of the problem domain as well as reviewing several rel-
evant approaches. Bergstra and Bengio [8] explored the use of randomized searching within
the hyperparameter space, showing its efficiency versus manual and grid-search methods due to
the inherent low-effective dimensionality of many hyperparameter response functions of inter-
est. Hutter et al. [39] developed a sequential model-based optimization method SMAC, which
allowed them to optimize combinations of categorical and numeric parameters, while improving
performance over the state-of-the-art. Bergstra et al. [9] introduced Tree-Structured Parzen Esti-
mators (TPE) as an alternative approach to Gaussian Processes for surrogate function modeling.
TPE uses sampling from nonparametric density estimates on the feature space to propose can-
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didate configurations and estimate their expected improvement over incumbent configurations.
Bergstra, Yamins and Cox [7] emphasized the importance of hyperparameter choice in algorithm
comparisons, arguing that hand-tuned parameters cause poor reproducibility and lead to large
variance in performance estimation.

Thorton et al. [80] developed Auto-WEKA as an automated sequential model-based Bayesian
optimization algorithm for simultaneously selecting algorithms and hyperparameters in WEKA [37].
Their approach used both popular Sequential Model-based Algorithm Configuration (SMAC)
and tree-structured Parzen Estimators (TPE), and found they were able to select hyperparamater
settings that improved performance over random and grid-based search approaches. Eggensperger
et al. [20] introduced a library of benchmarks for evaluating hyperparameter optimization meth-
ods and compared SMAC, TPE, and Spearment, three prominent methods for Bayesian hyper-
parameter optimization. Feurer et al. [25] addressed the problem of “cold-starts” in Bayesian
hyperparameter optimization, suggesting a form of transfer learning to initialize the SMAC pro-
cedure, showing improved rates of convergence towards sets of optimal parameters.

Snoek et al. [76] developed practical Bayesian methods for hyperparameter optimization
based on a Gaussian processes model with a modified acquisition function, that optimized ex-
pected improvement per second (of wall-clock time). Wang et al. [86] proposed using random
embeddings for Bayesian hyperparameter optimization in high dimensions, demonstrating the
effectiveness of this technique (better than random search and on par with SMAC) on synthetic
and real-world datasets. Hutter, Hoos and Leyton-Brown [40] introduced an efficient approach
for assessing the importance of individual (as well as subsets of) hyperparameters using a form
of functional ANOVA on estimated marginals computed from random forest models.
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Chapter 11

Conclusion

addressing what makes machine learning work while also answering questions related to
search and optimization. This is an improvement over previous work as it allows us to
address both areas within the same framework instead of having to deal with them separately.

We reformulate many areas of machine learning as searches within our framework, includ-
ing regression, classification, parameter estimation, clustering, and empirical risk minimization.
Exploring two dominant paradigms for understanding machine learning (statistical learning the-
ory and minimum description length) we see that the former is naturally viewed as a search to
find models with low risk, while latter can be seen as a specific form of inductive bias. These
paradigms thus fit naturally within our higher-level framework, anchoring them to a more general
structure. Examining the link between compressibility and generalization, we see that Occam’s
razor (i.e., biasing models towards simplicity) is not the general explanation for why machine
learning works, but at best can be a sufficient condition for learning in certain restricted contexts.
Bounds proving good generalization performance for compressed structures are shown to not de-
pend on any Occam-like notion of simplicity, but derive from small set sizes, multiple-hypotheses
testing controls, and i.i.d. data assumptions.

Several formal results are proven within this framework. We formally bound the proportion
of favorable search problems for any fixed search algorithm, showing that algorithms can only
outperform uniform sampling on a limited proportion of problems. Furthermore, the informa-
tion needed to identify a problem giving b bits of competitive advantage over uniform sampling
requires at least b bits — thus, information is conserved. We prove within our framework an
early result from Culberson [15] bounding the proportion of problems for which an algorithm
is expected to find a target within a fixed number of queries. Defining a search strategy as the
probability distribution induced by an algorithm over the search space when considering the ex-
pected per-query probability of success, we find that for any fixed search problem the proportion
of favorable search strategies is also bounded. It follows that whether one fixes the algorithm
and varies the search problem or fixes the search problem and varies the algorithm, finding a
favorable match is difficult. In the same vein, it is shown in Chapter 7 that any deterministic
binary classification algorithm with restricted data set size can only learn a limited number of
concepts to low error.

Of central importance, two results are proven that quantify the effects of dependence for

THIS thesis presents a unified search framework for learning in finite spaces, capable of
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learning. In the first, a simple upper bound is given on the expected probability of success
for algorithms defined in terms of dependence, target set size, and target predictability. It shows
dependence to be a necessary condition for the successful learning of uncertain targets. A closed-
form exact expression is also derived for the same quantity, demonstrating that the probability
of success is determined by the dependence between information resources (like datasets) and
targets, algorithm information loss, the size of targets, target uncertainty, randomness, and target
structure. This equation proves the importance of dependence between what is observed and
what is latent for better-than-chance learning, and gives an exact formula for computing the
expected probability of success for any search algorithm.

Lastly, to demonstrate the practical utility of our paradigm, we apply our insights to two
learning areas, time-series segmentation and hyperparameter optimization. Chapters 9 and 10
show how a “dependence-first” view of learning leads naturally to discovering new exploitable
sources of dependence, and we operationalize our understanding by developing new algorithms
for these application areas with strong empirical performance.
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Appendix A

The Need for Biased Classifiers: Noisy
Labels

We begin by defining v-expansions, 1-consistency and 1)-consistent sets, which allow us to
handle training data with noisy labels. We overload the function v as is done in computer pro-
gramming, where the argument determines which form of the function we are using.

Definition A.0.1. (v)-expansion of D) Given spaces X and ), a set-valued function ) : X — 2%,
and a set D of (z,y) pairs with x € X and y € ), define the 1)-expansion of D as the set

U(D) = {(z,y) : (z,y) € D,y € ¢(x) where {y} € ¥(z) € V}.

Thus, a i)-expansion adds additional tuples to the dataset, which represent possible alternative y
values for each x, defined by the set-valued function v applied to elements of X.

Definition A.0.2. (i)-consistency with D) Given spaces X’ and )/, a set D and its 1)-expansion
(D), a function g : X — ) is said to be ¢-consistent with D iff (x, g(z)) € ¥(D) for every
r € D,.

Definition A.0.3. (¢-consistent set €2,p)) A t)-consistent set (1, p) is defined as the set of all
functions g : X — ) that are vy)-consistent with D.

The mapping v acts as an expansion, turning a single element y into a set containing y (and
possibly other elements of })). This allows us to consider consistency with training data when the
true y value may differ from the observed y value, as when label noise is present. Of course, the
noiseless case is also covered in this definition, as a particular special case: the set of hypothesis
functions consistent with training set D, denoted {2p, is equivalent to the ¢-consistent set {1,(p)
when ¢ (z) = {y} for every (z,y) pair in D (or equivalently, when ¢)(D) = D).

Theorem 14. Define as follows:
e X - finite instance space,
e )V - finite label space,
Q - V¥, the space of possible concepts on X,
h - a hypothesis, h € €,
D ={(x1,11),...,(xn,yn)} - any training dataset where x; € X, y; € Y,
D, ={x: (z,:) € D} - the set of x instances in D,
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o V, = {x1,...,x0} - any test dataset disjoint from D, (i.e., D, NV, = 0) containing
exactly M elements x; € X with M > 0, hidden from the algorithm during learning,
* Qy(py - subset of hypotheses 1-consistent with D for some 1)(-) function, and
* unbiased classifier A - any classifier such that P(h|D, M) = 1(h € Qyp))/ || (i.e.,
makes no assumptions beyond strict \-consistency with training data).
Then the distribution of 0-1 generalization error counts for any unbiased classifier is given by

- (2)(-3) (3)”

where w is the number of wrong predictions on disjoint test sets of size M. Thus, every unbiased
classifier has generalization performance equivalent to random guessing (e.g., flipping a coin)
of class labels for unseen instances.

Proof. In agreement with the problem model given in Figure 5.1, we assume the training data
D are generated from the true concept h* by some process, and that & is chosen by A using D
alone, without access to h*. Thus, h* — D — h, implying P(h*|D,h, M) = P(h*|D, M) by
d-separation. By similar reasoning, since {D,, M} — V,, with D as an ancestor of both V, and
h and no other active path between them, we have P(V,|f, D, h, M) = P(V,|f, D, M). This
can be verified intuitively by the fact that V,, is generated prior to the algorithm choosing h, and
the algorithm has no access to V. when choosing h (it only has access to D, which we’re already
conditioning on).
Let K = 1(h € Qyu(p))/|Qy )| and let L be the number of free instances in X', namely

L=[X] = (|Ds| +Vzl) (A1)
=|X|—(N+M). (A.2)
Then
4y _ Plw, D|M)
P(w|D, M; A) = PO (A.3)
_ Eheﬂw(m P(w,h, D|M) (Ad)
2 heQyp, P, DIM)
 2neayy, Plwlh, D, M)P(R|ID, M)P(D|M) A3)
> eer,op, P(R]D, M)P(DIM) |
B KP(DIM) ZheQw(D) P(wlh, D, M) (A6)
KP(D|M)|Qyp)] '
1
= > P(w|h,D, M) (A7)
oo h€Qy(p)
1

— P(wl|h, D, M) (A.8)

VI TI, (o)) Z

1
S P(w|h, D, M), A9
AL he; (] ) (A9)
p(D)
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where we have defined C; := HZNZI |t(z;)|. Marginalizing over possible true concepts f for
term P(wl|h, D, M) and letting Z = {f, h, D, M}, we have

P(w|h,D,M) =" P(w, f|h, D, M) (A.10)
feQ
= P(w|Z)P(f|h, D, M) (A.11)
feQ
= ZP w|Z)P(f|D, M) (by d-separation) (A.12)
feQ
=> P(f|D, M) ZP w, vy|Z) (A.13)
feqQ
=> P(f|D. M) ZP ve| Z)P(w|Z, v,) (A.14)
feqQ
=> P(f|D. M) ZP (02| Z) 1 (w = wp £ (v,)), (A.15)
feq Ve

where wy, f(v.) = )., 1(h(x) # f(x)) and the final equality follows since

1 w=wpyf(vy),

A.16
0 U)?éwh,f<vx). ( )

P(w|Z,v,) = P(w|f, h, D, M,v,) = {

Combining (A.9) and (A.15), we obtain

1
P(w|D, M; A) :Wheﬂzw(m erQP f1D, M) vam“c h, D M)]l(w:wh,f(vx))]
(A.17)

- W 3 ZP f1D, M) ZP vel f, D, M)1 (w:wh,f(vz))]

h€ﬂw<D) LfEQ

(A.18)
C\y!M+LZPf'D M) ZP%V S 1w = wng(v), (A19)

feq heﬂw(D>

where we have defined Z’ := {f, D, M} and the second equality follows from d-separation
between V,, and h, conditioned on D.
Note that Ehe%(m 1(w = wp,f(v,)) is the number of hypotheses 1-consistent with D that

disagree with concept f exactly w times on v,. There are (]\j ) ways to choose w disagreements
with f on v,, and for each of the w disagreements we can choose |))| — 1 possible values for
h at that instance, giving a multiplicative factor of (|)| — 1)". For the training set D, there are
exactly |¢)(x;)| alternative values for each training set instance z;, giving a multiplicative factor
of Oy = Hi\il |1)(x;)|. For the remaining L instances that are in neither D nor v,, we have |)|
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possible values, giving the additional multiplicative factor of |)’|%. Thus,

PID.M;A) = Gy 3 PUID.M) OIS () )er1 - o]

Sy
(A.20)
1
= Gl K )Cl(|3’| -1 IyIL} > P(fID.M ZP vl Z')
' feq
(A21)
N S [(M) Ci(|Y] - 1)w\yﬂ S" P(f|D, M) (A.22)
Ch|lY MY o
B ) VI= |y|M (A.23)
Yo
= () [ ( o)l o (A24)

VI*
|y|> VI (A.25)

(1-
(1_|_!> I MM (A.26)
() (o) (a27)

]

EEsEs s s

(o
(o)
()
()
()
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