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Abstract

Programming languages commonly provide “syntactic sugar” that decreases
the syntactic cost of working with certain standard library constructs. For
example, Standard ML builds in syntactic sugar for constructing and pattern
matching on lists. Third-party library providers are, justifiably, envious of
this special arrangement. After all, it is not difficult to find other situations
where library-specific syntactic sugar might be useful [97]. For example, (1)
clients of a “collections” library might like syntactic sugar for finite sets and
dictionaries; (2) clients of a “web programming” library might like syntactic
sugar for HTML and JSON values; (3) a compiler writer might like syntactic
sugar for the terms of the object language or various intermediate languages
of interest; and (4) clients of a “chemistry” library might like syntactic sugar
for chemical structures based on the SMILES standard [16].

Defining a “library-specific” syntax dialect in each of these situations is
problematic, because library clients cannot combine dialects like these in
a manner that conserves syntactic determinism (i.e. syntactic conflicts can
and do arise.) Moreover, it can become difficult for library clients to reason
abstractly about types and binding when examining the text of a program
that uses unfamiliar forms. Instead, they must reason transparently, about the
underlying expansion. Typed, hygienic term-rewriting macro systems, like
Scala’s macro system [23], while somewhat more reasonable, offer limited
syntactic control.

This thesis formally introduces typed literal macros (TLMs), which give
library providers the ability to programmatically control the parsing and
expansion, at “compile-time”, of expressions and patterns of generalized literal
form. Library clients can use any combination of TLMs in a program with-
out needing to consider the possibility of syntactic conflicts between them,
because the context-free syntax of the language is never extended (instead,
literal forms are contextually repurposed.) Moreover, the language validates
each expansion that a TLM generates in order to maintain useful abstract
reasoning principles. Most notably, expansion validation maintains:

* a type discipline, meaning that the client can reason about types while
holding the literal expansion abstract; and
* astrictly hygienic binding discipline, meaning that the client can always be
sure that:
1. spliced terms, i.e. terms that appear within literal bodies, cannot
capture bindings hidden within the literal expansion; and
2. the literal expansion does not refer to definition-site or application-
site bindings directly. Instead, all interactions with bindings external
to the expansion go explicitly through spliced terms or parameters.
In short, we formally define a programming language in the ML tradition
with a reasonably programmable syntax.
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Chapter 1
Introduction

i

v

fa

Bull (plates 3, 6,9 and 11)
Pablo Picasso (1881-1973)

1.1 Motivation

Experienced mathematicians and programmers define formal structures compositionally,
drawing from libraries of “general-purpose” abstractions. The problem that motivates
this work is that the resulting terms are sometimes syntactically unwieldy, and, therefore,
cognitively costly.

Consider, for example, natural numbers. It is straightforward to define the natural
numbers, n, with an inductive structure:

nu=z|sn)

By defining natural numbers inductively, we immediately inherit a structural induction
principle — we can establish that some property P holds over the natural numbers if
we establish P(z) and P(s(n)) assuming P(n). The problem, of course, is that drawing
particular natural numbers by repeatedly applying s very quickly becomes syntactically
unwieldy (in fact, the syntactic cost of the drawing grows linearly with 7.)!

Similarly, it is easy to define lists of natural numbers with an inductive structure:

#l ::=nil | cons(n, 1)

'We use the word “drawing” throughout this document to emphasize that syntactic cost is a property
of the visual representation of a structure, rather than a semantic property.

1



Sort Operational Form Stylized Form Textual Form Description

CalcExp e = «x X X variable
let(e; x.e) letx =eine letx =eine binding
num|n] n n numbers
plus(e;e) ete e+ e addition
mult(e;e) exe e*e multiplication
div(e;e) : e/ e division
pow(e; e) et ehe exponentiation

Figure 1.1: Syntax of Calc. Metavariable n ranges over natural numbers and n abbreviates
the numeral forms (one for each natural number #, drawn in typewriter font.) A formal
definition of the stylized and textual syntax of Calc would require 1) defining these
numeral forms explicitly; 2) defining a parenthetical form; 3) defining the precedence
and associativity of each infix operator; and 4) defining whitespace conventions.

The problem once again is that drawings of particular lists quickly become unwieldy,
and fail to resemble “naturally occurring” drawings of lists of numbers.

Consider a third more sophisticated example (which will be of particular relevance
later in this work): when defining a programming language or logic, one often needs
various sorts of tree structures equipped with metaoperations? related to variable binding,
e.g. substitution. Repeatedly defining these structures “from scratch” is quite tedious, so
language designers have instead developed a more general structure: the abstract binding
tree (ABT) [14, 52, 62]. Briefly, an ABT is an ordered tree structure, classified into one of
several sorts, where each node is either a variable, x, or an operation of the following form:

op(X1.a1;...;%,.0,)

where op identifies an operator and each of the n > 0 arquments X;.a; binds the (possibly
empty) sequence of variables X; within the subtree a;. The left side of the syntax chart
in Figure 1.1 summarizes the relevant operational forms for a sort called CalcExp. ABTs
of this sort are the expressions of a small arithmetic programming language, Calc. By
using ABTs as infrastructure in the definition of Calc, we need not manually define the
“boilerplate” metaoperations, like substitution, and reasoning principles, like structural
induction, that are necessary to define Calc’s semantics and to prove it correct. Harper
gives a detailed account of ABTs, and many other examples of their use, in his book [62].

The problem with this approach is, again, that drawing a non-trivial Cale expression
in operational form is syntactically costly. For example, we will consider the following
drawing in our discussion below:

div(num[s(z)]; pow(num[s(s(z))]; div(num[s(z)]; num[s(s(z))]))) (1.1a)

2...s0 named to distinguish them from the “object level” operations of the language being defined.

2



1.1.1 Informal Mathematical Practice

Within a document intended only for human consumption, it is easy to informally outline
less costly alternative syntactic forms.
For example, mathematicians generally use the Western Arabic numeral forms when
drawing particular natural numbers, e.g. 2 is taken as a syntactic alternative to s(s(z)).
Similarly, mathematicians might informally define alternative list forms, e.g. [0, 1, 2]
as a syntactic alternative to:

cons(z, cons(s(z),cons(s(s(z)),nil)))

The middle columns of the syntax chart in Figure 1.1 suggest two alternative forms for
every ABT of sort CalcExp. We can draw the ABT from Drawing (1.1a) in an alternative
stylized form:

1
— (1.1b)
22
or in an alternative textual form:
1/ 2A(1/2) (1.1

Mathematicians also sometimes supplement alternative primitive forms like these
with various derived forms, which identify ABTs indirectly according to stated context-
independent desugaring rules. For example, the following desugaring rule defines a
derived stylized form for square root calculations:

Ve —» ez (1.2)

The reader can desugar a drawing of an ABT by recursively applying desugaring rules
wherever a syntactic match occurs. A desugared drawing consists only of the primitive
forms from Figure 1.1. For example, the following drawing desugars to Drawing (1.1b),
which in turn corresponds to Drawing (1.1a) as discussed above:

1 (1.1d)

V2
When defining the semantics of a language like Calc, it is customary to adopt an iden-
tification convention whereby drawings that identify the same underlying ABT structure,
like Drawings (1.1), are considered interchangeable. For example, consider the semantic
judgement e val, which establishes certain Calc expressions as values (as distinct from
expressions that can be arithmetically simplified or that are erroneous.) The following
inference rule establishes that every number expression is a value:?

(1.3)

num[#] val

Although this rule is drawn using the operational form for number expressions, we can
apply it to derive that 2 val, because 2 and num[2] identify the same ABT.

3Some familiarity with inductively defined judgements and inference rules like these is preliminary to
this work. See Sec. 2.1 for citations and further discussion of necessary preliminaries.
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1.1.2 Derived Forms in General-Purpose Languages

We would need to define only a few more derived arithmetic forms to satisfyingly capture
the idioms that arise in the limited domains where a simple language of arithmetic
operations like Calc might be useful. However, programming languages in common
use today are substantially more semantically expressive. Indeed, many mathematical
structures, including natural numbers, lists and ABTs, can be adequately expressed
within contemporary “general-purpose” programming languages. Consequently, the
problems of syntactic cost just discussed at the level of the ambient mathematics also
arise “one level down”, i.e. when writing programs. For example, we want syntactic
sugar not only for mathematical natural numbers, lists and Calc expressions, but also for
encodings of these structures within a general-purpose programming language.

We can continue to rely on the informal notational conventions described above only
as long as programs are drawn solely for human consumption. These conventions break
down when we need drawings of programs to themselves exist as formal structures
suitable for consumption by other programes, i.e. parsers, which check whether draw-
ings are well-formed relative to a syntax definition and produce structures suitable for
consumption by yet other programs, e.g. compilers.

Constructing a formal syntax definition is not itself an unusually difficult task for
an experienced programmer, and there are many syntax definition systems that help with
this task (Sec. 2.4 will cover several examples.) The problem is that when designing the
syntax of a general-purpose language, the language designer cannot hope to anticipate
all library constructs for which derived forms might one day be useful. At best, the
language designer can bundle certain libraries together into a “standard library”, and
privilege select constructs defined in this library with derived forms.

For example, the textual syntax of Standard ML (SML), a general-purpose language in
the functional tradition, defines derived forms for constructing and pattern matching on
lists [60, 90]. In SML, the derived expression form [x, y, z] desugars to an expression
equivalent to:

Cons(x, Cons(y, Cons(z, Nil)))
assuming Nil and Cons stand for the list constructors exported by the SML Basis library

(i.e. SML’s “standard library”.)* Other languages similarly privilege select standard
library constructs with derived forms:

* OCaml [80] defines derived forms for strings (defined as arrays of characters.)

* Haskell [73] defines derived forms for encapsulated commands (and, more gener-
ally, values of any type equipped with monadic structure.)

* Scala [94] defines derived XML forms as well as string splicing forms, which capture
the idioms of string concatenation.

* F#[124], Scala [114] and various other languages define derived forms for encod-
ings of the language’s own terms (these are referred to as quasiquotation forms.)

4The desugaring actually uses unforgeable identifiers bound permanently to the list constructors, to
ensure that the desugaring is context independent. We will return to the concept of context independence
throughout this work.



* Python [9] defines derived forms for mutable sets and dictionaries.
* Perl [8] defines derived regular expression forms.

These choices are, fundamentally, made according to ad hoc design criteria — there
are no clear semantic criteria that fundamentally distinguish standard library constructs
privileged with derived forms from those defined in third-party libraries. Indeed, as the
OCaml community has moved away from a single standard library in favor of competing
bundles of third-party libraries (e.g. Batteries Included [3] and Core [4]), this approach
has become starkly impractical.

1.2 Existing Mechanisms of Syntactic Control

A more parsimonious approach would be to eliminate derived forms specific to standard
library constructs from language definitions in favor of mechanisms that give more
syntactic control to third-party library providers.

In this section, we will give a brief overview of existing such mechanisms and speak
generally about the problems that they present to motivate our novel contributions in this
area. We will return to give a detailed overview of these various existing mechanisms of
syntactic control in Section 2.4.

1.2.1 Syntax Dialects

One approach that a library provider can take when seeking more syntactic control is to
use a syntax definition system to construct a syntax dialect, i.e. a new syntax definition
that extends the original syntax definition with new derived forms.

For example, Ur/Web extends Ur’s textual syntax with derived forms for SQL queries,
XHTML elements and other constructs defined in a web programming library [25, 26].
Figure 1.2 demonstrates how XHTML expressions that contain strings can be drawn
in Ur/Web. The desugaring of this derived form (not shown) is substantially more
verbose and, for programmers familiar with the standardized syntax for XHTML [134],
substantially more obscure.

val p = <xml><p>Hello, {[join " " [first, last]]}!</p></xml>

Figure 1.2: Derived XHTML forms in Ur/Web

Syntax definition systems like Camlp4 [80], Copper [138] and Sugar]/Sugar* [41, 43],
which we will discuss in Sec. 2.4.5, have simplified the task of defining “library-specific”
(a.k.a. “domain-specific”) syntax dialects like Ur/Web, and have thereby contributed to
their ongoing proliferation.

Many have argued that a proliferation of syntax dialects is harmless or even desirable,
because programmers can simply choose the right syntax dialect for each job at hand
[135]. However, we argue that this “dialect-oriented approach” is difficult to reconcile
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with the best practices of “programming in the large” [35], i.e. developing large programs
“consisting of many small programs (modules), possibly written by different people”
whose interactions are mediated by a reasonable type and binding discipline. The
problems that tend to arise are summarized below; a more systematic treatment will
follow in Sec. 2.4.5.

Problem 1: Conservatively Combining Syntax Dialects

The first problem with the dialect-oriented approach is that clients cannot always combine
different syntax dialects when they want to use derived forms that they define together.
This is problematic because client programs cannot be expected to fall cleanly into a
single preconceived “problem domain” —large programs use many libraries [78].

For example, consider a syntax dialect, #, defining derived forms for working with
encodings of HTML elements, and another syntax dialect, R, defining derived forms for
working with encodings of regular expressions. Some programs will undoubtedly need
to manipulate HTML elements as well as regular expressions, so it would be useful to
construct a “combined dialect” where all of these derived forms are defined.

For this notion of “dialect combination” to be well-defined at all, we must first have
that H and R are defined under the same syntax definition system. In practice, there are
many useful syntax definition systems, each differing subtly from the others.

If H and R are coincidentally defined under the same syntax definition system, we
must also have that this system operationalizes the notion of dialect combination, i.e.
it must define some operation H U R that creates a dialect that extends both H and R,
meaning that any form defined by either H or R must be defined by H UR. Under
systems that do not define such an operation (e.g. Racket’s dialect preprocessor [48]),
clients can only manually “copy-and-paste” or factor out portions of the constituent
dialect definitions to construct the “combined” dialect. This is not systematic and, in
practice, it can be quite tedious and error-prone.

Even if we restrict our interest to dialects defined under a common syntax definition
system that does operationalize the notion of dialect combination (or similarly one that
allows clients to systematically combine dialect fragments), we still have a problem: there
is generally no guarantee that the combined dialect will conserve important properties
that can be established about the constituent dialects in isolation (i.e. modularly.) In other
words, establishing P(#) and P(R) is not sufficient to establish P(# U R) for many
useful properties P. Clients must re-establish such properties for each combined dialect
that they construct.

One important property of interest is syntactic determinism — that every derived form
has at most one desugaring. It is not difficult to come up with examples where combining
two deterministic syntax dialects produces a non-deterministic dialect. For example,
consider two syntax dialects defined under a system like Camlp4: D; defines derived
forms for sets, and D, defines derived forms for finite maps, both delimited by {< and
>}.° Though each dialect defines a deterministic grammar, i.e. det(D;) and det(D),

5In OCaml, simple curly braces are already reserved by the language for record types and values.
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when the grammars are naively combined by Camlp4, we do not have that det(D; U D;)
(i.e. syntactic ambiguities arise under the combined dialect.) In particular, {<>} can be
recognized as either the empty set or the empty finite map.

Schwerdfeger and Van Wyk have developed a modular grammar-based syntax defini-
tion system, implemented in Copper [138], that guarantees that determinism is conserved
when syntax dialects (of a certain restricted class) are combined [111, 112] as long as each
constituent dialect prefixes all newly introduced forms with starting tokens drawn from
disjoint sets. We will describe the difficulties that this requirement causes in Section 2.4.5.

Problem 2: Abstract Reasoning About Derived Forms

Even putting aside the difficulties of conservatively combining syntax dialects, there are
questions about how reasonable sprinkling library-specific derived forms throughout a
large software system might be. For example, consider the perspective of a programmer
attempting to comprehend (i.e. reason about) the program fragment in Figure 1.3, which
is drawn under a syntax dialect constructed by combining a number of dialects of
Standard ML's textual syntax.

1 val w = compute_w ()
2 val x = compute_x w
3 val v = {|('R)@&{&/x!/:2_!x} IR} |}

Figure 1.3: An example of unreasonable program text

If the programmer happens to be familiar with the (intentionally terse) syntax of the
stack-based database query processing language K [136], then Line 3 might pose few
difficulties. If the programmer does not recognize this syntax, however, there are no
simple, definitive protocols for answering questions like:

1. (Responsibility) Which constituent dialect defined the derived form that appears

on Line 3?

2. (Segmentation) Are the characters x and R on Line 3 parsed as spliced expressions
x and R (i.e. expressions of variable form), or parsed in some other way peculiar to
this form?

3. (Capture) If x is in fact a spliced expression, does it refer to the binding of x on Line
2? Or might it capture an unseen binding introduced in the desugaring of Line 3?

4. (Context Dependence) If w, on Line 1, is renamed, could that possibly break the
program, or change its meaning? In other words, might the desugaring of Line
3 assume that some variable identified as w is in scope (even though w is not
mentioned in the text of Line 3)?

5. (Typing) What type does y have?
In short, syntax dialects do not come with useful principles of syntactic abstraction:

if the desugaring of the program is held abstract, programmers can no longer reason
about types and binding (i.e. answer questions like those above) in the usual disciplined
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manner. This is burdensome at all scales, but particularly when programming in the large,
where it is common to encounter a program fragment drawn by another programmer, or
drawn long ago. Forcing the programmer to examine the desugaring of the drawing in
order to reason about types and binding defeats the ultimate purpose of using syntactic
sugar — lowering cognitive cost (we expand on the notion of cognitive cost in Sec. 2.2.)

In contrast, when a programmer encounters, for example, a function call like the
call to compute_x on Line 3, the analagous questions can be answered by following clear
protocols that become “cognitive reflexes” after sufficient experience with the language,
even if the programmer has no experience with the library defining compute_x:

1. The language’s syntax definition determines that compute_x w is an expression of
function application form.

2. Similarly, compute_x and w are definitively expressions of variable form.
3. The variable w can only refer to the binding of w on Line 1.

4. The variable w can be renamed without knowing anything about the value that
compute_x stands for.

5. The type of x can be determined to be B by determining that the type of compute_x
is A -> B for some A and B, and checking that w has type A. Nothing else needs to be
known about the value that compute_x stands for. In Reynolds” words [109]:

Type structure is a syntactic discipline for enforcing levels of abstraction.

1.2.2 Term Rewriting Systems

An alternative approach that a library provider can consider when seeking to control
syntactic cost is to leave the context-free syntax of the language fixed and instead contex-
tually repurpose existing syntactic forms using a term rewriting system. We will review
various term rewriting systems in detail in Sec. 2.4.9 and Sec. 2.4.10.

Naive term rewriting systems suffer from problems analagous to those that plague
syntax definition systems. In particular, it is difficult to conserve determinism, i.e.
separately defined rewriting rules might attempt to rewrite the same term differently.
Moreover, it can be difficult to determine which rewriting rule, if any, is responsible for a
particular term, and to reason about types and binding given a drawing of a program
subject to a large number of rewriting rules without examining the rewritten program.

Modern term-rewriting macro systems, however, have made some progress toward
addressing these problems. In particular:

1. Macro systems require that the client explicitly apply the intended rewriting (im-
plemented by a macro) to the term that is to be rewritten, thereby addressing the
problems of conflict and determining responsibility. However, it is often unclear
whether a given macro is repurposing the form of a given argument or sub-term
thereof, as opposed to treating it parametrically by inserting it unmodified into
the generated expansion. This is closely related to the problem of determining a
segmentation, discussed above.



2. Macro systems that enforce hygiene, which we will return to in Sec. 2.4.10, address
many of the problems related to reasoning about binding.

3. The problem of reasoning about types has been relatively understudied, because
most research on macro systems has been for languages in the Lisp tradition that
lack rich static type structure [88]. That said, some progress has also been made
on this front with the design of typed macro systems, like Scala’s macro system [23],
where annotations constrain the macro arguments and the generated expansions.

The main problem with term-rewriting macros, then, is that they afford library
providers only limited syntactic control — they must find creative ways to repurpose
existing forms. For example, consider the XHTML and K examples above. In both cases,
the syntactic conventions are quite distinct from those of ML-like languages (and, for
that matter, languages that use S-expression.)

It is tempting in these situations to consider repurposing string literal forms. For
example, we might wish to apply a macro html! (following Rust’s convention of using a
post-fix ! to distinguish macro names from variables) to rewrite string literals containing
Ur/Web-style XHTML syntax as follows:

html! "<p>Hello, {[join "™ " [first, last]]}!</p>"

The problem here is that there is no way to extract the spliced expressions from
the supplied string literal forms while satisfying the context independence condition,
because variables that come from these spliced terms (e.g. join) are indistinguishable
from variables that inappropriately appear free relative to the expansion. In addition, the
problem of segmentation becomes even more pernicious: to a human or tool unaware
of Ur/Web’s syntax, it is not immediately apparent which particular subsequences of
the string literals supplied to html! are segmented out as spliced expressions. Reader
macros have essentially the same problem [49].

1.3 Contributions

This work introduces a system of typed literal macros (TLMs) that gives library providers
substantially more syntactic control than existing typed term-rewriting macro systems
while maintaining the ability to reason abstractly about types, binding and segmentation.

Client programmers apply TLMs to generalized literal forms. For example, in Figure 1.4
we apply a TLM named $html to a generalized literal form delimited by backticks. TLM
names are prefixed by $ to clearly distinguish TLM application from function application.
The semantics delegates control over the parsing and expansion of each literal body to
the applied TLM during a semantic phase called typed expansion, which generalizes the
usual typing phase.

$html ‘<p>Hello, {[join ($str ’ ’) ($strlist [first, last])]}</p>°

Figure 1.4: An example of a TLM being applied to a generalized literal form. The literal
body, in green, is initially left unparsed according to the language’s context-free syntax.



Generalized literal forms subsume a variety of common syntactic forms because the
context-free syntax of the language only defines which outer delimiters are available.
Literal bodies (in green in Figure 1.4) are otherwise syntactically unconstrained and left
unparsed. For example, the $html TLM is free to use an Ur/Web-inspired HTML syntax
(compare Figure 1.4 to Figure 1.2.) This choice is not imposed by the language definition.
Generalized literal forms have no TLM-independent meaning.

The primary technical challenge has to do with the fact that the applied TLM needs
to be able to parse terms out of the literal body for inclusion in the expansion. We refer
to these as spliced terms. For example, Figure 1.5 reveals the locations of the spliced
expressions in Figure 1.4 by coloring them black. We have designed our system so that a
figure like this, which presents a segmentation of each literal body into spliced terms (in
black) and characters parsed in some other way by the applied TLM (in color), can always
be automatically generated no matter how each applied TLM has been implemented.

$html ‘<p>Hello, {[join ($str ’ ’) ($strlist [first, last])]}</p>°

Figure 1.5: The segmentation of the example from Figure 1.4

Notice that both arguments to join are themselves of TLM application form — the
TLMs named $str and $strlist are applied to generalized literal forms delimited by
quotation marks and square brackets, respectively. The bracket-delimited literal form, in
turn, contains two spliced expressions of variable form — first and last.

TLMs come equipped with useful principles of syntactic abstraction. We will more
precisely characterize these abstract reasoning principles as we proceed. For now, to
develop some intuitions, consider Figure 1.6, which uses TLMs to express the “unreason-
able” example from Figure 1.3.

val w = compute_w ()
val x = compute_x w
val y = $kquery ‘(!'R)@&{&/x!/:2_!x}’IR}"

Figure 1.6: TLMs make examples like the one from Figure 1.3 more reasonable.

Without examining the expansion of Line 3, we can reason as follows:

1. (Responsibility) The applied TLM, $kquery, is solely responsible for typed expan-
sion of the literal body.

2. (Segmentation) By examining the segmentation, we know that the two instances
of x on Line 3 are parsed as spliced expressions, whereas R is parsed in some other
way peculiar to this form.

3. (Capture) The system prevents capture, so the spliced expression x must refer to
the binding of x on Line 2 — it cannot capture an unseen binding introduced in the
expansion of Line 3.

4. (Context Dependence) The system enforces context independence, so the expan-
sion of Line 3 cannot rely on the fact that, for example, w is in scope.
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5. (Typing) An explicit type annotation on the definition of $kquery determines the
type that every expansion it generates will have. We will see an example of a TLM
definition in Chapter 3.

Moreover, each segment in the segmentation also comes paired with the type it is
expected to have. This information is usually not necessary to reason about typing,
but it can be conveyed to the programmer upon request by the program editor if
desired.

1.3.1 OQOutline

After introducing necessary background material and summarizing the related work
in greater detail in Chapter 2, we formally introduce TLMs in Chapter 3 by integrating
them into a simple language of expressions and types. The introductory examples above
can be expressed using the language introduced in Chapter 3.

In Chapter 4, we add structural pattern matching to the language of Chapter 3 and
introduce pattern TLMs, i.e. TLMs that generate patterns rather than expressions.

In Chapter 5, we equip the language of Chapter 4 with type functions and an ML-style
module system. We then introduce parametric TLMs, i.e. TLMs that take type and module
parameters. Parameters serve two purposes:

1. They enable TLMs that operate not just at a single type, but over a type- and
module-parameterized family of types. For example, rather than defining a TLM
$strlist for string lists and another TLM $intlist for integer lists, we can define a
single parametric TLM $1ist that operates uniformly across the type-parameterized
family of list types.

2. They allow the expansions that TLMs generate to refer to application site bindings
in a context independent manner.
We also demonstrate support for partial parameter application in TLM abbreviations,
which decreases the syntactic cost of this explicit parameter passing style. Figure 1.7
demonstrates all of these features.

let syntax $strlist = $list string in
$html ‘<p>Hello, {[join ($str ’ ’) ($strlist [first, last])]}</p>°

Figure 1.7: The example from Figure 1.5 expressed using parametric TLMs

In these first chapters, we assume for the sake of technical simplicity that each TLM
definition is self-contained, needing no access to libraries or to other TLMs. This is an
impractical assumption in practice. We relax this assumption in Chapter 6, introducing
a static environment shared between TLM definitions. We also give examples of TLMs
that are useful for defining other TLMs, e.g. TLMs that implement parser generators and
quasiquotation.

In Chapter 7, we develop a mechanism of TLM implicits that allows library clients to
contextually designate, for any type, a privileged TLM at that type. The semantics applies
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this privileged TLM implicitly to unadorned literal forms that appear where a term of
the associated type is expected. For example, if we designate $str as the privileged TLM
at the string type and $strlist as the privileged TLM at the list(string) type, we can
express the example from Figure 1.5 instead as shown in Figure 1.8 (assuming join has
type string -> list(string) -> string.)

$html ‘<p>Hello, {[join ’ ’ [first, last]]l}</p>°
Figure 1.8: The example from Figure 1.5 drawn to take advantage of TLM implicits

This approach is competitive in cost with library-specific syntax dialects (e.g. compare
Figure 1.8 to Figure 1.2), while maintaining the abstract reasoning principles characteristic
of our approach. To further demonstrate the favorable economics of this approach, Figure
1.9 gives an example of a function that produces a value of type html. The body of this
function assumes implicit TLM designations at seven different types (the unspliced
segments are typeset in a color corresponding to the type that the enclosing literal form
is being checked against.) This collection of TLMs, together with the mechanism for
applying them implicitly, obviates the need for a web-programming-specific syntax
dialect of our language like Ur/Web. An analysis of string literals used in open source
projects discovered a wide variety of other examples like this [97].

1 fun resultsFor(searchQuery : string, page : int) : html =>
2 let imageBase : url = ‘images.example.com‘ in

3 let bgImage : url = ‘$imageBase$/background.png‘ in

4 ‘<html >

5 <head>

6 <title>Search Results</title>

7 <style>{{

8 body { background-image: url({bgImagel})} }

9 .search { background-color: {darken(’ f, f10% )T 3
10 }}</style>

11 </head><body>

—_
N

<hl1>Results for {[searchQuery]}</hl>
<div class="search">
Search again: {searchBox "Go!"}
</div>
{formatResults (db,
‘SELECT * FROM products WHERE {searchQuery} in title°‘,
10, page)}
</body>
</html>"*

I e e e
O O 0 N O v b W

Figure 1.9: A non-trivial example demonstrating implicit TLM application at seven
different types: url, html, css, , percentage, string and sql

We conclude in Chapter 8 with a discussion of the present limitations of TLMs, and
outline various directions for future work.
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1.3.2 Thesis Statement

In summary, this work defends the following statement:

A programming language (in the ML tradition) can give library providers the
ability to programmatically control the parsing and expansion of expressions
and patterns of generalized literal form such that clients can reason abstractly
about responsibility, segmentation, types and binding.

1.4 VerseML

The code examples in this document are written in a new full-scale functional language
called VerseML.° VerseML is the language of Chapter 7 extended with some additional
conveniences that are commonly found in other functional languages (in particular,
in the ML family of languages) and, notionally, orthogonal to TLMs (e.g. higher-rank
polymorphism [39], signature abbreviations, and syntactic sugar that is not library-
specific, e.g. for curried functions.) We will not formally define these features mainly
to avoid unnecessarily complicating our presentation with details that are not essential
to the ideas introduced herein. As such, all examples written in VerseML should be
understood to be informal motivating material for the subsequent formal material.

1.5 Disclaimers

Before we continue, it may be prudent to explicitly acknowledge that eliminating the
need for syntax dialects would indeed be asking for too much: certain syntax design
decisions are fundamentally incompatible with others or require coordination across
a language design. We aim only to diminish the need for syntax dialects by finding a
reasonable “sweet spot” in the design space, not to give control over all design decisions
to library providers.

It may also be prudent to explicitly acknowledge that library providers could use
TLMs to define syntactic forms that are “in poor taste.” In practice, programmers should
defer to established community guidelines before defining their own TLMs (following
the example of languages that support operator overloading or ad hoc polymorphism
using type classes [38, 59], which also have some potential for “abuse” or “overuse”.
The majority of programmers should very rarely need to define a TLM on their own.
The reasoning principles that we will develop ensure that even poorly designed TLMs
cannot prevent clients from reasoning abstractly about the behavior of a program.

®We distinguish VerseML from Wyvern, which is the language described in our prior publications
about some of the work that we will describe, because Wyvern is a group effort evolving independently.
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Chapter 2
Background

The recent development of programming languages suggests that the simultaneous
achievement of simplicity and generality in language design is a serious unsolved
problem.

John Reynolds (1970) [108]

2.1 Preliminaries

This work is rooted in the tradition of full-scale functional languages like Standard ML,
OCaml and Haskell (as might have been obvious from Chapter 1.) Familiarity with
basic concepts in these languages, e.g. variables, types, polymorphic and recursive func-
tions, tuples, records, recursive datatypes and structural pattern matching, is assumed
throughout this work. Readers who are not familiar with these concepts are encouraged
to consult the early chapters of an introductory text like Harper’s Programming in Stan-
dard ML [60] (a working draft can be found online.) We discuss integrating TLMs into
languages from other design traditions in Sec. 8.3.2.

In Chapter 5 and onward, as well as in some of the motivating examples below, we
also assume basic familiarity with ML-style module systems. Readers with experience
in a language without such a module system (e.g. Haskell) are also advised to consult
the relevant chapters in Programming in Standard ML [60] as needed. We distinguish
modules, which are language constructs, from libraries, which are extralinguistic packaging
constructs managed by some implementation-defined compilation manager (e.g. CW,
distributed with Standard ML of New Jersey (SML/N]J) [17].) A library can export
modules, signatures and TLM definitions. We return to this distinction in Chapter 6.

The formal systems that we will consider are defined within the metatheoretic frame-
work of type theory. More specifically, we will assume that abstract binding trees (ABTs,
which enrich abstract syntax trees with the notions of binding and scope, as discussed
in Chapter 1), renaming, alpha-equivalence, substitution, structural induction and rule
induction are defined as described in Harper’s Practical Foundations for Programming
Languages, Second Edition (PFPL) [62]. Familiarity with other formal accounts of type
systems, e.g. Pierce’s Types and Programming Languages (TAPL) [102], should also suffice.

15



2.2 Cognitive Cost

In the present inquiry, the idea is to adopt a much wider conception of formal
languages so as to investigate more broadly what exactly is going on when a reasoner
puts these tools to use.

Catarina Dutilh Novaes
Formal Languages in Logic: A Philosophical and Cognitive Analysis [93]

Central to our motivations is the notion that different drawings of a formal structure
can and should be distinguished on the basis of the cognitive costs that humans incur as
they interact with them.

The broad notion of cognitive cost must ultimately be understood intuitively, relating
as it does to the complexities of the human mind. Cognitive cost is also fundamentally a
subjective and situational notion. As such, researchers cannot develop a truly comprehen-
sive formal framework capable of settling questions of cognitive cost.! However, there
are several situationally useful frameworks worth briefly reviewing [20].

One useful quantitative framework reduces cognitive cost to syntactic cost, which is
measured by counting characters (or glyphs, more generally.) This is often a satisfying
proxy for cognitive cost, in that smaller drawings are often easier to comprehend and pro-
duce. For example, the drawing [x, y, z] has lower syntactic cost than its desugaring,
as discussed in the previous chapter. There is a limit to this approximation, of course. For
example, one might argue that the drawings involving the syntax of K, like the drawing
from Figure 1.3, have high cognitive cost, despite their low syntactic cost, until one is
experienced with the syntax of K. In other words, the relationship between syntactic cost
and cognitive cost depends on the subject’s progression along some learning curve.

A related quantity of interest to human programmers is edit cost, measured relative
to a program editor as the minimum number of primitive edit actions that must be
performed to produce a drawing. For example, when using a text editor (as most
professional programmers today do), drawings in textual form typically have lower
edit cost, as measured by the minimum number of keystrokes necessary to produce the
drawing, than those in operational or stylized forms (indeed, some drawings in stylized
form can be understood to have infinite text edit cost.) Edit cost can be modeled using,
for example, keystroke-level models (KLMs) as described by Card, Moran and Newell [24].

One can also analyze cognitive cost using disciplined qualitative methods. Green’s
Cognitive Dimensions of Notations [56, 57] and Pane and Myers” Usability Issues [101] (both
of which synthesized much of the earlier work in the area) are highly cited heuristic
frameworks. For example, Green’s cognitive dimensions framework gives us a common
vocabulary for comparing the derived list forms described in Chapter 1 to the primitive
list forms. In particular, the derived list forms map more closely to other notations used for
sequences of elements (e.g. in typeset mathematics, or on a physical notepad) than the

IThe fact that cognitive cost cannot be comprehensively characterized seems itself to create a cognitive
hazard, in that those of us who favor comprehensive formal frameworks sometimes devalue or dismiss
concerns related to cognitive cost, or consider them in an overly ad hoc manner. This tendency must be
resisted if programming language design is to progress as a human-oriented design discipline.
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primitive list forms. They also make the elements of the list more clearly visible, in that
the identifier Cons is not interspersed throughout the term, and they have lower viscosity
because adding a new item to the middle of a list drawn in derived form requires only a
local edit, whereas for a list constructed by applying list constructors in prefix position,
one needs also to add a closing parenthesis to the end of the term. (Infix operators for
lists, discussed in Sec. 2.4.3, also have low viscosity.)

Finally, one might consider cognitive cost comparatively using quantitative empirical
methods, e.g. by conducting randomized control trials to compare forms with respect to
task completion time or error rate (for satisfyingly representative tasks.) Stefik et al. have
performed many such studies, mainly on novice programmers (these are summarized,
along with other such studies, in [122].) Kaijanaho provides another review of evidence-
based language design methodologies [75].

Our goal in this work is to provide a means by which library providers can introduce
alternative syntactic forms of their own design. We leave it up to each library provider to
establish the cognitive costs associated with the alternative forms that they introduce, ac-
cording to whichever operationalization of the concept that they favor. For the examples
in this document, we will mainly utilize syntactic cost, because claims about syntactic
cost can be evaluated quantitatively. In a few cases, we also make heuristic arguments.

We claim also that the abstract reasoning principles that TLMs come equipped with
serve to limit cognitive costs that a client programmer that encounters an unfamiliar
form would otherwise incur when attempting to reason about types and binding. This
claim follows from the intuitive assumption that examining only type annotations is
less costly than examining the full expansion of an unexpanded term and the logic that
produced that expansion.

2.3 Motivating Definitions

In this section, we give a number of VerseML definitions that will serve as the basis for
many subsequent examples. This section also serves as an introduction to the textual
syntax and semantics of VerseML.

2.3.1 Lists
The Standard ML Basis Library (i.e. the standard library) defines list types as follows:

datatype ’a list = nil | op:: of ’a * ’a list
This datatype declaration generates:

* atype function list that takes one type parameter;

* the value constructors nil : ’a list and op:: a * ’a list -> ’a list;and

* the corresponding list pattern constructors nil and op: :.
We will return to the significance of the identifier op: : in Sec. 2.4.3 below.

VerseML does not support SML-style datatype declarations directly. Instead, type
functions, recursive types, sum types, product types, value constructors, pattern con-
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structors and type generativity arise through orthogonal mechanisms, as in foundational
accounts of these concepts (e.g. PFPL [62].) This is mainly for pedagogical purposes —
it will take until Chapter 5 to build up all of the machinery that would be necessary to
integrate TLMs into a language with SML-style datatype declarations. By exposing more
granular primitives, we can define sub-languages of VerseML in Chapter 3 and Chapter
4 that communicate certain fundamental ideas more clearly and generally.

With that in mind, the family of list types are defined in VerseML as follows:

type list(’a) = rec(self => Nil + Cons of ’a * self)
Here, 1ist is a type function binding its type parameter to the type variable *a. We apply
parameters in post-fix position (rather than in prefix position, as in SML.) For example,

the type of integer lists is 1ist(int). This is equivalent, by substitution of int for ’a on
the right side of the definition above, to the following recursive type:

* self)
The values of a recursive type T are fold(e), where e is a value of the unrolling of
T. The unrolling of a recursive type is determined by substituting the recursive type

itself for the self reference in its type body. For example, the unrolling of 1ist(int) is
equivalent, by substitution of 1ist(int) for self, to the following labeled sum type:

rec(self => Nil + Cons of int

Nil + Cons of int * list(int)
The values of a labeled sum type T are injections inj[Lbl](e), where Lbl is a label
specified by one of the classes specified by T and e is a value of the corresponding type.
The labeled sum type above specifies two classes:
1. One class, labeled Nil, takes values of unit type (we can omit of unit.) The only
value of unit type is the trivial value Q.

2. The other class, labeled Cons, takes values of the product type int * list(int), the
values of which are tuples.

Let us now define two example values of type list(int):

fold(inj [Nil]l ()

fold(inj[Cons] (1, nil_int))

Here, nil_int is the empty list and one_int is a list containing a single integer, 1.
One way to lower syntactic cost is to define the following polymorphic values, called

the list value constructors, which abstract away the necessary folds and injections:

val Nil : 1list(’a) = fold(inj[Nil]l (Q))
fun Cons(x : ’a * list(’a)) : list(’a) => fold(inj[Cons] x)

val nil_int : list(int)
val one_int : list(int)

In fact, VerseML generates constructors like these automatically.? Using these list value
constructors, we can equivalently express the values above as follows:

val nil_int : list(int) = Nil
val one_int = Cons (1, Nil)

In SML, constructors like these are the only means by which a value of a datatype can be
introduced - folding and injection operators are not exposed directly to programmers.

2 A more general mechanism that allows values to be generated from type definitions is beyond the
scope of our work on TLMs.
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As such, it is not possible to construct a value of a type like list(int) in a context-
independent manner, i.e. in contexts where the value constructors have been shadowed
or are not bound. This will become relevant in the next section and in Chapter 3.
Values of recursive type, labeled sum type and product type are deconstructed by
pattern matching. For example, we can write the polymorphic map function, which
constructs a list by applying a given function to each item in a given list, as follows:
fun map (£ : ’a -> 'b) (xs : list(’a)) : list(’b) =>
match xs with
| fold(inj[Nil]l () => Nil
| fold(inj[Cons] (y, ys)) => Cons (f y, map f ys)
end
The primitive pattern forms above are drawn like the corresponding primitive value
forms (though it is important to keep in mind that the syntactic overlap is superficial
— patterns and expressions are distinct sorts of trees.) To lower syntactic cost, VerseML
automatically inserts folds, injections and trivial arguments into patterns of constructor
form, i.e. those of the form Lbl and Lbl p where Lbl is a capitalized label and p is another
pattern:3

fun map (£ : ’a -> ’b) (xs : list(’a)) : list(’b) =>
match xs with

| Nil => Nil
| Cons (y, ys) => Cons (f y, map f ys)
end

We group the type and value definitions above, as well as some other standard utility
functions like append, into a module List : LIST, where LIST is the signature defined in
Figure 2.1. These definitions are not privileged in any way by the language definition.
In particular, there are no list-specific derived forms built in to the textual syntax of
VerseML. We will show how TLMs allow programmers to achieve a similar syntax for
lists over the next several chapters.

signature LIST =
sig
type list(’a) = rec(self => Nil + Cons of ’a * self)
val Nil : list(’a)
val Cons : ’a * list(’a) -> list(’a)
val map : (’a -> 'b) -> list(’a) -> 1list(’b)
val append : list(’a) -> list(’a) -> list(’a)
* *)
end

Figure 2.1: Definition of the LIST signature
3Pattern TLMs, introduced in Chapter 4, could be used to manually achieve a similar syntax for any

particular type, or in Chapter 5, across a particular family of types, but because this syntactic sugar is
useful for all recursive labeled sum types, we build it primitively into VerseML.
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2.3.2 Regular Expressions

A regular expression, or regex, is a description of a reqular language [129]. Regexes arise
with some frequency in fields like natural language processing and bioinformatics.

Recursive Sums One way to encode regular expressions in VerseML is as values of the
recursive labeled sum type abbreviated rx in Figure 2.2.

type rx = rec(rx => Empty + Str of string + Seq of rx * rx +
Or of rx * rx + Star of rx)

Figure 2.2: Definition of the recursive labeled sum type rx

Assuming the automatically generated value constructors as in Sec. 2.3.1, we can
construct a regex that matches the strings "A", "T", "G" or "C" (i.e. DNA bases) as follows:

Or(Str "A", Or(Str "T", Or(Str "G", Str "C")))

Given a value of type rx, we can deconstruct it by pattern matching, again as in
Sec. 2.3.1. For example, the function is_dna_rx defined in Figure 2.3 detects regular
expressions that match DNA sequences.

fun is_dna_rx(r : rx) : boolean =>
match r with
| Str "A"™ => True
| Str "T" => True
| Str "G" => True
| Str "C" => True
| Seq (rl1, r2) => (is_dna_rx rl1) andalso (is_dna_rx r2)
| or (rl1l, r2) => (is_dna_rx rl) andalso (is_dna_rx r2)
| Star(r’) => is_dna_rx r’
| _ => False
end

Figure 2.3: Pattern matching over regexes in VerseML

Abstract Types Encoding regexes as values of type rx is straightforward, but there are
reasons why one might not wish to expose this encoding to clients directly.

First, regexes are usually identified up to their reduction to a normal form. For
example, Seq(Empty, Str "A") has normal form Str("A"). It can be useful for regexes
with the same normal form to be indistinguishable from the perspective of client code.
(The details of regex normalization are not important for our purposes, so we omit them.)

Second, it can be useful for performance reasons to maintain additional data alongside
each regex (e.g. a corresponding finite automaton.) In fact, there may be many ways
to represent regexes, each with different performance trade-offs, so we would like to
provide a choice of representations behind a common interface.

20



To achieve these goals, we turn to the VerseML module system, which is based directly
on the SML module system [37, 90] (which originates in early work by MacQueen [84].)
In particular, let us define the signature abbreviated RX in Figure 2.4.

(* abstract regex unfoldings *)
type u(’a) = UEmpty + UStr of string + USeq of ’a * ’a +
UOr of ’a * ’a + UStar of ’a

signature RX =
sig
type t (* abstract *)

O 00 N O v b W N =

(* constructors %)
val Empty : t

val Str : string -> t
val Seq : t * t -> t
val Or : t * t -> t
val Star : t -> t

e e e e
o 1A W N R O

(* produces the normal unfolding %)
val unfold_norm : t -> u(t)

—_
~N

18 end

19

20 module R1 : RX = struct (* ... *) end
21 module R2 : RX = struct (* ... *) end

Figure 2.4: The RX signature and two example implementations

The clients of any module R that has been sealed by RX, e.g. R1 or R2 in Figure 2.4,
manipulate regexes as values of type R.t using the interface specified by RX. For example,
a client can construct a regex matching DNA bases by projecting the value constructors
out of R and applying them as follows:

R.Or(R.Str "A", R.Or(R.Str "T", R.Or (R.Str "G", R.Str "C")))

Because the identity of the representation type R. t is held abstract by the signature, the
only way for a client to construct a value of this type is through the values that RX specifies
(i.e. we have defined an abstract data type (ADT) [81].) Consequently, representation
invariants need only be established locally within each module.

Similarly, clients cannot interrogate the structure of a value r : R.t directly. Instead,
the signature specifies a function R.unfold_norm that produces the normal unfolding of
a given regex, i.e. a value of type u(R.t) that exposes only the outermost form of the
regex in normal form (this normal form invariant is specified only as an unenforced side
condition that implementations are expected to obey, as is common practice in languages
like ML.) Clients can pattern match over the normal unfolding in the familiar manner, as
shown in Figure 2.5.

The normal unfolding suffices in situations where a client needs to examine only the
outermost structure of a regex. However, in general, a client may want to pattern match
more deeply into a regex. There are various ways to approach this problem.
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fun is_dna_rx’(r : R.t) : boolean =>

match R.unfold_norm r with

| UStr "A" => True
UStr "T" => True
UStr "G" => True
UStr "C" => True
USeq (rl, r2) => (is_dna_rx’ rl1) andalso (is_dna_rx’ r2)
UOr (rl, r2) => (is_dna_rx’ rl) andalso (is_dna_rx’ r2)

|
|
I
|
|
| UStar r’ => is_dna_rx’ r
| => False

e

nd
Figure 2.5: Pattern matching over normal unfoldings of regexes

functor RXUtil(R : RX) =

struct
fun unfold_norm2(r : R.t) : uCu(R.t)) => (* ... *)
fun view(r : R.t) : rx =>

match R.unfold_norm r with
| UEmpty => Empty

| UStr s => Str s

| USeq (rl, r2) => Seq (view rl, view r2)
| UOr (rl, r2) => Or (view rl, view r2)

| UStar r => Star (view r)

end

end

Figure 2.6: The definition of RXUtil

One approach is to define auxiliary functions that construct n-deep unfoldings of r,
where 1 is the deepest level at which the client wishes to expose the normal structure of
the regex. For example, it is easy to define a function unfold_norm2 : R.t -> u(u(R.t))
in terms of R.unfold_norm that allows pattern matching to depth 2.*

Another approach is to completely unfold a value of type t by applying a function
view : R.t -> rx that recursively applies R.unfold_norm to exhaustion. The type rx was
defined in Figure 2.2. Computing the complete unfolding (also called the view) can have
higher dynamic cost than computing an incomplete unfolding of appropriate depth, but
it is also a simpler approach (i.e. lower cognitive cost can justify higher dynamic cost.)

Typically, utility functions like unfold_norm2 and view are defined in a functor (i.e. a
function at the level of modules) like RXUtil in Figure 2.6, so that they need only be
defined once, rather than separately for each module R : RX. The client can instantiate
the functor by applying it to their choice of module as follows:

module RU = RXUtil (R)

4Defining an unfolding generic in n is a more subtle problem that is beyond the scope of this work.
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2.4 Existing Approaches

The definitions in the previous section adequately encode the semantics of lists and
regular expressions, but they are not particularly convenient. Our task in this section
is to consider various mechanisms of syntactic control, i.e. mechanisms that can be
deployed to help to decrease the syntactic cost of expressions and patterns involving
these constructs (without changing their meaning.)

We begin in Sec. 2.4.1 by considering standard abstraction mechanisms available in
languages like ML. We then consider a system of dynamic quotation parsing available in
some dialects of ML in Sec. 2.4.2.

These methods give library providers only limited control over form and operate at
“run-time.” To gain more precise control over form at “compile-time”, a library provider,
or another interested party, can define a “library-specific” syntax dialect using a syntax
definition system. The next several sections consider various syntax definition systems:

* In Sec. 2.4.3, we consider infix operator definition systems.

* In Sec. 2.4.4, we consider somewhat more expressive mixfix systems.
* In Sec. 2.4.5, we consider grammar-based syntax definition systems.

* In Sec. 2.4.6, we consider parser combinator systems.

The systems in Sec. 2.4.5 and Sec. 2.4.6 give essentially complete control over form to
their users. We give examples of dialects that can be constructed using these systems in
Sec. 2.4.7. Then, in Sec. 2.4.8, we discuss the difficulties that programmers can expect to
encounter if they use these systems when programming in the large (as a follow-up to
what was discussed in Section 1.2.1.)

An alternative approach is to leave the syntax of the language fixed but allow pro-
grammers to contextually repurpose existing forms using a term rewriting system. We
consider non-local term rewriting systems in Sec. 2.4.9 and local term rewriting systems,
which are also known as macro systems, in Sec. 2.4.10.

2.4.1 Standard Abstraction Mechanisms

The simplest way to decrease syntactic cost is to capture idioms using the standard
abstraction mechanisms of our language, e.g. functions and modules.

We already saw examples of this approach in the previous section. For example, we
defined the list value constructors, which capture the idioms of list construction. Such
definitions are common enough that VerseML generates them automatically. We also
defined a utility functor for regexes, RXUtil, in Figure 2.6. As more idioms involving
regexes arise, the library provider can capture them by adding additional definitions to
this functor. For example, the library provider might add the definition of a value that
matches single digits to RXUtil as follows:

val digit = R.Or(R.Str "0", R.Or(R.Str "1", ...))

Similarly, the library provider might define a function repeat : R.t -> int -> R.t that
constructs a regex by sequentially repeating the given regex a given number of times
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(not shown.) Using these definitions, a client can define a regex that matches U.S. social
security numbers (SSNs) as follows:

val dash = R.Str "-"

val repeat_d = RU.repeat RU.digit

val ssn = R.Seq(repeat_d 3, R.Seq(dash, R.Seq(repeat_d 2,
R.Seq(dash, repeat_d 4))))

The syntactic cost of this program fragment is lower than the syntactic cost of the
equivalent program fragment that applies the regex value constructors directly.

One limitation of this approach is that there is no standard way to capture idioms at
the level of patterns. Pattern synonyms have been informally explored in some languages,
e.g. in an experimental extension of Haskell implemented by GHC [1] and in the (Omega
language [116], but these are limited in that arbitrary computations cannot be performed.

Another limitation is that this approach does not give library providers control over
form. For example, we cannot “approximate” SML-style derived list forms using only
auxiliary values like those above. Similarly, consider the textual syntax for regexes
defined in the POSIX standard [7]. Under this syntax, the regex that matches DNA bases
is drawn as follows:

AIT|GI|C

Similarly, the regex that matches SSNs is drawn:
\d\d\d-\d\d-\d\d\d\d

or
\d{3}-\d{2}-\d{4}

These drawings have substantially lower syntactic cost than the drawings of the cor-
responding VerseML encodings shown above. Data suggests that most professional
programmers are familiar with POSIX regex forms [96]. These programmers would likely
agree that the POSIX forms have lower cognitive cost as well.

Dynamic String Parsing

We might attempt to approximate the POSIX standard regex syntax by defining a function
parse : string -> R.tin RXUtil that parses a VerseML string representation of a POSIX
regex form, producing a regular expression value or raising an exception if the input is
malformed with respect to the POSIX specification. Given this function, a client could
construct the regex matching DNA bases as follows:

RU.parse "A|T|G|C"

This approach, which we refer to as dynamic string parsing, has several limitations:

1. First, there are syntactic conflicts between standard string escape sequences and
standard regex escape sequences. For example, the following is not a well-formed
drawing according to the textual syntax of SML (and many other languages):

val ssn = RU.parse "\d\d\d-\d\d-\d\d\d\d" (* ERROR *)
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In practice, most parsers report an error message like the following:”

error: illegal escape character

In a small lab study, we observed that even experienced programmers made this
class of mistake and could not quickly diagnose the problem and determine a
workaround if they had not used a regex library recently [96].

The workaround - escaping all backslashes — nearly doubles syntactic cost here:
val ssn = RU.parse "\\d\\d\\d-\\d\\d-\\d\\d\\d\\d"

Some languages build in alternative “raw” string forms that leave escape sequences
uninterpreted. For example, OCaml supports alternative string literals delimited
by matching marked curly braces, e.g.

val ssn = RU.parse {rx]|\d\d\d-\d\d-\d\d\d\d|rx}

2. The next limitation is that dynamic string parsing does not capture the idioms of
compositional regex construction. For example, the function lookup_rx in Figure
2.7 constructs a regex from the given string and another regex. We cannot apply
RU.parse to redraw this function equivalently, but at lower syntactic cost.

fun lookup_rx(name : string) =>
R.Seq(R.Str name, R.Seq(R.Str ": ", ssn))

Figure 2.7: Compositional construction of a regex

We will describe derived forms that do capture the idioms of compositional regex
construction in Sec. 2.4.5 (in particular, we will compare Figure 2.7 to 2.9.)

Dynamic string parsing cannot capture the idioms of list construction for the same
reason — list expressions can contain sub-expressions.

3. Using strings to introduce regexes also creates a cognitive hazard for programmers
who are coincidentally working with other data of type string. For example,
consider the following naively “more readable definition of lookup_rx”, where the
infix operator # means string concatenation:

fun lookup_rx_insecure(name : string) =>
RU.parse (name * {rx|: \d\d\d-\d\d-\d\d\d\d|rx})

or equivalently, given the regex ssn as above and an auxiliary function RU. to_string
that can compute the string representation of a given regex:

fun lookup_rx_insecure(name : string) =>
RU.parse (name A ": " A (RU.to_string ssn))

Both lookup_rx and lookup_rx_insecure have the same type, string -> R.t, and
behave identically at many inputs, particularly the “typical” inputs (i.e. alphabetic
strings.) It is only when lookup_rx_insecure is applied to a string that parses as

SThis is the error message that javac produces. When compiling an analagous expression using SML
of New Jersey (SML/NJ), we encounter a more confusing error message: Error: unclosed string.
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a regex that matches other strings that it behaves incorrectly (i.e. differently from
lookup_rx.)

In applications that query sensitive data, mistakes like this lead to injection attacks,
which are among the most common and catastrophic security threats today [10].

This problem is fundamentally attributable to the programmer making a mistake in
a misguided effort to decrease syntactic cost. However, the availability of a better
approach for decreasing syntactic cost would help make this class of mistakes less
common [22].

4. The final problem is that regex parsing does not occur until the call to RU.parse is
dynamically evaluated. For example, the malformed regex form in the program
fragment below will only trigger an exception when this expression is evaluated
during the full moon:

match moon_phase with
Full => RU.parse "(GC" | _ => (* ... *)
end

Malformed string encodings of regexes can sometimes be discovered by testing,
though empirical data gathered from large open source projects suggests that many
malformed regexes remain undetected by test suites “in the wild” [121].

One workaround is for the programmer to lift all such calls where the argument
is a string literal out to the top level of the program, so that the exception is
raised every time the program is evaluated. There is a cognitive penalty associated
with moving the description of a regex away from its use site (but for statically
determined regexes, this might be an acceptable trade-off.) For regexes constructed
compositionally, this may not be possible.

Another approach is to perform a static analysis that attempts to discover mal-
formed statically determined regexes wherever they appear [121].
5. Finally, to reiterate, this approach is not suitable for abbreviating patterns.

Difficulties like these arise whenever a programmer attempts to deploy dynamic
string parsing as a solution to the problem of high syntactic cost. (There are, of course,
legitimate applications of dynamic string parsing that are not motivated by the desire
to decrease syntactic cost, e.g. when parsing string encodings of regexes received as
dynamic input to the program.)

2.4.2 Dynamic Quotation Parsing

Some syntax dialects of ML, e.g. a syntax dialect that can be activated by toggling a
compiler flag in SML/NJ [6, 119], define quotation literals, which are derived forms for
expressions of type "a frag list where ’a frag is defined as follows:

datatype ’'a frag = QUOTE of string | ANTIQUOTE of ’a

Quotation literals are delimited by backticks, e.g. ‘A|T|G|C‘ is the same as writing
[QUOTE "A|T|G|C"]. Expressions of variable or parenthesized form that appear prefixed
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by a caret in the body of a quotation literal are parsed out and appear wrapped in the
ANTIQUOTE constructor, e.g. ‘GC*(dna_rx)GC* is the same as writing;:

[QUOTE "GC", ANTIQUOTE dna_rx, QUOTE "GC"]

Unlike dynamic string parsing, dynamic quotation parsing allows library providers to
capture idioms involving subexpressions. For example:

* The regex library provider can define a function gparse : R.t frag list -> R.t
in RXUtil that parses the given fragment list according to the POSIX standard
extended to support antiquotation, producing a regex value or raising an exception
if the fragment list cannot be parsed. Appyling this function to the examples above
produces the corresponding regex values at lower syntactic cost:

val dna = RU.gparse ‘A|T|G|C*
val bisI = RU.gparse ‘GCA(dna_rx)GC*

* Thelistlibrary provider can also define a function gparse : ’a frag list -> ’a list
in the List module that constructs a list from a quoted list:

List.qgparse ‘[*(x + y), *y, *z]*®

There remain some problems with dynamic quotation parsing:

1. The library provider cannot specify alternative outer delimiters or antiquotation
delimiters — backticks and the caret, respectively, are the only choices in SML/NJ.
This is problematic for regexes, for example, because the caret has a different
meaning in the POSIX standard.

2. Another problem is that all antiquoted values within a quotation literal must be
of the same type. If, for example, we sought to support both spliced regexes and
spliced strings in quoted regexes, we would need to define an auxiliary sum type
in RXUtil and the client would need to wrap each antiquoted expression with a call
to the corresponding constructor to mark its type. For example, lookup_rx would
be drawn as follows (assuming suitable definitions of RU.QS and RU.QR, not shown):

fun lookup_rx(string : name) =>
RU.gparse’ ‘A(RU.QS name): A(RU.QR reading)®

Similarly, if we sought to support quoted lists where the tail is explicitly given by
the client (following OCaml’s revised syntax [80]), clients would need to apply
marking constructors to each antiquoted expression:

List.qgparse ‘[A(List.V x), A(List.V y) :: A(List.VS zs)]*
Marking constructors increase syntactic cost (rather substantially in such examples.)

3. As with dynamic string parsing, parsing occurs dynamically. We cannot use the
trick of lifting all calls to gparse to the top level because the arguments are not closed
string literals. At best, we can lift these calls out as far as the binding structure
allows, i.e. into the earliest possible “dynamic phase.” Parse errors are detected
only when this phase is entered, and the dynamic cost of parsing is incurred each
time this phase is entered. For example, List.qgparse is called n times below, where
n is the length of input:
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List.map (fn x => List.qparse ‘[*x, A(2 * x)]*‘) input

One way to detect parse errors early and reduce the dynamic cost of parsing is to
use a system of staged partial evaluation [72]. For example, if we integrated Davies’
temporal logic based approach into our language [34], we could rewrite the list
example above as follows:

List.map (fn x => prev (List.sgparse
‘[A(next x), A(next (2 * x))]‘)) input

Here, the operator prev causes the call to List.sqgparse to be evaluated in the
previous stage. List.sqparse differs from List.qgparse in that the antiquoted values
in the input must be encapsulated expressions from the next stage, indicated by the
next operator. The return value is also an encapsulated expression from the next
stage. By composing this value with prev, we achieve the desired staging. Other
systems, e.g. MetaML [115] and MacroML [53], provide similar staging primitives.

The main problem with this approach is that it incurs substantial annotation over-
head. Here, the staged call to List.sqgparse has higher syntactic cost than if we had
simply manually applied Nil and Cons. This problem is compounded if marking
constructors like those described above are needed.

4. Finally, quotation parsing, like the other approaches considered so far, helps only
with the problem of abbreviating expressions. It provides no solution to the problem
of abbreviating patterns (because parse functions compute values, not patterns.)

Due to these problems, VerseML does not build in quotation literals.®

2.4.3 Fixity Directives

We will now consider various syntax definition systems.

The simplest syntax definition systems allow programmers to introduce new infix
operators. For example, the syntax definition system integrated into Standard ML allows
the programmer to designate : : as a right-associative infix operator at precedence level 5
by placing the following directive in the program text:

infixr 5
This directive causes expressions of the form el :: e2 to desugar toop:: (el, e2),i.e.
the variable op: : is applied to the pair (e1, e2). Given that op:: is a list value constructor
in SML, this expression constructs a list with head el and tail e2.

The fixity directive above also causes patterns of the form p1 :: p2 to desugar to
op:: (pl, p2),i.e. to pattern constructor application. Again, because op: : is a list pattern
constructor in SML, the desugaring of this pattern matches lists where the head matches
pl and the tail matches p2. (If we had used the identifier Cons, rather than op: :, in the
definition of the list datatype, we would never be able to use the :: operator in list
patterns because SML does not support pattern synonyms.)

®In fact, quotation syntax can be expressed using parametric TLMs, which are the topic of Chapter 5.
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infix 5
infix 6 <*>
infix 4 <|>

functor RXOps(R : RX) =

struct
structure RU = RXUtil (R)
val op:: = R.Seq

O 00 N O v b W N =

val op<*> = RU.repeat
val op<|> = R.Or
end

=
= O

Figure 2.8: Fixity declarations and related bindings for RX

Figure 2.8 shows three fixity declarations related to our regex library together with
a functor RXOps that binds the corresponding identifiers to the appropriate functions.
Assuming that a library packaging system has brought the fixity declarations and the
definition of RXOps from Figure 2.8 into scope, we can instantiate RXOps and then open this
instantiated module to bring the necessary bindings into scope as follows:

structure ROps = RXOps(R)

open ROps
We can now draw the previous examples equivalently as follows:

val dna = (R.Str "A") <|> (R.Str "T") <|> (R.Str "G") <|>

(R.Str "C")
val ssn = (RU.digit)<*>3 :: (RU.digit)<*>2 :: (RU.digit)<*>4
fun lookup_rx(name : string) =>
(Str name) :: (Str ": ") :: ssn

This demonstrates two other problems with this approach.

First, it grants only limited control over form — we cannot express the POSIX forms in
this way, only ad hoc (and in this case, rather poor) approximations thereof.

Second, there can be syntactic conflicts between libraries. Here, both the list library
and the regex library have defined a fixity directive for the : : operator, but each specifies
a different associativity. As such, clients cannot use both forms in the same scope. There is
no mechanism that allows a client to explicitly qualify an infix operator as referring to the
fixity directive from a particular library — fixity directives are not exported from modules
or otherwise integrated into the binding structure of SML (libraries are extralinguistic
packaging constructs, distinct from modules.)

Formally, each fixity directive induces a dialect of the subset of SML's textual syntax
that does not allow the declared identifier to appear in prefix position. When two such
dialects are combined, the resulting dialect is not necessarily a dialect of both of the
constituent dialects (one fixity declaration overrides the other, according to the order in
which the dialects were combined.)

Due to these limitations, VerseML does not inherit this mechanism from SML (the
infix operators that are available in VerseML, like * for string concatenation, have a fixed
precedence, associativity and desugaring.)
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2.4.4 Mixfix Syntax Definitions

Fixity directives do not give direct control over desugaring — the desugaring of a binary
operator form introduced by a fixity directive is always of function application or pattern
constructor application form. “Mixfix” syntax definition systems generalize SML-style
fixity directives in that newly defined forms can contain any number of sub-trees (rather
than just two) and their desugarings are determined by a programmer-defined rewriting.

The simplest of these systems, e.g. Griffin’s system of notational definitions [58],
later variations on this system with stronger theoretical properties [126], and the syntax
definition system integrated into the Agda programming language [33], support only
forms that contain a fixed number of sub-trees, e.g. if _ then _ else _. We cannot
define SML-style derived list forms using these systems, because list forms can contain
any number of sub-trees.

More advanced notational definition systems support new forms that contain n-ary
sequences of sub-trees separated by a given token. For example, Coq’s notation system
[87] can be used to express list syntax as follows:

Notation " [ ] " := nil (format "[ ]1") : list_scope.
Notation " [ x ] " := (cons x nil) : list_scope.
Notation " [ x ; v ; .. ; z ] " :=

(cons x (cons y .. (cons z nil) ..)) : list_scope.

Here, the final declaration handles a sequence of n > 1 semi-colon separated trees.

Even under these systems, we cannot define POSIX-style regex syntax. The problem
is that we can only extend the syntax of the existing sorts of trees, e.g. types, expressions
and patterns. We cannot define new sorts of trees, with their own distinct syntax. For
example, we cannot define a new sort for regular expressions, where sequences of
characters are not recognized as Coq identifiers but rather as regex character sequences.

As with other mechanisms for defining syntax dialects, we cannot reason modularly
about syntactic determinism. The Coq manual acknowledges this [87]:

Mixing different symbolic notations in [the] same text may cause serious parsing
ambiguity.

To help library clients manage conflicts when they arise, most of these systems
include various precedence mechanisms. For example, Agda supports a system of
directed acyclic precedence graphs [33] (this is related to earlier work by Aasa where a
complete precedence graph was necessary [12].) In Coq, the programmer can associate
notation definitions with named “scopes”, e.g. list_scope in the example above. A
scope can be activated or deactivated explicitly using scope directives to control the
availability of notation definitions. The innermost scope has the highest precedence. In
some situations, Coq is able to use type information to activate a scope implicitly. Mixfix
syntax definition systems that use types more directly to disambiguate from several
possibilities have also been developed [91, 137]. These only reduce the likelihood of a
conflict — they do not eliminate the possibility entirely.

Aasa et al. developed a system whereby each constructor of a datatype definition
could have its own syntax [11, 13]. This syntax was delimited from the rest of the
language using a fixed quotation-antiquotation system like that described in Sec. 2.4.2.
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Parsing was integrated into the type inference mechanism of the language. However,
this system is also not expressive enough to handle POSIX regex syntax, again because
it forces an immediate, one-to-one correspondence between constructors and syntactic
forms. For example, it is not possible to treat arbitrary character sequences as regex
character sequences, which are governed by the Str constructor. It is also not possible to
capture idioms that do not correspond immediately to datatype constructor application
(e.g. idioms involving modules.)

24.5 Grammar-Based Syntax Definition Systems

Many syntax definition systems are oriented around formal grammars [68]. Formal
grammars have been studied since at least the time of Panini, who developed a grammar
for Sanskrit in or around the 4th century BCE [71].

Context-free grammars (CFGs) were first used to define the textual syntax of a major
programming language — Algol 60 — by Backus [92]. Since then, countless other syntax
definition systems oriented around CFGs have emerged. In these systems a syntax
definition consists of a CFG (perhaps from some restricted class of CFGs) equipped
with various auxiliary definitions (e.g. a lexer definition in many systems) and logic for
computing an output value (e.g. a tree) based on the determined form of the source text.

Perhaps the most established CFG-based syntax definition systems within the ML
ecosystem are ML-Lex and ML-Yacc, which are distributed with SML/N]J [127], and
Camlp4, which was (until recently) integrated into the OCaml system (in recent releases
of the OCaml system, it has been deprecated in favor of a simpler system, ppx, that we
discuss in the next section) [80]. In these systems, the output is an ML value computed by
ML functions that appear associated with productions in the grammar (these functions
are referred to as the semantic actions.)

The syntax definition formalism (SDF) [65] is a syntactic formalism for describing
CFGs. SDF is used by a number of syntax definition systems, e.g. the Spoofax “language
workbench” [76]. These systems commonly use Stratego, a rule-based rewriting language,
as the language that output logic is written in [132]. Sugar] is an extension of Java that
allows programmers to define and combine fragments of SDF+Stratego-based syntax
definitions directly from within the program text [43]. SugarHaskell is a similar system
based on Haskell [44] and Sugar* simplifies the task of defining similar extensions
of other languages [41]. SoundExt and SugarFOmega add the requirement that new
derived forms must come equipped with derived typing rules [82]. The system must
be able to verify that the rewrite rules are sound with respect to these derived typing
rules (their verification system defers to the proof search facilities of PLT-Redex [46].)
SoundX generalizes this idea to other base languages, and adds the ability to define
type-dependent rewritings [83]. We will say more about SoundExt/SugarFOmega and
SoundX when we discuss abstract reasoning under syntax dialects below.

Copper implements a CFG-based syntax definition system that uses a context-aware
scanner [138]. We will say more about Copper when we discuss modular reasoning
about syntactic determinism below.
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Some other syntax definition systems are instead oriented around parsing expression
grammars (PEGs) [50]. PEGs are similar to CFGs, distinguished mainly in that they are
deterministic by construction (by allowing only for explicitly prioritized choice between
alternative parses.) Packrat parsers implement PEGs [51].

2.4.6 Parser Combinator Systems

Parser combinator systems specify a functional interface for defining parsers, together with
various functions that generate new parsers from existing parsers and other values (these
functions are referred to as the parser combinators) [69]. In some cases, the composition of
various parser combinators can be taken as definitional (as opposed to the usual view,
where a parser is an implementation of a syntax definition.)

For example, Hutton describes a system where parsers are functions of some type in
the following parametric type family:

type parser(’c, ’t) = list(’c) -> list(C’t * list(’c))
Here, a parser is a function that takes a list of (abstract) characters and returns a list of
valid parses, each of which consists of an (abstract) output (e.g. a tree) and a list of the
characters that were not consumed. An input is ambiguous if this function returns more
than one parse. A deterministic parser is one that never returns more than one parse.
The non-deterministic choice combinator alt has the following signature:

val alt : parser(’c, ’'t) -> parser(’c, ’t) -> parser(’c, ’t)

The alt combinator combines the two given parsers by applying them both to the input
and appending the lists that they return.

Various alternative designs that better control dynamic cost or that maintain other
useful properties have also been described. For example, Hutton and Meijer describe a
parser combinator system in monadic style [70]. Okasaki has described an alternative
design that uses continuations to control cost [95].

Some systems use a layer of directives placed in the source text to control parser
invocation. For example, in Racket’s reader macro system, the programmer can direct
the initial token reader to shift control to a given parser when a designated directive
or token is seen [48, 49]. Honu is another reader based system, which uses a simple
syntactic pattern language to initially “enforest” the token stream, i.e. to turn it into a
simple tree structure, before passing it to the parser [107].

2.4.7 Examples of Syntax Dialects

Now that we have given an overview of a number of syntax definition systems, let us
consider two specific examples of syntax dialects to motivate our subsequent discussion
of the problems with the dialect oriented approach.

Example 1: Vi

Using any of the more general syntax definition systems described in the two previous
sections, we can define a dialect of VerseML’s textual syntax called Vrx that builds in
derived regex forms.
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val ssn = /\d\d\d-\d\d-\d\d\d\d/
fun lookup_rx(name : string) => /@name: %ssn/

Figure 2.9: Derived regex expression forms in Vrx

fun is_dna_rx(r : rx) : boolean =>
match r with
| /A/ => True
| /T/ => True
| /G/ => True
| /C/ => True
| /%(r1)%(r2)/ => (is_dna_rx rl) andalso (is_dna_rx r2)
| /%(r1)|%(r2)/ => (is_dna_rx rl) andalso (is_dna_rx r2)
| /%(r)*/ => is_dna_rx r’
| _ => False
end

Figure 2.10: Derived regex pattern forms in Vrx

In particular, Vi« extends the syntax of expressions with derived regex literals, which are
delimited by forward slashes, e.g. /A|T|G|C/. The desugaring of this form is equivalent
to the following if we assume that Or and Str stand for the corresponding constructors
of the recursive labeled sum type rx that was defined in Figure 2.2:

Or(Str "A", Or (Str "T", Or (Str "G", Str "C")))

Of course, it is unreasonable to assume that Or and Str are bound appropriately at every
use site. In order to maintain context independence, the desugaring instead applies the
explicit fold and inj operators as discussed in Sec. 2.3.1.7

Vrx also supports regex literals that contain subexpressions. These capture the idioms
that arise when constructing regex values compositionally. For example, the definition
of lookup_rx in Figure 2.9 is equivalent to the definition of lookup_rx that was given in
Figure 2.7. The prefix @ followed by the identifier name causes the expression name to
appear in the desugaring as if wrapped in the Str constructor, and the prefix % followed
by the identifier ssn causes ssn to appear in the desugaring directly. We refer to the
expressions that appear inside literal forms as spliced expressions.

To splice in an expression that is not of variable form, e.g. a function application, we
must delimit it with parentheses: /@(capitalize name)/.

Finally, Vi« extends the syntax of patterns with analagous derived regex pattern literals.
For example, the definition of is_dna_rx in Figure 2.10 is equivalent to the definition of
is_dna_rx that was given in Figure 2.3. Notice that the variables bound by the patterns
in Figure 2.10 appear inside spliced patterns.

“In SML, where datatypes are abstract and explicit fold and injection operators are not exposed, it
is more difficult to maintain context independence. We would need to provide a module containing
the constructors as a “syntactic argument” to each form — we describe this technique as it relates to our
modular encoding of regexes in Example 2 below.

33



fun is_dna_rx’(r : R.t) : boolean =>

match R.unfold_norm r with

| /A/ => True

| /T/ => True

| /G/ => True

| /C/ => True

| /%(r1)%(r2)/ => (is_dna_rx’ rl) andalso (is_dna_rx’ r2)
| /%(rl1)|%(r2)/ => (is_dna_rx’ rl) andalso (is_dna_rx’ r2)
| /%(r)*/ => is_dna_rx r’
| _ => False
end

Figure 2.11: Derived regex unfolding pattern forms in Vrx

Example 2: Vgx

In Sec. 2.3.2, we also considered a more sophisticated formulation of our regex library
organized around the signature RX defined in Figure 2.4. Let us define another dialect
of VerseML’s textual syntax called Vrx that defines derived forms whose desugarings
involve modules that implement RX. For this to work in a context-independent manner,
these forms must take the particular module that is to appear in the desugaring as a
spliced subterm. For example, in the following program fragment, the module R is
“passed into” each derived form for use in its desugaring:

val ssn = R./\d\d\d-\d\d\d\d-\d\d\d/
fun lookup_rx’(name : string) => R./@name: %ssn/

The desugaring of the body of lookup_rx’ is:
R.Seq(R.Str(name), R.Seq(R.Str ": ", ssn))

This desugaring logic is context-independent because the constructors are explicitly
qualified (i.e. Seq and Str are component labels here, not variables.) The only variables
that appear in the desugaring are R, name and ssn. All of these were specified by the client
at the use site, so they are subject to renaming.

Recall that RX specifies a function unfold_norm : t -> u(t) for computing the normal
unfolding of the given regex. Vrx defines derived forms for patterns matching values of
types in the type family u(’a). These are used in the definition of is_dna_rx’ given in
Figure 2.11.

2.4.8 Problems with Syntax Dialects
Conservatively Combining Syntax Dialects

Notice that the derived regex pattern forms that appear in Figure 2.11 are identical to
those that appear in Figure 2.10. Their desugarings are, however, different. In particular,
the patterns in Figure 2.11 match values of type u(’a), whereas the patterns in Figure
2.10 match values of type rx.
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fun is_dna_rx’(r : R.t) : boolean =>
match R.unfold_norm r with
| $cmu_edu_comar_rx $u/A/ => True
| $cmu_edu_comar_rx $u/T/ => True
| $cmu_edu_comar_rx $u/G/ => True
| $cmu_edu_comar_rx $u/C/ => True
(¥ and so on %)
| _ => False
end
Figure 2.12: Using URI-based grammar names together with marking tokens to avoid
syntactic conflicts

It would be useful to have derived forms for values of type rx available even when we
are working with the modular encoding of regexes, because we have defined a function
view : R.t -> rx in RXUtil. This brings us to the first of the two main problems with
the dialect-oriented approach, already described in Chapter 1: there is no good way to
conservatively combine V;x and Vrx. In particular, any such “combined dialect” will
either fail to conserve determinism (because the forms overlap), or the combined dialect
will not be a dialect of both of the constituent dialects, i.e. some of the forms from one
dialect will “shadow” the overlapping forms from the other dialect (depending on the
order in which they were combined [50].)

In response to this problem, Schwerdfeger and Van Wyk have developed a modular
analysis that accepts only deterministic extensions of a base LALR(1) grammar where
all new forms must start with a “marking” terminal symbol and obey certain other
constraints related to the follow sets of the base grammar’s non-terminals [111, 112]. By
relying on a context-aware scanner (a feature of Copper [138]) to transfer control when
the marking terminals are seen, extensions of a base grammar that pass this analysis and
specify disjoint sets of marking terminals can be combined without introducing conflict.

For the two dialects just considered, these conditions are not satisfied. If we modify
the grammar of Vrx so that, for example, the regex literal forms are marked with $r and
the regex unfolding forms are marked with $u, the analysis will accept both grammars,
and the combine-time disjointness check will pass, solving our immediate problem at
only a small cost. However, a conflict could still arise later when a client combines these
extensions with another extension that also uses the marking terminals $r, $u or /.

The solution proposed by Schwerdfeger and Van Wyk [111, 112] is 1) to allow for
the grammar’s name to be used as an additional syntactic prefix when a conflict arises,
and 2) to adopt a naming convention for grammars based on the Internet domain name
system (or some similar coordinating system) that makes conflicts unlikely. For example,
Figure 2.12 shows how a client would need to draw is_dna_rx’ if a conflict arose. Clearly,
this drawing has higher syntactic cost than the drawing in Figure 2.11. Moreover, there is
no simple way for clients to selectively control this cost by defining scoped abbreviations
for marking tokens or grammar names (as one does for types, modules or values that
are exported from deeply nested modules) because this mechanism is purely syntactic,
i.e. agnostic to the binding structure of the language. A facility for defining unscoped
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abbreviations of marking tokens at combine-time could partially alleviate this cost.

Another approach aimed at making conflicts less likely, though not impossible, is
to use types to choose from amongst several possible parses. Some approaches require
generating the full parse forest before typechecking proceeds, e.g. the MetaBorg system [21].
This approach is inefficient, particularly when a large number of grammars have been
composed. The method of type-oriented island parsing integrates parsing and typechecking
so that disambiguation occurs as early as possible [118].

A more radical approach would be to insist that programmers use a language composi-
tion editor like Eco [36]. Language composition editors allow programmers to explicitly
switch from one syntax to another with an editor command. This is an instance of the
more general concept of structure editing (also called structured editing, projectional editing
or syntax-directed editing.) This concept, pioneered by the Cornell Program Synthesizer
[128], has various costs and benefits, summarized in [133]. In this work, our interest is in
text-based syntax, but we consider structure editors as future work in Sec. 8.3.

Abstract Reasoning About Derived Forms

In addition to the difficulties of conservatively combining syntax dialects, there are
a number of other difficulties related to the fact that there is often no useful notion
of syntactic abstraction that a programmer can rely on to reason about an unfamiliar
derived form. The programmer may need to examine the desugaring, the desugaring
logic or even the definitions of all of the constituent dialects, to definitively answer
the questions given in Sec. 1.2.1. These questions were stated relative to a particular
example involving the query processing language K. Here, we generalize from that
example to develop an informal classification of the properties that programmers might
have difficulty reasoning about in analagous situations. In each case, we will discuss
exceptional systems where these difficulties are ameliorated or avoided entirely.

Responsibility It is not always straightforward to determine which constituent dialect
is responsible for any particular derived form.

The system implemented by Copper [111, 112] is an exception, in that the mark-
ing terminal (and the grammar name, if necessary) allows clients to search across the
constituent dialect definitions for the corresponding declaration without needing to
understand any of them deeply.

Segmentation It is not always possible to segment a derived form such that each
segment consists either of a spliced base language term (which we have drawn in black
in the examples in this document) or a sequence of characters that are parsed otherwise
(which we have drawn in color.) Even when a segmentation exists, determining it is not
always straightforward.

For example, consider a production in a grammar that looks like this:

start <- "%(" verseml_exp ")"
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The name of the non-terminal verseml_exp suggests that it will match any VerseML
expression, but it is not certain that this is the case. Moreover, even if we know that this
non-terminal matches VerseML expressions, it is not certain that the output logic will
insert that expression as-is into the desugaring — it may instead only examine its form, or
transform it in some way (in which case highlighting it as a spliced expression might be
misleading.)

Systems that support the generation of editor plug-ins, such as Spoofax [76] and
Sugarclipse for Sugar] [42], can generate syntax coloring logic from an annotated gram-
mar definition, which often give programmers some indication of where a spliced term
occurs. However, there is no definitive information about segmentation in how the editor
displays the derived form. (Moreover, these editor plug-ins can themselves conflict, even
if the syntax itself is deterministic.)

Capture The desugaring of a derived form might place spliced terms under binders.
These binders are not visible in the program text, but can shadow those that are. As a
result, the spliced terms will inadvertently capture these expansion-internal bindings.
This significantly obscures the binding structure of the program.

For derived forms that desugar to module-level definitions (e.g. to one or more val
definitions), a desugaring might also introduce exported module components that are
similarly invisible in the text. This can cause non-local capture when a client opens that
module into scope.

In most cases, capture is inadvertent. For example, a desugaring might bind an
intermediate value to some temporary variable, tmp. This can cause problems at use sites
where tmp is bound. It is easy to miss this problem in testing (particularly if the types of
both bindings are compatible.)

In some syntax dialects, capture is by design. For example, in (Sugar)Haskell, do
notation for monadic values operates as a new binding construct [44]. For programmers
who are familiar with do notation, this can be useful. But when a programmer encounters
an unfamiliar form, this forces them to determine whether it similarly is designed as a
new binding construct. A simple grammar provides no information about capture.

In most systems, it is possible for dialect providers to generate identifiers that are
guaranteed to be fresh at the use site. If dialect providers are disciplined about using
this mechanism, they can prevent capture. However, this is awkward and most systems
provide no guarantee that the dialect provider maintained this freshness discipline [45].

To enforce a prohibition on capture, the system must be integrated into or otherwise
made aware of the binding structure of the language. For example, some of the language-
integrated mixfix systems discussed above, e.g. Coq’s notation system [87], enforce a
prohibition on capture by alpha-renaming desugarings as necessary. Erdweg et al. have
developed a formalism for directly describing the “binding structure” of program text, as
well as contextual transformations that use these descriptions to rename the identifiers
that appear in a desugaring to avoid capture [45, 110].
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Context Dependence If the desugaring of a derived form assumes that certain iden-
tifiers are bound at the application site (e.g. to particular values, or to values of some
particular type), we refer to the desugaring as being context dependent.

Context dependent desugarings take control over naming away from clients. More-
over, it is difficult to determine the assumptions that a desugaring is making. As such, it
becomes difficult to reason about whether renaming an identifier or moving a binding is
a meaning-preserving transformation.

In our examples above, we maintained context independence as a “courtesy” by
explicitly applying the fold and inj operators, or by taking the module for use in the
desugaring as a “syntactic argument”.

To enforce context independence, the system must be aware of binding structure
and have some way to distinguish those subterms of a desugaring that originate in the
text at the use site (which should have access to bindings at the use site) from those
that do not (which should only have access to bindings internal to the desugaring.) For
example, language-integrated mixfix systems, e.g. Coq’s notation system, use a simple
rewriting system to compute desugarings, so they satisfy these requirements and can
enforce context independence. Coq gives desugarings access only to the bindings visible
where the notation was defined.

More flexible systems where desugarings are computed functionally, or language-
external systems that have no understanding of binding structure, do not enforce context
independence.

Typing Finally, it is not always clear what type an expression drawn in derived form
has, or what type of value that a pattern drawn in derived form matches. Similarly, it is
not always straightforward to determine what type a spliced expression has, or what
type of value that a spliced pattern matches.

SoundExt/SugarFomega [83] and SoundX [110] allow dialect providers to define
derived typing rules alongside derived forms and desugaring rules. These systems
automatically verify that the desugaring rules are sound with respect to these derived
typing rules. This ensures that type errors are never reported in terms of the desugaring
(which is the stated goal of their work.) However, this helps only to a limited extent
in answering the questions just given. In particular, the programmer must first assign
Responsibility (which is difficult for the reasons just given.) Next, the programmer must
identify the spliced terms (which is difficult because these systems to not make it easy to
reason about Segmentation, as just described.) Then, the programmer must construct
a derivation using the relevant derived typing rules. Finally, the programmer must
traverse the derivation to find out where the spliced terms appear within it to answer
questions about their type. Even for relatively simple base languages, like System
F,, understanding a typing derivation requires significantly more effort and expertise
than programmers usually need.® For languages like ML, the judgement forms are

8 At CMU, we teach ML to all first-year students (in 15-150 — Functional Programming.) However,

understanding a judgmental specification of a language like System F,, involves skills that are taught only
to some third and fourth year students (in 15-312 — Principles of Programming Languages.)
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substantially more complex (no one has yet attempted to apply the SoundX methodology
to a language as large as ML.)

Systems like MetaBorg that require that the type of a derived form be known from
context so that disambiguation can occur (see above) also address the problem of deter-
mining the type of a derived expression or pattern form as a whole. However, it is not
always clear what the types of the spliced terms within these derived forms should be.

2.4.9 Non-Local Term Rewriting Systems

Another approach is to leave the textual syntax of the language fixed, but repurpose it for
novel ends using a term rewriting system. Term rewriting systems transform syntactically
well-formed terms into other syntactically well-formed terms (unlike syntax definition
systems, which operate on the program text.)

Non-local term rewriting systems typically operate over an entire compilation unit
(e.g. a file). For example, one could define a preprocessor that rewrites every string literal
that is followed by the comment (*rx*) to the corresponding expression (or pattern) of
type rx. For example, the following expression would be rewritten to a regex expression,
with dna treated as a spliced subexpression as described in the previous section:

"GC%(dna) GC" (*rx*)

OCaml 4.02 introduced preprocessor extension (ppx) points into its textual syntax [80].
Extension points serve as markers for the benefit of a non-local term rewriting system.
They are less ad hoc than comments, in that each extension point is associated with a
single term in a well-defined way, and the compiler gives an error if any extension points
remain after preprocessing is complete. For example, in the following program fragment,

let%lwt (x, y) = £ in x + y
the %1wt annotation on the let expression is recognized by a preprocessor distributed
with Lwt, a lightweight threading library. This preprocessor rewrites this fragment to:

Lwt.bind £ (fun (x, y) -> X + Vy)

The OCaml system is distributed with a library called ppx_tools that simplifies the task
of writing preprocessors that operate on terms annotated with extension points.

There are a number of other systems that support non-local term rewriting. For
example, the GHC compiler for Haskell [74] and the xoc compiler for C [29] both support
user-defined non-local rewritings.

These systems present several difficulties with abstract reasoning, many of which are
directly analagous to those that syntax definition systems present:

1. Conflict: Different preprocessors may recognize the same markers or code patterns.

2. Responsibility: It is not always clear which preprocessor handles each rewritten
form.

3. Localization: A non-local term rewriting system might insert code anywhere in
the program, complicating reasoning efforts.

4. Segmentation: It is not always clear where spliced terms appear inside rewritten
string literal forms.
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5. Capture: The rewriting might place terms under binders that shadow bindings
visible in the program text.

6. Context Dependence: The rewriting might assume that certain identifiers are
bound at particular locations, making it difficult to reason about refactoring.

7. Typing: It is not always clear what type the rewriting of a marked form will have
(if indeed the rewriting happens to be local.) Similarly, the type that terms that
appear within the rewritten form should have is often unclear.

2410 Term-Rewriting Macro Systems

Macro systems are language-integrated local term rewriting systems, i.e. they allow
programmers to designate functions that implement rewritings as macros. Clients apply
macros directly to terms (e.g. expressions, patterns and other sorts of terms.). The
rewritten term is known as the expansion of the macro application.

Macro systems do not suffer from problems related to reasoning about Conflict,
Responsibility and Localization described above because macros are applied explicitly
and operate locally.

Naive macro systems, like the earliest variants of the LISP macro system [64], early
compile-time quotation expanders in ML [86], Template Haskell macros [117] and GHC
quasiquotes [85], do not escape from the remaining problems described above, because
they can generate arbitrary code for insertion at the macro application site. For example,
it is possible in early LISP dialects and in these other less disciplined modern macro
systems to define a macro rx! that can be applied to rewrite a string form containing a
spliced subexpression to a regex:

(rx! "GC%(dna)GC™)

The problem with these systems is that without examining the macro’s implementation
or the generated expansion, there is no way to reason about Segmentation, Capture,
Context Dependence or Typing.’

The problem of Capture was addressed by the design of Scheme’s hygienic macro
system [15, 28, 40, 66, 67, 77], which automatically alpha-renames identifiers bound in the
expansion so that they do not shadow those that appear at the macro application site.

The problem of Context Dependence is typically confronted by allowing macro
expansions to explicitly refer only to those bindings in scope at the macro definition site.
These references are preserved even if the identifiers involved have been shadowed at
the macro application site [15, 28, 40]. Any references to application site bindings must
originate in one of the macro’s arguments. There are two problems with this approach:

1. It does not make explicit which of the definition site bindings the expansions

generated by a macro might refer to, so reasoning abstractly about the renaming of
definition site bindings remains problematic.

%It is not enough that the generated expansions be typechecked — it must be possible for the user to
reason about what the type of the expansion is.
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2. Preventing access to the application site bindings makes defining a macro like
rx! impossible, because spliced subexpressions (like dna above) do not appear
as subexpressions of an argument to rx! — they are parsed out of a string literal
programmatically. From the perspective of the macro system, such spliced subex-
pressions are indistinguishable from inappropriate references to bindings tracked
by the application site context.

The only choice, then, is to repurpose other forms that do contain subexpressions.
For example, the macro might repurpose infix operators that usually have a differ-
ent meaning, e.g. :

(rx! ("GC" A dna A "GC"))

This is rather confusing, in that it appears that string concatenation is occuring
when that is not the case — rx! is simply repurposing the infix # form.

The problem of reasoning about Typing is relatively understudied, because most
research on macro systems has been done in languages in the LISP tradition that do not
define a rich static semantics.

Herman and Wand’s calculus of macros [66, 67] does use a type system to reason
about the binding structure of the expansion that a macro generates, but the expansions
themselves are not written in a language with rich type structure.

Some macro systems for languages with non-trivial type structure, like Template
Haskell [117], do not support reasoning about types in that the guarantee is only that the
expansion is well-typed — clients cannot reason about what that type is.

Other macro systems, like MacroML [53, 115], support reasoning about typing, but
these systems are staging macro systems, rather than term-rewriting macro systems, meaning
that the macro does not have access to the syntax tree of the arguments at all. Staging
macros cannot be used for syntactic control — macro application syntactically coincides
with function application. These macro systems are instead motivated primarily by
concerns about performance.

The Scala macro system is a notable example of a term-rewriting macro system that
does allow reasoning about typing [23]. In particular, Scala’s “black box” macros include
type annotations on the arguments. We are not aware of a typed macro system that has
been integrated into a language with an ML-style module system. The main problem
with Scala’s macro system, then, is that it does not give us enough syntactic control — we
must repurpose Scala’s existing syntactic forms, as discussed in point 2 above.
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Chapter 3
Simple Expression TLMs (seTLMs)

In the remainder of this work, we will develop a system of typed literal macros (TLMs).
Briefly, TLMs offer substantially greater syntactic flexibility as compared to typed term
rewriting macros a la Scala, while 1) guaranteeing that a segmentation can always be
produced; 2) enforcing a prohibition on capture; 3) enforcing a strong form of context
independence and 4) maintaining the ability to reason abstractly about types. We will
establish these reasoning principles formally, ultimately in a system with an ML-style
module system in Chapter 5. We will begin, however, in this chapter with a simpler
calculus of expressions and types. The TLMs available in this calculus are called simple
expression TLMs (seTLMs).

3.1 Simple Expression TLMs By Example

We begin in this section with a “tutorial-style” introduction to seTLMs in VerseML. Sec.
3.2 then formally defines a reduced dialect of VerseML called miniVersegg. This will serve
as a “conceptually minimal” core calculus of TLMs, in the style of the simply typed
lambda calculus.

3.1.1 TLM Application

The following VerseML expression, drawn textually, is of TLM application form. Here, a
TLM named $rx is applied to the generalized literal form /A|T|G|C/:

$rx /A|TIG|C/

Generalized literal forms are left unparsed according to the context-free syntax of
VerseML. Several other outer delimiters are also available, as summarized in Figure
3.1. The client is free to choose any of these for use with any TLM, as long as the literal
body (shown in green above) satisfies the requirements stated in Figure 3.1. For example,
we could have equivalently written the example above as $rx ‘A|T|G|C*. (In fact, this
would have been convenient if we had wanted to express a regex containing forward
slashes but not backticks.)
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’body cannot contain an apostrophe’

‘body cannot contain a backtick®

[body cannot contain unmatched square brackets]
{|body cannot contain unmatched barred curly braces|}
/body cannot contain a forward slash/

\body cannot contain a backslash\

A V1AW N

Figure 3.1: Generalized literal forms available for use in VerseML's textual syntax. The
characters in green indicate the literal bodies and describe how the literal body is con-
strained by the form shown on that line. The Wyvern language defines additional forms,
including whitespace-delimited forms [97] and multipart forms [98], but for simplicity
we leave these out of VerseML.

It is only during the subsequent typed expansion phase that the applied TLM parses
the body of the literal form to generate a proto-expansion. The language then validates
this proto-expansion according to criteria that we will describe in Sec. 3.1.5. If proto-
expansion validation succeeds, the language generates the final expansion (or more con-
cisely, simply the expansion) of the TLM application. The behavior of the program is
determined by its expansion.

For example, the expansion of the TLM application above is equivalent to the follow-
ing expression when the regex value constructors Or and Str are in scope:

Or(Str "A", Or(Str "T", Or(Str "G", Str "C")))

To avoid the assumption that the variables Or and Str are in scope at the TLM application
site, the expansion actually uses the explicit fold and inj operators, as described in
Sec. 2.3.1. In fact, the proto-expansion validation process enforces this notion of context
independence — we will return to proto-expansion validation below. (We will show how
TLM parameters can reduce the awkwardness of this requirement in Chapter 5.)

3.1.2 TLM Definitions

The definition of $rx takes the following form:

syntax $rx at rx by
static fn(b : body) -> parse_result(proto_expr) =>
(* regex literal parser here %)

end
Every seTLM definition consists of a TLM name, here $rx, a type annotation, here at rx,
and a parse function between by and end. TLM definitions follow standard scoping
rules — unless an in clause is provided, the definition is in scope until the end of the
enclosing declaration (e.g. the enclosing function or module.) We will consider how
TLM definitions are packaged into libraries in Chapter 6.

All TLM names must begin with the dollar symbol ($), which distinguishes them from
variables. This is inspired by the Rust macro system, which uses post-fix exclamation
points (!) to distinguish macro identifiers [5].
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type body = string

type segment = {startIdx : int, endIdx : int} (* inclusive *)
type parse_result(’a) = ParseError of {
msg : string, loc : segment

}

+ Success of

a

Figure 3.2: Definitions of body, segment and parse_result. These type definitions are
given in the VerseML prelude, which is a small collection of definitions available ambi-
ently.

The parse function is a static function delegated responsibility over parsing the literal
bodies of the literal forms to which the TLM is applied. Static functions, marked by the
static keyword, are applied during the typed expansion process, so they cannot refer to
the surrounding variable bindings (because those variables stand for dynamic values.)
For now, we will simply assume that static functions are closed and do not themselves
make use of TLMs (we will eliminate these impractical limitations in Chapter 6.)

Every seTLM parse function must have type body -> parse_result(proto_expr). The
input type, body, classifies encodings of literal bodies. In VerseML, literal bodies are
sequences of characters, so it suffices to define body as an abbreviation for the string
type, as shown in Figure 3.2.! The return type is a labeled sum type, defined by applying
the type function parse_result defined in Figure 3.2, that distinguishes between parse
errors and successful parses.? Let us consider these two possibilities in turn.

Parse Errors If the parse function determines that the literal body is not well-formed
(according to whatever syntax definition that it implements), it returns:

inj[ParseError] ({msg=epsg, loc=ejoc})

where enmsg is an error message and ey, is a value of type segment, defined in Figure
3.2, that designates a segment of the literal body as the location of the error [131]. This
information is for use by VerseML compilers when reporting the error to the programmer.

Successful Parses If parsing succeeds, the parse function returns
inj [Success] (eproto)

where eproto is called the encoding of the proto-expansion.

For expression TLMs, proto-expansions are proto-expressions, which are encoded as
VerseML values of the type proto_expr defined in Figure 3.3. Most of the variants defined
by proto_expr are individually uninteresting — they encode VerseML's various expression

In languages where the surface syntax is not textual, body would have a different definition, but we
leave explicit consideration of such languages as future work (see Sec. 8.3.)

’parse_result is defined as a type function because in Chapter 4, we will introduce pattern TLMs,
which generate patterns rather than expressions.
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type proto_typ = rec(proto_typ =>

TyVar of var_t

Arrow of proto_typ * proto_typ
* ... %)

SplicedT of segment)

+ + +

rec(proto_expr =>
Var of var_t

Fn of var_t proto_typ * proto_expr
Ap of proto_expr * proto_expr

x ... *)

SplicedE of segment

type proto_expr

*

+ + + +

*

proto_typ)

Figure 3.3: Abbreviated definitions proto_typ and proto_expr in the VerseML prelude.
We assume some suitable type var_t exists, not shown.

forms (just as in a compiler, c.f. SML/N]J’s Visible Compiler library [120].) Expressions
can mention types, so we also need to define a type proto_typ in Figure 3.3. As we enrich
our language in later chapters, we will need to define more encodings like these, for
other sorts of trees. The only non-standard classes are SplicedT and SplicedE — these are
references to spliced unexpanded types and expressions, which we will return to when we
consider splicing in Sec. 3.1.3 below.

The definitions of proto_typ and proto_expr are recursive labeled sum types to sim-
plify our exposition, but we could have chosen alternative encodings, e.g. based on
abstract binding trees [62], with only minor modifications to our semantics. Indeed,
when we formally define seTLMs in Sec. 3.2, we abstract over the particular encoding.

3.1.3 Splicing

As described thusfar, TLMs operate just like term-rewriting macros over string literals.
TLMs therefore do not cause difficulties related to reasoning about Conflict, Respon-
sibility or Localization, for exactly the reasons discussed in Sec. 2.4.10. TLMs differ
from term-rewriting macros in that they support splicing out arbitrary types and expressions
(including those that may themselves involve TLM applications) from within literal
bodies in a reasonable manner. For example, the program fragment from Figure 2.9 can
be expressed using the $rx TLM as follows:

val ssn = $rx /\d\d\d-\d\d-\d\d\d\d/

fun lookup_rx(name: string) => $rx /@name: %ssn/
The expressions name and ssn on the second line appear spliced within the literal body,
so we call them spliced expressions.

When $rx’s parse function determines that a subsequence of the literal body should
be taken as a spliced expression (here, by recognizing the characters @ or % followed by a
variable or parenthesized expression), it does not directly insert the syntax tree of that
expression into the encoding of the expansion. Instead, the TLM must refer to the spliced
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expression by its relative location within the literal body using the SplicedE variant of
proto_expr. In particular, the SplicedE variant requires a value of type segment, which
indicates the zero-indexed location of the spliced expression relative to the start of the
literal body provided to the parse function. The SplicedE variant also requires a value of
type proto_typ, which indicates the type that the spliced expression is expected to have.
For example, the proto-expansion generated by $rx for the literal body on the second
line above, if written in a textual syntax for proto-expressions where references to spliced
expressions are spliced<startIdx; endIndex; ty>,is:

Seq(Str(spliced<1; 4; string>),
Seq(Str ": ", spliced<8; 10; rx>))
Here, spliced<1; 4; string> refers to the spliced string expression name by location and
spliced<8; 10; rx> refers to the spliced regex expression ssn by location. (For clarity
of exposition, we again use the regex value constructors to abbreviate applications of
the fold and inj operators and use the type abbreviation rx. In fact, given only the
mechanisms introduced in this chapter, these abbreviations would need to be explicitly
included in each proto-expansion.)

Proto-types can make reference to spliced types by using the SplicedT variant of
proto_typ analagously.

Requiring that the TLM refer to spliced terms indirectly in this manner prevents
it from “forging” a spliced expression (i.e. claiming that an expression is a spliced
expression when it does not appear in the literal body.) This will be formally critical to
being able to reason abstractly about segmentation, capture and context-independence,
as we will detail below.

3.14 Segmentations

The segmentation of a proto-expression is the finite set of references to spliced terms
within the proto-expression. For example, the summary of the proto-expression above is
the finite set containing only spliced<1; 4; string>and spliced<8; 10; rx>.

The semantics checks that all of the locations in the segmentation are 1) in bounds
relative to the literal body; 2) non-overlapping; and 3) used at a consistent sort and type.
This resolves the problem of Segmentation described in Secs. 2.4.9-2.4.10, i.e. every
literal body in a well-typed program has a well-defined segmentation.

A program editor or pretty-printer can communicate the segmentation information
to the programmer, e.g. by coloring non-spliced segments green as is our convention in
this document:

val ssn = $rx /\d\d\d-\d\d-\d\d\d\d/

fun lookup_rx(name: string) => $rx /@name: %ssn/

A program editor or pretty-printer can also communicate the type of each spliced
term, as indicated in the segmentation, to the programmer upon request (for example,
the Emacs and Vim packages for working with OCaml defer to the Merlin tool when the
programmer requests the type of an expression [2].)
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3.1.5 Proto-Expansion Validation

Three potential problems described in Secs. 2.4.9-2.4.10 remain: those related to reasoning
abstractly about Capture, Context Dependence and Typing. Addressing these problems
is the purpose of the proto-expansion validation process.

Capture

Proto-expansion validation ensures that spliced terms have access only to the bindings
that appear at the application site — spliced terms cannot capture the bindings that appear
in the proto-expansion. For example, suppose that $rx generated a proto-expansion of
the following form (drawn as above):

let tmp = (* ... expansion-internal tmp ... *) 1in

Seq(tmp, spliced<1; 3; rx>)

Naively, the binding of the variable tmp here could shadow bindings of tmp that appear
at the application site within the indicated spliced expression. For example, consider the
following application site:

let tmp = (¥ ... application site tmp ... *) in

$rx /%tmp/

Here, the application site binding of tmp would be shadowed by the “invisible” binding
of tmp in the expansion of the TLM application.

To address this problem, proto-expansion validation enforces a prohibition on capture.
This prohibition on capture can be silently enforced by implicitly alpha-varying the
bindings in the proto-expansion as needed, as in hygienic term-rewriting macro systems
(cf. Sec. 2.4.10.) For example, the expansion of the example above might take the
following form:

let tmp = (¥ ... application site tmp ... *) in

let tmp’ = (* ... expansion-internal tmp ... *) in

Seq(tmp’, tmp)

Notice that the expansion-internal binding of tmp has been alpha-varied to tmp’ to avoid
shadowing the application site binding of tmp. As such, the reference to tmp in the spliced
expression refers, as intended, to the application site binding of tmp.

For TLM providers, the benefit of this mechanism is that they can name the variables
used internally within expansions freely, without worrying about whether their chosen
identifiers might shadow those that a client might have used at the application site. There
is no need for a user-facing mechanism that generates “fresh variables”.

TLM clients can, in turn, reliably reason about binding within every spliced expression
without examining the expansion that the spliced expression appears within.

The trade-off is that this prevents library providers from defining alternative binding
forms. For example, Haskell’s derived form for monadic commands (i.e. do-notation)
supports binding the result of executing a command to a variable that is then available in
the subsequent commands in a command sequence. In VerseML, this cannot be expressed
in the same way. Values can be communicated from the expansion to a spliced expression

48



only via function arguments. We will return to this example when we consider other
possible points in this design space in Sec. 8.3.7.

Context Dependence

The proto-expansion validation process also ensures that variables that appear in the
proto-expansion do not refer to bindings that appear at the TLM definition or applica-
tion site. In other words, expansions must be completely context independent —a TLM
definition can make no assumptions about the application site context.

A minimal example of a “broken” TLM that does not generate context-independent
proto-expansions is given below:

syntax $badl at rx by
static fn(_) => Success (Var "x")
end

The proto-expansion that this TLM generates (for every literal body) refers to a variable
x that is not bound within the expansion. If proto-expansion validation permitted such
a proto-expansion, it would be well-typed only under those application site typing
contexts where x is bound. This “hidden assumption” makes reasoning about binding
and renaming difficult, so this proto-expansion is deemed invalid (even when $bad1 is
applied where x is coincidentally bound.)

Of course, this prohibition does not extend into the spliced terms in a proto-expansion
— spliced terms appear at the application site, so they can justifiably refer to application
site bindings. The client’s ability to hold the expansion abstract is retained. We saw
examples of spliced terms that referred to variables bound at the application site — name
and ssn —in Sec. 3.1.3. Because proto-expansions refer to spliced terms indirectly, and
forging is impossible, enforcing context independence is straightforward — we need only
that the proto-expansion itself be closed, without considering the spliced terms.

This prohibition on context dependence explains why the expansion generated by the
TLM application in Sec. 3.1.1 cannot make use of the regex value constructors, e.g. Str
and Or, directly. (In Chapter 5, we will relax this restriction to allow proto-expansions to
access explicit parameters.)

Collectively, we refer to the prohibition on capture and the prohibition on context
dependence as hygiene properties, by conceptual analogy to corresponding properties in
term-rewriting macro systems (see Sec. 2.4.10.) The novelty here comes from the fact that
spliced terms are being extracted from an initially unparsed sequence of characters.

Typing
Finally, proto-expansion validation maintains a reasonable typing discipline by:
1. checking each spliced expression against the type indicated in the summary; and

2. checking to ensure that the generated expansion is of the type specified in the
TLM'’s type annotation. For example, the type annotation on $rx is at rx, so proto-
expansion validation ensures that the final expansion is of type rx.
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This addresses the problem of reasoning abstractly about Typing described in Secs.
2.49-24.10,i.e.
1. determining the type that a spliced expression must have requires only the infor-
mation in the summary of the proto-expansion (rather than complete knowledge
of the proto-expansion); and

2. determining the type of an expansion requires examining only the type annotation
on the TLM definition (much as determining the type of a function application
requires examining only the type of the function.)

3.1.6 Final Expansion

The result of proto-expansion validation is the final expansion, which is simply the proto-
expansion with references to spliced terms replaced with their own final expansions.
For example, the final expansion of the body of lookup_rx is equivalent to the following,
assuming that the regex value constructors were defined (not shown):

Seq(Str(name), Seq(Str ": ", ssn))

3.1.7 Comparison to the Dialect-Oriented Approach

Let us compare the VerseML TLM $rx to Vi, the hypothetical syntactic dialect of VerseML
with support for derived forms for values of type rx described in Sec. 2.4.7.

Both Vix and $rx give programmers the ability to use the same standard POSIX syntax
for constructing regexes, extended with the same syntax for splicing in strings and other
regexes. Using $rx, however, we incur the additional syntactic cost of explicitly applying
the $rx TLM each time we wish to use regex syntax. This cost does not grow with the size
of the regex, so it would only be significant in programs that involve a large number of
small regexes (which do, of course, exist.) In Chapter 7 we will consider a design where
even this syntactic cost can be eliminated in positions where the type is known to be rx.

The benefit of the TLM-based approach is that we can easily define other TLMs to use
alongside the $rx TLM without needing to consider the possibility of syntactic conflict.
Furthermore, programmers can rely on the binding discipline and the typing discipline
enforced by proto-expansion validation to reason about programs, including those that
contain unfamiliar forms. Put pithily, VerseML helps programmers avoid “conflict and
confusion”.

3.2 miniVersegg

To make the intuitions developed in the previous section precise, we will now introduce
a reduced dialect of VerseML called miniVersegg that supports seTLMs. The full defini-
tion of miniVersegg is given in Appendix B for reference. In the exposition below, we
will reproduce only particularly noteworthy rules and proof cases. Rule and theorem
numbers below refer to corresponding rules and theorems in the appendix.
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Sort Operational Form Description

Typ T == t variable
parr(T; T) partial function
all(t.t) polymorphic
rec(t.7) recursive
prod[L]({i <= T;}icr) labeled product
sum{L]({i — T;}icr) labeled sum

Exp e = x variable
lam{t} (x.e) abstraction
ap(e;e) application
tlam(t.e) type abstraction
tap{7}(e) type application
fold(e) fold
unfold(e) unfold
tpl[L] ({i — e;}icr) labeled tuple
prj[¢] (e projection
inj[¢]Ce) injection

case[L](e; {i — x;.¢;}icr) case analysis

Figure 3.4: Syntax of the miniVersegg expanded language (XL)

3.2.1 Overview

miniVersegg consists of a language of unexpanded expressions (the unexpanded language,
or UL) defined by typed expansion to a language of expanded expressions (the expanded
language, or XL.) We will begin with a brief overview of the standard XL before turning
our attention to the UL in the remainder of this chapter.

3.2.2 Syntax of the Expanded Language

The syntax chart in Figure 3.4 defines the syntax of types, T, and (expanded) expressions,
e. Metavariables x range over expression variables, t over type variables, ¢ over labels
and L over finite sets of labels. Types and expanded expressions are ABTs identified up
to a-equivalence in the usual manner (our typographic conventions are adapted from
PFPL, and summarized in Appendix A.1.) To emphasize that programmers never draw
expanded terms directly, and to clearly distinguish expanded terms from unexpanded
terms, we do not define a stylized or textual syntax for expanded terms.

The XL forms a standard pure functional language with support for partial functions,
quantification over types, recursive types, labeled product types and labeled sum types.
The reader is directed to PFPL [62] (or another text on type systems, e.g. TAPL [102]) for
a detailed introductory account of these standard constructs. We will tersely summarize
the statics and dynamics of the XL in the next two subsections, respectively.
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3.2.3 Statics of the Expanded Language
The statics of the XL is defined by hypothetical judgements of the following form:

Judgement Form Description
A T type T is a type
AT kFe:t e is assigned type T

The type formation judgement, A = T type, is inductively defined by Rules (B.1). The typing
judgement, AT = e : 7, is inductively defined by Rules (B.2).

Type formation contexts, A, are finite sets of hypotheses of the form t type. Empty finite
sets are written @, or omitted entirely within judgements, and non-empty finite sets are
written as comma-separated finite sequences identified up to exchange and contraction.
We write A, t type when ¢ type € A for A extended with the hypothesis ¢ type.

Typing contexts, I', are finite functions that map each variable x € dom(I'), where
dom(T) is a finite set of variables, to the hypothesis x : 7, for some 7. Empty typing
contexts are written @, or omitted entirely within judgements, and non-empty typing
contexts are written as finite sequences of hypotheses identified up to exchange and
contraction. We write I', x : T, when x ¢ dom(T), for the extension of I' with a mapping
from x to x : 7, and T UT" when dom(I") N dom(I"’) = @ for the typing context mapping
each x € dom(T')Udom(I")tox:tifx:t€Torx: €T,

These judgements validate standard lemmas, defined in Appendix B.1: Weakening,
Substitution and Decomposition.

3.24 Structural Dynamics

The structural dynamics (a.k.a. the structural operational semantics [104]) of miniVersegg is
defined as a transition system by judgements of the following form:

Judgement Form Description
e e e transitions to ¢’
e val e is a value

We also define auxiliary judgements for iterated transition, e —* ¢/, and evaluation, e |} €.
Definition B.6 (Iterated Transition). Iterated transition, e —* €', is the reflexive, transitive
closure of the transition judgement, e — ¢'.

Definition B.7 (Evaluation). e |} ¢’ iffe —* ¢’ and ¢ val.

Our subsequent developments do not require making reference to particular rules in
the structural dynamics (because TLMs operate statically), so we do not reproduce the
rules here. Instead, it suffices to state the following conditions.

The Canonical Forms condition characterizes well-typed values. Satisfying this
condition requires an eager (a.k.a. by-value) formulation of the dynamics.

Condition B.8 (Canonical Forms). If - e : T and e val then:
1. If T = parr(t; ) thene = lam{ty } (x.e ) and x : iy - ¢’ : 1.
2. If t = all(t.T') then e = tlam(t.e’) and t type ¢’ : T’
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Sort Stylized Form Description

UTyp £ o= ¢ identifier
T—1 partial function
vtz polymorphic
ut.t recursive
({i = Ti}ier) labeled product
{i — T }ier] labeled sum
UExp é == X identifier
e: 1 ascription
letval £ =¢éiné value binding
AX:T.é abstraction
é(é) application
Af.e type abstraction
e[t] type application
fold(é) fold
unfold(é) unfold
({i = é;}ier) labeled tuple
é-t projection
inj[¢](é) injection
case é {i — %;.6;}icr case analysis
syntax 4 at T by staticeiné seTLM definition
a‘b’ seTLM application

Figure 3.5: Syntax of the miniVersegg unexpanded language (UL).

3. If T = rec(t.T') then e = fold(e') and \- €' : [rec(t.T')/t]T" and ¢ val.

4. If t = prod|L] ({i — T;}icr) then e = tpl[L] ({i — e;}icr) and & e; : T; and e; val for
eachi € L.

5. If T = sum[L] ({i < T;};c1) then for some label set L' and label ¢ and type T’, we have
that L = L', and © = sum[L', 0] ({i — T;}ic1;€ — ') and e = inj[l] (') and
Fe 7' and ¢ val.

The Preservation condition ensures that evaluation preserve typing.

Condition B.9 (Preservation). If-e: Tand e —* ¢ then ¢ : T.

The Progress condition ensures that evaluating a well-typed expanded expression
cannot “get stuck”:

Condition B.10 (Progress). If - e : T then either e val or there exists an e’ such that e — ¢
Together, these two conditions constitute the Type Safety Condition.

3.2.5 Syntax of the Unexpanded Language

A miniVersegg program ultimately evaluates as a well-typed expanded expression. How-
ever, the programmer does not construct this expanded expression directly. Instead,
the programmer constructs an unexpanded expression, é, which might contain unexpanded
types, T. Figure 3.5 defines the relevant forms.
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Unexpanded types and expressions are not abstract binding trees — we do not define
notions of renaming, alpha-equivalence or substitution for unexpanded terms. This
is because unexpanded expressions remain “partially parsed” due to the presence of
literal bodies, b, from which spliced terms might be extracted during typed expansion.
In fact, unexpanded types and expressions do not involve variables at all, but rather
type identifiers, t, and expression identifiers, £. Identifiers are given meaning by expansion
to variables during typed expansion, as we will see below. This distinction between
identifiers and variables will be technically crucial.

Most of the unexpanded forms in Figure 3.5 mirror the expanded forms. We refer to
these as the common forms. The mapping from expanded forms to common unexpanded
forms is defined explicitly in Appendix B.2.1.

In addition to the stylized syntax given in Figure 3.5, there is also a context-free textual
syntax for the UL. Giving a complete definition of the context-free textual syntax as, e.g.,
a context-free grammar, risks digression into details that are not critical to our purposes
here. The paper on Wyvern defines a textual syntax for a similar system [97]. Instead,
we need only posit the existence of partial metafunctions parseUTyp(b) and parseUExp(b)
that go from character sequences, b, to unexpanded types and expressions, respectively.
Condition B.11 (Textual Representability).

1. For each t, there exists b such that parseUTyp(b) = T.

2. For each é, there exists b such that parseUExp(b) = é.

3.2.6 Typed Expansion

Unexpanded expressions, and the unexpanded types therein, are checked and expanded
simultaneously according to the typed expansion judgements:

Judgement Form Description
AF 1~ T type T has well-formed expansion T
AfFgé~e:T ¢éhasexpansion e of type T

Type Expansion

Unexpanded type formation contexts, A, are of the form (D;A), i.e. they consist of a type
identifier expansion context, D, paired with a standard type formation context, A.

A type identifier expansion context, D, is a finite function that maps each type identifier
f € dom(D) to the hypothesis f ~ t, for some type variable t. We write D W f ~ ¢ for the
type identifier expansion context that maps f to f ~ t and defers to D for all other type
identifiers (i.e. the previous mapping is updated.)

We define A, f ~ t type when A = (D; A) as an abbreviation of

(DWE~ t;A, t type)

The type expansion judgement, A - £ ~ T type, is inductively defined by Rules (B.5).
The first three of these rules are reproduced below:

— n (B.5a)
At~ ttype -t~ t type
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At | ~ 1 type At )~ T type
Tl Ayp 2~ Ty typ (B.5b)
AF T — T ~ parr(1; o) type
A, f~ ttype b T~ T type
yp yp (B.50)

A F Vi1 ~» all(t.7) type

To develop an intuition for how type identifier expansion operates, it is instructive to
inspect the derivation of the expansion of the unexpanded type V£.V%.f:

= = B.5a
(f ~> ty; t1 type, fy type) =t~ t) type (B.5a)

= — B.5
(t ~~ t1;t] type) F VEE ~» all(fy.tr) type (B.5c)
(@; @) = VEVEE ~ all(ti.all(ty.t)) type

(B.5¢)

Notice that when Rule (B.5¢) is applied, the type identifier expansion context is extended
(when the outermost binding is encountered) or updated (at all inner bindings) and the
type formation context is simultaneously extended with a (necessarily fresh) hypothesis.
Without this mechanism, expansions for unexpanded types with shadowing, like this
minimal example, would not exist, because by definition we cannot extend a type forma-
tion context with a variable it already mentions, nor implicitly a-vary the unexpanded
type to sidestep this problem in the usual manner.

The Type Expansion Lemma establishes that the expansion of an unexpanded type is
a well-formed type.

Lemma B.25 (Type Expansion). If (D; A) F © ~» T type then A - T type.

Proof. By rule induction over Rules (B.5). In each case, we apply the IH to or over each
premise, then apply the corresponding type formation rule in Rules (B.1). O

Typed Expression Expansion

Unexpanded typing contexts, T, are, similarly, of the form (G;T), where G is an expression
identifier expansion context, and I' is a typing context. An expression identifier expansion
context, G, is a finite function that maps each expression identifier £ € dom(G) to
the hypothesis £ ~» x, for some expression variable, x. We write G & £ ~~ x for the
expression identifier expansion context that maps £ to £ ~ x and defers to G for all other
expression identifiers (i.e. the previous mapping is updated.) We define [', £ ~» x : T
when I' = (G;T) as an abbreviation of

(GWR~ T, x:7)
The typed expression expansion judgement, AT iy é ~ e : T, is inductively defined by

Rules (B.6). Before covering these rules, let us state the main theorem of interest: that
typed expansion results in a well-typed expanded expression.

Theorem B.29 (Typed Expression Expansion).If (D; A)(G;T)Fg¢ é~>e: Tthen AT e : 7.
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Common Forms Rules (B.6a) through (B.6m) handle unexpanded expressions of com-
mon form, as well as ascriptions and let binding. The first five of these rules are repro-

duced below:
(B.6a)

T _ _ : (B.6b)

Afl—@élweltlﬁ Af‘,fWXITll—@éZWEZITz (B6)
— .6C
AT l—\if letval X = él in éz ~ ap(lam{Tl}(X.ez);el) M)

At~ T type Af,ﬁwx:rl—@éwe:l"
- — ; (B.6d)
AT g AR:T.6 ~ lam{7} (x.e) : parr(7;T")
AT g 8y ~ ey : parr(t; T’ Al bgéy~en:T
1 1 :parr( ) ¢ €2 2 (B.6e)

A f |—§, él(éz) ~ ap(el;ez) . T/
The rules for the remaining expressions of common form are entirely straightfor-
ward, mirroring the corresponding typing rules, i.e. Rules (B.2). The type assigned
in the conclusion of each rule is identical to the type assigned in the conclusion of the
corresponding typing rule. The seTLM context, ¥, passes opaquely through these rules
(we will define seTLM contexts below.) As such, the corresponding cases in the proof
of Theorem B.29 are by application of the induction hypothesis and the corresponding
typing rule.

seTLM Definition and Application The two remaining typed expansion rules, Rules
(B.6n) and (B.60), govern the seTLM definition and application forms. They are defined
in the next two subsections, respectively.

3.2.7 seTLM Definitions
The seTLM definition form is

syntax 4 at T by static eparse iné

An unexpanded expression of this form defines an seTLM identified as 4 with unexpanded
type annotation T and parse function eparse for use within é.
Rule (B.6n) defines typed expansion of this form:

AFt~T type QO+ eparse : parr (Body; ParseResultSE)

/ AT p T
€parse ) Cparse AT l_‘i’,ziv~>zz<—>setlm(T; eparse) ee:t
(B.6n)

AT b¢ syntax 2 at £ by static eparse iné~se: 7'

The premises of this rule can be understood as follows, in order:
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1. The first premise expands the unexpanded type annotation.

2. The second premise checks that the parse function, Eparse, is a closed expanded
function® of the following type:

parr (Body; ParseResultSE)

The type abbreviated Body classifies encodings of literal bodies, b. The mapping
from literal bodies to values of type Body is defined by the body encoding judgement
b lBody €body- An inverse mapping is defined by the body decoding judgement
ebody TBody b.

Judgement Form Description

b Body € b has encoding e

e TBody b e has decoding b

Rather than defining Body explicitly, and these judgements inductively against that
definition (which would be tedious and uninteresting), it suffices to define the
following condition, which establishes an isomorphism between literal bodies and
values of type Body mediated by the judgements above.

Condition B.16 (Body Isomorphism).

(a) For every literal body b, we have that b | gody €pody for Some epoqy such that = epoqy, -
Body and epogy val.

(b) If = epoay : Body and epoqy val then epoqy TBody b for some b.

(c) If b {Body €vody then epogy TBody b-

(d) Ift= epoay : Body and epoqy val and epoqy TBody b then b | gody €pody-

(e) Ifb Body Chody AN b |Body e{mdy then epogy = e{mdy.

(f) If & epoay : Body and epoqy val and epoqy TBody b and epogy TBody b’ then b = b'.

The return type of the parse function, ParseResultSE, abbreviates a labeled sum
type that distinguishes parse errors from successful parses:*

def
Lsg = ParseError, SuccessE

f
ParseResultSE & sum|Lgg| (ParseError — (), SuccessE — PrExpr)

The type abbreviated PrExpr classifies encodings of proto-expressions, é (pronounced
“grave e”.) The syntax of proto-expressions, defined in Figure 3.6, will be described
when we describe proto-expansion validation in Sec. 3.2.9. The mapping from
proto-expressions to values of type PrExpr is defined by the proto-expression encoding
judgement, e |pegpr €. Aninverse mapping is defined by the proto-expression decoding
judgement, e TpExpr €.

3In Chapter 6, we add the machinery necessary for parse functions that are neither closed nor yet
expanded.

4In VerseML, the ParseError constructor of parse_result required an error message and an error
location, but we omit these in our formalization for simplicity.
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Judgement Form Description
¢ LPrExpr € e has encoding e
e TPrExpr € e has decoding ¢

Again, rather than picking a particular definition of PrExpr and defining the judge-
ments above inductively against it, we only state the following condition, which
establishes an isomorphism between values of type PrExpr and proto-expressions.
Condition B.22 (Proto-Expression Isomorphism).

(a) For every e, we have & |piexpr €proto fOr SOMeE eproro Stich that &= eproro : PrExpr and
eproto Val.
(b) If &= eproto : PrEXpr and epyoro val then eproro Tprexpr € for some e.

(c) If e i/PrExpr €proto then €proto TPrExpr e.

(d) If & eproto : PrEXpr and eproto val and eproto Trrexpr € then € Lprexpr €proto-

(e) Ifé izPrExpr €proto and e l/PrExpr e;/gmtg then €proto = ellqroto'

(f) If = eproto : PrExpr and eproto val and eproro Tprexpr € ANd eproto Trexpr € then e = ¢'.
. The third premise of Rule (B.6n) evaluates the parse function to a value.

. The final premise of Rule (B.6n) extends the seTLM context, ¥, with the newly
determined seTLM definition, and proceeds to assign a type, v/, and expansion, e,
to &. The conclusion of Rule (B.6n) assigns this type and expansion to the seTLM
definition as a whole.

seTLM contexts, ¥, are of the form (A;¥), where A is a TLM identifier expansion
context and Y is a seTLM definition context.

A TLM identifier expansion context, A, is a finite function mapping each TLM identi-
fier 2 € dom(.A) to the TLM identifier expansion, @ ~> a, for some TLM name, a. We
write AW a ~ a for the TLM identifier expansion context that maps 4 to @ ~» a, and
defers to A for all other TLM identifiers (i.e. the previous mapping is updated.)

An seTLM definition context, ¥, is a finite function mapping each TLM name
a € dom(¥) to an expanded seTLM definition, a — setlm(T; €parse), Where T is
the seTLM’s type annotation, and eparse is its parse function. We write ¥,a —
set1m(T; eparse) When a ¢ dom(¥) for the extension of ¥ that maps a to a —
setlm(T; eparse)-

We define ¥,4 ~ a < setlm(T; eparse), When Y = (A;¥), as an abbreviation of

(AW~ a;'¥,a — setlm(T; eparse) )

We distinguish TLM identifiers, 4, from TLM names, a, for much the same reason
that we distinguish type and expression identifiers from type and expression
variables: in order to support TLM definitions identified in the same way as a
previously defined TLM definition, without an implicit renaming convention.
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3.2.8 seTLM Application

The unexpanded expression form for applying an seTLM named 4 to a literal form with
literal body b is:

ﬁ ‘b‘

This stylized form uses backticks to delimit the literal body, but other generalized literal
forms, like those described in Figure 3.1, could also be included as derived forms in the
textual syntax.

The typed expansion rule governing seTLM application is below:
¥ =¥,0~ a2 setlm(T; eparse)
b \LBody €body eparse(ebody) J inj [SUCCGASSAE]Aceproto) €proto TPrExpr e
seg(2) segmentsb @@ FAUTY e s et

—= (B.60)
ATl bFga ‘bt ~e:tT

The premises of Rule (B.60) can be understood as follows, in order:

1. The first premise ensures that 4 has been defined and extracts the type annotation
and parse function.

2. The second premise determines the encoding of the literal body, eyoqy. This term is
closed per Condition B.16.

3. The third premise applies the parse function eparse to the encoding of the literal
body. The parse function is closed by well-formedness of ¥ (which, in turn, is
maintained by the TLM definition rule, Rule (B.6n), described above).

If parsing succeeds, i.e. a value of the form inj[SuccessE](eproto) results from
evaluation, then eproto Will be a value of type PrExpr (assuming a well-formed
seTLM context, by application of the Preservation assumption, Assumption B.9.)
We call eproto the encoding of the proto-expansion.

If the parse function produces a value labeled ParseError, then typed expansion
fails. No rule is necessary to handle this case.

4. The fourth premise decodes the encoding of the proto-expansion to produce the
proto-expansion, e, itself.

5. The fifth premise determines a segmentation, seg(¢), and ensures that it is valid
with respect to b. In particular, the predicate i segments b checks that each segment
in 1, has non-negative length and is within bounds of b, and that the segments in
1 do not overlap and operate at a consistent sort and type. The definition of this
predicate is given in Appendix B.3.1.

6. The final premise of Rule (B.60) validates the proto-expansion and simultaneously
generates the final expansion, e, which appears in the conclusion of the rule. The
proto-expression validation judgement is discussed next.
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Sort
PrTyp

PrExp

XN/

Operational Form
t

prparr(T; 1)
prall(t.1)
prrec(t.T)

prprod[L|({i <= T;}icr)
prsum|L]({i — T;}icr)

splicedt|m;n]
X

prasc{t} (&)
prletval(e; x.e)
prlam{t}(x.e)
prap(e; e)
prtlam(t.e)
prtap{t}(e)
prfold(e)
prunfold(e)

pripl{L}({i = &}icr)

prprj[(] (&)
prinj[¢](e)

prcase[L] (& {i = x;.6;}icr)

splicede([m;n; 1]

Stylized Form
t

T—=1

Vt. T

ut.T

({i = Titier)
{i = Ti}ier]
splicedt|m;n|
x

e: T

letval x =¢ine
Ax:T.e

e(e)

At.e

e[t]

fold(e)
unfold(e)

({i = @i}ticL)
el

inj[£](2)

case & {i — x;.8; }icL

splicede[m;n; 1]
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Description
variable

partial function
polymorphic
recursive
labeled product
labeled sum
spliced type ref.
variable
ascription
value binding
abstraction
application
type abstraction
type application
fold

unfold

labeled tuple
projection
injection

case analysis
spliced expr. ref.

Figure 3.6: Syntax of miniVersegg proto-types and proto-expressions.



3.2.9 Syntax of Proto-Expansions

Figure 3.6 defines the syntax of proto-types, T, and proto-expressions, é. Proto-types and
-expressions are ABTs identified up to a-equivalence in the usual manner.

Each expanded form maps onto a proto-expansion form. We refer to these as the
common proto-expansion forms. The mapping is given explicitly in Appendix B.3.

There are two “interesting” proto-expansion forms, highlighted in yellow in Figure
3.6: a proto-type form for references to spliced unexpanded types, splicedt|[m;n|, and a
proto-expression form for references to spliced unexpanded expressions, splicede[m; n; T],
where m and 7 are natural numbers.

3.2.10 Proto-Expansion Validation

The proto-expansion validation judgements validate proto-types and proto-expressions and
simultaneously generate their final expansions.

Judgement Form Description
AT 1~ Ttype 7 has well-formed expansion T
AT FE¢~se:T ¢hasexpansion e of type T

Type splicing scenes, T, are of the form A; b and expression splicing scenes, E, are of the
form A; T'; ¥; b. We write ts(E) for the type splicing scene constructed by dropping the
unexpanded typing context and seTLM context from E:

ts(A; [;¢; b) = A: b

The purpose of splicing scenes is to “remember”, during the proto-expansion validation
process, the unexpanded type formation context, A, unexpanded typing context, T’
seTLM context, ¥, and the literal body, b, from the seTLM application site (cf. Rule
(B.60) above.) These structures will be necessary to validate the references to spliced
unexpanded types and expressions that appear within the proto-expansion.

Proto-Type Validation

The proto-type validation judgement, A F7 t ~ T type, is inductively defined by Rules
(B.9).

Common Forms Rules (B.9a) through (B.9f) validate proto-types of common form.
These rules, like the rules for common unexpanded type forms, mirror the corresponding
type formation rules, i.e. Rules (B.1). The type splicing scene, T, passes opaquely through
these rules. The first three of these are reproduced below.

B.9a
A, ttype FT £~ ttype ( )
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AFT 4~ type AFT 4~ 1 type

- S (B.9b)
A =" prparr(ty; ) ~ parr(T; T2) type
A, ttype FT 1~ T type
yp ~ T typ (B.9¢)

AT prall(t.t) ~~» all(t.T) type

Notice that in Rule (B.9a), only type variables tracked by A, the expansion’s local
type validation context, are well-formed. Type variables tracked by the application site
unexpanded type formation context, which is a component of the type splicing scene, T,
are not validated.

References to Spliced Types The only proto-type form that does not correspond to
a type form is splicedt|[m;n], which is a reference to a spliced unexpanded type, i.e. it
indicates that an unexpanded type should be parsed out from the literal body, which
appears in the type splicing scene T, beginning at position m and ending at position 7,
where m and 7 are natural numbers. Rule (B.9g) governs this form:

parseUTyp(subseq(b; m;n)) = (D; Aapp) F T~ Ttype AN Agpp =

A H{PBapp)ib gp1 5 cedt[m; n] ~ T type

(B.9g)

The first premise of this rule extracts the indicated subsequence of b using the partial
metafunction subseq(b; m; n) and parses it using the partial metafunction parseUTyp(b),
which was characterized in Sec. 3.2.5, to produce the spliced unexpanded type itself, £.

The second premise of Rule (B.9g) performs type expansion of T under the application
site unexpanded type formation context, (D; Aapp), which is a component of the type
splicing scene. The hypotheses in the expansion’s local type formation context, A, are
not made available to 7.

The third premise of Rule (B.9g) imposes the constraint that the proto-expansion’s
type formation context, A, be disjoint from the application site type formation context,
Aapp- This premise can always be discharged by a-varying the proto-expansion that the
reference to the spliced type appears within.

Together, these two premises enforce the injunction on type variable capture as
described in Sec. 3.1.5 — the TLM provider can choose type variable names freely within
a proto-expansion. We will consider this formally in Sec. 3.2.11 below.

Rules (B.9) validate the following lemma, which establishes that the final expansion
of a valid proto-type is a well-formed type under the combined type formation context.

Lemma B.26 (Proto-Expansion Type Validation). If A H{PAa)ib + « T type and AN
Agpp = D then AU Agyy = T type.

Proto-Expression Validation

The proto-expression validation judgement, AT FE ¢ ~~ e : T, is defined mutually inductively
with the typed expansion judgement by Rules (B.10) as follows.
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Common Forms Rules (B.10a) through (B.10m) validate proto-expressions of common
form, as well as ascriptions and let binding. Once again, the rules for common forms
mirror the typing rules, i.e. Rules (B.2). The expression splicing scene, E, passes opaquely
through these rules. The first five of these rules are reproduced below:

B.10a
AF,x:TI—[Exwx:T ( )
AFSE) 3 s Ttype ATHFEe~e:t
E (B.10b)
AT F* prasc{t}() ~e:T
ATFE 2~ T AT, x 1 F2 ey~ Ty :
: 1~e: T 1 2~ T (B.100)
AT F*= prletval(éq; x.ep) ~» ap(lam{t}(x.e2);e1) : &
AFSE) 3+ s T type AT, x:T+FEe~me: 7 (B.10d)
AT +E prlam{t}(x.) ~» lam{7t}(x.e) : parr(t; 1) '
AT FE ¢ : 7T AT FE ¢ : T
1 ~> ey : parr( ) ey ~> e (B.10¢)

AT FE prap(ey;¢2) ~ ap(ep;en) : T/

Notice that in Rule (B.10a), only variables tracked by the proto-expansion typing con-
text, I, are validated. Variables in the application site unexpanded typing context, which
appears within the expression splicing scene E, are not validated. This achieves context
independence as described in Sec. 3.1.5 — seTLMs cannot impose “hidden constraints” on
the application site unexpanded typing context, because the variable bindings at the
application site are not directly available to proto-expansions. We will consider this
formally in Sec. 3.2.11 below.

References to Spliced Unexpanded Expressions The only proto-expression form that
does not correspond to an expanded expression form is splicede[m;n; 1], which is a
reference to a spliced unexpanded expression, i.e. it indicates that an unexpanded expression
should be parsed out from the literal body beginning at position m and ending at position
n. Rule (B.10n) governs this form:

@SB 3+ o T type E = (D; Aapp); (G Tapp); ¥ b
parseUExp(subseq(b; m;n)) = é (D; Aapp) (GiTapp) Fg é~~e: T
AN Aagpp =D dom(T') Ndom(Tapp) = @

B.10n
AT FE splicede[m;n; ] ~e: T ( )

The premises of this rule can be understood as follows:
1. The first premise of this rule validates and expands the type annotation. This type
must be context independent.

2. The second premise of this rule serves simply to reveal the components of the
expression splicing scene.

63



3. The third premise of this rule extracts the indicated subsequence of b using the
partial metafunction subseq(b; m; n) and parses it using the partial metafunction
parseUExp(b), characterized in Sec. 3.2.5, to produce the referenced spliced unex-
panded expression, é.

4. The fourth premise of Rule (B.10n) performs typed expansion of é assuming the
application site contexts that appear in the expression splicing scene. Notice that
the hypotheses in A and I' are not made available to é.

5. The fifth premise of Rule (B.10n) imposes the constraint that the proto-expansion’s
type formation context, A, be disjoint from the application site type formation
context, Aypp. Similarly, the sixth premise requires that the proto-expansion’s
typing context, I', be disjoint from the application site typing context, I'app. These
two premises can always be discharged by a-varying the proto-expression that the
reference to the spliced unexpanded expression appears within. Together, these
premises enforce the prohibition on capture as described in Sec. 3.1.5 — the TLM
provider can choose variable names freely within a proto-expansion, because the
language prevents them from shadowing those at the application site. Again, we
will consider this formally in Sec. 3.2.11 below.

3.211 Metatheory
Typed Expansion

Let us now consider Theorem B.29, which was mentioned at the beginnning of Sec. 3.2.6
and is reproduced below:
Theorem B.29 (Typed Expression Expansion).If (D; A)(G;T)bg é ~e: Tthen AT e : 7.
To prove this theorem, we must prove the following stronger theorem, because the
proto-expression validation judgement is defined mutually inductively with the typed
expansion judgement:
Theorem B.28 (Typed Expansion (Full)).
1 If(D;A) (G;T) Figwy e~ e:Tthen AT e T

2. If AT H{DiBapp)i (Glaw)i (AF)b o e 2 T and AN Agpy = @ and dom(T) N dom(Tapp) =
D then AU Agpy T UTgppy e T.
Proof. By mutual rule induction over Rules (B.6) and Rules (B.10). The full proof is given
in Appendix B.4.3. We will reproduce the interesting cases below.

The proof of part 1 proceeds by inducting over the typed expansion assumption. The
only interesting cases are those related to seTLM definition and application, reproduced
below. In the following cases, let A = (D;A) and I' = (G;T) and ¥ = (A4; ¥).

Case (B.6n). We have

(1) & = syntax @ at ¥’ by static eparse in ¢’ by assumption
(2) A%~ 7' type by assumption
(3) DDt eparse : parr(Body; ParseResultSE) by assumption
4 AT P9 genessetinct; eparse) & ~erT by assumption
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(5) AT type
6) ATFe:T

Case (B.60). We have
(1) é=4a ‘b*

2 A=A',a~a
(B) ¥ =Y, a — setlm(T; eparse)

(4) b iBody ebody

(5) eparse(ebody) I} inj[SuccessE] (eproto)

(6) €proto TPrExpr e

7) Q@ FALYb s ot

8) DNA=0Q

9) @Ndom(T) =@

(10) QUADUT Fe: T

(11) ATFe:T

by Lemma B.25 to (2)
by IH, part 1(a) on (4)

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption

by assumption
by finite set
intersection
by finite set

intersection
by IH, part 2 on (7),

(8), and (9)
by finite set and finite
function identity over

(10)

The proof of part 2 proceeds by induction over the proto-expression validation
assumption. The only interesting case governs references to spliced expressions. In the
following cases, let Aypp = (D; Agpp) and T'app = (G; Tapp) and ¥ = (A; Y).

Case (B.10n).
(1) e = splicede

[m; n; T]

) E= <D/ Aapp>} <g;rapp>; ‘ij; b
(3) @ FSE) 1w T type

(4) parseUExp(subseq(b;m;n)) = é
(5) Aapp Lapp Fg e~ et

(7) dom(I') N"dom(Iapp) = @

(8) Aapp Tapp ¢

T

by assumption

by assumption

by assumption

by assumption

by assumption

by assumption

by assumption

by IH, part 1 on (5)
by Lemma B.2 over A
and I' and exchange
on (8)

The mutual induction can be shown to be well-founded by showing that the following
numeric metric on the judgements that we induct over is decreasing;:

IATFg é~e:t| =@

|AT BT g o 7| = ]

where ||b]| is the length of b and ||¢|| is the sum of the lengths of the literal bodies in é

(see Appendix B.2.1.)
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The only case in the proof of part 1 that invokes part 2 is Case (B.60). There, we have
that the metric remains stable:

HANA A b e T

@@ FATEY s e 1)
=t

The only case in the proof of part 2 that invokes part 1 is Case (B.10n). There,
we have that parseUExp(subseq(b;m;n)) = é and the IH is applied to the judgement
Aapp Fapp ¢ é ~> e : T where Aapp = (D; Aapp) and 1"app = (G;Tapp) and Y = (AY).
Because the metric is stable when passing from part 1 to part 2, we must have that it is
strictly decreasing in the other direction:

|Aapp Tapp Fg e~ e:T| < ||AT -Aappi Lapp: ;0 splicede[m;n; t] ~ e : ||

i.e. by the definitions above,
lell < |[o]]

This is established by appeal to the following two conditions. The first condition
states that an unexpanded expression constructed by parsing a textual sequence b is
strictly smaller, as measured by the metric defined above, than the length of b, because
some characters must necessarily be used to invoke a TLM and delimit each literal body.
Condition B.12 (Expression Parsing Monotonicity). If parseUExp(b) = é then ||é]| < ||b]|.

The second condition simply states that subsequences of b are no longer than b.
Condition B.17 (Body Subsequencing). If subseq(b; m; n) = b’ then ||b'|| < ||b]|.

Combining these two conditions, we have that ||é|| < ||b|| as needed. O

Abstract Reasoning Principles

The following theorem summarizes the abstract reasoning principles that programmers
can rely on when applying an seTLM. A descripition of each named clause is given
in-line below.
Theorem B.32 (seTLM Abstract Reasoning Principles). If (D;A) (G;T) Fg a ‘b~ e: T
then:
1. (Typing ) ¥ =¥',4 ~ a — setIm(T; eparse) and AT e : T

The type of the expansion is consistent with the type annotation on the seTLM

definition.
b JrBody €body
eparse(ebody) I} inj[SuccessE] (eproto)
€proto TPrExpr e
(Segmentation) seg(e) segments b

The segmentation determined by the proto-expansion actually segments the lit-

eral body (i.e. each segment is in-bounds and the segments are non-overlapping.)

6. seg(e) = {splicedt[mg;ng]}ogknw U {splicede[m;;n;; t-]}ogiqexp

AN
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7. (Typing 2) {(D;A) + parseUTyp(subseq(b;mj;n)) ~ T/ type}o<icn, and {A F
Ti/ type}0§i<nty
Each spliced type has a well-formed expansion at the application site.
8. (Typing 3) {@ HPA30 3~ 7 typeo<icn,,, and {A b T type}ocicn,,
Each type annotation on a reference to a spliced expression has a well-formed
expansion at the application site.
9. (Typing 4 {(D;A) (G;T) kg parseUExp(subseq(b; m;;n;)) ~ e : Tito<i<n,, and
{AT Fei: Tito<icn,
Each spliced expression has a well-typed expansion consistent with its type
annotation.
10. (Capture Avoidance) e = [{t//ti}o<i<n,, {€i/Xi}o<i<n,,)€ for some {ti}o<i<n, and
{xito<i<ne, and e
The final expansion can be decomposed into a term with variables in place of each
spliced type or expression. The expansions of these spliced types and expressions
can be substituted into this term in the standard capture avoiding manner.
11. (Context Independence) fv(e') C {ti}0§i<nty U {xi}0§i<nexp
The aforementioned decomposed term makes no mention of bindings in the
application site context.
Proof. The proof, which involves auxiliary lemmas about the decomposition of proto-
types and proto-expressions, is given in Appendix B.4.4. O

This style of specifying the hygiene properties builds directly on the standard notion
of capture-avoiding substitution for general ABTs. Prior work on hygiene for macro sys-
tems has instead explicitly specified how fresh variables are generated during expansion
(e.g. [67].) Our formal approach appears therefore to be more elegant in this regard.
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Chapter 4
Simple Pattern TLMs (spTLMs)

In Chapter 3, our interest was in situations where the programmer needed to construct
(a.k.a. introduce) a value. In this chapter, we consider situations where the programmer
needs to deconstruct (a.k.a. eliminate) a value by pattern matching. For example, consider
again the recursive labeled sum type rx defined in Figure 2.2. We can pattern match over
a value r of type rx using VerseML'’s match construct as shown in the example below:

1 fun is_seq(r : rx) =>

2 match r with

3 Seq(Str(name), Seq(Str ": ", ssn)) => Some (name, ssn)
4 | _ => None

5 end

Match expressions consist of a scrutinee, here r, and a sequence of rules separated by
vertical bars, |, in the textual syntax. Each rule consists of a pattern and an expression
called the corresponding branch, separated by a double arrow, =>, in the textual syntax.
During evaluation, the value of the scrutinee is matched against each pattern sequentially.
If a match occurs, evaluation proceeds along the corresponding branch.

A variable can appear at most once in a valid pattern. In the corresponding branch,
the variable stands for the value it matched. For example, on Line 3 above, the pattern

Seq(Str(name), Seq(Str ": ", ssn))
matches values with the following structure:
Seq(Str(e;), Seq(Str ": ", ep))

where ¢; is a value of type string and e; is a value of type rx. The variables name and ssn
stand for the values of e; and ey, respectively, in the corresponding branch expression.

On Line 4 above, the pattern _ is the wildcard pattern — it matches any value, like the
variable pattern, but binds no variables.

The behavior of the match construct when no pattern in the rule sequence matches a
value is to raise an exception indicating match failure. It is possible to statically determine
whether match failure is possible (i.e. whether there exist values of the scrutinee that do
not match any pattern in the rule sequence.) A rule sequence that cannot lead to match
tailure is said to be exhaustive. Compilers warn the programmer when a rule sequence
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is non-exhaustive. In the example above, our use of the wildcard pattern ensures that
match failure cannot occur.

It is also possible to statically decide when a rule is redundant relative to the preceding
rules. For example, if we add another rule at the end of the match expression above, it
will be redundant because all values match the wildcard pattern. Again, compilers warn
the programmer when a rule is redundant.

Nested pattern matching generalizes the projection and case analysis operators (i.e.
the eliminators) for products and sums (cf. miniVersegg from the previous section.)

In Sec. 2.3.2, we considered a hypothetical dialect of VerseML called Vrx with derived
regex pattern forms. In this dialect, we can express the example above at lower syntactic
cost using standard POSIX regex syntax extended with pattern splicing forms:

1 fun f(r : rx) =>

2 match r with

3 /@name: %ssn/ => Some (name, ssn)
4 | => None

5

end

This dialect-oriented approach has problems, as discussed in Chapter 2.4.8.

Expression TLMs — introduced in Chapter 3 — can decrease the syntactic cost of
constructing a value, but expressions are syntactically and semantically distinct from
patterns, so we cannot simply apply an expression TLM within a pattern.! We need a
new (albeit closely related) construct — the pattern TLM. In this chapter, we consider only
simple pattern TLMs (spTLMs), i.e. pattern TLMs that generate patterns that match
values of a single specified type, like rx. In Chapter 5, we will consider both expression
and pattern TLMs that specify type and module parameters (peTLMs and ppTLMs).

The organization of the remainder of this chapter mirrors that of Chapter 3. We
begin in Sec. 4.1 with a “tutorial-style” introduction to spTLMs in VerseML. Then, in
Sec. 4.2, we define an extension of miniVersegg called miniVerseg that makes the intuitions
developed in Sec. 4.1 mathematically precise.

4.1 Simple Pattern TLMs By Example

4.1.1 Usage

The VerseML function f defined at the beginning of this chapter can be expressed at
lower syntactic cost by applying an spTLM named $rx as follows:

1 fun f(r : rx) =>

2 match r with

3 $rx /@name: %ssn/ => Some (name, ssn)
4 | => None

5

end

IThe fact that certain concrete expression and pattern forms coincidentally overlap is immaterial to this
fundamental distinction.
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Like expression TLMs, pattern TLMs are applied to generalized literal forms (see Figure
3.1.) During the typed expansion phase, the applied pattern TLM parses the body of the
literal form to generate a proto-expansion. The language validates the proto-expansion
according to criteria that we will establish in Sec. 4.1.5. If validation succeeds, the
language generates the final expansion (or more concisely, simply the expansion) of the
pattern. The expansion of the unexpanded pattern $rx /@name: %ssn/ from the example
above is the following pattern:

Seq(Str(name), Seq(Str ": ", ssn))

The checks for exhaustiveness and redundancy are performed post-expansion.

For convenience, the programmer can specify a TLM at the outset of a sequence
of rules that is applied to every outermost generalized literal form. For example, the
function is_dna_rx from Figure 2.3 and Figure 2.10 can be expressed using the spTLM
$rx as follows:

fun is_dna_rx(r : rx) : boolean =>

match r using $rx with

| /JA/ => True
/T/ => True
/G/ => True
/C/ => True
/%(r1)%(r2)/ => (is_dna_rx rl) andalso (is_dna_rx r2)
/%(rl1)|%(r2)/ => (is_dna_rx rl) andalso (is_dna_rx r2)

1
2
3
4 I
5 I
6 |
7 I
8 I
9 | /%(r)*/ => is_dna_rx r’
I
e

10 => False

11

nd

4.1.2 Definition

The definition of the pattern TLM $rx shown being applied in the examples above takes
the following form:

syntax $rx at rx for patterns by
static fn(b : body) : parse_result(proto_pat) =>
(* regex pattern parser here %)

end
This definition first names the pattern TLM $rx. Pattern TLM names, like expression
TLM names, must begin with the dollar sign ($) to distinguish them from labels. Pattern
TLM names and expression TLM names are tracked separately, i.e. an expression TLM
and a pattern TLM can have the same name without conflict (as is the case here — the
expression TLM that was described in Sec. 3.1.2 is also named $rx.)

The sort qualifier for patterns indicates that this is a pattern TLM definition, rather
than an expression TLM definition (the sort qualifier for expressions can be written for
expression TLMs, though when the sort qualifier is omitted this is the default.) Defining
both an expression TLM and a pattern TLM with the same name at the same type is a
common idiom, so VerseML defines a derived form for combining their definitions:
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type proto_pat = rec(proto_pat =>
(* no variable pattern form ¥*)
Wild
+ (* ... %)
+ SplicedP of segment

*

proto_typ)

Figure 4.1: Abbreviated definition of proto_pat in the VerseML prelude.

syntax $rx at rx for expressions by
static fn(body : body) : parse_result(proto_expr) =>
(* regex expression parser here *)
for patterns by
static fn(body : body) : parse_result(proto_pat) =>
(* regex pattern parser here %)

end

Pattern TLMs, like expression TLMs, must specify a static parse function. For pattern
TLMs, the parse function must be of type body -> parse_result(proto_pat), where body
and parse_result are defined as in Figure 3.2.

The type proto_pat, defined in Figure 4.1, is analagous to the types proto_expr and
proto_typ defined in Figure 3.3. This type classifies encodings of proto-patterns. Every
pattern form has a corresponding proto-pattern form, with the exception of variable
patterns (for reasons explained in Sec. 4.1.5 below.) There is also an additional constructor,
SplicedP, to allow a proto-pattern to refer indirectly to spliced patterns by their location
within the literal body.

4.1.3 Splicing

Spliced patterns are unexpanded patterns that appear directly within the literal body of
another unexpanded pattern. For example, name and ssn appear within the unexpanded
pattern $rx /@name: %ssn/. When the parse function determines that a subsequence of
the literal body should be taken as a spliced pattern (here, by recognizing the characters
@ or % followed by a variable or parenthesized pattern), it can refer to it within the proto-
expansion that it computes using the SplicedP variant of the proto_pat type shown in
Figure 4.1. This variant takes a value of type segment because proto-patterns refer to
spliced patterns indirectly by their position within the literal body. This prevents pattern
TLMs from “forging” a spliced pattern (i.e. claiming that some pattern is a spliced
pattern, even though it does not appear in the literal body.) Like references to spliced
expressions, each reference to a spliced pattern must also specify a type.

The proto-expansion generated by the pattern TLM $rx for the example above, if
written in a hypothetical concrete syntax where references to spliced patterns are written
spliced<startIdx; endIdx; ty>,iSs:

Seq(Str(spliced<1; 4; string>),
Seq(Str ": ", spliced<8; 10; rx>))
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Here, spliced<1; 4; string> refers to the string subpattern name by location, and simi-
larly, spliced<8; 10; rx> refers to the regex subpattern ssn by location.

4.1.4 Segmentations

The segmentation of a proto-pattern is the finite set of references to spliced types or pat-
terns. As with references to spliced expressions, the language checks that the references
to spliced terms in a proto-expansion 1) are within bounds of the literal body; 2) are
non-overlapping; and 3) operate at a consistent sort and type.

4.1.5 Proto-Expansion Validation

After the pattern TLM generates a proto-expansion, the language must validate it to
generate a final expansion. This also serves to maintain a reasonable type and binding
discipline.

Typing
To maintain a reasonable type discipline, proto-expansion validation checks:
1. that each spliced pattern matches values of the type indicated in the summary; and

2. that the final expansion matches values of the type specified in the type annotation
on the pattern TLM definition, e.g. the type rx above.

Hidden Bindings

To maintain a useful binding discipline, i.e. to allow programmers to reason about
variable binding without examining TLM expansions directly, the validation process
allows variable patterns to occur only in spliced patterns (just as variables bound at the
use site can only appear in spliced expressions when using an expression TLM.) Indeed,
there is no constructor for the type proto_pat corresponding to a variable pattern. This
prohibition on “hidden bindings” is beneficial because the client can rely on the fact that
no variables other than those that appear directly within the pattern at the application
site are bound in the corresponding branch expression. This prohibition on hidden
bindings is analagous to the prohibition on capture discussed in Sec. 3.1.5 (differing in
that it is concerned with the bindings visible to the corresponding branch expression,
rather than to spliced expressions.)

4.1.6 Final Expansion

If validation succeeds, the semantics generates the final expansion of the pattern where the
references to spliced patterns in the proto-pattern have been replaced by their respective
final expansions. For example, the final expansion of $rx /@name: %ssn/ is:

Seq(Str(name), Seq(Str ": ", ssn))

73



Sort Operational Form Description

Typ = (see Figure 3.4)

Exp e = --- (see Figure 3.4)
match[n](e; {r;i}1<i<,) match

Rule r = rule(p.e) rule

Pat p o= «x variable pattern
wildp wildcard pattern
foldp(p) fold pattern
tplp[L]({i < pi}icr) labeled tuple pattern
injp[¢](p) injection pattern

Figure 4.2: Syntax of the miniVerseg expanded language (XL)

4.2 miniVerseg

To make the intuitions developed in the previous section about pattern TLMs precise, we
now introduce miniVerseg, a reduced dialect of VerseML with support for both seTLMs
and spTLMs. Like miniVersegg, miniVerseg consists of an unexpanded language (UL) defined
by typed expansion to a standard expanded language (XL). The full definition of miniVerseg
is given in Appendix B superimposed upon the definition of miniVersegg. We will focus
on the rules specifically related to pattern matching and spTLMs below.

Our formulation of pattern matching is adapted from Harper’s formulation in Practi-
cal Foundations for Programming Languages, First Edition [61].

4.2.1 Syntax of the Expanded Language

Figure 4.2.1 defines the syntax of the miniVerseg expanded language (XL), which consists of
types, T, expanded expressions, e, expanded rules, r, and expanded patterns, p. The miniVerseg
XL differs from the miniVersegg XL only by the addition of the pattern matching operator
and related forms.?

The main syntactic feature of note is that the rule form places a pattern, p, in the
binder position:

rule(p.e)

This can be understood as binding all of the variables in p for use within e. A small
technical note: the ABT renaming meta-operation (which underlies the notion of alpha-
equivalence) requires that these variables appear as a sequence. Rather than redefining
this metaoperation explicitly, we implicitly determine such a sequence by performing
a depth-first traversal, with traversal of the labeled tuple pattern form, tplp[L]({i —
pi}ier), relying on some (arbitrary) total ordering on labels.

2The projection and case analysis operators can be defined in terms of the match operator, but to
simplify the appendix, we leave them in place.
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4.2.2 Statics of the Expanded Language
The statics of the XL is defined by judgements of the following form:

Judgement Form Description

A F T type T is a well-formed type

ATke:t e is assigned type T

ATkFr:7= 1 rtakes values of type T to values of type 7/
AFp:7AHT p matches values of type T and generates hypotheses I

The types of miniVerseg are exactly those of miniVersegg, described in Sec. 3.2, so the
type formation judgement, A = T type, is inductively defined by Rules (B.1) as before.

The typing judgement, AT - e : T, assigns types to expressions and is inductively
defined by Rules (B.2), which consist of:

* The typing rules of miniVersegg, i.e. Rules (B.2a) through (B.2k).
* The following rule for match expressions:
ATkFe:T {Arl_riinTl}lgign
AT Fmatch[n]Ce; {ri}1<icn) : T

The first premise of Rule (B.2l) assigns a type, T, to the scrutinee, e. The second premise
then ensures that each rule r;, for 1 < i < n, takes values of type T to values of the
type of the match expression as a whole, 7/, according to the rule typing judgement,
AT F r: 7= 7/, which is defined mutually with Rules (B.2) by the following rule:

Abp:tH4I"  ATUT'Fe: 7
ATt rule(pe) : Tt T

(B.21)

(B.3)

The first premise invokes the pattern typing judgement, A+ p : T HIT’, to check that the
pattern, p, matches values of type T (defined assuming A), and to gather the typing
hypotheses that the pattern generates in a typing context, I'’. (Algorithmically, the typing
context is the “output” of the pattern typing judgement.) The second premise of Rule
(B.3) extends the incoming typing context, I', with the hypotheses generated by pattern
typing, I', and checks the branch expression, e, against the branch type, 7’.

The pattern typing judgement is inductively defined by Rules (B.4). Rule (B.4a)
specifies that a variable pattern, x, matches values of any type, T, and generates the
hypothesis that x has type T:

(B.4a)
AFx:tdlx:7T

Rule (B.4b) specifies that a wildcard pattern also matches values of any type, 7, but
wildcard patterns generate no hypotheses:

B.4b
AFwildp: T4 @ ( )

Rule (B.4c) specifies that a fold pattern, foldp (p), matches values of the recursive type
rec(t.7) if p matches values of a single unrolling of the recursive type, [rec(t.T) /t]|T:

At p:rec(t.T)/tjTHIT
A+ foldp(p) : rec(t.T) HIT

(B.4¢)
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Rule (B.4d) specifies that a labeled tuple pattern matches values of the labeled product
type prod|[L]({i < T;};c1). Labeled tuple patterns, tplp[L|({i < p;}icL), specify a
subpattern p; for each label i € L. The premise checks each subpattern p; against the
corresponding type T;, generating hypotheses I';. The conclusion of the rule gathers these
hypotheses into a single pattern typing context, U;crI';:

{AFpi it ATi}er
A tplp[L] ({l — pi}ieL) : pI‘Od[L] ({Z — Ti}ieL) ol Uier T

(B.4d)

The definition of typing context extension, applied iteratively here, implicitly requires
that the pattern typing contexts I'; be mutually disjoint, i.e.

{{dom(I'’;) Ndom(I'j) = @};cp\;itieL

Finally, Rule (B.4e) specifies that an injection pattern, injp[¢] (p), matches values of
labeled sum types of the form sum[L, (] ({i < T;}ier; ¢ < T), i.e. labeled sum types that
define a case for the label /. The pattern p must match value of type T and generate
hypotheses I':

AFp:7HT
A injp[l](p) : sum[L, 0] ({i — T;}iep; ¢ — ) HIT

(B.4e)

4.2.3 Structural Dynamics

The structural dynamics of miniVerseg is defined as a transition system, and is organized
around judgements of the following form:

Judgement Form Description

e e e transitions to ¢’
e val e is a value
e matchfail e raises match failure

We also define auxiliary judgements for iterated transition, e —* ¢’, and evaluation, e |} €.
Definition B.6 (Iterated Transition). Iterated transition, e —* €', is the reflexive, transitive
closure of the transition judgement, e — ¢'.

Definition B.7 (Evaluation). e |} ¢’ iffe —* ¢’ and ¢ val.

As in Sec. 3.2.4, our subsequent developments do not make mention of particular
rules in the dynamics, nor do they make mention of other judgements, not listed above,
that are used only for defining the dynamics of the match operator, so we do not produce
these details here. Instead, it suffices to state the following conditions.

The Canonical Forms condition, which characterizes well-typed values, is identical to
the corresponding condition in the structural dynamics of miniVersegg, i.e. Condition B.8.

The Preservation condition ensures that evaluation preserves typing, and is again
identical to the corresponding condition in the structural dynamics of miniVersegg.
Condition B.9 (Preservation). If-e: tand e — ¢ thent ¢ : 7.
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The Progress condition ensures that evaluation of a well-typed expanded expression
cannot “get stuck”. We must consider the possibility of match failure in this condition.

Condition B.10 (Progress). If - e : T then either e val or e matchfail or there exists an e’ such
that e — €.

Together, these two conditions constitute the Type Safety Condition.

We do not define the semantics of exhaustiveness and redundancy checking here,
because these can be checked post-expansion (but see [61] for a formal account.)

424 Syntax of the Unexpanded Language

The syntax of the miniVerseg unexpanded language (UL) extends the syntax of the
miniVersegg unexpanded language as shown in Figure 4.3.

Sort Stylized Form Description
UTyp T == --- (see Figure 3.5)
UExp é == --- (see Figure 3.5)
match é {f;}1<i<y match
syntax 4 at T for patterns by statice iné spTLM definition
URule 7 == p=¢ match rule
UPat p == % identifier pattern
_ wildcard pattern
fold(p) fold pattern
({i = PitieL) labeled tuple pattern
inj[4](p) injection pattern
a‘bt spTLM application

Figure 4.3: Syntax of the miniVerseg unexpanded language

As in miniVersegg, each expanded form has a corresponding unexpanded form. We
refer to these as the common forms. The correspondence is defined in Appendix B.2.1.
There are two forms related specifically to spTLMs, highlighted in yellow above: the
spTLM definition form and the spTLM application form.

In addition to the stylized syntax given in Figure 3.5, there is also a context-free textual
syntax for the UL. Again, we need only posit the existence of partial metafunctions
parseUTyp(b), parseUExp(b) and parseUPat(b) that go from character sequences, b, to
unexpanded types, expressions and patterns, respectively.

Condition B.11 (Textual Representability).
1. For each t, there exists b such that parseUTyp(b) = T.
2. For each é, there exists b such that parseUExp(b) = é.
3. For each p, there exists b such that parseUPat(b) = p.
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4.2.5 Typed Expansion

Unexpanded terms are checked and expanded simultaneously according to the typed
expansion judgements:

Judgement Form Description
AT~ Ttype T has well-formed expansion
Al bgge~e:t ¢ has expansion e of type T

AT Fg¢.¢ # ~ 71 T T 7 has expansion r taking values of type T to values of type T’
Argp~p:THATl p has expansion p matching against T generating hypotheses I

Type Expansion

The type expansion judgement, A - © ~ T type, is inductively defined by Rules (B.5) as
before.

Typed Expression, Rule and Pattern Expansion

The typed expression expansion judgement, A T Fg.4 €~ e: T, and the typed rule expansion
judgement, A T Fg.¢ # ~ 71 T T are defined mutually inductively by Rules (B.6) and
Rule (B.7). The typed pattern expansion judgement, A kg P~ p: 7T, is inductively
defined by Rules (B.8).

Rules (B.6a) through (B.60) are adapted directly from miniVersegg, differing only in
that the spTLM context, ®, passes opaquely through them.

There is one new common unexpanded expression form in miniVerseg: the unex-
panded match form. Rule (B.6p) governs this form:

>

f‘l_ci);qjé\wet’[ {Af'l—\i,;qs?iwri:‘(t:}‘[/}lgign

~= B.6
AT F‘i’;cﬁ match é {?i}lgign ~ match[n] (6; {T’i}lgign) . T/ ( p)
The typed rule expansion judgement is defined by Rule (B.7), below:
Al—cbﬁwp:l'—||<g/,’r/> A(g&JQ’;FUF’> l—q,/_ci)éwe:"(’ B7)

A (GT) k¢, urule(p.e) ~ rule(p.e) : T= 7'

Because unexpanded terms mention only expression identifiers, which are given meaning
by expansion to variables, the pattern typing rules must generate both an identifier
expansion context, G’, and a typing context, I'. In the second premise of the rule
above, we update the “incoming” identifier expansion context, G, with the new identifier
expansions, G’, and correspondingly, extend the “incoming” typing context, I, with the
new typing hypotheses, I'.

Rules (B.8a) through (B.8e), reproduced below, define typed expansion of unexpanded
patterns of common form.

n (B.8a)
AFgt~>x:T7d (&~ x5x:7)
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; _ (B.8b)
AFg _~ wildp: T (D;0)

Abg p~p:rect.n)/t]T AT

= - (B.8¢)
A kg fold(p) ~ foldp(p) : rec(t.T) HIT
v — prod[L]({i = Ti}ic1)
{AFg pi~ pi:t AT }ier (B8d)
Abg ({i = pitier) ~ tplp[L]({i = piticr) : T Wi T
Abgp~p:tAAT
bPPT (B.8e)

A kg inj[€](p) ~ inip[](p) : sum[L, £]({i = Ti}iep; € — T AIT
Again, the unexpanded and expanded pattern forms in the conclusion correspond and
the premises correspond to those of the corresponding pattern typing rule, i.e. Rules
(B.4a) through (B.4e), respectively. The spTLM context, ®, passes through these rules
opaquely. In Rule (B.8d), the conclusion of the rule collects all of the identifier expansions
and hypotheses generated by the subpatterns. We define ['; as shorthand for (G;; T;) and
W, I'; as shorthand for

(WierGis UierLTs)
By the definition of iterated extension of finite functions, we implicitly have that no
identifiers or variables can be duplicated, i.e. that

{{dom(G;) Ndom(Gj) = D} jcp\itier
and

{{dom(T;) Ndom(I'j) = @}jcp\;}ier

spTLM Definition and Application Two rules remain: Rules (B.6q) and (B.8f), which
define spTLM definition and application, respectively. These rules are defined in the
next two subsections, respectively.

4.2.6 spTLM Definition
The spTLM definition form is
syntax 4 at T for patterns by static eparse in é

An unexpanded expression of this form defines a spTLM identified as @ with unexpanded
type annotation T and parse function eparse for use within é.
Rule (B.6q) defines typed expansion of spTLM definitions:
A F T~ T type @ D F eparse : parr (Body; ParseResultSP)
/ AP A L
€parse N8 Cparse AT l_‘?;é,ﬁwaqsptlm(r; €harse) e~e:T

rars ~ ~ - — (B.6q)
AT l—@;é syntax 4 at T for patterns by static eparse iné ~~ e: T’

This rule is similar to Rule (B.6n), which governs seTLM definitions. The premises of this
rule can be understood as follows, in order:
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1. The first premise expands the unexpanded type annotation.

2. The second premise checks that the parse function, Eparse, is a closed expanded
function of the following type:

parr(Body; ParseResultSE)

The assumed type Body is characterized as before by Condition B.16.

ParseResultSP, like ParseResultSE, abbreviates a labeled sum type that distin-
guishes parse errors from successful parses:

def
Lgp = ParseError, SuccessP

ParseResultSP & sum|Lgp| (ParseError < (), SuccessP < PrPat)

The type abbreviated PrPat classifies encodings of proto-patterns, p. The syntax of
proto-patterns, defined in Figure 4.4, will be described when we describe proto-
expansion validation in Sec. 4.2.8. The mapping from proto-patterns to values of
type PrPat is defined by the proto-pattern encoding judgement, p |p,pat €. An inverse
mapping is defined by the proto-pattern decoding judgement, e Tp,pat P.

Judgement Form Description
P dprpat € p has encoding e
e Tprpat P e has decoding p

Again, rather than picking a particular definition of PrPat and defining the judge-
ments above inductively against it, we only state the following condition, which
establishes an isomorphism between values of type PrPat and proto-patterns.
Condition B.23 (Proto-Pattern Isomorphism).

(a) For every p, we have P |pwpat €proto fOT SOME eppoto SUch that &= epyoro : PrPat and
eproto Val.

(b) If &= eproto : PrPat and eproto val then eproto Tprpat P for some p.

(c) If p Lprpat €proto then €proto TprPat P-

(d) If = eproto : PrPat and eproto val and eproro Tprpat P then P Lpipat €proto-

(e) If]b LprPat €proto and p Lprpat e;yroto then €proto = e;jroto'
() Ift- €proto : PrPat and Eproto val and €proto Tprpat P and €proto TPrPat Pl then p = Pl'
3. The third premise of Rule (B.6q) evaluates the parse function to a value.

4. The final premise of Rule (B.6q) extends the spTLM context, &, with the newly
determined spTLM definition, and proceeds to assign a type, 7/, and expansion, e,
to é. The conclusion of Rule (B.6q) assigns this type and expansion to the spTLM
definition as a whole.

spTLM contexts, ®, are of the form (A; ®), where A is a TLM identifier expansion
context, defined previously, and & is a spTLM definition context.
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An spTLM definition context, ®, is a finite function mapping each TLM name
a € dom(®) to an expanded spTLM definition, a — sptlm(T; eparse), Where T is
the spTLM’s type annotation, and eparse is its parse function. We write ®,a —
spt1m(T; eparse) When a & dom(®P) for the extension of ® that maps a to a —
sptIm(T; eparse) . We define ®, 4 ~ a — sptln(T; eparse), When ® = (A;®),as an
abbreviation of

(AW~ a;®,a — sptlm(T; eparse))

4.2.7 spTLM Application

The unexpanded pattern form for applying an spTLM named 4 to a literal form with
literal body b is:
a‘b
This stylized form is identical to the stylized form for seTLM application, differing in
that appears within the syntax of unexpanded patterns, p, rather than unexpanded
expressions, é.
Rule (B.8f), below, governs spTLM application.

b= qAD/,ﬁ ~ a — sptlm(T; eparse)
b IBody €body eparse(ebody) I} inj[SuccessP] (epzotg) €proto TPrPat P
seg(p) segmentsb P s p T ANEOT
Al—(i)ﬁ ‘b wp:T—Hf

(B.8f)

This rule is similar to Rule (B.60), which governs seTLM application. Its premises can be
understood as follows, in order:
1. The first premise ensures that @ has been defined and extracts the type annotation
and parse function.

2. The second premise determines the encoding of the literal body, epoqy-

3. The third premise applies the parse function eparse to the encoding of the literal
body. If parsing succeeds, then eproto Will be a value of type PrPat (assuming a well-
formed spTLM context, by application of the Preservation assumption, Assumption
B.9.) We call eproto the encoding of the proto-expansion.

If the parse function produces a value labeled ParseError, then typed expansion
tails. No rule is necessary to handle this case.

4. The fourth premise decodes the encoding of the proto-expansion to produce the
proto-expansion, p, itself.

5. The fifth premise ensures that the proto-expansion induces a valid segmentation of
b, i.e. that the spliced pattern locations are within bounds and non-overlapping.

6. The final premise of Rule (B.60) validates the proto-expansion and simultaneously
generates the final expansion, e, and generates hypotheses [', which appear in the
conclusion of the rule. The proto-pattern validation judgement is discussed next.
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4.2.8 Syntax of Proto-Expansions

Sort Operational Form Stylized Form  Description

Prlyp T == e (see Figure 3.6)

PrExp e = --- . (see Figure 3.6)
prmatch(n](¢; {7 }1<i<,) matche {?;}1<j<, match

PrRule 7 := prrule(p.e) p=e rule

PrPat p 1= prwildp _ wildcard pattern
prfoldp(p) fold(p) fold pattern
priplp[L|({i — pi}icr) ({i = pitieL) labeled tuple pattern
prinjp[¢](P) inj[¢](p) injection pattern
splicedp|m;n; 1] splicedp[m;n; | spliced pattern ref.

Figure 4.4: Syntax of miniVerseg proto-expansions

Figure 4.4 defines the syntax of proto-types, T, proto-expressions, ¢, proto-rules, 7,
and proto-patterns, p. Proto-expansion terms are identified up to a-equivalence in the
usual manner.

Each expanded form, with the exception of the variable pattern form, maps onto a
proto-expansion form. We refer to these collectively as the common proto-expansion forms.
The mapping is given explicitly in Appendix B.3.

The main proto-expansion form of interest here, highlighted in yellow, is the proto-
pattern form for references to spliced unexpanded patterns.

4.2.9 Proto-Expansion Validation

The proto-expansion validation judgements validate proto-expansion terms and simultane-
ously generate their final expansions.

Judgement Form Description

AT ¥~ Ttype T has well-formed expansion T

ATFEe et ¢ has expansion e of type T

AT FE 7~ r: 7= 7' 7 has expansion r taking values of type T to values of type T/
p~piTAPTE p has expansion p matching against T generating assumptions I’

Type splicing scenes, T, are of the form A; b. Expression splicing scenes, E, are of the
form A; T; ¥; ®; b. Pattern splicing scenes, P, are of the form A; &; b. As in miniVersegg,
their purpose is to “remember”, during proto-expansion validation, the contexts and the
literal body from the TLM application site (cf. Rules (B.60) and (B.8f)), because these are
necessary to validate references to spliced terms. We write ts(E) for the type splicing
scene constructed by dropping unnecessary contexts from E:

A

ts(ﬁ; ;9 & b) = A; b
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Proto-Type Validation

The proto-type validation judgement, A F7 t ~ T type, is inductively defined by Rules
(B.9), which were already described in Sec. 3.2.10.

Proto-Expansion Expression and Rule Validation

The proto-expression validation judgement, AT FE & ~ ¢ : T, and the proto-rule validation
judgement, AT FE ¥ ~~ 1 : T = 7/, are defined mutually inductively with Rules (B.6) and
Rule (B.7) by Rules (B.10) and Rule (B.11), respectively.

Rules (B.10a) through (B.10n) were described in Sec. 3.2.10. Rule (B.100) governs
match proto-expressions:

ATFEe et {ATFEN ~riiTe T'hcicn

E NN ; (B.100)
AT = prmatch[n] (& {7 }1<i<y) ~> match(n|(e; {rit1<i<n) : T
Rule (B.11) governs proto-rules:
AFp:TAT  ATUTFEe~we: 7
(B.11)

AT FE prrule(p.e) ~ rule(p.e) : 7= 7

Notice that proto-rules bind expanded patterns, rather than proto-patterns. This is
because proto-rules appear in proto-expressions, which are generated by seTLMs. Proto-
patterns are generated exclusively by spTLMs.

Proto-Pattern Validation

spTLMs generate candidate expansions of proto-pattern form, as described in Sec. 4.2.7.
The proto-pattern validation judgement, p ~ p : T ¥ I', which appears as the final premise
of Rule (B.8f), validates proto-patterns and simultaneously generates the final expansion,
p, and the unexpanded typing hypotheses .

The proto-pattern validation judgement is defined mutually inductively with Rules
(B.8) by Rules (B.12), reproduced below.

5 (B.12a)
prwildp ~~ wildp : T 41" (D; D)
)~ tT)/tt AP T
ppilrectn/tr - (B.12b)
prfoldp(p) ~» foldp(p) : rec(t.T) 4" I’
T = prod[L]({i = Ti}ieL)
i~ pi 5 AT T}
— tPi pii T .} <t — (B.12¢)
prtplp[L]({i <= pi}ier) ~ tplp[L]({i = piticr) : T Wierl;
»~ pTAPT
Pop:t (B.12d)

prinjp[f](p) ~ injp[f](p) : sum[L, €] ({i — T }ier; £ — T) AP T
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D 5P 1 s T type parseUPat(subseq(b; m; n))

=p Argp~p:7HT
splicedp[m;n;t] ~» p: T AN

Rules (B.12a) through (B.12d) govern proto-patterns of common form, and behave
like the corresponding pattern typing rules, i.e. Rules (B.4b) through (B.4e). Rule (B.12e)
governs references to spliced unexpanded patterns. The first premise validates the type
annotation. The second premise parses the indicated subsequence of the literal body,
b, to produce the referenced unexpanded pattern, p, and the third premise types and
expands p under the spTLM context & from the spTLM application site, generating the
hypotheses I'. These are the hypotheses generated in the conclusion of the rule.

Hypotheses can be generated only by spliced subpatterns, so there is no proto-
pattern form corresponding to variable patterns. This achieves the prohibition on hidden
bindings described in Sec. 4.1.5. We consider this invariant formally below.

4.2.10 Metatheory

The following theorem establishes that typed pattern expansion produces an expanded
pattern that matches values of the specified type and generates the specified hypotheses.
We must mutually state the corresponding proposition about proto-patterns, because the
relevant judgements are mutually defined.
Theorem B.27 (Typed Pattern Expansion).

1. If(D;A) biawy P~ p:TA(GT) then A p: THIT.

2. Ifp~ p: T APARAREL (G Ty then A p: THIT.
Proof. By mutual rule induction on Rules (B.8) and Rules (B.12). The full proof is given
in Appendix B.4.2. We will reproduce only the interesting cases below.

1. The only interesting case in the proof of part 1 is the case for spTLM application. In
the following, let A = (D; A) and I' = (G;T) and ® = (A; D).

Case (B.8f).
(1) p=a‘b* by assumption
2 A=A',a~a by assumption
(3) ® = d',a — sptIm(T; eparse) by assumption
(4) b |Body Ebody by assumption
(5) eparse(€body) I inj[SuccessP](eproto) by assumption
(6) eproto TPrPat P by assumption
(7) P~ prTANARI (G by assumption
) AFp:THT by IH, part 2 on (7)

2. The only interesting case in the proof of part 2 is the case for spliced patterns. In
the following, let [' = (G;T) and A = (D; A) and & = (A; D).

Case (B.12e).
(1) p = splicedp[m;n; 1| by assumption
2) @ R type by assumption
(3) parseUExp(subseq(b;m;n)) = p by assumption
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@) Argp~p:TAT by assumption

®) AFp:THT by IH, part 1 on (4)
The mutual induction can be shown to be well-founded by showing that the following
numeric metric on the judgements that we induct on is decreasing:

1Atg p~p:T AT =7
I~ p: T ANYEL| = ||

where ||b]| is the length of b and ||p|| is the sum of the lengths of the literal bodies in p
(see Appendix B.2.1.)

The only case in the proof of part 1 that invokes part 2 is Case (B.8f). There, we have
that the metric remains stable:

|[AbFga b ~p:TAT

=[|p~ p: TV
=[]

The only case in the proof of part 2 that invokes part 1 is Case (B.12e). There,
we have that parseUPat(subseq(b;m;n)) = p and the IH is applied to the judgement
Atg p~ p:TIT. Because the metric is stable when passing from part 1 to part 2, we
must have that it is strictly decreasing in the other direction:

|Abg p~p:THIT| < |splicedp[m;n;t] ~p: 7 4|A;‘i>;bf‘H

i.e. by the definitions above,
11l < lio]

This is established by appeal to Condition B.17, which states that subsequences of
b are no longer than b, and the following condition, which states that an unexpanded
pattern constructed by parsing a textual sequence b is strictly smaller, as measured by
the metric defined above, than the length of b, because some characters must necessarily
be used to apply the pattern TLM and delimit each literal body.
Condition B.13 (Pattern Parsing Monotonicity). If parseUPat(b) = p then ||p|| < ||b]|.
Combining Conditions B.17 and B.13, we have that ||é]| < ||b|| as needed. O

Finally, the following theorem establishes that typed expression and rule expansion
produces expanded expressions and rules of the same type under the same contexts.
Again, it must be stated mutually with the corresponding theorem about candidate
expansion expressions and rules because the judgements are mutually defined.
Theorem 4.9 (Typed Expansion).

1. (a) If{D;A)(G;T) Fy.p e~ e:Tthen AT Fe: T

) If (D;8) (G;T) by P~ 7T T then AT 1T T
2. @) IfAT (Do) (GTapp) ¥ 5 s o 2 T and AN Agpp = @ and dom(T') N
dom(Lgpp) = D then AU Agpy TUTgpp e : T
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(b) If AT DByl (GTa)i¥i®ib 3 o o 7 = 7/ and AN Agyy = @ and dom(T) N
dom(Tapp) = Dthen AU Ay TUT gy E 1T T
Proof. By mutual rule induction on Rules (B.6), Rule (B.7), Rules (B.10) and Rule (B.11).
The full proof is given in Appendix B.4. We will reproduce only the cases that have to do
with pattern matching below.
1. In the following cases, let A = (D;A) and T' = (G;T).
(a) The only cases in the proof of part 1(a) that have to do with pattern match-
ing are the cases involving the unexpanded match expression and spTLM

definition.
Case (B.6p).
(1) é =match & {#i}1<i<n by assumption
(2) e =matchin|(e;{ri}1<i<n) by assumption
(3) AT Fy.p & e T by assumption
@) {AT Fg. g Fi > 1 T = Th<i<n by assumption
5) ATEe : 1T by IH, part 1(a) on (3)
6) {ATFri: T = Tt by IH, part 1(b) over
(4)
(7) AT Fmatch[n|(t;e){ri}1<i<n: T by Rule (B.21) on (5)
and (6)
Case (B.6q).

(1) é = syntax @ at ' for patterns by static eparse in &’
by assumption

2) AF 2~ T type by assumption

(3) @ D F eparse : parr (Body; ParseResultSP) by assumption

@) AT by a0 sprince; eparse) et by assumption

(5) AF 1’ type by Lemma B.25 to (2)

6) ATFe:t by IH, part 1(a) on (4)

(b) There is only one case.
Case (B.7).

(1) f=p=2¢é by assumption

(2) r = rule(p.e) by assumption

B) Arg p~p:TH (AT by assumption

4) A (Aw A, TUT) Fy.p e T by assumption

G) AFp:THT by Theorem B.27, part
1 on (3)

6) ATUT"Fe: T by IH, part 1(a) on (4)

(7) AT Frule(p.e) : 1= T by Rule (B.3) on (5)
and (6)

2. In the following, let A = (D; Aypp) and I' = (G; Tapp)-
(a) The only case in the proof of part 2(a) that has to do with pattern matching is
the case involving the match proto-expression.
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Case (B.100).

(1) é = prmatch(n](&; {Fi}1<i<n) by assumption

(2) e =matchin|(e;{ri}1<i<n) by assumption

(3) AT FALY @b o1 o ol - 1/ by assumption

@) {ATFSEY® 5 s vt = Thcicn by assumption

(5) AN Aapp =D by assumption

(6) dom(T') Ndom (Tapp) = @ by assumption

(7) AUAapp TUTpp e’ 2 T by IH, part 2(a) on (3),
(5) and (6)

(8) AUApp TUTppkr:T =571 by IH, part 2(b) on (4),
(5) and (6)

(9) AU Agpp T UTqpp Fmatchn](e; {riti<i<n) : T
by Rule (B.2l) on (7)
and (8)

(b) There is only one case.

Case (B.11).
(1) 7 = prrule(p.e) by assumption
(2) r =rule(p.e) by assumption
@) AFp:THT by assumption
(4) ATUT FOLY®b o oy o 7/ by assumption
(5) ANAapp =D by assumption
(6) dom(T') Ndom(T') =@ by identification
convention
(7) dom(Tapp) Ndom(I') = @ by identification
convention
(8) dom(T') Ndom(Tapp) = by assumption
(9) dom(T'uT)N dom(Fapp) @ by standard finite set
definitions and
identities on (6), (7)
and (8)
(10) AUApp TUT UTgpp e T by IH, part 2(a) on (4),
(5) and (9)
(11) AUApp TUTgppUT e T by exchange of I' and

[app on (10)
(12) AUAgpp T UTapp - rule(pe) : 1= 7 by Rule (B.3) on (3)
and (11)

The mutual induction can be shown to be well-founded essentially as described in
Sec. 3.2.11. Appendix B.4 gives the complete details. O
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Abstract Reasoning Principles

The following theorem summarizes the abstract reasoning principles available to pro-
grammers when applying an spTLM. Descriptions of labeled clauses are given inline.
Theorem B.34 (spTLM Abstract Reasoning Principles). IfA g @ ‘b* ~~ p : T 4T where
A = (D;A) and T = (G;T) then all of the following hold:
1. (Typing1) & = &', 4 ~ a — sptim(T; eparse) and A p:THIT
The final expansion matches values of the type specified by the spTLM’s type
annotation.
b \LBody Chody
epars@(ebody) I inj[SuccessP] (eproto)
€proto TPrPat P
(Segmentation) seg(p) segments b
The segmentation determined by the proto-expansion actually segments the lit-
eral body (i.e. each segment is in-bounds and the segments are non-overlapping.)
seg(p) = {splicedt(n};m]}o<icn, U {splicedp[m;;n;; G]}o<icn,y
. (Typing 2) {A & parseUTyp(subseq(b; m/; n’)) ~ 7/ type}0§i<nty and {A + T/ type}0§i<nty
Each spliced type has a well-formed expansion at the application site.
8. (Typing 3) {D F&Y 1, ~ 1 type}ogi@mt and {AF 7 type}0§i<npm
Each type annotation on a reference to a spliced pattern has a well-formed
expansion at the application site.
9. (Typing 4) {A ¢ parseUPat(subseq(b; mj; n;)) ~» p; = 7 1 (Gj; Ti>}0§i<n,m, and {A
pi: T I Tito<icn,
Each spliced pattern has a well-typed expansion that matches values of the type
indicated by the corresponding type annotation in the segmentation.
10. (No Hidden Bindings) G = Wo<i<imy Giand T = Uo<i<myy L
The hypotheses generated by the TLM application are exactly those generated by

AR I

N

the spliced patterns.
Proof. The proof relies on a lemma about decomposing proto-patterns. The proof is given
in Appendix B.4.4. O
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Chapter 5
Parametric TLMs (pTLMs)

You know me, I gotta put in a big tree.
— Bob Ross, The Joy of Painting

This chapter introduces parametric TLMs (pTLMs). Parametric TLMs can be defined over
a parameterized family of types, rather than just a single type, and the expansions that
they generate can refer to supplied type and module parameters.

This chapter is organized like the preceding chapters. We begin in Sec. 5.1 by
introducing parametric TLMs by example in VerseML. In particular, we discuss type
parameters in Sec. 5.1.1 and module parameters in Sec. 5.1.2. We then develop a reduced
calculus of parametric TLMs, miniVersep, in Sec. 5.2.

5.1 Parametric TLMs By Example

5.1.1 Type Parameters

Recall from Sec. 2.3.1 the definition of the type-parameterized family of list types:
type list(’a) = rec(self => Nil + Cons of ’a * self)

Figure 5.1 defines a parametric expression TLM (peTLM) and a parametric pattern TLM
(ppTLM), both named $1ist. These TLMs operate uniformly over this family of types.

syntax $list(’a) at list(’a) for expressions by

1

2 static fn(b : body) : parse_result(proto_expr) => (* ... %)
3 and for patterns by

4 static fn(b : body) : parse_result(proto_pat) => (* ... *)
5 end

Figure 5.1: The type-parameterized $1ist TLMs.

Line 1 specifies a single type parameter, *a. This type parameter appears in the type
annotation, which establishes that:
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1. The peTLM $1list, when applied to a type T and a generalized literal form, can only
generate expansions of type list(T).

2. The ppTLM $list, when applied to a type T and a generalized literal form, can
only generate expansions that match values of type 1ist(T).

For example, we can apply $list to int and a generalized literal form delimited by
square brackets as follows:

val x = $list int [x, y :: XS]
The parse function (elided above for concision) segments the literal body into spliced
expressions. The trailing spliced expression is prefixed by two colons (: :), which the
TLM takes to mean that it should be the tail of the list. The final expansion of the example
above is equivalent to the following when the list value constructors are in scope:

val x = Cons(x, Cons(y, Xxs))
As in the preceding chapters, the expansion itself must use the explicit fold and inj

operators rather than the list value constructors Cons and Nil due to the prohibition on
context dependence.

5.1.2 Module Parameters

We can finally address the inconvenience of needing to use explicit fold and inj operators
by defining a module-parameterized TLM.

Recall that in Figure 2.1, we defined a signature LIST that exported the definition of
list and specified the list value constructors (and some other values.) The definition
of $1ist’ shown in Figure 5.2 takes modules matching this signature as an additional
parameter.

syntax $list’ (L : LIST) ’a at ’'a L.list for expressions by

static fn(b : body) : parse_result(proto_expr) => (* ... *)
for patterns by

static fn(b : body) : parse_result(proto_pat) => (* ... *)
end

Figure 5.2: The type- and module-parameterized $1ist’ TLMs

We can apply $list’ to the module List and the type int as follows:

val y $list’ List int [3, 4, 5]
val x = $list’ List int [1, 2 :: y]

The expansion is:

List.Cons(3, List.Cons(4, List.Cons(5, List.Nil)))
List.Cons(l, List.Cons (2, y))

val y
val x

There is no need to use explicit fold and inj operators in this expansion, because the
expansion projects the constructors out of the provided module parameter. The TLM itself
did not assume that the module would be named List (internally, the proto-expansion
refers to it as L.)
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This makes matters simpler for the TLM provider, but there is a syntactic cost as-
sociated with supplying a module parameter at each TLM application site. To reduce
this cost, VerseML supports partial parameter application in TLM abbreviations. For
example, we can define $1list by partially applying $1ist’ as follows:

let syntax $list = $list’ List
(This abbreviates both the expression and pattern TLMs — sort qualifiers can be added to
restrict the abbreviation if desired.)

Module parameters also allow us to define TLMs that operate uniformly over module-
parameterized families of abstract types. For example, the module-parameterized TLM
$r defined in Figure 5.3 supports the POSIX regex syntax for any type R.t where R : RX.

1 syntax $r(R : RX) at R.t by
2 static fn(b : body) : parse_result(proto_expr) => (* ... *)
3 end

Figure 5.3: The module-parameterized TLM $r

For example, given R1 : RX, we can apply $r as follows:
let dna = $r R1 /A|T|G|C/
The final expansion of this term is:

let dna = R1.0r(R1.Str "A", R1.0r(R1.Str "T",
R1.0r(R1.Str "G", R1.Str "C")))

To be clear: parameters are available to the generated expansion, but they are not
available to the parse function that generates the expansion. For example, the following
TLM definition is not well-typed because it refers to M from within the parse function:

syntax $badM(M : A) at T by

static fn(b : body) => let x = M.x in (* ... *)

end
(In the next chapter, we will define a mechanism that gives parse functions access to a
common static environment.)

5.2 miniVersep

We will now define a reduced dialect of VerseML called miniVersep that supports paramet-
ric expression and pattern TLMs (peTLMs and ppTLMs.) This language, like miniVerseg,
consists of an unexpanded language (UL) defined by typed expansion to an expanded
language (XL). The full definition of miniVersep is given in Appendix C — we will detail
only particularly interesting constructs below.

5.2.1 Syntax of the Expanded Language (XL)

Figure 5.4 defines the syntax of the expanded module language. Figure 5.5 defines the
syntax of the expanded type construction language. Figure 5.6 defines the syntax of the
expanded expression language.
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Sort Operational Form Description

Sig o u= sig{x}u.T) signature

Mod M = X module variable
struct(c;e) structure
seal{c}(M) seal

mlet{c}(M; X.M) definition

Figure 5.4: Syntax of signatures and module expressions in miniVersep

Sort Operational Form Description

Kind K == k kind variable
darr («; u.x) dependent function
unit nullary product
dprod (x; u.x) dependent product
Type type
S(T) singleton

Con ¢,7 == u construction variable
t type variable
abs (u.c) abstraction
app(c;c) application
triv trivial
pair(c;c) pair
prl(c) left projection
prr(c) right projection
parr(T; T) partial function
all{x}(u.7 polymorphic
rec(t.T) recursive

prod[L]({i < T;}icr) labeled product
sum[L]({i — T;}icr) labeled sum
con(M) construction component

Figure 5.5: Syntax of kinds and constructions in miniVersep. By convention, we choose
the metavariable T for constructions that, in well-formed terms, must necessarily be of
kind T, and the metavariable c otherwise. Similarly, we use construction variables t to
stand for constructions of kind T, and construction variables u otherwise. Kind variables,
k, are necessary only for the metatheory.
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Sort Operational Form
Exp e = «x
lam{t} (x.e)
ap(e;e)
clam{x} (u.e)
cap{c}(e)
fold(e)
unfold(e)
tpl[L]({i = e;}icr)
pri[f] (e
inj[¢] (&)
match[n](e; {ri}1<i<n)
val(M)
Rule r := rule(p.e)
Pat p u= «x
wildp
foldp(p)
tplp[L]({i < pitier)
injp[(] (p)

Figure 5.6: Syntax of expanded expressions, rules and patterns in miniVersep

5.2.2 Statics of the Expanded Language

The module and type construction languages are based closely on those defined by
Harper in PFPL [62]. These languages, in turn, are based on the languages developed
by Lee et al. [79], and also by Dreyer [37]. All of these incorporate Stone and Harper’s
dependent singleton kinds formalism to track type identity [123]. The expression language

Description

variable

abstraction

application
construction abstraction
construction application
fold

unfold

labeled tuple

projection

injection

match

value component

rule

variable pattern
wildcard pattern

fold pattern

labeled tuple pattern
injection pattern

is similar to that of miniVerseg, defined in Chapter 4.

The statics of the expanded language is defined by a collection of judgements that we

organize into three groups.

The first group of judgements, which we refer to as the statics of the expanded module

language, define the statics of expanded signatures and module expressions.

Judgement Form Description

Ok osig 0 is a signature

QFo=0 o and ¢’ are definitionally equal signatures
QFo<:o o is a sub-signature of ¢’

QOFM:o M matches o

QO F M mval M is, or stands for, a module value

The second group of judgements, which we refer to as the statics of the expanded type

construction language, define the statics of expanded kinds and constructions.
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Judgement Form Description

Q- « kind x is a kind

QFx=« k and «’ are definitionally equal kinds

QFx <« k is a subkind of «’

QFcux ¢ has kind x

QFc=c 1k c and ¢’ are equivalent as constructions of kind x

The third group of judgements, which we refer to as the statics of the expanded expression
language, define the statics of types, expanded expressions, rules and patterns. Types are
constructions of kind Type. We use the metavariable T rather than c for types.

Judgement Form Description

QOFt<: 7 T is a subtype of T/
QFe:tT e is assigned type T
QFr:t=1 r takes values of type T to values of type T/

QFp: 74 p matches values of type T and generates hypotheses (0

A unified context, (), is a finite function over module, expression and construction
variables. We write
* ), X :0when X ¢ dom(Q) and Q) I ¢ sig for the extension of () with a mapping
from X to the hypothesis X : 0.

* O,x : Twhen x ¢ dom(Q) and Q) F 7 :: Type for the extension of () with a
mapping from x to the hypothesis x : T

* O,u:kwhenu ¢ dom(Q) and Q) F « kind for the extension of () with a mapping
from u to the hypothesis u :: «
A well-formed unified context is one that can be constructed by some sequence of such
extensions, starting from the empty context, @. We identify unified contexts up to
exchange and contraction in the usual manner.

The complete set of rules is given in Appendix C.1.2. A comprehensive introductory
account of these constructs is beyond the scope of this work (see [62].) Instead, let us
summarize the key features of the expanded language by example.

Modules take the form struct(c;e), following a phase-splitting approach — the con-
struction components of the module are “tupled” into a single construction component,
¢, and the value components of the module are “tupled” into a single value component,
e [63]. Signatures, o, are also split in this way — a single kind, x, classifies the construction
component and a single type, 7, classifies the value component of the classified module.
The type can refer to the construction component through a mediating construction
variable, u. The key rule is reproduced below:

QFcux  Qte:[c/ult
QO F struct(c;e) : sig{x}(u.7)

(C.40)

For example, consider the VerseML signature and the corresponding miniVersep sig-
nature in Figure 5.7. The kind on the right (Lines 1-3) is a dependent product kind and the
type (Lines 4-5) is a product type. Let us consider these in turn.
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1 sig sig{dprod(

2 type t Type;t.

3 type t’ = t * t S(prod[1;2](1 < ;2 < )
4 val x : t }(u.prod[x; y] (x < prl(u);

5 val y t -> t’ y < parr(prl(u);prr(u)))
6 end )

Figure 5.7: A VerseML signature and the corresponding miniVersep signature

On Lines 2-3 (left), we specified an abstract type component t, and then a translucent
type component t’ equal to t * t. Abstract type components have kind Type, so the first
component of the dependent product kind is Type (Line 2, right). The construction vari-
able t stands for the first component in the second component of the dependent product
kind. The second component is not held abstract, so it is classified by a corresponding
singleton kind, rather than by the kind Type (Line 3, right). A singleton kind S(7) classifies
only those types definitionally equal to 7. A subkinding system is necessary to ensure
that constructions of singleton kind can appear where a construction of kind Type is
needed — the key rule is reproduced below:

QF 1 :: Type
QO F S(T) <:: Type

(C.8¢)

Lines 4-5 (right) define a product type that classifies the value component of matching
modules. The construction variable u stands for the construction component of the
matching module. The left- and right-projection operations prl(c) and prr(c) on the
right correspond to t and t’ on the left. (In practice, we would use labeled dependent
product kinds, but for simplicity, we stick to binary dependent product kinds here.)

Consider another example: the VerseML LIST signature from Figure 2.1, partially
reproduced below:

1 sig

2 type list(’a) = rec(self => Nil + Cons of ’a * self)
3 val Nil : 1list(’a)

4 val Cons a * list(’a) -> list(’a)

5 * ... %)

6 end

This signature corresponds to the miniVersep signature oi1st defined in Figure 5.8.

Here, the signature specifies only a single construction component, so no tupling of
the construction component is necessary. This single construction component is a type
function, so it has dependent function kind: the argument kind is Type and the return
kind is a singleton kind, because the type function is not abstract. (Had we held the type
function abstract, its kind would instead be darr(Type; _.Type).)

At the top level, a program consists of a module expression, M. The module let
binding form allows the programmer to bind a module to a module variable, X:

QOFM:o QF ¢ sig O,X:cF-M:0

cA
QF mlet{c’}(M: XM : o (Cde)
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oirst & sig{xrList} (list. TL1sT)
KLIST def darr (Type; a.S(rec(sel f.sum[Lyjst](
Nil < prod[|O;
Cons < prod[1;2](1 < ;2 < self)))))
Liist d=efNi1,Cons
TLIST & prod[Liist](
Nil < all{Type} (a.app(list;x));
Cons — all{Type} (a.parr(
prod[1;2](1 < &;2 — app(list; a));
app (list;a))))

Figure 5.8: The miniVersep encoding of the LIST signature

The construction projection form, con(M), allows us to refer to the construction
component of M within a construction appearing in M’. The kinding rule for this form is
reproduced below:

QO F M mval QOF M :sig{x}u.1m)

QOF con(M) :: k

Similarly, the value projection form, val (M), projects out the value component of M
within an expression appearing in M’. The typing rule for this form is reproduced below:

(C.9)

QO F M mval QOFM:sig{x}u.1)
QFval(M) : [con(M) /u]t

(C.12m)

The first premise of both of these rules requires that M be, or stand for, a module value,
according to the following rules:

C.5
QO F struct(c;e) mval (C.5a)
C.5b
O, X:0F X mval ( )
The reason for this restriction has to do with the sealing operation:
QO+ osig QFM:o
(C.4d)

OF seal{c}(M) : 0o

Sealing enforces representation independence — the abstract construction components of a
sealed module are not treated as equivalent to those of any other sealed module within
the program. In other words, sealing is generative. The module value restriction above
achieves this behavior by simple syntactic means — a sealed module is not a module
value, so all sealed modules have to be bound to distinct module variables.

The judgements above obey standard lemmas, including Weakening, Substitution
and Decomposition (see Appendix C.1.2.)
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We omit certain features of the ML module system in miniVersep, such as its sup-
port for hierarchical modules and functors. Our formulation also does not support
“width” subtyping and subkinding for simplicity. These are straightforward extensions
of miniVersep, but because their inclusion would not change the semantics of parametric
TLMs, we did not include them (see [62] for a discussion of these features.)

5.2.3 Structural Dynamics

The structural dynamics of modules is defined as a transition system, and is organized
around judgements of the following form:

Judgement Form Description

M— M M transitions to M’
M val M is a module value
M matchfail M raises match failure

The structural dynamics of expressions is also defined as a transition system, and is
organized around judgements of the following form:

Judgement Form Description

e e e transitions to ¢’
e val e is a value
e matchfail e raises match failure

We also define auxiliary judgements for iterated transition, e —* ¢’, and evaluation,
e | ¢, of expressions.

Definition C.6 (Iterated Transition). Iterated transition, e —* ¢’, is the reflexive, transitive
closure of the transition judgement, e — e’

Definition C.7 (Evaluation). e || ¢’ iffe —* ¢’ and ¢’ val.
As in previous chapters, our subsequent developments do not make mention of

particular rules in the dynamics, so we do not produce these details here. Instead, it
suffices to state the following conditions.

The Preservation condition ensures that evaluation preserves typing.
Condition C.10 (Preservation).

1. Ift M:ocand M — M then - M : 0.

2. Ifke:tande s ¢ thent ¢ : 1.

The Progress condition ensures that evaluation of a well-typed expanded expression
cannot “get stuck”. We must consider the possibility of match failure in this condition.

Condition C.11 (Progress).
1. If= M : o then either M val or M matchfail or there exists an M’ such that M — M.
2. Ift e : T then either e val or e matchfail or there exists an e’ such that e — ¢
Together, these two conditions constitute the Type Safety Condition.
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Sort Stylized Form Description

USig o0 u= [k 7] signature

UMod M == X module identifier
I¢;é structure
Mo seal
(let X=Min M) : ¢ definition
syntax 4 at ¢ for expressions by statice in M peTLM definition
let syntax 4 = & for expressions in M peTLM binding
syntax 4 at ¢ for patterns by statice in M ppTLM definition
let syntax 4 = & for patterns in M ppTLM binding

Figure 5.9: Syntax of unexpanded module expressions and signatures in miniVersep

Sort yllzed Form Description

UKind & = k) = & dependent function
nullary product

HR) X R dependent product
type

singleton
construction identifier

D = &)

e - S =
[
Y

UCon ¢,T =

ascription
abstraction
application
trivial

pair

left projection
right projection
partial function
k)T polymorphic
recursive

({i = 1i}ier) labeled product
[{i — 1;}icr] labeled sum
X-c construction component

I N S N I B VS T
>~ L |-'g pp)\\%? ;> .
(25 i
=
N

Figure 5.10: Syntax of unexpanded kinds and constructions in miniVersep
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Sort
UExp &
URule
UPat p

~>

=

Stylized Form

unfold(é)

({i = éi}ier)
é-v

inj[£](é)

match é {7;}1<i<n
X-v
é ‘b’
=

N>

fold(p)
({i = Pitier)
inj[¢](p)

é ‘b [1

Description
identifier

ascription

value binding
abstraction
application
construction abstraction
construction application
fold

unfold

labeled tuple
projection

injection

match

value component
peTLM application
match rule

identifier pattern
wildcard pattern
fold pattern

labeled tuple pattern
injection pattern
ppTLM application

Figure 5.11: Syntax of unexpanded expressions, rules and patterns in miniVersep

Sort
UMType

UMExp

e

m>

Stylized Form

Description

type annotation

module parameterization
TLM identifier reference
module abstraction
module application

Figure 5.12: Syntax of unexpanded TLM types and expressions in miniVersep
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Sort Operational Form Description

MType p = type(T) type annotation
allmods{c}(X.p) module parameterization

MExp € := defref[a] TLM definition reference
absmod{c}(X.e)  module abstraction
apmod{M3} (e) module application

Figure 5.13: Syntax of TLM types and expressions in miniVersep

5.2.4 Syntax of the Unexpanded Language

The syntax of the unexpanded language is defined in Figures 5.9 through 5.13.

Each expanded form, with three exceptions, has a corresponding unexpanded form.
We refer to these as the common forms. The correspondence is defined in Appendix C.2.1.

Kind variables, k, are one exception. Kind variables are used only in the metatheory.

The other two exceptions are constructions of the form con(M) and expressions
of the form val(M) where M is of the form struct(c;e). Projection out of a module
expression of the form struct(c;e) was supported in the XL only because this is needed
to give the language a conventional structural dynamics. Programmers refer to modules
exclusively through module identifiers in unexpanded programs.

In addition to the common forms, there are several forms related to pTLMs, high-
lighted in yellow in these figures. We need syntax for unexpanded TLM types, p, and
unexpanded TLM expressions, €, to support parameterization and parameter application.
Internally, these expand to TLM expressions, €, and TLM types, p, respectively.

There is also a context-free textual syntax for the UL. For our purposes, we need only
posit the existence of partial metafunctions that satisfy the following condition.
Condition C.12 (Textual Representability). All of the following must hold:

1. For each &, there exists b such that parseUKind(b) = &.

2. For each ¢, there exists b such that parseUCon(b) = ¢.

3. For each é, there exists b such that parseUExp(b) = é.

4. For each p, there exists b such that parseUPat(b) = p.

5.2.5 Typed Expansion

Typed expansion is defined by six groups of judgements. In these judgements, unexpanded

unified contexts, ), take the form (M;D;G,;Q)), where M is a module identifier expansion

context, D is a construction identifier expansion context, G is an expression identifier expansion

context and () is a unified context. Identifier expansion contexts are defined in Appendix

C.2.2 and conceptually operate as described in Sec. 3.2, mapping identifiers to variables.
The first group of judgements defines signature and module expansion.

Judgement Form  Description
O 6~ osig 0 has well-formed expansion ¢
O F¢.¢ M~ M : ¢ M has expansion M matching
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The second group of judgements defines kind and construction expansion.

Judgement Form Description
QOF &~ xkind & has well-formed expansion x
OFé~cux ¢ has expansion ¢ of kind «

The third group of judgements defines expression, rule and pattern expansion.

Judgement Form Description

OFggée:T ¢ has expansion e of type T

O Fyp T TE 7' 7 has expansion r taking values of type T to values of type 7/
Obgp~p:7HCQ" phasexpansion p matching at T generating hypotheses €Y/

The judgements above are defined by the rules given in Appendix C.2.2. Most of
these rules simply serve to “mirror” corresponding rules in the statics of the XL, as was
described in Sec. 3.2. The interesting rules, governing the forms highlighted in yellow,
will be reproduced as we discuss them below.

The remaining judgements assign meaning to TLM types and expressions. We will
detail these below. In particular, the fourth group of judgements define TLM type and
expression expansion.

Judgement Form Description

QOFp~ ptlimty P has well-formed expansion p

(i) I—EJXP € ~ €@p ¢€has peTLM expression expansion € at p
Q I—Eﬁ‘t €~ e@p ¢€hasppTLM expression expansion € at p

The fifth group of judgements define the statics of TLM expressions.

Judgement Form Description

QF ptimty pis a TLM type
QOrg®e@p € is a peTLM expression at p
QrEte@p € is a ppTLM expression at p

The sixth group of judgements define the dynamics of TLM expressions.

Judgement Form Description

OFPers e peTLM expression € transitions to €’
QrEter ¢ ppTLM expression € transitions to €’

Q +g® e normal € is a normal peTLM expression
Q gt e normal € is a normal ppTLM expression

We define the multi-step transition judgements () I—E,XP e—* e and QFR e~ €
as the reflexive transitive closures of the corresponding transition judgements. We also

define the peTLM expression normalization judgement () I—E,Xp e || €iff O I—,E,Xp € —"*

e and Q) I—E,Xp €' normal. Similarly, we define the ppTLM expression normalization
judgement Q F2t e || €' iff Q F72 € —* €' and O F{2t €/ normal.
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5.2.6 TLM Definitions

TLMs are scoped to module expressions. (Adding support for TLM definitions scoped
to a single expression would be a straightforward exercise, so we omit the details for
simplicity.)

peTLM Definitions

The rule governing peTLM definitions is reproduced below:

OF p ~ p timty @D | eparse : parr (Body; ParseResult(PPrExpr))

A

/ A .
Cparse 4 €parse 0 I_(A&Jﬁ%defref[a];‘I’,a%petlm(p;e@arse)ﬁ@ M~ M:o

A ~ C.16f
Q) |_<A-‘~F>~<T> syntax 4 at 0 for expressions by static eéparse in M ~» M : 0 ( )

peTLM definitions differ from ueTLM definitions in that the unexpanded type anno-
tation is an unexpanded TLM type, p, rather than an unexpanded type, . This unexpanded
TLM type determines the parameterization of the TLM. The first premise of the rule
above expands the unexpanded TLM type to produce a TLM type, p. The straightforward
rules governing TLM type expansion are reproduced below.

OF 1~ 7:: Type

—— (C.22a)
O F T~ type(1) timty

QOF &~ osig O, X~ X:0kF p~ ptimty
QO F VX:6.0 ~ allmods{c} (X.0) timty

(C.22b)

Rule (C.22a) defines quantification over modules matching a given signature. There is
no mechanism for quantification over types in the calculus because it can be understood
as quantification over a module with a single type component.

The second premise of Rule (C.16f) checks that the parse function is of the appropriate
type. The types Body and ParseResult(PPrExpr) are characterized in Appendix C.2.2.
The type PPrExpr classifies encodings of parameterized proto-expressions, which we will
return to when we discuss TLM application below.

The third premise of Rule (C.16f) evaluates the parse function to a value.

The final premise of Rule (C.16f) extends the peTLM context, ¥, which consists of a
TLM identifier expansion context, A, and a peTLM definition context, ¥. A peTLM definition
context maps TLM names, 4, to an expanded peTLM definition, 2 < petlm(p; eparse),
where p is the TLM type determined from the annotation and eparse is its parse function.
A TLM identifier context maps TLM identifiers, 4, to TLM expressions, €. In this case, the
TLM expression is simply a reference to the newly introduced TLM definition, defref[a].
We discuss the other TLM expression forms when we discuss TLM abbreviations below.
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ppTLM Definitions

The rule governing ppTLM definitions is similar, and is reproduced below:

OF p ~ p timty D |- eparse : parr (Body; ParseResult(PPrPat))

/ A Y .
€parse Y Cparse 0O }_‘?;(Awﬁ%defref[a];¢,a<—>ppt1m(p;e£,arse)> M~ M:o

A = C.16h
Q) l_‘i’;<A;<I>> syntax 4 at ¢ for patterns by static eparse in M ~» M : 0 ( )

This rule differs from Rule (C.16f) in the type of the parse function and in the fact that
the ppTLM context, ®, rather than the peTLM context, is updated.

5.2.7 TLM Abbreviations

It is possible to abbreviate a complex TLM expression by binding it to a TLM identifier.

peTLM Abbreviations

The rule governing peTLM abbreviations is reproduced below:
A EXp ~ A
QI—M;‘F)(—:W(—:@p Qk

O F(A;‘i’) 4 let syntax 4 = € for expressions in M~ M:0o

’

Awi—e¥);d M~ M:o

(C.16g)

Here, € is an unexpanded TLM expression. The first premise of the rule above expands it,
producing a TLM expression € at TLM type p. The second premise updates the peTLM
identifier expansion context with this TLM expression.

The rules below govern peTLM expression expansion. The first rule handles the base
case, when the unexpanded TLM expression is a TLM identifier, 4, by looking it up in
A and determining its TLM type according to the TLM expression typing judgement,

Q I—E,Xp € @ p (which mirrors the rules below, and is defined in Appendix C.2.2.)

QOrg®e@p

Ex ~
(M;D;G; Q) l—<A‘?ﬁ_>€ﬂ,> A~~e@p

(C.23a)

The following rule allows a peTLM expression to itself abstract over a module. (This
is necessary to support abbreviated application of parameters other than the first.)

OF &~ 0o sig (A),XWX:UI—EJXPéwe@p

—E - (C.23b)
Q I—li,Xp AX:0.€ ~ absmod{c} (X.e) @ allmods{c}(X.0)
The final rule defines the semantics of parameter application.
OFEP e s e@allmods{o} (X' 0) QOFgg X~ X:0
¥ P e (C.23¢)

@) I—E,Xp é(X) ~ apmod{X3}(e) @ [X/X']p
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ppTLM Abbreviations

The rule governing ppTLM abbreviations is analagous:

AP A . . '
Ql—dt;@ewe@p Q by Awssepy M~ Mo

= — — (C.16i)
@) '_‘?;(A@) let syntax 4 = € for patternsin M ~~ M : o

The ppTLM expression expansion judgement appearing as the first premise is defined
analagously to the peTLM expression expansion judgement defined above, differing only
in that the rule for TLM identifiers consults the ppTLM context rather than the peTLM
context. The rules are reproduced in Appendix C.2.2.

5.2.8 TLM Application
peTLM Application

The rule for applying an unexpanded peTLM expression € to a generalized literal form
with body b is reproduced below:

Q= (M;D;G; Qapp) Y =(AY)
O |_$><p é ~ € @ type (Tinal) Qapp I—E,XP € | €normal
timdef (€normal) =@ ¥ =Y, 4 — petlm(p;eparse)
b \LBody €body eparse(ebody) { inj [SucceSSE] (epproto) €pproto TPPrExpr é
QaPp }_Efxp € e pomal e ? type (Tproto) dw: Qparams

l_w:ﬂparams) ;b |_(U:Qparams} Y00 5

Oparams seg(e) segments b Oparams & ~ € X Tproto

) Fg.g € ‘0" ~ [wle: [w]Tproto
(C.19p)
The first two premises simply deconstruct Q) and ¥. Next, we expand ¢ according to
the unexpanded peTLM expression expansion rules that we already described above.
The resulting TLM expression, €, must be defined at a type (i.e. no quantification must
remain.)
The fourth premise performs peTLM expression normalization. Normalization is defined
in terms of a simple structural dynamics with two stepping rules:

Q I—E,xp €€

E (C.29a)
O F® apmod{X3} () — apmod{X}(e")
E (C.29b)
Q F¢® apmod{X} (absmod{c} (X'.€)) — [X/X']e
The peTLM expression normal forms are defined as follows:
(C.35a)

QB ) defref[a] normal

¥, a—petlm(p;eparse
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_ (C.35b)
Q) F® absmod{c} (X.€) normal

€ # absmod{c}(X'.€") Q I—E,Xp € normal
Q I—E,Xp apmod{X} (€) normal

Normalization leaves only those parameter applications that cannot be reduced away
immediately, i.e. those specified by the original TLM definition.

The TLM definition at the root of the normalized TLM expression is extracted by
the third row of premises in Rule (C.19p). The first of these appeals to the following
metafunction to produce the TLM definition’s name.

(C.35¢)

timdef (defref[a]) = a (C.28a)
timdef (absmod{c} (X.€)) = timdef(e) (C.28b)
timdef (apmod{ X3} (¢)) = timdef(e) (C.28¢)

The second premise on the third row then looks up this name within ¥.

The fourth row of premises in Rule (C.19p) 1) encode the body as a value of the type
Body; 2) apply the parse function; and 3) decode the result, producing a parameterized
proto-expression, é. Parameterized proto-expressions, ¢, are ABTs that serve to introduce
the parameter bindings into a proto-expression, é. The operational and stylized syntax of
parameterized proto-expression is given in Figure 5.14.

Sort Operational Form Stylized Form Description
PPrExpr é ::= prexp(e) e proto-expression
prbindmod(X.é) AX.e module binding

Figure 5.14: Syntax of parameterized proto-expressions in miniVersep

There must be one binder in ¢ for each TLM parameter specified by timdef(€normal)-
(VerseML inserts these binders automatically as a convenience, but we consider only
the underlying mechanism in this core calculus.) The judgement on the fifth row of
Rule (C.19p) then deparameterizes é by peeling away these binders to produce 1) the
underlying proto-expression, ¢, with the variables that stand for the parameters free;
2) a corresponding deparameterized type, Tproto, that uses the same free variables to
stand for the parameters; 3) a substitution, w, that pairs the applied parameters from
€normal With the corresponding variables generated when peeling away the binders in
¢; and 4) a corresponding parameter context, Qparams, that tracks the signatures of these
variables. The two rules governing the proto-expression deparameterization judgement
are reproduced below:

_ : \ (C.37a)
Qapp F‘I’,E‘—)petlm(ﬁ;eparse) prexp(8) Sdefreffa] €70 10: 0
Qapp Fg® ¢ e 22 allmods{o}(X.p) Tw: Q0 X ¢ dom(Qapp) (C.37b)

Qapp Fo® prbindmod (X.6) T apmearx/cer 2 0 1 (w, X' /X) : (Q, X : 0)
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This judgement can be pronounced “when applying peTLM ¢, ¢ has deparameterization
e leaving p with parameter substitution w”. Notice from Rule (C.37b) that every module
binding in é must pair with a corresponding module parameter application. More-
over, the variables standing for parameters must not appear in Qqapp, i.e. dom(Qparams)
must be disjoint from dom(Qapp) (this requirement can always be discharged by alpha-
variation.)

The final row of premises in Rule (C.19p) performs proto-expansion validation. This
involves first checking that the segmentation of ¢ is valid. Segmentation validation
is contextual because kind and type equivalence are contextual (see Appendix C.3.1
for details.) After checking the segmentation, the next premise checks that the proto-
expansion is well-typed under the parameter context, Qparam (rather than the empty
context, as was the case in miniVerseg.) The conclusion of the rule applies the parameter
substitution, w, to the resulting expression and the deparameterized type it was checked
against.

ppTLM Application

The rule governing ppTLM application is similar:

QO = (M;D; G; Qapp) &= (A;)
Q) l—g"’t é ~ € @ type (Tfinal) Qapp Fit € I €normal
timdef (€pormal) = @ @ = P',a — pptlm(p; eparse)
b \I/Body €body eparse(ebody) { inj [SUCCGSSP] (epproto) €pproto TPPrPat p
Qapp hg)at P Penomar P 7 TYPE(Tproto) 1w : Qparams o
@ Oparamsi (50 o0 () segments b P~ P Tproto | params; O ®;b ¢!
Obgé b ~p: (W] Tproto I O

Qparams (C.2 1g)

Although patterns themselves cannot make reference to surrounding bindings, the
type annotations on spliced patterns can, so we need the notion of a parameterized proto-
pattern, p, and a corresponding deparameterization judgement. The necessary definitions,
which are analagous to those given above for peTLMs, are given in Appendix C.2.2.

5.2.9 Syntax of Proto-Expansions

Figure 5.15 defines the syntax of proto-kinds, ¥ and proto-constructions, ¢. Figure 5.16
defines the syntax of proto-expressions, ¢, proto-rules, 7, and proto-patterns, p. All of
these are ABTs.

The mapping from expanded forms to proto-expansion forms is given in Appendix
C.3. The only “interesting” forms are the forms for references to spliced unexpanded
terms, highlighted in yellow in Figure 5.15 and Figure 5.16.
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Sort
PrKind

PrCon

K

¢, T

Operational Form
prdarr (X; u.x)
prunit
prdprod (k; u.x)
prType

prS(1)
splicedk|m; n]

u

t

prabs (u.c)
prapp(¢; ©)
prtriv
prpair(c;c)
prprl(c)
prprr(c)
prparr(T;T)
prall{x}(u.7)
prrec(t.T)
prprod|[L]({i — T;}icr)
prsun(L] ({i = %}ie.)
prcon(X)
splicedc|m;n; ]
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Stylized Form
(u:k) =&

{i = ti}ie]
X-c

splicedc|m;n; k]

Description
dependent function
nullary product
dependent product
type

singleton

spliced kind
construction variable
type variable
abstraction
application

trivial

pair

left projection

right projection
partial function
polymorphic
recursive

labeled product
labeled sum
construction component
spliced construction

Figure 5.15: Syntax of proto-kinds and proto-constructions in miniVersep



Sort Operational Form

PrExp ¢ = x
prasc{t}(e)
prletval(e; x.e)
prlam{t} (x.&)
prap(¢;e)
prclam{x} (u.e)
prcap{c} (&)
prfold(e)
prunfold(e)
prtpl{L}({i = ¢}icr)
prprj[¢](e)
prinj[£] (&)

Stylized Form
x

e:t

letval x =¢éine
Ax:T.e

e(e)

Au:k.e

elc]

fold(e)
unfold(e)

({i = éi}ier)
e-t

inj[£](e)

prmatch([n](¢; {#;}1<i<y) matche {7i}1<i<y

prval (X)

splicede[m;n; 1|
PrRule 7 ::= prrule(p.e)
PrPat p 1= prwildp

prfoldp(p)

priplp[L]({i = piticr)
prinjp[/](p)

prval (X)
splicedp|m;n; 1]

X-v
splicede|m;n; 1|
p=e

fold(p)

{i = Pitier)
inj[{](p)

X-v
splicedp|m;n; 1]

Description
variable

ascription

value binding
abstraction
application
construction abstraction
construction application
fold

unfold

labeled tuple
projection

injection

match

value component
spliced expression
rule

wildcard pattern
fold pattern

labeled tuple pattern
injection pattern
value component
spliced pattern

Figure 5.16: Syntax of proto-expressions, proto-rules and proto-patterns in miniVersep

108



5.2.10 Proto-Expansion Validation

Proto-expansion validation operates essentially as described in Sec. 3.2.10. It is governed
by two groups of judgements. The first group of judgements defines proto-kind and
proto-construction validation.

Judgement Form Description
QFC % ~ xkind & has well-formed expansion x
QFCe~scux ¢ hasexpansion c of kind k

The second group of judgements defines proto-expression, proto-rule and proto-
pattern validation.

Judgement Form Description

QFEeme:t é has expansion e of type T
QFE?~sr: 7 1 7 has expansion r taking values of type T to values of type 7’
prpiTAPO p has expansion p matching against T generating hypotheses ()

Expression splicing scenes, E, are of the form w : Qparams; O, ¥; &; b, construction
splicing scenes, C, are of the form w : Qparams; ); b, and pattern splicing scenes, P, are of
the form w : Oparams; Q; &; b. Their purpose is to “remember”, during proto-expansion
validation, the contexts and literal bodies from the TLM application site (cf. Rules
(C.19p) and (C.21g) above), because these are necessary to validate references to spliced
terms. They also keep around the parameter substitution and corresponding context,
w : Oparams, because type/kind annotations on spliced terms need to be able to access
parameters (but not expansion-local bindings.) We write cs(E) for the construction
splicing scene constructed by dropping the TLM contexts from E:

A

CS(W . Qparams/' Q} ‘if} qA)} b) =w: Qparams; ;b
The rules governing references to spliced terms are reproduced below:

parseUKind(subseq(b; m;n)) =& Q1 & ~ x kind
QO = (M;D; G; Qapp) dom(Q) Ndom(Qapp) = @

Q '_(UZQparams; O/b spllCedk[m, n] ~ K klnd

(C.39f)

C = w : Oparams; O; b QparamsAl—C K ~> K kind
parseUCon(subseq(b;m;n)) =¢  QF &~ c i [w]x
QO = (M;D;G; Qapp) dom(Q) Ndom(Qapp) = @

O+ splicede[m; n; k] ~ c :: k

(C.40p)

E=w: Qparams; O} ‘il} ;b Qparams -es(E)
parseUExp(subseq(b;m;n)) =é € Fy.p €~ e [w]T
O = (M;D;G; Qapp) dom(Q) Ndom

QO FE splicede[m;n;t] ~e: 1

B
3

|
S

(C.41p)
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Qparams - Cparams; T~ 7 :: Type .
parseUPat(subseq(b;m;n)) = p  Qbg p~p: (w4

NP ST (C.43¢)
splicedp[m; n; i’] ~SprT —||‘U:Qparams} ;b Q/

Notice that the kind/type annotations on spliced terms can refer to the provided
parameters, but not to bindings local to the expansion. The parameter substitution, w,
must be applied after expanding the annotations because the parameter names are not
bound at the application site.

5.2.11 Metatheory

A more detailed account of the metatheory is given in Appendix C.4. We will summarize
the key theorems below.

TLM Expression Evaluation

The following theorems establish a notion of TLM type safety based on preservation and
progress for TLM expression evaluation.

Theorem C.28 (peTLM Preservation). If QO F® € @ p and Q F5® € — € then O Fg®
e @p.

The(frem C.31 (ppTLM Preservation). If QO Fg2t € @ p and Q FR2t € 5 €' then O FR2t
€' @p.

Theorem C.34 (peTLM Progress). If () I—E,Xp € @ p then either () I—E,Xp € +— €' for some €' or
Q Fg® € normal.

Theorem C.35 (ppTLM Progress). If Q) F52t € @ p then either Q F52t € +— €’ for some €' or
Q FE € normal.

Typed Expansion

There are also a number of theorems that establish that typed expansion generates a
well-typed expansion.
The top-level theorem is the typed expansion theorem for modules.
Theorem C.45 (Module Expansion). If (M;D;G; Q) g6 M~ M:othen QF M: 0.
(The proof of this theorem requires proving the corresponding theorems about the
other typed expansion judgements, as well as the proto-expansion validation judgements
—see Appendix C.4.)

peTLM Abstract Reasoning Principles

The following theorem summarizes the abstract reasoning principles available to pro-
grammers when applying a peTLM. Descriptions of labeled clauses are given inline.
Theorem C.48 (peTLM Abstract Reasoning Principles). If Q) Fg.4 € ‘D~ e Tthen:

1. O = (M;D; G; Qapp)
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=

10.
11.

12.
13.
14.
15.

16.

17.

18.

19.

20.

21.

© X Nk

V= (A4Y)

(Typing 1) O) I—E,Xp é ~» € @ type(7') and Qupp b= e : T/ for T such that Qupp = 7' <: T
The type of the expansion is consistent with the type annotation on the peTLM
definition.

E

Qapp |_1{fxp € | €normal

timdef (€,,0rma1) = @

Y =Y, a — petlm(p;eparse)

b ~LBody Cbody

epars@(ebody) I inj[SuccessE] (epproto)

€pproto TPPrExpr é

Qapp l_ijp € e € 7 tYPE (Tproto) Jw: Qpamms

(Segmentation) Oparams -0 :Qparams; (2; b seg(e) segments b
The segmentation determined by the proto-expansion actually segments the
literal body (i.e. each segment is in-bounds and the segments are non-overlapping
and operate at consistent sorts, kinds and types.)

Qpamms |—W:Qpamms;0}‘¥} Db &~ e/ : Tp}’Ol’O

e = [wle

T= [W]Tproto

seg(e) = {splicedk[m;; n;]}o<i<n,,, U {splicedc[m]; ni; k] o<icny, U

{splicede[m!;n!; 1] }0§i<nexp

(Kinding 1) {Q) I parseUKind(subseq(b; m;; n;)) ~ x; kind}o<icny,, and {Qapp -

Ki k'nd}0§i<nkmd
Each spliced kind has a well-formed expansion at the application site.

(Kinding 2) { Qparams = Poransi G0 %1 s i kind }o<jcn,,, and {Qapp b [w]K) kind bo<icne,
Each kind annotation on a spliced construction has a well-formed expansion at
the application site.

(Kinding/ 3) {Q) F parseUCon(subseq(b; m};n})) ~~ ¢; 2 [w]K!}o<icny, and {Qapp +

G [w]Ki }O§i<7’lcon
Each spliced construction is well-kinded consistent with its kind annotation.

(Kinding 4) {Qparams "m0 34 oo 1 2 Typetocion,, and {Qupp F [w]T =

Type}o<i<ne,

Each type annotation on a spliced expression has a well-formed expansion at the
application site.

(Typing 2) {C) Fg.¢ parseUExp(subseq(b; m;’;ni')) ~> e; : [w]Tifo<icnyy, and {Qapp b

€ [w]Ti}OSi<ngxp
Each spliced expression is well-typed consistent with its type annotation.

(Capture Avoidance) e = [{K;/ki}o<i<nyqr {Ci/ Uito<i<nns €1/ Xi}0<i<ne, wle” for

some e and fresh {ki}o<i<ny,, and fresh {u;}o<i<n,, and fresh {Xi}o<i<n,,

The final expansion can be decomposed into a term with variables in place of each
spliced kind, construction, expression and parameter. The expansions of these

/
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spliced kinds, constructions and expressions, as well as the provided parameters,
can be substituted into this term in the standard capture avoiding manner.
22. (Context Independence)

fv(e”) C {kito<icnyg Y {1 Yo<i<n Y {Xibo<i<ne, Y d0m(Qparams)

The decomposed term is independent of the application site context.

ppTLM Abstract Reasoning Principles

The following theorem summarizes the abstract reasoning principles available to pro-
grammers when applying a ppTLM. Descriptions of labeled clauses are given inline.
Theorem C.50 (ppTLM Abstract Reasoning Principles). If Q) F$ € ‘b~ pTH QY then:
1. 9 = (M;D;G; Qupp)
2. o= (AD)
3. (Typing 1) O I—g"”t é ~ €@ type(t) and Qupy = p = T A Y for T such that
Qup -7 <t 7
The final expansion matches values of the type specified by the ppTLM'’s type
annotation.
Ogpp |_(Fl>>at € 4 €normar
timdef (€,,0rma1) = @
® =P, a — pptlm(p;eparse)
b \LBody €body
eparse (Crody) inj[SuccessP] (epproto)
€pproto TPPrPat P

10. Qapp |_(I;>at P e oma p? type (Tproto) dw: Qpamms
|—¢U5Qpamms} Q; b

© 2 Nk

11. (Segmentation) Qparams seg(p) segments b
The segmentation determined by the proto-expansion actually segments the
literal body (i.e. each segment is in-bounds and the segments are non-overlapping
and operate at consistent sorts, kinds and types.)
12. F\’“’“’ P Toroto _”w:mems;Q;fb;b 04
13. 7' = [W]Tproto
14. seg(e) = {splicedk|m;;n]}o<i<n,, U {splicedc[m;ni; ]} o<icny, Y
{splicedp[m;n{; ti|}o<icn,u
15. (Kinding 1) {CQ) - parseUKind(subseq(b; m;; ;) ~ «; kind}o<icn,,, and {Qgpp F
K; kind }o<ic<nygg
Each spliced kind has a well-formed expansion at the application site.
16. (Kinding 2) {Qparams F rmmsi O {1 s i kind o<y, @1 {Qapp F (] kind }o<i oy,
Each kind annotation on a spliced construction has a well-formed expansion at
the application site.
17. (Kinding 3) {Q) I parseUCon(subseq(b; m};nl)) ~ ¢; it [w]K }o<icny, a1d {Qapp
i :: (WK Fo<icn
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18.

19.

20.

Each spliced construction is well-kinded consistent with its kind annotation.
(Kinding 4) {Qparams H" Wm0 34 s 7 2 Typelo<ion,, and {Qupy b [w]T =
Type}o<i<nyy

Each type annotation on a spliced expression has a well-formed expansion at the

application site.

(Typing 2) {O ¢ parseUPat(subseq(b; m!';nl)) ~ p; : [w]t 41(D;D; G;; Qi>}0§i<npgt
and {Qgpp & pi : [w]T; Qi}0§i<npm

Each spliced pattern has a well-typed expansion that matches values of the type

indicated by the corresponding type annotation in the splice summary.

(No Hidden Bindings) (Y = (0; D; Wo<i<n,, Gis Uo<i<nyy Qi)

The hypotheses generated by the TLM application are exactly those generated by

the spliced patterns.
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Chapter 6

Static Evaluation

In the previous chapters, we have assumed that the parse functions in TLM definitions are
closed expanded expressions. This is unrealistic in practice — writing a parser generally
requires access to various libraries. Moreover, the parse function might itself be written
more concisely using TLMs. In this chapter, we address these problems by introducing a
static environment shared between parse functions.

6.1 Static Values

Figure 6.1 shows an example of a module, ParserCombos (see Sec. 2.4.6). The static
qualifier indicates that this module is bound for use within the parse functions of the
subsequent TLM definitions.

static module ParserCombos =

struct
type parser(’c, ’'t) = list(’c) -> list(’'t * list(’c))
val alt : parser(’c, ’'t) -> parser(’c, ’'t) -> parser(’c, ’'t)
( % :’:)

end

syntax $a at T by
static fn(b) =>
(* ... *) ParserCombos.alt (* ... *)

W 00 N O v B W N =

-
o

end

_ = e
w N e

syntax $b at T’ by
static fn(b) =>
(* ... *) ParserCombos.alt (* ... *)

==
v

end

_ =
N OO

val y = (* ParserCombos CANNOT be used here *)

=
(o]

Figure 6.1: Binding a static module for use within parse functions
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The values that arise during the the evaluation of parse functions do not need to
persist from “compile-time” to “run-time”, so we do not need a full staged computation
system [125]. Instead, a sequence of static bindings operates like a lexically-scoped
read-evaluate-print loop (REPL), in that each static expression is evaluated immediately
and the evaluated values are tracked by a static environment.

6.2 Applying TLMs Within TLM Definitions

TLMs and TLM abbreviations can also be qualified with the static keyword, which
marks them for use within subsequent static expressions and patterns. Let us consider
some examples of particular relevance to TLM providers.

6.2.1 Quasiquotation

TLMs must generate values of type proto_expr or proto_pat. Constructing values of
these types explicitly can have high syntactic cost. To decrease this cost, we can define
TLMs that provide support for quasiquotation syntax (similar to that built in to languages
like Lisp [18] and Scala [114]):
static syntax $proto_expr at proto_expr by static fn(b) =>
(* proto-expression quasiquotation parser here %)
end

static syntax $proto_typ at proto_typ by static fn(b) =>
(* proto-type quasiquotation parser here %)
end

For example, the following expression:
val gx = $proto_expr ‘g(x)
is more concise than its expansion:
val gx = App(Var ’g’, Var ’'x’)
Anti-quotation, i.e. splicing in an expression of type proto_expr (or proto_pat), is per-
formed by prefixing a variable or parenthesized expression with %:
val fgx = $proto_expr ‘f(%gx)"
The expansion of this term is:
val fgx = App(Var ’f’, gx)

6.2.2 Grammar-Based Parser Generators

In Sec. 2.4.5, we discussed a number of grammar-based parser generators. Abstractly, a
parser generator is a module matching the signature PARSEGEN defined in Figure 6.2. Let
us assume a module P : PARSEGEN and a grammar of spliced unexpanded expressions
that have a given type annotation, spliced_uexp : proto_typ -> P.grammar(proto_expr),
in the discussion below.

116



1 signature PARSEGEN = sig

2 type grammar (’a)

3 (* ... operations on grammars ... ¥)

4 type parser(’a) = string -> parse_result(’a)
5 val generate : grammar(’a) -> parser(’a)

6 end

Figure 6.2: A signature for parser generators. The type function parse_result was
defined in Figure 3.3.

Rather than constructing a grammar using various operations (whose specifications
are elided in PARSEGEN), we wish to use a syntax for grammars that follows standard
conventions. We can do so by defining a static parametric TLM $grammar:

Il(b) => ( . «»‘) LT a by

Using these definitions, we might define a TLM for regexes (implementing a subset
of the POSIX regex syntax for simplicity) as shown in Figure 6.3.

static module RS : RX = (* ... *)

static module RU = RXUtil (RS)

syntax $rx(R : RX) at R.t by static
P.generate ($grammar P proto_expr {|

nwn

start <-
fn () => $proto_expr ‘R.Empty"
start <- "(" start ")"

fn e => e
token str_tok

O 00 N O v b W N =

10 RU.parse "[A(@$]+" (* cannot use $rx within its own def *)
11 start <- str_tok

12 fn s => $proto_expr ‘R.Str %(str_to_proto_strlit s)°
13 start <- start start

14 fn el e2 => $proto_expr ‘R.Seq (%el, %e2)°

15 start <- start "|" start

16 fn el e2 => $proto_expr ‘R.Or (%el, %e2)

17 start <- start "*"

18 fn e => $proto_expr ‘R.Star %e‘

19

20 using spliced_uexp ($proto_typ ‘R.t‘) as spliced_rx

21 start <- "%{" spliced_rx "}"

22 fn e => e

23

24 using spliced_uexp ($proto_typ ‘string‘) as spliced_str
25 start <- "${" spliced_str "}"

26 fn e => $proto_expr ‘R.Str %(e)*

27 | 3)

28 end

Figure 6.3: A grammar-based definition of $rx
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6.3 Library Management

In the examples above, we explicitly qualified various definitions with the static key-
word to make them available within static values. This captures the essential nature of
the problem of static evaluation, but in practice, we would like to be able to use libraries
within both static values and standard values as needed without duplicating code. This
can be achieved by a library manager.

For example, a language-external library manager for VerseML similar to SML/N]J’s
CM [19] could support a static qualifier on imported libraries, which would place the
definitions exported by the imported library into the static phase of the library being
defined. In particular, a library definition in such a compilation manager might look like
this:

Library

(* ... exported module, signature and TLM names ... ¥*)
is

(* ... files defining those exports ... *)

(* imports: *)
static parsegen.cm
A similar approach could be taken for languages the incorporate library management
directly into the syntax of programs, e.g. Scala [94]:

static import edu.cmu.comar.parsegen

For the sake of generality and simplicity, we will leave the details of library and
compilation management out of our formal developments (following the approach
taken in the definition of Standard ML [90].) The problem of packaging macros into
components has been studied for term-rewriting macros [31].

An alternative design that allows for the explicit lowering of standard-phase bindings
to the static phase has been proposed for OCaml [139].

6.4 miniVersepy

We will now formalize the mechanisms just discussed by developing a reduced calculus,
miniVersepy. This calculus is defined identically to miniVersep with the exception of the
syntax and semantics of unexpanded module expressions, M, so we assume all of the
definitions that were given in Appendix C without restating them.

6.4.1 Syntax of Unexpanded Modules

The syntax of unexpanded modules is defined in Figure 6.4. The parts of this figure
that differ from Figure 5.9 are highlighted in yellow. Each binding form has a phase
annotation, ¢, and parse functions are now unexpanded expressions, ¢, rather than
expanded expressions, e. In the textual syntax, the phase annotation standard is assumed
when no phase annotation has been given.
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Sort Stylized Form Description

Phase ¢ := standard standard phase
static static phase

UMod M == X module identifier
I¢;e] structure
Mo seal
(@ let X=MinM): ¢ definition
@ syntax d at p for expressions by static é in M peTLM definition
@ let syntax 4 = € for expressions in M peTLM binding
@ syntax d at p for patterns by static € in M ppTLM definition
@ let syntax @ = & for patterns in M ppTLM binding

Figure 6.4: Syntax of unexpanded modules in miniVersepy

6.4.2 Module Expansion
The module expansion judgement in miniVersepy takes the following form:

Judgement Form  Description
Q I—%, & M~ M : ¢ M has expansion M matching

The difference here is that there is now a static environment, ¥. Static environments
take the form w : Q); ¥; ®, where w is a substitution.

The static environment passes opaquely through the subsumption rule and the rules
governing module identifiers, structures and sealing;:

A = (6.1a)
z L
- _ (6.1b)
OFéwcux Qbggée:c/ulT

5 — ’ - (6.1c)

'_'if;é [¢;é] ~~ struct(c;e) : sig{x} (u.T)

QOF 6~ 0sig OF: . M~ M:0o

, P (6.1d)

Q) l—é;&) M1 6~ seal{c}(M) : o

Each binding form in the syntax of M is qualified with a phase, ¢, which is either
standard or static. The static environment passes opaquely through the standard
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phase module let binding construct:
Ql—%_éMWMZU QF &~ 0 sig
O,XWX:O'FZ%I@M/WM/ZOJ

@) l—%@ (standard let X =Min M’) 0~ mlet{c'}(M; XM : ¢’

(6.1e)

The rule for the static phase module let binding construct, on the other hand, calls
for the module expression being bound to be evaluated to a module value under the
current environment. The substitution and corresponding unexpanded context is then
extended with this module value:

X=w: Qs;‘ifs;qss

ASMWM:(T (WM || M’

A %
QS l_‘AI'rs,'q)

A R . A M/ X:Qg, X Xoo; ¥ g;Pg 44
OF 0 ~o'sig QR X0sXXa¥s®s g Mo
g ¥,b

@) I—f%,;(i) (staticlet X=Min M) : ¢’ ~ M : ¢’

(6.1f)

The standard peTLM definition construct is governed by the following rule:

(A)l—pwptlmty Y =w:Og¥s; b
Qg l—qjs,&)s Eparse ~ €parse : Parr (Body; ParseResult(PPrExpr))

/ ALY ~ .
[w]eparse ll eparse Q |_(A&Jﬁ%defref[a];‘I’,a*—)petlm(p;el’oarse));é M~ M:o

@) |‘<ZA/.T>;@, standard syntax 4 at 0 for expressions by static éparse in M~ M:o

(6.1g)

The difference here is that the parse function is an unexpanded (rather than an expanded)

expression. It is expanded under the static environment’s unified context, ()s. Then the

substitution, w, is applied to the resulting expanded parse function before it is added to
the peTLM context.

The static peTLM definition construct operates similarly, differing only in that the

static environment’s peTLM context is extended, rather than the standard peTLM context:

(A)l—ﬁwptlmty Y =w:Og¥s; P Y5 = (Ag; ¥s)
Qs Fg . Cparse ~ Eparse : PArr (Body; ParseResult(PPrExpr))

, A w:ﬂy(As&Jﬁ‘—)defref[a];Ts,a%petlm(p;egarse)>;<T>5 ~ )
wleparse I €parse Q I_‘if,-qB M~ M:o

A = (6.1h)
Q) l—%‘qs static syntax 4 at p for expressions by static éparse in M ~> M : 0

The static environment passes opaquely through the standard peTLM abbreviation
construct:

A

A Ex N A Y ~ .
QI—M‘?\Y)ewe@p QI—MM{_)E;%;&)MWM.U 610

OHx v+ standard let syntax 4 = & for expressions in M ~» M : o
(A¥);d
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The static peTLM abbreviation construct updates the static peTLM identifier expan-
sion context, Ag:
A LE A
Y=w:Og¥sPs s = (Ag¥s)
Q l_(f195;<A5Lﬂﬁ;>€;‘fs>;q35 M ~s M o
Y. '

~ = (6.1j)
Q) f—%@ static let syntax 4 = € for expressionsin M ~» M : o ]
The rules governing ppTLM definitions and abbreviations are analagous:

(A)l—pwptlmty Y =w:Og¥s s
Qg l_‘f’s@s 8parse ~ €parse : Parr (Body; ParseResult(PPrPat))

/ A L 9 .
[w]eparse U eparse 0 l_‘i’;(AErJﬁ;)defref[a];<I>,a<—>ppt1m(p;ei,arse)) M~ M:o

O I_‘%’;M;@ standard syntax 4 at p for patterns by static éparse in M~ M:o
(6.1k)
O p ~> p timty L =w:Qg¥s s b5 = (As; @s)
Qg l_‘f’s@s Cparse ~~ €parse : PArr (Body; ParseResult (PPrPat))
A wiQg¥ g ( Aswa—defref[al;Pg,a—pptlm(pieparse))
[w]eparse I e£)arse 0 l_‘%-qBS s S - M—M:o (6.11)
Q) F§ 4 static syntaxd at § for patterns by static bparse in M~ M : 0 |
A _Pat A o= Y :
Q |_<A;<1>> E~~e@p Q |_‘if,-(AL+Jﬁ‘—>€;<I>) M~ M:a (6.1m)
Q) |‘\%<A-<I>> standard let syntax @ = é for patterns in M~ M : 0 |
A _Pat A
AQ 'i(jl;@ € (i@P
Y =w:0Og; ¥ Dg bg = (As; Ds)
O l_(‘%ljfgs;‘Ys;<A5&Jﬁ‘—>€;q)5> M ~ M: o
; (6.1n)

O f—%é static let syntax 4 = € for patterns in M~ M: o

6.4.3 Metatheory

The metatheorem having to do with unexpanded module expressions was the Module
Expansion theorem, Theorem C.45. This theorem continues to hold in miniVersepy.
Theorem 6.1 (Module Expansion). If (M; D;G;Q) Fx o M~ M: 0 then QF M : 0.

Proof. By rule induction over Rules (6.1). In the following, let O = (M;D;G;Q)).
Case (6.1a).
1) Obgg M~ M: 0o’ by assumption
2 QOFd <0 by assumption
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B) QFM: ¢ by IH on (1)
4 OFM:0o by Rule (C.4a) on (3)
and (2)

Case (6.1b) through (6.1f). In each of these cases, we apply the IH over each module
expansion premise, Theorem C.44 over each expression expansion premise and The-
orem C.36 over each construction expansion premise, then apply the corresponding
signature matching rule in Rules (C.4) and weakening as needed.

Case (6.1g) through (6.1n). In each of these cases, we apply the IH to the module expan-
sion premise.

O

The rest of the metatheory is identical to that of miniVersep.
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Chapter 7
TLM Implicits

When applying a TLM, library clients must explicitly prefix each literal form with a TLM
name and, in some cases, several parameters. In situations where the client is repeatedly
applying a TLM to small literal forms, this can itself be costly. For example, list literals
are often small, so applying $intlist repeatedly can be distracting and syntactically
costly.

To further lower the syntactic cost of using TLMs, so that it compares to the syntactic
cost of using derived forms built primitively into a language, VerseML allows clients
to designate, for any type, one expression TLM and one pattern TLM as that type’s
designated TLMSs within a delimited scope. When VerseML's local type inference system
encounters a generalized literal form not prefixed by a TLM name (an unadorned literal
form), it implicitly applies the TLM designated at the type that the expression or pattern
is being checked against. This chapter will introduce TLM implicits first by example in
Sec. 7.1 and then formally in Sec. 7.2.

7.1 TLM Implicits By Example

7.1.1 Designation and Usage

On Lines 1-2 of Figure 7.1, the client has designated the expression TLM $rx for implicit
application to unadorned literal forms being checked against type rx, like the unadorned
literal form on Line 5.

Similarly, on Line 3 of Figure 7.1 the client has designated the pattern TLM $rx for
implicit application to unadorned pattern literal forms matching values of type rx, like
the pattern form on Line 8.

Type annotations on TLM designations are technically redundant — the definition of
the designated TLM determines the designated type. Annotations are included in our
examples for readability.

Expression and pattern TLMs need not be designated together, nor have the same
name if they are. However, this is a common idiom, so for convenience, VerseML also
provides a derived designation form that combines the two designations in Figure 7.1:
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implicit syntax
$rx at rx for expressions
$rx at rx for patterns

1
2
3
4 1in
5 val ssn : rx = /\d\d\d-\d\d-\d\d\d\d/
6 fun name_from_example_rx(r : rx) : option(string) =>
7 match r with
8 /@name: %_/ => Some name
9 | _ => None
10 end
Figure 7.1: An example of simple TLM implicits in VerseML
implicit syntax $rx at rx in (* ... *) end

7.1.2 Analytic and Synthetic Positions

During typed expansion of a subexpression, ¢/, of an expresssion, e, we say that ¢/
appears in analytic position if the type that ¢’ must have is determined by the surrounding
context and its position within e. For example, an expression appearing as a function
argument is in analytic position because the function’s type determines the argument’s
type. Similarly, an expression may appear in analytic position due to a type ascription,
either directly on the expression, or on a binding, as on Line 5 above.

If the type that ¢’ must be assigned is not determined by the surrounding context —i.e.
¢/ must be examined to synthesize its type — we instead say that the expression appears
in a synthetic position. For example, a top-level expression, or an expression being bound
without a type ascription, appears in synthetic position.

An expression of unadorned literal form is valid only in analytic position, because
its type must be known to be able to determine the designated TLM that will control its
expansion. For example, typed expansion of the following expression will fail because
an expression of unadorned literal form appears in synthetic position:

val ssn = /\d\d\d-\d\d-\d\d\d\d/ (* INVALID *)

Patterns can always be of unadorned literal form in VerseML, because the scrutinee
of a match expression is always in synthetic position, and so the type of value that each
pattern appearing within the match expression must match is always known.

7.2 Bidirectional miniVerseg

To formalize TLM implicits, we will now develop a reduced calculus called Bidirectional
miniVerseg. The full definition of this calculus is given in Appendix D. We choose to base
our calculus on the simpler miniVerseg calculus, rather than miniVersep, to communicate
the essential character of TLM implicits. Section 7.3 briefly considers the small changes
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Sort Stylized Form Description

UTyp T == (as in miniVerseg)

UExp ¢é == (as in miniVerseg)
implicit syntax 4 for expressionsiné seTLM designation
implicit syntax 4 for patternsiné spTLM designation
/b/ seTLM unadorned literal

URule 7 == ... (as in miniVerseg)

UPat p u= (as in miniVerseg)

/b/ spTLM unadorned literal
Figure 7.2: Syntax of unexpanded terms in Bidirectional miniVerseg

that would be necessary to incorporate the same mechanism into a bidirectionally typed
variant of miniVersep.

7.2.1 Expanded Language

The Bidirectional miniVerseg expanded language (XL) is the same as the miniVerseg XL,
which was described in Sections 4.2.1 through 4.2.3.

7.2.2 Syntax of the Unexpanded Language

The syntax of the Bidirectional miniVerseg unexpanded language (UL) extends the syntax
of the miniVerseg UL as shown in Figure 7.2.

As in miniVerseg, there is also a textual syntax for the UL, characterized by the follow-
ing condition:
Condition D.1 (Textual Representability).

1. For each t, there exists b such that parseUTyp(b) = T.

2. For each é, there exists b such that parseUExp(b) = é.

3. For each p, there exists b such that parseUPat(b) = p.

7.2.3 Bidirectionally Typed Expansion

Unexpanded terms are checked and expanded simultaneously according to the bidirec-
tionally typed expansion judgements:

Judgement Form Description

A %~ T type T has well-formed expansion

é 1:" Fyp~e=T ¢ has expansion e synthesizing type T

é l: Fgpé~re<=T ¢ has expansion e when analyzed against type T

AT by 47~ r< 1= T Fhasexpansionr and takes values of type T to values of
type 7' when 7’s is provided for analysis

Argp~p:t-AT p has expansion p and type T and generates hypotheses
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Type Expansion

Unexpanded type formation contexts, A, were defined in Sec. 3.2.6. The type expansion
judgement, A = T ~» T type, is inductively defined as in miniVerseg by Rules (B.5).

Bidirectionally Typed Expression and Rule Expansion

In order to clearly define the semantics of TLM implicits, we must make a judgmental
distinction between type synthesis and type analysis. In the former, the type is determined
from the term, while in the latter, the type is presumed known. Type systems that make
this distinction are called bidirectional type systems [103]. (Pierce characterizes the idea as
folklore predating his paper.)

The typed expression expansion judgements, A T Fy.4 € ~> e = T, for type synthesis,
and AT Fg.¢ € ~» e < T, for type analysis, and the typed rule expansion judgement,

AT kg4 # ~ 7<= 7= T, are defined mutually inductively by Rules (D.1), Rules (D.2)
and Rule (D.3), respectively. We will reproduce only certain “interesting” rules below —
the appendix gives the complete set of rules.

Subsumption Type analysis subsumes type synthesis according to the following rule
of subsumption:

Afhggé~e=T

k24 (D.2a)

A f' l_‘i’(i) E~we<=T
In other words, when a type can be synthesized for an unexpanded expression, that

unexpanded expression can also be analyzed against that type, producing the same
expansion.

Type Ascription A type ascription can be placed on an unexpanded expression to specify
the type that it should be analyzed against.

(D.1b)

Variables Unexpanded typing contexts, I', were defined in Sec. 3.2.6. Identifiers that
appear in [ have the expansion and synthesize the type that [ assigns to them.

— - (D.1a)
AF,xwx:Tl—@;@)xwxéT

Value Binding We define let-binding of a value in synthetic or analytic position primi-
tively in Bidirectional miniVerseg. The following rules govern this construct.

A A ~ AP oA . ,\AA/ / /
AThggé~~e=1 Alfwx:Thggl we =1
l_

— D.1c
AT (D.10)

y.5 letval £ =¢iné ~ ap(lam{t}(x.¢");e) = 7’
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>
[

bre=T AT, 2 x:Thggé e <1

oy

(D.2b)

"y
[hgg letval £ =éiné ~ ap(lam{t}(x.¢);e) < 7’

>

Functions Functions with an argument type annotation can appear in synthetic posi-

tion.
AF 1 ~ 1 type AT 2w x:mlFggbe=n
12 (D.1d)

AT l—q,;qg AX:T1.6 ~ lam{T;} (x.e) = parr(1y; ™)

(In addition to such “half annotated” functions [27], it would be straightforward to
include unannotated functions, A%£.¢, which can appear only in analytic position. We
leave these out for simplicity.)

Function applications can appear in synthetic position. The argument is analyzed
against the argument type synthesized by the function.

AT by 461~ e =parr(m) Albggb~e<en D1e)
’ ° le

A r F@;qg é1 (éz) ~ ap(ei;e) = T

Pattern Matching The following rule governs match expressions, which must appear
in analytic position.

Af"A;(i)éW€:>T {Afl_@;éfiwriCT@T/}lgign (Dz)
A IA_' l_‘i’,dA) match é {f’i}lgign ~ match[n] (e; {rl'}lfign) — T/ 28

The typed rule expansion judgement is defined by the following rule:
Abgp~p:TH(GT) (DA (GWGTUI ) bygéme=T 03)

(D;A) (G;T) Fy.p p = e~ rule(pe) =T T

(In this simple calculus, it would also be possible to allow match expressions to appear
in synthetic position — all of the branches would need to synthesize the same type. In a
language with richer notions of type equality and subtyping, this requires greater care.
To avoid this orthogonal concern, we do not formally consider this case.)

The pattern expansion judgement, A 4 p ~~ p : T 4T, is inductively defined by
Rules (D.4), and operates as described in Chapter 4. There is one new rule, governing
the newly introduced unadorned pattern literal form. We will return to this rule below.

Other Shared Forms Other constructs of shared form have similar bidirectional rules,
given in the appendix.

TLMs seTLM contexts, ¥, take the form
(A7)
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and spTLM contexts, ®, take the form
(A, D, 7)

where TLM identifier expansion contexts, .4, seTLM definition contexts, ¥, and spTLM
definition contexts, ®, are defined as in miniVerses. TLM implicit designation contexts, L,
are new to Bidirectional miniVerseg and defined below.

Before considering TLM implicits, let us briefly review the rules for defining and
explicitly applying TLMs. These rules are nearly identical to their counterparts in
miniVerseg, differing only in that they have been made bidirectional.

TLMs can be defined in synthetic or analytic position. The rules for seTLMs are
reproduced below (the rules for spTLMs are analagous — see appendix.)

AFt~T type @ D & eparse : parr (Body; ParseResultSE)
/ AT A /
Cparse Y Cparse AT |_‘i’,ﬁwczc—)setlm(‘c; Charse); P ewe=1T

_ (D.1k)
AT by syntaxd at T for expressions {eparse} iné ~» e = T

AFt~T type @ D & eparse : parr (Body; ParseResultSE)
/ AT A /
€parse J Cparse AT l_‘i’,ﬁwac—metlm(‘r; Charse) ;P Ee=T

_ (D.2h)
AT bg.4 syntaxd at T for expressions {eparse} iné ~ e <= T

The rule for explicitly applying an seTLM is reproduced below:
¥ =¥,4~ a— setlm(T; eparse)
b IBody €body eparse(ebody) J SUCCGAS?’EA' Eproto €proto TPrExpr €
seg(e) segments b Q@ FOLE®b s e =1
Afl—qf@)ﬁ ‘b ~e=T

(D.11)

Similarly, the rule for explicitly applying an spTLM is reproduced below:

~ A~

@ — @l,ﬁ ~ o — Sptll’l’l(T,' eparse)
b iBody €body eparse(ebOdy) |} SuccessP - €proto  €proto TpPrPat P
seg(p) segments b pasprT AT
Abga b ~p:7HT

(D.4f)

TLM Implicits TLM implicit designation contexts, Z, are finite functions that map each
type T € dom(Z) to the TLM designation T — a, for some TLM name a. We write
I Wt < afor the TLM designation context that maps 7 to T < a and defers to Z for all
other types (i.e. the previous designation, if any, is updated).

The following rules governs seTLM designation in synthetic and analytic position,
respectively:
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Y=(Awa~ a;¥,a — setlm(T; eparse); L)

A A A /
AT l_<./4L+Jﬁ~->a;‘I’,a<—>setlm("r; eparse); ZWT—a);d Ee=T (D.1m)
AT tg.4 implicit syntax 4 for expressionsiné ~ e = 7/ '
V= (AWa~ag;¥,a — setlm(T; eparse); L)
. 2 ,
AT '_(A&Jﬁwa;‘l’,u‘—)setlm(f;eparse);I&JT%@;Ci) Eve<=T (D 2_)
2i

AT F¢.¢ implicit syntax 4 for expressionsiné ~ e < T

Similarly, the following rules govern spTLM designation in synthetic and analytic
position, respectively:

& = (AWa ~ a;D,a — sptIm(T; eparse); L)
- E~e=1

Lo

A

¥ (AW~ a;®,a— sptIm(T; eparse) ; W T—a)

~= . , (D.10)
AT Fy.4 implicit syntax 4 forpatternsiné ~ e = T
d = (AW a ~ a;P,a — sptIm(T; eparse); )
PPN A /
AT I_‘i’;<.Atdﬁ«/->a;d>,a¢—>:sptlm('r; eparse) ; TWT—a) €e=T (D2l)

AT F¢.g implicit syntax 4 for patternsiné ~ e < T’

The following rule determines the TLM designated at the type that the expression of
unadorned literal form is being analyzed against and applies it implicitly:

V= (A4Y, 0 setlm(T; eparse); ZWT < a)
b {Body Cbody eparse(ebody) J SuCCGASSE * €proto €proto TPrExpr €
seg(e) segments b Q@ FOLE®L s e =1
AT bgg /b/ ~e<=T

(D.2))

Similarly, the following rule determines the TLM designated at the type that the
pattern of unadorned literal form is matching against and applies it implicitly:

& = (A;®,a — sptlm(T; eparse); L, T < a)
b xl/Body €bod e arse(ebod ) |} SuccessP - eproto €proto TPrPat p
y p y prot p

seg(p) segments b pamprTANEET
Abg /b/ ~p:TAT

(D4g)

7.2.4 Bidirectional Proto-Expansion Validation

The syntax of proto-expansions was defined in Sec. 4.2.8.
The bidirectional proto-expansion validation judgements validate proto-terms and simul-
taneously generate their final expansions.
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Judgement Form Description

AFT 1T~ Ttype T has well-formed expansion T

ATFEe we= 1T e has expansion e synthesizing type T

ATFEe e« T ¢ has expansion e when analyzed against type T

AT FEj ~ r < 7= 7' 7 has expansion r taking values of type T to values of type T/
p~p:T 4P T p has expansion p matching against T generating assumptions I’

These judgements are defined by rules given in Appendix D.3.2. Most rules follow the
corresponding typed expansion rule. The main rule of interest here is the rule governing
references to spliced expressions, reproduced below:

DFSE) 1w Ttype  E = (D;Aapp); (G;Tapp); ¥ &; b
parseUExp(subseq(b; m; n)) = é (D; Dapp) (GiTapp) Fyp €~ e=T
ANAypp =@  dom(I') Ndom(Lapp) = @

AT FE splicede[m;n;t] ~ e =1

(D.5Kk)

This rule is similar to Rule (B.10n), which governed references to spliced expressions in
miniVerseg. Notice that here, the unexpanded expression ¢é is analyzed against the type 7.

7.2.5 Metatheory

Bidirectional miniVerseg enjoys metatheoretic properties analagous to those established
for miniVerseg. We state these properties below — the proofs are given in Appendix D.4.

The following theorem establishes that typed pattern expansion produces an ex-
panded pattern that matches values of the specified type and generates the same hypothe-
ses. It must be stated mutually with the corresponding theorem about proto-patterns,
because the judgements are mutually defined.

Theorem D.9 (Typed Pattern Expansion).
1 If(D;A) F 401 ﬁwp'r%l (G;T)ythen A+ p:THIT.
2. If p~ p: T APRIAREL (G- then A+ p: THIT.

The following theorem establishes that bidirectionally typed expression and rule
expansion produces expanded expressions and rules of the appropriate type under the
appropriate contexts. These statements must be stated mutually with the corresponding
statements about birectional proto-expression and proto-rule validation because the
judgements are mutually defined.

Theorem D.10 (Typed Expression and Rule Expansion).
1. (a) If(D;A)(G;T) Fygpé~~e=TthenAT ke: T
) If (D;A) (G;T) by e~ e<=Tand A+ Ttypethen AT - e: T,
€ If(D;0) (G;T) by P~ r<=TE Tand AT typethen AT Fr: T T\

2. (@) If AT HPBap)i Gl Hi®ib o o o = 7 and AN Agyy = @ and dom(T) N
dom(Lapp) = D then AU Ngppy T UTpp Fe 0 T

(b) IfAT - Dibapp)i (GTap i D3t 5 s o = Tand A T type and A N Agyy = @ and
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(c) IfFAT - (DiBapp)i (GTapp)i Vi ®ib 3oy = T = 1 and A - T’ type and A N ANgpp =D
and dom(I') Ndom(Topp) = @ then AU Ngpy TUTgpp 1 T T
The following theorem establishes abstract reasoning principles for implicitly applied
expression TLMs. These are analagous to those described in Section 3.2.11 for explicitly
applied expression TLMs.
Theorem D.13 (seTLM Abstract Reasoning Principles - Implicit Application). If

(D;0) (GiT) by /b/~~e<=T

then:

1. (Typing D ¥ = (A; ¥, 0 — setIm(T; eparse); ZWT > a)and AT e : T

2. b i/Body ebody

3. eparsg(ebody) {} inj[SuccessE| (eproto)

4. eproto TPrExpr e

5. (Segmentation) seg(¢) segments b

6. seg(e) = {splicedt[m;;n;]}ogknty U {splicede[m;; ni}i'i]}ogi<nexp

7. (Typing 2) {(D;A) + parseUTyp(subseq(b;mj;n)) ~ T/ type}o<icn, and {A F
T; typeto<i<ny,

8. (Typing 3) {@ HDAL 4 v 7 typeto<i<e, and {A & Ti typeto<icn,,

9. (Typing 4) {(D; A) (G;T) by.4 parseUExp(subseq(b;m;;n;)) ~~ e; < Ti}0§i<nexp and

{ATFei: Tilo<icn,,
10. (Capture Avoidance) e = [{Ti//ti}ogkntyr {ei/xi}osiqexp]e’for some {ti}0§i<nty and
{xito<i<ne, and ¢
11. (Context Independence) fv(e') C {ti}0§i<nty U {xi}0§i<nexp
Similarly, the following theorem establishes abstract reasoning principles for implic-
itly applied pattern TLMs. These are analagous to those described in Sec. 4.2.10 for
explicitly applied pattern TLMs.
Theorem D.16 (spTLM Abstract Reasoning Principles - Implicit Application). If

Arg /b/~p:TAT
where A = (D; A) and T = (G;T) then all of the following hold:
1. (Typing 1) d = (A; ®,a — sptlm(T; eparse); L, T — ayand AFp:tHT
b ifBody Cbody

eparse(ebody) I3 inj[SucceSSP] (eproto)

€proto TPrpat P
(Segmentation) seg(p) segments b

seg(p) = {splicedt[n}; mﬁ]}og«nw U {splicedp[mi;nl-;i'l-]}ogiqpm

(Typing 2) {A F parseUTyp(subseq(b; m; n})) ~» T/ type}0§i<nty and {A F T/ type}0§i<nty
(Typing 3) {O F&Y 1 ~ 1 type }o<i<ny, and {A F T typefo<icn,y,

(Typing 4) {A ¢ parseUPat(subseq(b; m;;n;)) ~» p; = 7; -l fi}0§i<npat

A

(No Hidden Bindings) I' = Wo<i<nyy I

at — 1

© X N SR W

—~
<
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7.3 Parametric TLM Implicits

Incorporating simple implicits into a bidirectionally typed dialect of miniVersep would
require that the implicit context, Z, be a finite function from equivalence classes of types
to TLM expressions, € (rather than from syntactic types, T, to TLM names, a.)

We consider a more sophisticated mechanism that allows a TLM implicit designation
itself to operate over a parameterized family of types as future work in Sec. 8.3.5.
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Chapter 8

Discussion & Conclusion

8.1 Summary of Contributions

In summary, typed literal macros (TLMs) allow library providers to programmatically
control the parsing and expansion of generalized expression and pattern literal forms. A
proto-expansion validation step allows a TLM client to reason about types, binding and
segmentation abstractly, i.e. without examining the macro definition or the generated
expansion in complete detail. Instead, the client needs only to be made aware of the type
annotation on the applied TLM and the splice summary of the generated proto-expansion,
which locates and assigns a type to each spliced term within the literal body. This
information can be communicated to the client using secondary notation (e.g. colors)
together with a simple type inspection service similar to that available in many program
editors today.

This work developed a series of progressively more sophisticated core calculi in order
to formally characterize the mechanisms of TLM definition and application and the
associated abstract reasoning principles. In particular:

1. Chapters 3 and 4 developed miniVerseg, which communicates the central concepts
of typed expansion and proto-expansion validation for simple expression and
pattern TLMs, respectively. It also showed how we can formally establish the
abstract reasoning principles available to TLM clients. The reasoning principles
related to binding relied on the standard notion of capture-avoiding substitution
(for ABTs), rather than on a macro-specific mechanism for fresh variable generation
as in other formal accounts of macro systems (notably, the work of Herman and
Wand [66, 67].)

2. Chapter 5 then developed miniVersep, which added type and module parameters.
These enrich the TLM type discipline to allow a single TLM to operate across a
parameterized family of types. They also allow TLMs to refer to external bindings
through module parameters, rather than requiring that all external references go
through spliced terms. Support for partial application in higher-order abbreviations
lowers the syntactic cost of this explicit parameter-passing style.

3. Chapter 6 developed miniVersepy, which adds a static environment shared between
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TLM definitions. This makes the job of the TLM provider easier, by giving them
access to libraries, including those that themselves export TLM definitions. We gave
examples of TLMs that are useful for defining other TLMs, including quasiquotation
TLMs and a grammar-based parser generator. We also briefly discussed how TLMs
interact with library management systems.

Finally, Chapter 7 developed Bidirectional miniVerseg, which supports a mechanism
of TLM implicits that further decreases the syntactic cost of applying a TLM while
retaining the essential reasoning principles developed in the previous chapters.

8.2 Summary of Related Work

Chapter 2 gave a detailed account of the various existing mechanisms of syntactic control.
In this section, we briefly compare TLMs to this related work more directly.

Compared to dialect-oriented mechanisms of syntactic control, i.e. mechanisms that
allow providers to form a new syntax dialect by extending the context-free syntax of a
language, TLMs provide clients with stronger abstract reasoning principles. In particular:

1.

Conflict: Clients attempting to combine general syntax dialects that have been
found to be individually free of syntactic conflicts cannot be sure that the combined
dialect will be free of syntactic conflicts. Only a system described by Schwerdfeger
and Van Wyk allows reasoning modularly about conflicts, but for a restricted class
of syntax dialects [111, 112]. In contrast, TLM providers can reason modularly
about syntactic conflicts because the context-free syntax of the language is fixed.

Responsibility: Clients using a combined syntax dialect cannot easily determine
which constituent dialect is responsible for any given form. In contrast, TLM clients
can reason about responsibility by following the binding structure of the language
in the usual manner.

Segmentation: Clients of a syntax dialect cannot accurately determine which
segments of the program text appear directly in the desugaring. In contrast, TLM
clients can reason about segmentation by inspecting the splice summary. The
information in a splice summary can be communicated straightforwardly by a
program editor using secondary notation (e.g. colors.) The system guarantees that
spliced segments are non-overlapping.

Typing: Clients of a syntax dialect cannot reason abstractly about types. In contrast,
TLM clients clients can determine the type of any expansion by inspecting the
parameter and type declarations on the TLM definition. The parse function and
the expansion itself need not be inspected, i.e. these details can be held abstract.
The splice summary also gives types for each spliced expression or pattern. This
information can be communicated upon request by the type inspection service of a
program editor.

Binding: Clients of a context-free syntax dialect cannot be sure that the desugaring
is context-independent and that spliced terms are capture avoiding. In contrast,
TLM clients can be sure that the expansion is completely context-independent and
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that spliced terms are capture-avoiding.

Some existing typed term-rewriting macro systems, notably the Scala macro system
[23], address most of these problems but sacrifice syntactic control by requiring that
the macro repurpose what existing syntactic forms are otherwise defined. String literal
forms cannot be repurposed flexibly because terms cannot be spliced hygienically out
of string literal bodies. TLMs solve this problem by distinguishing spliced segments
explicitly within the generated proto-expansions. This allows the language to selectively
give spliced terms access to application-site bindings during proto-expansion validation,
while requiring that the remainder of the proto-expansion be context-independent.

This work also provides the first type-theoretic account of a hygienic typed macro
system integrated into a language with support for structural pattern matching and an
ML-style module system. Let us consider some related work to justify this assertion.

* The Scala macro system has not been formally specified as of this writing.

* The macro calculus of Herman and Wand [66, 67] uses types only to make manifest
the binding structure of the generated expansion. The language that expansions
are written in does not have an ML-style type structure.

Their calculus uses tree locations, which originate in the early work of Gorn [55], to
identify macro arguments by their location within the macro argument list. These
tree locations are conceptually reminiscent of our spliced segment references, which
identify spliced terms by their lexical location within the literal body. However,
the tree locations serve a different purpose in Herman and Wand’s calculus —
they distinguish symbolic arguments that will appear in binding positions in the
expansion. In our system, there is no way for spliced identifiers to appear in
binding position (but see Sec. 8.3.7 for further discussion of this point.) Spliced
segment references instead serve to distinguish segments that appear as sub-terms
in the proto-expansion from those parsed in some other way.

Additionally, their calculus explicitly specifies the mechanism for fresh variable
generation during expansion, whereas our approach relies on the standard type-
theoretic notions of implicit alpha-variation and capture-avoiding substitution (for
general ABTs.) This significantly simplifies our calculi.

Finally, their calculus defines term representations and quasiquotation primitively
because the binding structure of the expansion must be manifest in the type of the
macro. In our work, the parse functions can perform arbitrary computations on
simpler term representations — there is no need to define quasiquotation primitively
or encode the binding structure of term representations in their types. This is
possible because we enforce a stronger notion of context-independence — not even
definition-site bindings are available directly to expansions.

* It is also worth mentioning MacroML [53]. MacroML is only a staging macro
system, i.e. it does not give the macro access to the syntax (parsed or unparsed)
of the provided arguments but rather requires that it treat them parametically.
As such, MacroML does not qualify as a mechanism of syntactic control (staging
is motivated primarily by performance considerations.) MacroML also does not
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support pattern matching or ML-style modules.

* Finally, the predecessor to the systems introduced in this work was the system of
type-specific languages (TSLs) that was defined in a previous paper [97]. That work
introduced generalized literal forms and gave a bidirectionally typed protocol for
type-directed parse function invocation. This work progresses beyond that work in
several ways.

Most obviously, this work allows explicit TLM application. Different TLMs can
therefore be defined at the same type without conflict. A subsequent short paper
proposed explicit application of simple expression TLMs in a bidirectional typed
setting, but did not provide any formal details [98]. We do not assume a bidirec-
tionally typed language when discussing explicit application (see Sec. 8.3.3 below
for more discussion on type inference.) Moreover, TLMs are not associated directly
with named type definitions, like TSLs, but rather can operate at any type.

Our mechanism of TLM implicits, described in Chapter 7, also differs from TSLs
in that implicit designations are orthogonal to the type abbreviation mechanism.
Clients are free to differentially control implicit designations as desired within a
lexically scoped portion of a program.

Another distinction is that the metatheory presented in the earlier work establishes
only the ability to reason abstractly about types. It does not establish the remaining
abstract reasoning principles that have been a major focus of this work. In particular,
there is no formal notion of hygiene (though it is discussed informally), and the
mechanism does not guarantee that a valid segmentation will exist, nor associate
types with segments.

Finally, the prior work on TSLs did not consider the mechanisms of pattern match-
ing, parameterized types, modules, parametric expansions or static evaluation. All
of these are important for integration into an ML-like functional language.

8.3 Limitations & Future Research Directions

Let us conclude with a discussion of the present limitations of our work. When possible,
we outline future research that might resolve these limitations.
8.3.1 Integration Into a Full-Scale Functional Language Definition

We left many orthogonal language features out of our calculi, for the sake of simplicity
and to focus our exposition on our novel contributions. We leave the work of integrating
TLMs into a full-scale functional language definition as future work. We hope that this
work will serve to guide a variety of different efforts in this direction.

8.3.2 Integration Into Languages From Other Design Traditions

We conjecture that all of the mechanisms we have described could be integrated into
dependently typed functional languages, e.g. Coq [87], but leave the necessary technical
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developments as future work.

The mechanisms described in Chapter 3 and Chapter 6 could also be adapted for
use in languages from the imperative and object-oriented traditions without difficulty.
These languages do not typically support structural pattern matching, so the mechanism
in Chapter 4 may not be relevant. Parametric TLMs as described in Chapter 5 require
an ML-style module system, i.e. a system where types and values are packaged into
modules, and these modules are classified by signatures. However, it may be possible to
define a variant of this mechanism that treats type and value parameters separately (the
difficulty being that the type of value parameters may mention prior type parameters.)

The mechanism of TLM implicits introduced in Chapter 7 assumes a bidirectionally
typed unexpanded language. A number of full-scale languages are bidirectionally typed,
notably including Scala [94]. However, Scala, like many other object-oriented languages,
supports subtyping. Subtyping would complicate the question of implicit TLM dispatch,
because there may be designations at multiple supertypes of a given type.

Various forms of ad hoc polymorphism, e.g. function/method overloading or type
classes [59], would also complicate the question of implicit TLM dispatch. One approach
that may be worth exploring in future work would associate implicits with a type class,
rather than with an individual type.

TLMs could also be adapted for use in dynamic languages like Racket by eliminating
the type annotation (thereby treating the language as “uni-typed” [62, 113].) In such a
language (and even in a language with richer type structure), it could be useful to allow
TLM providers to annotate a TLM with a dynamic contract governing all generated
expansions [47].

8.3.3 Constraint-Based Type Inference

ML uses a constraint-based type inference system a la Damas-Milner [32]. We conjecture
that the mechanisms described up through Chapter 6 are compatible with such a system
—most simply, by generating the constraints from the final expansion. Actually, it should
be possible to perform type inference abstractly, using only the information in the splice
summary. We leave the evaluation of this conjecture as future work.

The mechanism of TLM implicits developed in Chapter 7 assumed a bidirectional
type system, i.e. one that only locally infers types [103]. It may be possible to integrate
implicit TLM dispatch with a constraint-based type inference system, but the approach
to take is less clear. We leave the exploration of this question as future work.

8.3.4 Module Expression Syntax Macros

We did not consider situations where a library client wants to define syntactic sugar for
module expressions matching a given signature. It should be possible to “replicate” the
mechanisms developed up through Chapter 6 at the level of module expressions without
difficulty. Implicit dispatch would be problematic at the module level because signatures
are related by a notion of subtyping.
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A similar approach might be considered for syntax macros at the level of types (or,
more generally, constructions.) However, for an ML-like language where all types are
classified by a single kind, type-level TLMs would obscure the identity of the type. This,
in turn, might obscure the type structure of the program too much to be useful.

8.3.5 Parameterized Implicit Designations

The mechanism of TLM implicits developed in Chapter 7 allows the client to designate a
TLM at a single type. A more sophisticated mechanism would allow for parameterization
of the TLM implicit designation itself, so that it could operate across a parameterized
family of types. For example, we may want to be able to implicitly apply the parametric
TLM $list’ at all list types, with the parameters determined implicitly from the type
supplied for analysis.

Naively, we might imagine a designation that quantifies over modules, L, and types,
’a, like this:

implicit syntax (L : LIST) ’a => $list’ L ’a in (* ... *) end
When encountering an unadorned literal form, the implicit dispatch mechanism must
instantiate each implicit parameter from the type provided for analysis. The problem
is that there does not always exist a unique such instantiation. For example, the type
expression list(int) makes no reference to any module matching the LIST signature,
and there may be many such modules in context, so we cannot uniquely instantiate L.

To solve this problem, we would need to define a unique normal form that serves as a
representative for each equivalence class of types. A designation is deemed invalid if the
normal form of its type does not mention every designation parameter. For example, the
normal form of L.1ist(’a) does not mention L (because LIST.1list is not abstract), so the
implicit designation above can simply be deemed invalid.

The following designation does not require instantiating a module variable, so it
would be valid under this restriction (recalling that $1ist was defined as a synonym for
$list’ List):

implicit syntax ’'a => $list ’a in (* ... *) end

The normal form of an abstract type would necessarily mention a module path, so
the following parametric designation would also be valid:

implicit syntax (R : RX) => $r R in (* ... *) end

It may be possible to use Crary’s method for representing terms of the dependent
singleton calculus in a beta-normal, eta-long form for this purpose [30]. Defining pattern
matching over types of normal form, and incorporating this mechanism into the implicit
dispatch mechanism, is left as future work.

8.3.6 Exportable Implicit Designations

Implicit designations cannot be exported from a library, because different libraries might
define conflicting designations. This can be inconvenient for clients.
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This restriction is perhaps too severe in cases where the designation is at an abstract
type generated from within the same library. In such situation, it would be safe to export
an implicit designation because no other library could do the same.

8.3.7 Controlled Capture

The prohibition on capture makes it impossible to define new binding constructs. For
example, consider Haskell’s do-notation for monadic structures:

do x1 <- actionl
X2 <- action2
action3 x1 x2

This desugars to:
actionl >>= \ x1 -> action2 >>= \ x2 -> action3 x1 x2

where >>= is infix application of the bind function and \ x1 -> e is Haskell’s syntax for
lambda abstraction.

If we naively attempted to define something like do-notation using a TLM, the
prohibition on capture would prevent x1 from being visible within action2.

Completely relaxing the prohibition on capture would be unreasonable. Instead, we
conjecture that there are two important constraints that need to be enforced:

1. Identifiers that can be captured by spliced terms must themselves appear in the

literal body. This leaves control over naming entirely to the client programmer.

2. The splice summary must state which of these are available to each spliced term.

The prior work of Herman and Wand developed mechanisms to support these sorts
of examples [66, 67]. We leave integrating related mechanisms into a system of TLMs as
future work. We also leave open the question of how an editor should best convey the
set of available identifiers within a spliced term to the programmer.

8.3.8 Type-Aware Splicing

Although typed expansion generalizes typing, there is no mechanism by which the
expansion can branch based on the type synthesized by a spliced term. Recent work
by Lorenzen and Erdweg on type-dependent desugarings gives some examples where
branching according to the type of a spliced term might be useful [83]. Developing a
reasonable extension of our TLM mechanism for doing so is left as future work.

8.3.9 TLM Application in Proto-Expansions

Proto-expansions are abstract binding trees in our work, so it is not possible to ap-
ply TLMs within proto-expansions. This might occasionally be inconvenient for TLM
providers. Developing the machinery necessary to be able to take TLMs as parameters
and apply TLMs in proto-expansions is left as future work.
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8.3.10 Mechanically Reasoning About Parse Functions

A correct parse function never returns an encoding of a proto-expansion that fails proto-
expansion validation. This invariant cannot be enforced by the simple type systems we
have considered in this work. Using a proof assistant, it would be possible to verify that
a parse function generates only encodings of valid proto-expansions. Alternatively, in a
dependently typed setting, the type of the parse function itself could be enriched so as to
enforce this invariant intrinsically. We leave the details of this approach as future work.

A related problem is that a parse function might diverge. Again, we can either prove
that the parse function does not diverge extrinsically, or define the parse function using
a total language.

Parse functions implement some intended syntax definition. It would be useful to be
able to state the syntax definition separately as a formal structure, and then prove that
the parse function implements it correctly. In fact, in most cases, it should be possible to
generate the parse function directly from the syntax definition using a parser generator.
In this case, it would be useful to be able to mechanically prove the parser generator
correct.

It would also be useful to develop the notion of an splice summary specification, i.e.
a specification of the splice summary that should result from a well-formed string.
This could be combined with a grammar like the one shown in Figure 6.3, with the
non-terminals representing spliced terms annotated with types.

8.3.11 Refactoring Unexpanded Terms

A crucial distinction is between identifiers, which appear in unexpanded terms, and
variables, which appear in expanded terms. Variables are given meaning by substitution,
and ABTs are identified only up to renaming of bound variables. In contrast, identifiers
are given meaning only by expansion to variables and there is no notion of renaming or
substitution. Unexpanded terms are not evaluated directly, so there is no need for these
operations to assign static and dynamic meaning to programs.

It would, however, be useful to support identifier renaming and substitution opera-
tions for the purposes of automatic refactoring [89]. The simplest solution would be to
use the splice summaries to locate spliced terms, and then perform the renaming directly
within the literal body. The problem is that there is no guarantee that the parse function
will produce an alpha-equivalent expansion after such a renaming operation has been
performed. Similar concerns about invariance come up for other kinds of refactorings.

There are three approaches one might take to avoid this problem. The simplest
approach is for the renaming operation to re-run the parse function and check that the
expansion it generates is related to the previously generated expansion as expected.
Alternatively, we might seek to mechanically verify that the parse function is invariant
to refactoring, either intrinsically or extrinsically as discussed in Sec. 8.3.10. A third
approach would be to require that the TLM be defined using a grammar formalism that
precludes inspection of the form of spliced expressions by construction. Exploration of
these approaches is a promising avenue for future work.
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8.3.12 Integration with Editor Services

Program editors often seek to provide feedback to the programmer about the syntax
and semantics of the program being written. Questions remain about how various
editor services should interact with TLMs. In the examples in this document, we colored
spliced terms black and all other segments of a literal body some other uniform color (e.g.
green.) A more sophisticated approach would allow the TLM to define its own syntax
highlighting logic governing these non-spliced segments.

Another concern has to do with performance: naively, a program editor would need
to re-run the corresponding parse function on each edit that modified a literal body.
Ideally, it should be possible to incrementally compute the resulting change to the splice
summary as a function of the change to the literal body [54]. The generated expansions
are context-independent, so there should be ample opportunity for caching.

Finally, we considered only reasoning principles for well-formed, well-typed pro-
grams. However, programmers often produce ill-formed or ill-typed programs. It is often
useful to have error recovery heuristics that can be applied to provide useful feedback to
the programmer in these circumstances. Error recovery within generalized literal forms
might need the assistance of the TLM.

8.3.13 Pretty Printing

We considered only the task of defining expressions and patterns using alternative
syntactic forms. It is also generally useful to be able to “pretty print” (or “unparse”)
values of a given type using the same syntactic conventions, e.g. when using a REPL.
It may be useful to explicitly associate a pretty-printer with a type using a mechanism
closely related to our mechanism of TLM implicits. To avoid inconsistencies between the
parsed syntax and the pretty-printed syntax, it is useful to generate both a parser and a
pretty-printer from the same syntax definition, e.g. as described by van den Brand and
Visser [130] and implemented by many syntax definition systems.

There has also been some prior work on resugaring, i.e. retaining syntactic sugar while
stepping through the evaluation of an expression [105, 106]. Extending these techniques
to support syntactic forms defined via TLMs is left as future work.

8.3.14 Structure Editing

In this work, we assumed have that the surface syntax that the programmer interacts with
is textual. However, there is an alternative approach: structure editors (a.k.a. structured
editors, syntax-directed editors, projectional editors) allow for a surface syntax that is
tree-shaped, with holes standing for branches of the tree that have yet to be constructed.
The programmer interacts with a projection of this tree structure using a language of edit
actions. There are a number of prominent examples of structure editors, starting with the
Cornell Program Synthesizer [128]. In recent work, we have developed a type-theoretic
foundation for structure editing by assigning static meaning to terms with holes, and
formally defining a type-aware action semantics [99]. TLMs could be incorporated into
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such a system with some modifications. In particular, the TLM would need to define a
visual representation as well as an interaction model for a projection of an expression or
pattern. Every state that the projection can be in would need to map onto an expansion.
Spliced segments in such a system would correspond to holes that appear within the
projection. Detailing this system of “typed projection macros” is left as future work. We
elaborated on this idea in a recent “vision paper” [100].

8.4 Concluding Remarks

Strong abstract reasoning principles dramatically increase the usability of a programming
language by allowing the programmer to ignore (i.e. hold abstract) certain details when
reasoning about the behavior of a program. Similarly, syntactic sugar that captures the
idioms common to an application domain more concisely or naturally can dramatically
increase the usability of a programming language by decreasing the cognitive cost of
producing and examining programs. This work aimed to show that these considerations
need not be in opposition — it is possible, if formal care is taken, to define a programming
language with a reasonably programmable syntax.
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ITEX Sources and Errata

The IXTEX sources for this document can be found at the following URL:
https://github.com/cyrus-/thesis
The latest version of this document can be downloaded from the following URL:
http://www.cs.cmu.edu/~comar/omar-thesis.pdf
Any errors or omissions can be reported using GitHub’s issue tracker, or by sending an
email to the author:
comar@cs.cmu.edu
Any changes to this document that occur after the final dissertation has been submitted
to the university will be summarized here.
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Appendix A

Conventions

A.1 Typographic Conventions

We adopt PFPL’s typographic conventions for operational forms throughout the paper
[62]. In particular, the names of operators and indexed families of operators are written
in typewriter font, indexed families of operators specify indices within [braces|, and
term arguments are grouped arbitrarily (roughly, by sort) using {curly braces} and
(rounded braces). We write p.e for expressions binding the variables that appear in the
pattern p.

We write {i — T;}c for a sequence of arguments T;, one for each i € L, and similarly
for arguments of other valences. Operations that are parameterized by label sets, e.g.
prod[L]({i < T;};cr), are identified up to mutual reordering of the label set and the
corresponding argument sequence. Similarly, we write {i < J; };c for the finite set of
derivations J; for each i € L.

We write {r;}1<j<, for sequences of n > 0 rule arguments, and similarly for other
finite sequences.

Empty finite sets and finite functions are written @, or omitted entirely within judge-
ments, and non-empty finite sets and finite functions are written as comma-separated
sequences identified up to exchange and contraction.
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Appendix B

miniVersegg and miniVerseg

This section defines miniVerseg, the language of Chapter 4. The language of Chapter 3,
miniVersegg, can be recovered by omitting the segments typeset in a gray backgrounds
below.
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B.1 Expanded Language (XL)

B.1.1 Syntax

Sort Operational Form Description

Typ T ==t variable
parr(T; T) partial function
all(t.m polymorphic
rec(t.7) recursive
prod[L]({i <= T;}ier) labeled product
sum[L]({i <= T;}ier) labeled sum

Exp e = «x variable
lam{t} (x.e) abstraction
ap(e;e) application
tlam(t.e) type abstraction
tap{7}(e) type application
fold(e) fold
unfold(e) unfold
tpl[L]({i — e;}icr) labeled tuple
prj[f] (e projection
inj[4](e) injection
case[L](e; {i — xj.¢;}ic1) case analysis
match(n]Ce; {r;}1<i<n) match

Rule r = rule(p.e) rule

Pat p = «x variable pattern
wildp wildcard pattern
foldp(p) fold pattern
tplp[L] ({i = p;}ier) labeled tuple pattern
injp[¢] (p) injection pattern

B.1.2 Statics

Type formation contexts, A, are finite sets of hypotheses of the form t type. We write A, t type
when t type € A for A extended with the hypothesis ¢ type.

Typing contexts, I', are finite functions that map each variable x € dom(I'), where
dom(T') is a finite set of variables, to the hypothesis x : T, for some 7. We write I, x : T,
when x ¢ dom(T'), for the extension of I with a mapping from x to x : 7,and I UT” when
dom(T) Ndom(I’) = @ for the typing context mapping each x € dom(I') Udom(I")
tox:Tifx:Te€Tlorx:tel’. Wewrite A - T ctx if every type in T is well-formed
relative to A.

Definition B.1 (Typing Context Formation). A &= I ctx iff for each hypothesis x : T € T', we
have A = T type.
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A F T type

ATkFe:T

T is a well-formed type

A, t type - t type

A+ 1 type A+ 1 type

A F parr(1y; o) type

A, t type - T type
A F all(t.7T) type

A, t type - T type
A+ rec(t.T) type

{AF 7 type}icL
A F prod[L]|({i < T;}ieL) type

{AF 7 type}icrL
A sum[L]({i <= T;}ier) type

e is assigned type T

AT, x:TthFx:T

AFTtype AT,x:thke:T
AT F lam{t}(x.e) : parr(t; 7))

AT F ey :parr(t; ) ATFey: T
AT F ap(eg;er) : T

Attypel'Fe: T
AT F tlam(t.e) : all(t.T)

AT Fe:all(t.T) A T’ type
AT F tap{t'}(e) : [T'/t]T

AT Fe: [rec(t.D)/t]T
AT F fold(e) : rec(t.7)

AT Fe:rec(t.T)
AT F unfold(e) : [rec(t.T) /t|T

{AT Fe:T}icrL

AT tpl[L]({i = e;}ier) : prod[L]({i = Ti}icr)
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(B.1a)

(B.1b)

(B.1¢)

(B.1d)

(B.1e)

(B.1f)

(B.2a)

(B.2b)

(B.2¢)

(B.2d)

(B.2e)

(B.2f)

(B.2g)

(B.2h)



AT Fe:prod[L, /]({i = T;}icr; £ — T)
AT Foprj[fce : T

AT kFe:tT
AT F inj[f](e) : sum[L, 0] ({i = Ti}iep; £ — T)

AT Fe:sum[L]|({i — T;}icr) {AT,x;: ;e :Tlier

AT F case[L](e; {i — xj.ej}icr) : T

ATkFe:T {ATFri:t= Than
AT Fmatch[n] (e {ri}1<icn) : T’

AT Fr: 7= 7| rtakes values of type T to values of type T/

Abp:tH4I"  ATUT'Fe: 7
AT rule(p.e) : 1= T

Rule (B.3) is defined mutually inductively with Rules (B.2).
AF p:7HIT| p matches values of type T and generates hypotheses I

AFx:tHlx:T

AFwildp: 7@

Al p:lrec(t.t)/tTHIT
A F foldp(p) : rec(t.T) HIT

{AFpi: AT}

A F tplp[L]({i = pi}ier) : prod[L]({i = T;}icr) 4l Uier T;

AFp:7AHT
A injp[l](p) : sum[L, 0| ({i — T;}iep; € — T) HIT

Metatheory

(B.2i)

(B.2)

(B.2K)

(B.21)

(B.3)

(B.4a)

(B.4b)

(B.4c)

(B.4d)

(B.4e)

The rules above are syntax-directed, so we assume an inversion lemma for each rule
as needed without stating it separately or proving it explicitly. The following standard

lemmas also hold.

The Weakening Lemma establishes that extending the context with unnecessary

hypotheses preserves well-formedness and typing.
Lemma B.2 (Weakening).
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1. If A T type then A, t type = T type.
2. (a) IfATFe:tthen A ttypel'Fe: T
(b) IFATEFr:t= T then A ttypeT Hr:Tt= T
3. @ IfATkFe:tand Ab 1" typethen AT, x: 7" Fe:T.

b) IfFATEFr:t=Tand AF " typethen AT, x : ' Fr:1t= T
4. IfAFp:7-AITthenp:tHT.
Proof Sketch.

1. By rule induction over Rules (B.1).

2. By mutual rule induction over Rules (B.2) and Rule (B.3), and part 1.
3. By mutual rule induction over Rules (B.2) and Rule (B.3), and part 1.
4. By rule induction over Rules (B.4).

O

The pattern typing judgement is linear in the pattern typing context, i.e. it does not obey
weakening of the pattern typing context. This is to ensure that the pattern typing context
captures exactly those hypotheses generated by a pattern, and no others.

The Substitution Lemma establishes that substitution of a well-formed type for a type
variable, or an expanded expression of the appropriate type for an expanded expression
variable, preserves well-formedness and typing.

Lemma B.3 (Substitution).
1. If A, t type b T type and A+ T’ type then A - [T/ /t]T type.
2. (a) IfA ttypeT Fe:tand A& T/ type then A [T/ /HT F [T/ /tle : [T'/t]T.
(b) IfAttypeTHr:t= v/ and A+ T type then A [T/ /T F [T/ /t]r: [T/ /t]T =
[T/ /t]T".
3. @ IfAT,x:TFe:tand ATte : T then AT [¢//x]e: T.
b)) IfAT,x:T'Fr:t= 17 amdATEe T then AT [¢//x]r: T= 1.
Proof Sketch.
1. By rule induction over Rules (B.1).
2. By mutual rule induction over Rules (B.2) and Rule (B.3).
3. By mutual rule induction over Rules (B.2) and Rule (B.3).

The Decomposition Lemma is the converse of the Substitution Lemma.
Lemma B.4 (Decomposition).
1. If A+ [T/ /t]T type and A+ T’ type then A, t type F T type.
2. (@) IfA[T /T [T/ /t]e: [T/ /tjtand A+ T’ type then A, t type T e : T.
(b) IfA[T/HT F [T/t [T/t = [T/ /87" and A+ T/ type then A, t type T 1 :
T 7
3. (@ IfATF[e/xle:tand ATFe T then AT, x: T Fe:T.
b)) IFATE[/xlr:t=1"and ATEe T then AT, x: ' Fr:te 1.
Proof Sketch.
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1. By rule induction over Rules (B.1) and case analysis over the definition of substitu-

tion. In all cases, the derivation of A F [t/ /t]T type does not depend on the form of
7.

. By mutual rule induction over Rules (B.2) and Rule (B.3) and case analysis over the
definition of substitution. In all cases, the derivation of A [t/ /t]T = [t/ /t]e : [T/ /t]T
or A[t'/HT E [t/ /t]r: [T'/t]T = [T'/t]T" does not depend on the form of 7’.

. By mutual rule induction over Rules (B.2) and Rule (B.3) and case analysis over
the definition of substitution. In all cases, the derivation of AT F [¢//x]e : T
or AT F [¢//x]r: T = 7" does not depend on the form of ¢'.

]

Lemma B.5 (Pattern Regularity). If A &= p : T HIT and A = T type then A = T ctx and

patvars(p) = dom(T').
Proof. By rule induction over Rules (B.4).
Case (B.4a).

1) p=

2TI'=x:71

(3) A Ttype

4) AFx:Tctx

(5) fv(p) = dom(I') = {x}
Case (B.4b).

1) p= wildp

(2

) T
3) A I— @ ctx
(4) patvars(p) = dom(I') =@

Case (B.4d).
(1) p=tplp[L|({i = pitie)
(2) T =prod[L]({i = Ti}ier)
(3) I'= UIELF
(4) {AFpi: 5T} e
(5) A+ prod[L]({i < Ti}ier) type
(6) {AF 7 type}icr

(7) {AFTjctx}ier

(8) {patvars(p;) = dom(T;)}icr
(9) AF UjerT ctx

(10) patvars(p) = dom(I') =@
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by assumption
by assumption
by assumption
by Definition B.1 on

(3)
by definition

by assumption
by assumption
by Definition B.1
by definition

by assumption

by assumption

by assumption

by assumption

by assumption

by Inversion of Rule
(B.1e) on (5)

by IH over (4) and (6)
by IH over (4) and (6)
by Definition B.1 over
(7), then Definition B.1
iteratively

by definition and (8)



Case (B.4e).

(1) p =1injp[¢](p) by assumption
(2) T =sum[L,{|({i = Ti}icp; ¢ — ) by assumption
() At sum[L, {]({i = T;}icr; £ — T') type by assumption
@) AFp AT by assumption
(®5) A+ T type by Inversion of Rule
(B.1f) on (3)
(6) AT ctx by IH on (4) and (5)
(7) patvars(p’) = dom(T) by IH on (4) and (5)
(8) patvars(p) = dom(T) by definition and (7)

]

B.1.3 Structural Dynamics

The structural dynamics is specified as a transition system, and is organized around
judgements of the following form:

Judgement Form Description

e e e transitions to ¢’
e val e is a value
e matchfail e raises match failure

We also define auxiliary judgements for iterated transition, e —* ¢/, and evaluation, e || €.
Definition B.6 (Iterated Transition). Iterated transition, e —* €', is the reflexive, transitive

closure of the transition judgement, e — e’
Definition B.7 (Evaluation). e |} ¢’ iffe —* ¢’ and ¢ val.

Our subsequent developments do not make mention of particular rules in the dynam-
ics, nor do they make mention of other judgements, not listed above, that are used only

for defining the dynamics of the match operator, so we do not produce these details here.
Instead, it suffices to state the following conditions.

Condition B.8 (Canonical Forms). If - e : T and e val then:
1. If T = parr(t; 1) thene = lam{ty } (x.e ) and x : iy - ¢ : 1.
2. If t = all(t.t') then e = tlam(t.e’) and t type ¢’ : T'.
3. If T = rec(t.t') then e = fold(e') and \- ¢’ : [rec(t.T')/t]T" and ¢ val.
4. If T = prod|L] ({i < T;}icr) then e = tpl[L] ({i < e;}icr) and &= e; : T; and e; val for
eachi € L.

5. If T = sum[L] ({i < T;};c1) then for some label set L' and label ¢ and type T’, we have
that L = L',€ and © = sum[L', 0] ({i — T;}ic1;€ — T') and e = inj[l] (') and
Fe' 1’ and ¢ val.
Condition B.9 (Preservation). If-e: tande s ¢ thent ¢ : T.

Condition B.10 (Progress). If - e : T then either e val or e matchfail or there exists an e’ such
that e — ¢

155



B.2 Unexpanded Language (UL)

B.2.1 Syntax

Stylized Syntax
Sort Stylized Form Description
UTyp ¢t u= f identifier
T—1 partial function
Vit polymorphic
ut.t recursive
({i = titier) labeled product
[{i — 1 }icr] labeled sum
UExp é == 2% identifier
é: 1T ascription
letval ¥ =¢éineé value binding
AX:T.é abstraction
é(é) application
At.é type abstraction
é[t] type application
fold(é) fold
unfold(é) unfold
({i = é}icr) labeled tuple
[ projection
inj[/](é) injection
case & {i — %;.6;}icr case analysis
syntax 4 at T by staticeiné seTLM definition
a'‘bt seTLM application
match é {; }1<i<y match
syntax d at T for patterns by staticeiné spTLM definition
URule 7 u= p=2¢ match rule
UPat p u= £ identifier pattern
_ wildcard pattern
fold(p) fold pattern
({i = pitier) labeled tuple pattern
inj[¢](p) injection pattern
a‘b’ spTLM application
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Body Lengths We write ||b]| for the length of b. The metafunction ||é|] computes the
sum of the lengths of expression literal bodies in é:

1] =0
[l = el
Hlet vai £ = ¢ in é;|| = ”éhH + ||é2]|
AX:T.6 =|é
Hit(ezn)ﬂ = Hfhﬂ + ll&
G =|é
lec2l — |
| fo1d(¢) — Je|
Junfold(?)| — Je|
Hé{{r éitier)|| = ”ZjﬁL €]
-6 =|é
injle)(@)] — el
lcase & {i < £} | — Jlel] + Ere e
|syntax 4 at T by static eparse in é|| = ||é||
|2 b || = |b]]
[match é {7 }1<i<all = ||é]| + Li<i<n lI7ill
|syntax @ at T for patterns by static eparse iné|| = [|€]] o

and ||?|| computes the sum of the lengths of expression literal bodies in 7:
1P = éll = llell

Similarly, the metafunction ||p|| computes the sum of the lengths of the pattern literal
bodies in p:

|£]] =0
[£fo1d (P ]| = |2l
1{{i = Pi}ier)ll = Y 1]
ieL
= [IAll

lin3[€1(P)
‘bt = o

|2

Common Unexpanded Forms Each expanded form maps onto an unexpanded form.
We refer to these as the common forms. In particular:
* Each type variable, t, maps onto a unique type identifier, written ?.

* Each type, T, maps onto an unexpanded type, U(7), as follows:

Ut) =t
U(parr(t; 1)) =U(T) = U(1)
U(all(t.T)) = VEU(T)
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U(rec(t.T)) = ut.U(T)
U (prod[L] ({i = Ti}ier)) = (
U(sum[L]({i = T}ier)) = |

* Each expression variable, x, maps onto a unique expression identifier, written x.

* Each expanded expression, ¢, maps onto an unexpanded expression, U (e), as
follows:

U(x)=X
U(lam{t}(x.)) = AX:U(T).U(e)
U(ap(er;e2)) = U(er)(U(e2))
U(tlam(t.e)) = ALU (e)
U(tap{t}(e))=U(e)U(T)]
U(fold(e)) = fold(U(e))

U (unfold(e) ) = unfold(U(e))
U(tpL[L]({i = ei}ier)) = ({i = U(ei) tier)
U(prj[f](e))=Ule) -
U(inj[f](e)) = inj[£](U(e))

U(matchln](e; {ri}1<i<n)) = match U(e) {U(ri) hr<i<n

* Each expanded rule, r, maps onto an unexpanded rule, U(r), as follows:
U(rule(p.e)) = uruleU(p).U(e))

* Each expanded pattern, p, maps onto the unexpanded pattern, U/ (p), as follows:

U(x) =
U(wildp) = uw11dp
U(foldp(p)) = ufoldp(U(p))
U(tplp[L]({i = pi}ier)) = utplp[L]({i = U(p;) }ier)
U(injp[¢](p)) = uinjp[¢] U (p))

Textual Syntax

In addition to the stylized syntax, there is also a context-free textual syntax for the UL.
For our purposes, we need only posit the existence of partial metafunctions parseUTyp(b)
and parseUExp(b) and parseUPat(b) .

Condition B.11 (Textual Representability).

1. For each t, there exists b such that parseUTyp(b) = ©
2. For each é, there exists b such that parseUExp(b) = é.
3. For each p, there exists b such that parseUPat(b) = p

We also impose the following technical conditions.

Condition B.12 (Expression Parsing Monotonicity). If parseUExp(b) = é then ||é]| < ||b]|.
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Condition B.13 (Pattern Parsing Monotonicity). If parseUPat(b) = p then ||p|| < ||b]|-

B.2.2 Type Expansion

Unexpanded type formation contexts, A, are of the form (D;A), i.e. they consist of a type
identifier expansion context, D, paired with a type formation context, A.

A type identifier expansion context, D, is a finite function that maps each type identifier
t € dom(D) to the hypothesis f ~ t, for some type variable t. We write D W f ~ ¢ for the
type identifier expansion context that maps f to f ~ t and defers to D for all other type
identifiers (i.e. the previous mapping is updated.)

We define A, f ~ t type when A = (D; A) as an abbreviation of

(DWi~ t;A, t type)

Definition B.14 (Unexpanded Type Formation Context Formation). F (D; A) utctx iff for
each t ~ t type € D we have t type € A.

A+t ~~ T type|  has well-formed expansion T

— n (B.5a)
At~ ttype F t ~ t type
A+t T type At % T type
- 1~ 1A Wj 2~ 1 yp (B.5b)
A F uparr (fy; 1) ~» parr(Tt; 7o) type
A, F~ ttype b T~ T type
A P YP (B.5¢)
A Fuall(t.t) ~ all(t.7) type
A, f~ ttype - T ~ T type
_Sem i open T TOP (B.5d)
A F urec(t.t) ~ rec(t.T) type
(A 7 typeicr 55
A+ uprod[L]({i = %}jer) ~» prod[L] ({i < Ti}ier) type
A F 1 ~ T type};
{ i~ ype}zeL (B.5f)

At usum[L]({i < %} ier) ~ sum[L]({i < T;}ier) type

B.2.3 Typed Expression Expansion
Contexts

Unexpanded typing contexts, I, are, similarly, of the form (G;T’), where G is an expression
identifier expansion context, and I' is a typing context. An expression identifier expansion
context, G, is a finite function that maps each expression identifier £ € dom(G) to the
hypothesis £ ~~ x, for some expression variable, x. We write G & £ ~~ x for the expression
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identifier expansion context that maps £ to £ ~~ x and defers to G for all other expression
identifiers (i.e. the previous mapping is updated.)
We define I', £ ~» x : T whenI' = (G;T) as an abbreviation of

(GWE~ x;T,x: 1)

Definition B.15 (Unexpanded Typing Context Formation). A F (G;T) uctx iff A F T ctx
and for each £ ~~ x € G, we have x € dom(T).

Body Encoding and Decoding

An assumed type abbreviated Body classifies encodings of literal bodies, b. The mapping
from literal bodies to values of type Body is defined by the body encoding judgement
b | Body €body- An inverse mapping is defined by the body decoding judgement epoqy TBody b

Judgement Form Description
b IBody € b has encoding e
e TBody b e has decoding b

The following condition establishes an isomorphism between literal bodies and values
of type Body mediated by the judgements above.
Condition B.16 (Body Isomorphism).

1. For every literal body b, we have that b {gody €pody fOr s0Me epogy such that = epoqy : Body

and epogy val.

If = epogy : Body and epqgy val then epoqy TBody  for some b.

Ifb ~LBody Cbody then Cbody TBody b

If = Chody * Body and Chody val and Chody TBody bthenb l/Body Chody-

If b |Body Cbody and b | gody eZody then Chody = eéody

- If = epogy : Body and epoqy val and epoqy TBody b and epoqy Tody b’ then b = b'.

We also assume a partial metafunction, subseq(b; m; nn), which extracts a subsequence
of b starting at position m and ending at position n, inclusive, where m and n are natural
numbers. The following condition is technically necessary.

Condition B.17 (Body Subsequencing). If subseq(b; m;n) = b’ then ||b'|| < ||b]|.

SENSICNEIN

Parse Results

The type abbreviated ParseResultSE, and an auxiliary abbreviation used below, is de-
fined as follows:

def
Lsg = ParseError, SuccessE

ParseResultSE & sum|Lgg| (ParseError — (), SuccessE — PrExpr)
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The type abbreviated ParseResultSP, and an auxiliary abbreviation used below, is
defined as follows:

def
Lgp = ParseError,SuccessP

f
ParseResultSE & sum|Lgp| (ParseError — (), SuccessP — PrPat)

seTLM Contexts

seTLM contexts, ¥, are of the form (A; ¥), where A is a TLM identifier expansion context
and Y is a seTLM definition context.

A TLM identifier expansion context, A, is a finite function mapping each TLM identifier
4 € dom(.A) to the TLM identifier expansion, @ ~> a, for some TLM name, a. We write
AW a ~» a for the TLM identifier expansion context that maps 4 to 4 ~~ a, and defers to
A for all other TLM identifiers (i.e. the previous mapping is updated.)

An seTLM definition context, ¥, is a finite function mapping each TLM name a €
dom(¥) to an expanded seTLM definition, a — setlm(T; eparse), where T is the seTLM’s
type annotation, and Eparse 1S its parse function. We write ¥,a < setlm(T; €parse) when
a ¢ dom(¥) for the extension of ¥ that maps a to a — setlm(T; eparse). We write
A ¥ seTLMs when all the type annotations in ¥ are well-formed assuming A, and the
parse functions in ¥ are closed and of the appropriate type.

Definition B.18 (seTLM Definition Context Formation). A = ¥ seTLMs iff for each a —>
setIm(T; eparse) € Y, we have A & T type and @ D & epayse : parr (Body; ParseResultSE).
Definition B.19 (seTLM Context Formation). A - (A;¥) seTLMctx iff A = ¥ seTLMs and
for each @ ~» a € A we have a € dom(¥).

We define ¥, 4 ~~ a < setlm(T; eparse), When Y = (A; ®), as an abbreviation of

(AW~ a;'¥,a — setlm(T; eparse) )

spTLM Contexts

spTLM contexts, ®, are of the form (A; @), where A is a TLM identifier expansion context,
defined above, and @ is a spTLM definition context.

An spTLM definition context, ®, is a finite function mapping each TLM name a &
dom(®) to an expanded seTLM definition, a — spt1m(T; eparse), Where T is the spTLM’s
type annotation, and eparse is its parse function. We write @, 2 < spt1m(T; eparse) when
a ¢ dom(®P) for the extension of ® that maps a to a4 — sptlm(T; eparse) . We write
A = ® spTLMs when all the type annotations in ® are well-formed assuming A, and the
parse functions in ® are closed and of the appropriate type.

Definition B.20 (spTLM Definition Context Formation). A - ® spTLMs iff for each a —
sptIm(T; eparse) € P, we have A = T type and @ D = epgrse : parr (Body; ParseResultSP).
Definition B.21 (spTLM Context Formation). A F (A; ®) spTLMctx iff A = ® spTLMs
and for each 4 ~» a € A we have a € dom(®P).
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We define ®, 4 ~» a < sptlm(T; eparse), Wwhen ® = (A; ®), as an abbreviation of

(AW~ a;®,a — sptlm(T; eparse))

Typed Expression Expansion

AT F¢.¢ € ~> e : T| &has expansion e of type T

Al"f—q,;@e T~e.T
Af‘l—‘?;éélwel:l—l Af‘fwx:*&l—qf@ézwez:’fz
AT F¢.4 letval £ = & iné; ~ ap(lam{T} (x.e);e1) : T

;@
A A AT oA A /
AF T~ Ttype AF,xwx:Tl—@;@ewe:T
A

['Fy. AR:T.6 ~ lam{t} (x.€) : parr(7; 7))

Afl—q,;,i)élwelzparr(r;rl) Af‘l—\?;éézwezz’t

AT Fy.4 61 (é2) ~ ap(ep;en) : T/

AT by g ALe ~ tlam(t.e) : all(t.T)
Af"l—li,;ééw :all(t.1) AF 1~ T type
AT Fg.g e[1'] ~ tap{T'}(e) : [T'/t]T

b€
AT Fg.g &~ e [rec(t.T) /H]T
AT by g fold(é) ~ fold(e) : rec(t.T)

7

AT g, € ~ e rec(t.T)
AT by 4 unfold(é) ~ unfold(e) : [rec(t.T) /t]T

{AT Fg.g 8 ~ ei: Titier

AT by ({i = éitier) ~ to1[L]({i = e;}ier) = prod[L] ({i = Ti}ier)

'U
H
o
2
ﬁ
S
mm
=
{
o
——
m
<
[
{
N

(B.6a)

(B.6b)

(B.6¢)

(B.6d)

(B.6e)

(B.6f)

(B.6g)

(B.6h)

(B.6i)

(B.6j)

(B.6K)



Af'l_qf;&éwei"f/ B6l
AT g4 inj[f](8) ~ inj[€]Ced : sum[L, (] ({i = Ti}iepi 0 — T (B.61)

{A I“,a?i ~ X LT l_‘i’;@ éi ~ el T}ieL

e : sum[L]({i = T;}ier)
(B.6m)

& case & {i — £;.8;}icp ~ case[L](e; {i = xjei}tie) 1 T

AFt~T type @ D - eparse : parr (Body; ParseResultSE)
~ A R "
AT |_‘i’,ﬁvmc—)setlm(ﬂc;e{[,arse) e=e:T (B.6n)

/
€parse I3 Cparse
AT kg 4 syntax 4 at T by static Cparse iN& ~~ e : T

A

- g
eparse(ebody) { inj [SuccessE] (eproto) €proto TPrExpr e

X% FAT Y &b e~e:T
(B.60)

b iBody €body
seg(e) segments b

Afl—qj;@ﬁ ‘b‘ ~ el T
Piori i TE T bcicn
(B.6p)

Afhy (AT g
g $ match é {?i}lgiﬁn ~> match[n] (e; {ri}lgign) T

AFt~T type @ D F eparse : parr (Body; ParseResultSP)
AT kg 4, , e~e:T

Y; ®,d~a—sptIm(T; eparse)

a~~a sptim(T, Ep (B.6q)

/
€parse U Cparse
AT F¢.4 syntax 4 at T for patterns by static Eparse 1IN € ~~ ¢ : T

7 has expansion r taking values of type T to values of type 7’
(B.7)

Af"l—@.éfwr:ﬂ:r
A(Q&JQ’;FUF’> l—@;@éwezr’

Abgp~p:t(GT)
A (G;T) by, urule(p.8) ~ rule(p.e) : T 7'

Typed Pattern Expansion
p has expansion p matching against T generating hypotheses I
(B.8a)

Al—(i,ﬁwp:”f%lf

Abg &~ x:TH (%~ xx:T)
(B.8b)

Atg _~ wildp: T (2;0)
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Abrg p~ p:rect.T)/t]T AT
A tg £fold(p) ~ foldp(p) : rec(t.T) HIT

T = prod[L]({i < TiA}ieL)
{Atg pi~ pi 1 AT }er
Atbg ({i = pitier) ~ tolp[L]({i <= pitier) : Tl Wier I

Argp~p:T-Al
A kg inj[€](p) ~ injp[f](p) : sum[L, £]({i = Ti}iep; € — ) AIT

& =P, 4~ a — sptIm(T; eparse)
b \LBody €body eparse(ebody) J inj [SUCCGSSP] (epfotﬁ)) €proto TprPat P
seg(p) segments b pmp:TANEET

Arga b ~p:THT
In Rule (B.8d), I'; is shorthand for (G;;T;) and W;c; ['; is shorthand for

(Wier Gi; UierT's)
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B.3

B.3.1

Sort

Prlyp T ==

PrExp

PrRule 7 ::=
PrPat p ==

Operational Form

t

prparr(T; 1)

prall (t.T)

prrec(t.T)

prprod[L] ({7 < T }icL)
prsum(L] ({7 < Ti}ier)
splicedt|m;n|

X

prasc{t}(e)
prletval(e; x.e)
prlam{t}(x.e)

prap(e; e)

prtlam(t.e)
prtap{t}(e)
prfold(e)
prunfold(e)
pripl{L}({i <= &}icr)
prprj[¢](e)

prinj[¢] (&)

prcase[L] (& {i = x;.¢;}ier)

splicede[m;n; 1|
prmatch{n](¢; {7 }1<i<n)
prrule(p.e)

prwildp

prfoldp(p)
prtplp[L]({i < pi}icr)
prinjp[¢](p)
splicedp|m;n; 7]

Common Proto-Expansion Terms

Proto-Expansion Validation

Syntax of Proto-Expansions

Stylized Form

t

T—=1

Vit

ut.T

({i = ti}ier)

[{i = Ti}ieL]
splicedt|m;n]

X

e:t

letval x =¢ine
Ax:T.e

e(e)

At.e

e[t]

fold(e)
unfold(e)

({i = eitieL)
el

inj[4)(2)

case ¢ {i <> x;.6i}icr
splicede[m;n; T|
match e {#}1<i<n
p=e

fold(p)

(i = Pitier)
inj[£](p)
splicedp|m;n; 7|

Description
variable

partial function
polymorphic
recursive
labeled product
labeled sum
spliced type ref.
variable
ascription

value binding
abstraction
application

type abstraction
type application
fold

unfold

labeled tuple
projection
injection

case analysis
spliced expr. ref.
match

rule

wildcard pattern
fold pattern
labeled tuple pattern
injection pattern
spliced pattern ref.

Each expanded term, except variable patterns, maps onto a proto-expansion term. We
refer to these as the common proto-expansion terms. In particular:
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* Each type, T, maps onto a proto-type, P(7), as follows:

P(t)=t
P(parr(ty; 12) ) = prparr (P(11); P(12))
P(all(t.T)) = prall(t.P (1))
P(rec(t.T)) = prrec(t.P(1))
P(prod[L]({i — T;}ier)) = prprod[L]({i — P(T) }icL)
P(sun(L]({i — T}ie)) = prsunlL]({i > (1) }en)

* Each expanded expression, e, maps onto a proto-expression, P(e), as follows:

P(x)=
P(lam{t}(x.e)) = prlam{P( )} (x.P(e))
P(ap(ei;e2)) = prap(P(er); P(e2))

P(tlam(t.e)) = prtlam(t.P(e))

P(tap{t}(e)) = prtap{P(7)}(P(e))

P(fold(e)) = prfold(P(e))
P(unfold(e)) = prunfold(P(e))
P(tpl[L]({i = ei}tier)) = prtpl{L}({i — P(e;) }ier)
P(inj[¢](e)) = prinj[¢](P(e))
P (match(n](e; {ri}1<i<n) ) = prmatchin] (P(e); {P (1) hi<i<n)

* Each expanded rule, r, maps onto the proto-rule, P(r), as follows:
P(rule(p.e)) = prrule(p.P(e))

Notice that proto-rules bind expanded patterns, not proto-patterns. This is because
proto-rules appear in proto-expressions, which are generated by seTLMs. It would
not be sensible for an seTLM to splice a pattern out of a literal body.

* Each expanded pattern, p, except for the variable patterns, maps onto a proto-
pattern, P(p), as follows:

P(wildp) = prwildp
P(foldp(p)) = prfoldp(P(p))
P(tplp[L]({i = pitier)) = priplp[L]({i = P(pi) }ier)
P(injp[¢](p)) = prinjp[{](P(p))

Proto-Expression Encoding and Decoding

The type abbreviated PrExpr classifies encodings of proto-expressions. The mapping from
proto-expressions to values of type PrExpr is defined by the proto-expression encoding
judgement, e |pigxpr €. An inverse mapping is defined by the proto-expression decoding
judgement, e Tpexpr €.
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Judgement Form Description
€ LPrExpr € e has encoding e
€ TPrExpr € e has decoding é

Rather than picking a particular definition of PrExpr and defining the judgements
above inductively against it, we only state the following condition, which establishes an
isomorphism between values of type PrExpr and proto-expressions.

Condition B.22 (Proto-Expression Isomorphism).

. For every e, we have & | prexpr €proto fOr SOMeE €proto SUCh that &= epyoro : PrEXpr and eproto val.

. If = eproto - PrExpr and epporo val then eproto Trrexpr € for some .

- Ife I PrExpr Eproto then Eproto TPrExpr €

1
2
3
4. If &= eproto : PrExpr and epporo val and eproro TPrexpr € then & Lpiexpr €proto-
5. If & L prexpr €proto ANd € L prExpr e;,mto then eproro = e{,mto.

6

. N N/ P N/
. If = eproto : PrExpr and eproto val and eproto Tprexpr € and eproto Tprexpr € then é = ¢

Proto-Pattern Encoding and Decoding

The type abbreviated PrPat classifies encodings of proto-patterns. The mapping from
proto-patterns to values of type PrPat is defined by the proto-pattern encoding judgement,
P Iprpat P An inverse mapping is defined by the proto-expression decoding judgement,

p TPrPat P

Judgement Form Description

P lppat P p has encoding p
P TPrPat P p has decoding p

Again, rather than picking a particular definition of PrPat and defining the judge-
ments above inductively against it, we only state the following condition, which estab-
lishes an isomorphism between values of type PrPat and proto-patterns.

Condition B.23 (Proto-Pattern Isomorphism).

1. For every p, we have p |ppat €proto fOr SOME eproto such that = eproro : PrPat and eproro val.

If = eproto : PrPat and eproro val then eproro Tprpat P for some p.

If p Lprpat €proto then €proto TPrPat P-

If}_ €proto : PrPat and €proto val and €proto TPrPat p then p LprPat €proto-
If P Lprpat Eproto and p | pipat e;n’oto then Cproto = e;qroto'

If- Eproto : PrPat and €proto val and €proto Tprpat P and €proto TPrPat Pl then p = I\?/-

S kW
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Segmentations

The segmentation, 1, of a proto-type, seg(T) or proto-expression, seg(¢), is the finite set of
references to spliced types and expressions that it mentions.

seg(t)
seg(prparr(ty; 1))
seg(prall(t.1))
seg(prrec(t.1))
seg(prprod[L] ({7 < %j}icr))
seg(prsum[L] ({i = Ti}ier))
seg(splicedt[m;n])

seg(x)
seg(prasc{1}(&))
seg(prletval(eq; x.6;))
seg(prlam{} (x.e))
seg(prap(éy;¢2))
seg(prtlam(t.e))
seg(prtap{t}(e))
seg(prfold(e))
(
(
(
(
(
(
(

seg(prunfold(e))

seg(prtpl{L}({i — x;.¢i}ic1))

seg(prprj[l](®))
seg(prinj[¢](®))

seg(prcase[L](¢; {i — x;.¢i}icr))

seg(splicede[m;n; t])
seg(prmatch(n](&; {7 }1<i<n))

seg(prrule(p.e))

%)

seg(11) Useg(1)
seg(T)

seg(T)

Uier seg(1;)
Uier seg()
{splicedt[m;n]}

%)

seg(T) Useg(e)
seg(e1) U seg(é2)
seg(T) Useg(e)
seg(21) U seg(e2)
seg(e)

seg(e) Useg(T)
seg(e)

seg(e)

Uicr seg(é:)
seg(e)

seg(e)

seg(e) U Ujer seg(é;)
{splicede[m;n;T|} Useg(T)

seg(e) U Ui<i<n seg(7;)

seg(¢)

The splice summary of a proto-pattern, seg(p), is the finite set of references to spliced

types and patterns that it mentions.

seg(prwildp)
seg(prfoldp(p))

seg(prtplp[L]({i = pi}ier))

seg(prinjp[¢](p))
seg(splicedp[m;n; t])

)

seg(p)

Uier seg(p;)

seg(p)

{splicedp[m;n;t]} Useg(T)

The predicate 1 segments b checks that each segment in 1, has positive length and is
within bounds of b, and that the segments in ¢ do not overlap and operate at consistent

sorts or types.

Definition B.24 (Segmentation Validity). i segments b iff
1. For each splicedt|m;n| € ¢, all of the following hold:
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(@) 0<m<n<|b
(b) Foreach splicedt[m’;n'] € , either
i. m=m'andn =n';or
ii. n' < m;or
iii. m' >n
(c) Foreach splicede[m’;n’;t] € , either
i. n’ < m;or
ii. m">n
(d) For each splicedp[m’;n’;t] € ¢, either
i. n' < m;or
ii. m'>n
2. For each splicede[m;n;T| € y, all of the following hold:
(@) 0 <m<n<]|b|
(b) Foreach splicedt[m’;n'] € , either
i. n' < m;or
ii. m'>n
(c) For each splicede[m’;n’; 1’| € ¢, either
. m=mandn=n"and t =1'; or
ii. n’ < m;or
iii. m' >n
3. For each splicedp|m;n;T| € y, all of the following hold:
(@) 0<m<n<|b
(b) For each splicedt[m’;n'] € y, either
i. n’ < m;or
ii. m'>n
(c) Foreach splicede[m’;n’; '] € 1, either
i. n’ <m;or
ii. m' >n
(d) For each splicedp[m’;n’; '] € , either
im=mandn=n"and t = 1'; or
ii. n' < m;or
iii. m" >n

B.3.2 Proto-Type Validation

Type splicing scenes, T, are of the form A; b.

AFT 1~ Ttype

T has well-formed expansion

A, ttype FT £~ ttype
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AFT 4~ type AFT 4~ 1 type

= (B.9b)
A" prparr(t; 1) ~» parr(t; 1) type
Attype FT T~ Tt
_ ype ~ T type (B90)
AF" prall(t.t) ~ all(t.7T) type
Attype FT T~ Tt
_ ype ~ T type (B9d)
A F" prrec(t.t) ~ rec(t.T) type
{A FT 4 type}icr (B.9)
AT prprod[L] ({i < %;}ier) ~ prod[L]({i < Ti}icr) type
{AFT %~ 7 type}icr (B9%)
AT prsum(L]({i < %i}ier) ~ sum[L]({i = T;}icr) type
parseUTyp(subseq(b; m;n)) = 1 (D; Aapp) F T~ T type AN Aapp = (B.9g)
A HPibapp)ib sp1icedt[m;n] ~ T type 78

B.3.3 Proto-Expression Validation

Expression splicing scenes, E, are of the form A; T; ¥; ®; b. We write ts(E) for the type
splicing scene constructed by dropping unnecessary contexts from E:

A

ts(A; ¥ o; b) = A: b

AT FE ¢ ~~ e : 7| ¢ has expansion e of type T

B.10a
AF,x:TI—[Exwx:T ( )
AFSE) 3 s Ttype ATHFEe~we:t
E — (B.10b)
AT = prasc{t}() ~e:T
ATHFE 2~ e T AT, x:1 F2 ey~ 1o
L L 2o (B.10¢)
AT = prletval(eq; x.ep) ~ ap(lam{t1}(x.e2);e1) : &
AFSE) 3 s Ttype AT, x:7FEe~e:t (B.10d)
AT HE prlam{t}(x.8) ~» lam{7}(x.e) : parr(T; ") '
AT FE ¢~ eq: T ATFE ) ey T
1~ eq :parr( ) 2~ e (B.10e)

AT FE prap(é;;8,) ~ ap(er;ep) : T/
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A ttypeTFE 2 oo T
AT FE prtlam(t.e) ~ tlam(t.e) : all(t.7)

AT FE ¢ ~se:all(tD) AFSE) ¥ s 7 type
AT FE prtap{t'} () ~ tap{t'}(e) : [T'/t]T

ATFEg e [rec(t.T)/t]T
AT HE prfold(e) ~ fold(e) : rec(t.T)

ATFEg e rec(t.7)
AT FE prunfold(2) ~ unfold(e) : [rec(t.T) /t]T

T = prod|L]({i — T;}icr)
{ATFE &~ e Ti}ierL
AT FE prepl{L} ({i = &}icr) ~ tol[L]({i = e;}ier) : T

AT FE ¢~ e:prod[L, £]({i = T;}icr; ¢ — T)
AT FE prprj[f](e) ~ prij[f]ce) : T

ATFE2 vse: 7
AT FE prinj[¢] (@) ~ inj[¢]Ce) : sum[L, ¢]({i = Ti}icr; ¢ — T

AT I—[E e~e: sum[L]({z — Ti}ieL) {A F,xi M }_[E éi ~ el T}ieL

AT FE prease[L] (¢; {i < x;.2;}icr) ~ case[L](e; {i < xi.e;tier) : T

parseUExp(subseq(b; m;n)) = ¢é (D; Dapp) (GiTapp) Fyp e T
ANAypp =@  dom(I') Ndom([app) = @

AT FE splicede[m;n;t] ~e: T

ATFEe et {ATFE# w1t T'Haicn

AT FE prmatch[n] (¢; {#i}1<i<n) ~ match[n]Ce; {ri}1<icn) : T’

p:7AT  ATUI'FEe~se: 7
AT FE prrule(p.2) ~» rule(p.e) : 1= T

B.3.4 Proto-Pattern Validation

Pattern splicing scenes, P, are of the form A; &; b.
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(B.10f)

(B.10g)

(B.10h)

(B.10i)

(B.10j)

(B.10K)

(B.101)

(B.10m)

(B.10n)

(B.100)

AT FE# ~ r: 7= 7| # has expansion r taking values of type T to values of type 7’

(B.11)



p ~ p: 7P T| phas expansion p matching against T generating hypotheses I

E (B.12a)
prwildp ~~ wildp : T 1" (©; D)
) : to)/Hr AP
p~p:lrec(t.)/t]T - (B.12b)
prfoldp(p) ~» foldp(p) : rec(t.T) 4" I'
T = prod[L]({i = Ti}ieL)
{pi ~ pi: w5 Tilier (B.120)
prtplp[L] ({i <= pi}ier) ~ tolp[L]({i = pi}ier) : T Wie, L
p~ piTART
g : - (B.12d)
prinjp[¢](p) ~ injp[¢](p) : sum[L, {]({i = Ti}iep; € — ) AT
YL type parseUPat(subseq(b; m; n)) ;5 Argp~p:TtAT (B.12¢)

splicedp[m;n;t] ~ p: T ASPOT

B.4 Metatheory

B.4.1 Type Expansion

Lemma B.25 (Type Expansion). If (D; A) & © ~» T type then A = T type.
Proof. By rule induction over Rules (B.5). In each case, we apply the IH to or over each
premise, then apply the corresponding type formation rule in Rules (B.1). O

Lemma B.26 (Proto-Type Validation). If A H{DiBapp)ib 3 s T type and AN Agpp = @ then
AU Agpp = T type.
Proof. By rule induction over Rules (B.9).

Case (B.9a).
(1) A=A, ttype by assumption
(2) T=t by assumption
B) =t by assumption
(4) A, ttype -t type by Rule (B.1a)
(5) A',ttype U Agpp - t type by Lemma B.2 over
Aapp to (4)
Case (B.9b).
(1) T = prparr(ty; 1) by assumption
(2) T =parr(t;m) by assumption
(3) A F{Phapp)ib 3 s 7 type by assumption
4) A H{Dibapp)il 3, oy 1 type by assumption
(5) AU Agpp = 11 type by IH on (3)
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(6) AU Aupp = T type
(7) AU Aqpp = parr(1y; 1) type

Case (B.9¢).
(1) T = prall(t.t)
(2) T=all(t.t)
(3) A, t type FDPbapp)il 3/ s 7/ type
(4) A, ttypeU Agpp - T’ type
(5) AU Agpp, t type - T’ type

(6) AU Agpp - al1(LT') type

Case (B.9d).
(1) T = prrec(t.t)
(2) T = rec(t.t)
(3) A, ttype FAapit /s T/ type
(4) A, ttypeU Agpp - T’ type
(5) AU Aupp, t type = T’ type

(6) AU Agpp - rec(t.T’) type

Case (B.9e).
(1) T = prprod[L]({i < Ti}icL)
(2) T =prod[L]({i = Ti}icL)
(3) {A Al 3 s 1 typelicy,
(4) {AU Aapp - T type}ier
(5) AU Aqpp F prod[L]({i = T;}icr) type

Case (B.9f).
(1) T = prsum[L]({i = Ti}ieL)
@) v =sum[L]({i = Ti}ier)
(3) {A At & s T typelicr
) {AU Aapp - 7 type}ier
() AU Aapp = sum[L]({i < T;}ier) type

Case (B.9g).
(1) T = splicedt|m;n]
(2) parseUTyp(subseq(b;m;n)) = 1
3) (D; Aapp> T~ T type
4) AN Agpp = @
(5) Aapp F T type
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by IH on (4)
by Rule (B.1b) on (5)
and (6)

by assumption

by assumption

by assumption

by IH on (3)

by exchange over
Aapp on (4)

by Rule (B.1c) on (5)

by assumption

by assumption

by assumption

by IH on (3)

by exchange over
Aapp on (4)

by Rule (B.1d) on (5)

by assumption

by assumption

by assumption

by IH over (3)

by Rule (B.1e) on (4)

by assumption

by assumption

by assumption

by IH over (3)

by Rule (B.1f) on (4)

by assumption
by assumption
by assumption
by assumption
by Lemma B.25 on (3)



(6) AU Aqapp - T type by Lemma B.2 over A
on (5) and exchange

over A
]

B.4.2 Typed Pattern Expansion

Theorem B.27 (Typed Pattern Expansion).
1. If(D;A) b a0 ﬁwp‘T—” (G;T) then A p:THT.
2. Ifp~» p: T APRALEY (GTY then At p: THIT.
Proof. By mutual rule induction over Rules (B.8) and Rules (B.12).
1. We induct on the premise. In the following, let A = (D;A) and ' = (G;T) and

= (A D).
Case (B.8a).
1) p==2% by assumption
2) p=x by assumption
B I'=x:71 by assumption
4) Abx:tHlx:T by Rule (B.4a)
Case (B.8b).
(1) p=wildp by assumption
2Ir=92 by assumption
B) AFwildp: 7@ by Rule (B.4b)
Case (B.8¢).

(1) p = fold(p")

@) p = £0ldp(y')

B = rec(t T )

4) Arg p ~ p' s [rect Ty /T AIT
(5) A I— p': [rec(t.T)/t]T AT

(6) A+ foldp(p) : rec(t.T) HIT

Case (B.8d).

(1) p= ({i = pitier)

(2) p=tplp[L]({i = pitier)

(3) T =prod[L]({i = Ti}ier)

4) {Atg pi~ pi: 5 (G T ber
(6) T = ULl

6) {AFpi:t AT e

(

by assumption
by assumption
by assumption
by assumption

by IH, part 1 on (4)
by Rule (B.4c) on (5)

by assumption
by assumption
by assumption
by assumption
by assumption

by IH, part 1 over (4)

7) A tplp[L]({i <= pi}ier) : prod[L]({i = Ti}ier) Al Uier T

Case (B.8e).

(1) p=inj[e](p")
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by Rule (B.4d) on (6)

by assumption



(2) p = 1injp[¢](p) by assumption
(3) T=sum[L, {|({i = T}icr; 0 — T by assumption
4) Argp' ~p T AT by assumption
G) AFp AT by IH, part 1 on (4)
(6) AF injp[l](p") : sum[L, {]({i < T;}iep; £ — T) AT
by Rule (B.4e) on (5)

Case (B.8f).

1) p=a‘b*
2) A=A,a~a

3) ® = ®',a — sptIm(T; eparse)

4) b iBody ebody

6) €proto TPrPat 1\7
7) P~ p T AN AREY (T

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption

by assumption

(
(
(
(
(5) eparse(€body) 4 inj[SuccessP] (eproto)
(
(
(

8 AFp:7HT by IH, part 2 on (7)
2. We induct on the premise. In the following, let ['=(G;T)and A = (D;A) and
& = (4;D).
Case (B.12a).
(1) p=wildp
2QIr=0
3) Ak wildp: T Q
Case (B.12b).

by assumption
by assumption
by Rule (B.4b)

(1) p = prfoldp(p") by assumption

(2) p = foldp(pH by assumption

(3) T =rec(t.7) by assumption

@) P/~ p: [rect.T) /T AV PUT by assumption

(5) AFp :[rect.T)/tT AT by IH, part 2 on (4)
(6) A foldp(p) : rec(t.T') HIT by Rule (B.4c) on (5)

Case (B.120).
1) p = prtplp[L]({i < Pi}icr)
2) p =tplp[L]({i = piticr)
3) T =prod[L]({i = Ti}icL)

(

(

( A A

@) {pi~ pi AP (G T bier
(

(

(

by assumption
by assumption
by assumption
by assumption
5) T = Ujerl; by assumption
6) {AFp;i: 7 AT} er by IH, part 2 over (4)
7) AFtplp[L]({i = pi}ier) : prod[L]({i = Ti}ier) ! Uier T
by Rule (B.4d) on (6)
Case (B.12d).

(1) p = prinjp[{](p" by assumption
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(2) p = 1injp[¢](p) by assumption

(3) T=sum[L, {|({i = T}icr; 0 — T by assumption

@) p/~p T AT by assumption

BG) AFp AT by IH, part 2 on (4)
(6) AF injp[l](p") : sum[L, {]({i < T;}iep; £ — T) AT

by Rule (B.4e) on (5)
Case (B.12e).

(1) p = splicedp|m;n; 1] by assumption

(2) @ FAb ¢ s T type by assumption

(3) parseUExp(subseq(b;m;n)) = p by assumption

4) Argp~p:tHl by assumption

G) AFp:THT by IH, part 1 on (4)

The mutual induction can be shown to be well-founded by showing that the following
numeric metric on the judgements that we induct on is decreasing:

IAbg p~p:T AL =Pl
Ip~ p T AFEE] = ||p|
where ||b]| is the length of b and ||p|| is the sum of the lengths of the literal bodies in p,
as defined in Sec. B.2.1.

The only case in the proof of part 1 that invokes part 2 is Case (B.8f). There, we have
that the metric remains stable:

|[AbFga b ~p:TAT
=[|p > p: TAEL
=I5l
The only case in the proof of part 2 that invokes part 1 is Case (B.12e). There,
we have that parseUPat(subseq(b; m;n)) = p and the IH is applied to the judgement

A g p~ p: T IT. Because the metric is stable when passing from part 1 to part 2, we
must have that it is strictly decreasing in the other direction:

IAbg p~ p:TAT| < |splicedp[m;m;t] ~ p: T AP E

i.e. by the definitions above,
121l < l|&ll

This is established by appeal to Condition B.17, which states that subsequences of b
are no longer than b, and the Condition B.13, which states that an unexpanded pattern
constructed by parsing a textual sequence b is strictly smaller, as measured by the metric
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defined above, than the length of b, because some characters must necessarily be used to
apply the pattern TLM and delimit each literal body. Combining Conditions B.17 and
B.13, we have that ||p|| < ||b]| as needed. O

B.4.3 Typed Expression Expansion
Theorem B.28 (Typed Expansion (Strong)).
1. (@) If(D;A)(G;T) by gé~e:Tthen AT Fe: T
() If(D;A) (GT) by P~ 1:TH T then ATFr: T T

2. (@) If AT HDbap)i(GTap); Vdb o s e Tand AN Agpp = @ and dom(T') N
(b) If AT FPAw)i{GTap)li Y%t 4 oy 2 T > T and AN Agyy = D and dom(T) N
dom(Tapp) = Dthen AU Agyy T UT gy F 7T T
Proof. By mutual rule induction over Rules (B.6), Rule (B.7), Rules (B.10) and Rule (B.11).
1. In the following, let A = (D;A) and T = (G;T).
(a) Case (B.6a).

1) é =%

(2) e=x
BG)T=T,x:1

4) AT ,x:tkx:7T

Case (B.6b).
1) ée=¢:1
(2) A+ 1~ Ttype
B) Albggé ~e:t
4) ATkFe:T

Case (B.6¢).

(1) é=1letval £ =¢é; iné,
(2) e = ap(lam{Ty} (x.e2);e1)
(3) AFI—\Fq,el ~e1
4) AT, %~ x: Tll—qf;(bezwez:’r
(5) AT Feq:
6) ATl,x: 7 I— er: T
(7) AT F lam{t;} (x.ep) : parr(Ty; T)
8) AT Fap(lam{ti}(x.e0);e1) : T

Case (B.6d).
1) & = A%:%.8
(2) e = lam{ty} (x.e")
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by assumption
by assumption
by assumption
by Rule (B.2a)

by assumption
by assumption
by assumption
by IH, part 1(a) on (3)

by assumption
by assumption
by assumption

by assumption

by IH, part 1(a) on (3)
by IH, part 1(a) on (4)
by Rule (B.2b) on (6)
by Rule (B.2c) on (7)
and (5)

by assumption
by assumption



T = parr(7; 7o)

A F 1 ~ T type

Al, g~ x:imibgel e :m
A F 11 type

AT, x:t F¢é

AT+ 1am{’rl}(x e : parr(t; 1)

— N \./\./\./

(3
(4
&
6
(7
8

Case (B.6e).

(1) é=é1()
2) e = ap(ey;er)
) AT I—T;q, 1~ eq:parr(T; T)

5) AT F e : parr(tm; 1)
6) Ar|_€2 T

(
3
( ) Afwl_\i,é)ézwezl’fz
(
(
(7) AT Fap(ep;e) : T

by assumption

by assumption

by assumption

by Lemma B.25 on (4)
by IH, part 1(a) on (5)
by Rule (B.2b) on (6)
and (7)

by assumption

by assumption

by assumption

by assumption

by IH, part 1(a) on (3)
by IH, part 1(a) on (4)
by Rule (B.2¢c) on (5)
and (6)

Case (B.6f) through (B.6m). These cases follow analagously, i.e. we apply
Lemma B.25 to or over the type expansion premises and the IH part 1(a)
to or over the typed expression expansion premises and then apply the
corresponding typing rule in Rules (B.2d) through (B.2k).

Case (B.6n).

(1) é = syntax d at ©/ by static Eparse 1N ¢’ by assumption

2) A+ 1"~ T type by assumption

(3) @ D I eparse : parr(Body; ParseResultSE) by assumption

4) AT kg et setIn(T; eparsed i et by assumption

(5) AF 1’ type by Lemma B.25 to (2)

6) ATkFe:t by IH, part 1(a) on (4)
Case (B.60).

(1) é=a ‘b’ by assumption

(
B) Y= ‘I” a — setlm(T; eparse)

4) b \LBody €body

(5) eparse(€pody) I inj[SuccessE] (eproto)
(6) €proto TPrExpr e

7) Q@ AT ®b s o T

8) 2NA=0Q
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by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by finite set

intersection



9) @Ndom(T) =0 by finite set

intersection
(10) QUADUT Fe:T by IH, part 2(a) on (7),
(8), and (9)
(11) ATFe:T by finite set and finite
function identity over
(10)
Case (B.6p).
(1) é =match & {?i}1<i<n by assumption
(2) e =matchln|(e;{ri}1<i<n) by assumption
(3) AT Fy.p & e T by assumption
@) {AT Fg.g Pi > 1 T = Th<i<n by assumption
B) ATEe : T by IH, part 1(a) on (3)
6) {ATFri: T = Tt by IH, part 1(b) over
(4)
(7) AT Fmatchin|(e; {riti<i<n) : T by Rule (B.21) on (5)
and (6)
Case (B.6q).

(1) é = syntax @ at ¥’ for patterns by static eparse in &’

by assumption
2) A+ 1~ T type by assumption
B) Y+ eparse : Parr (Body; ParseResultSE) by assumption

4) ATk, b asassptIn(Tsepase) & 7 €1 T by assumption

(5) A+ 7' type by Lemma B.25 to (2)

6) ATkFe:t by IH, part 1(a) on (4)

(b) Case (B.7).

1) r=p=2¢ by assumption

(2) r =rule(p.e) by assumption

@) Argp~ p:TH(AT) by assumption

4 A(AGATUD) by g 6~e: T by assumption

G AFp:THT by Theorem B.27, part
1on (3)

(6) ATUT Fe: T by IH, part 1(a) on (4)

(7) AT Frule(p.e) :t= 17 by Rule (B.3) on (5)
and (6)

2. In the following, let A = (D; Aapp) and I'=(G; Tapp)-
(a) Case (B.10a).

(1) e=x by assumption
(2) e=x by assumption
B)Ir=Ix:7 by assumption
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(4) AUApp T x:Thx:7
(5) AUApp T/, x: TUTpp i T

Case (B.10d).

(1) ¢ = prlam{;}(x.e")
2) e = lam{t;}(x.e")

3) T =parr(t; )

4) A FBaril 3 s 7 type

7) dom(I') Ndom(Iapp) = @

by Rule (B.2a)

by Lemma B.2 over

[app to 4)

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption

(

(

( ~ N A A

(5) AT, x: 1y FhapilappHiRibor oy o )
(

(

(

8) x ¢ dom(Tapp) by identification

convention
(9) dom(T,x : 7y) Ndom([app) = @ by (7) and (8)

(10) AU Aspp = 11 type by Lemma B.26 on (4)
and (6)

(11) AUApp Tx: i UTpp e i 12 by IH, part 2(a) on (5),
(6) and (9)

(12) AUApp TUTgpp,x i€ i o by exchange over I'ypp
on (11)

(13) AU Agpp I'UTapp = lam{t} (x.e") : parr(t; 1)
by Rule (B.2b) on (10)
and (12)

Case (B.10e).
(1) e = prap(ey;e2)
2) e = ap(ej;e2)

by assumption
by assumption
3) AT I—AaPP;faPP"@; @30 e1 ~» e :parr(1; 7) by assumption
4) AT FhapiTappi T 90 5 s 0y 1

(

(

( by assumption
(5) AN App = D

(

(

by assumption

6) dom(I') Ndom(Iapp) = @ by assumption

7) AU Aqpp I'UTapp I €1 : parr(1; 7) by IH, part 2(a) on (3),
(5) and (6)

(8) AUApp I'UTqpp Fe2: 12 by IH, part 2(a) on (4),
(5) and (6)

(9) AU Aqpp T'UTqpp - ap(eg;e) T by Rule (B.2c) on (7)
and (8)

Case (B.10f).
(1) ¢ = prtlam(t.e")
(2) e = tlam(t.e)
(3) T = all(t.t)

by assumption
by assumption
by assumption
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4) A, ttype T FlappiTappi Ti®ib o ol 7/

( by assumption
(5) AN Aapp = D

(

(

by assumption
by assumption
by identification

6) dom(I') N"dom(Iapp) = @
7) ttype & Aapp

convention
(8) A, ttypeN Aapp =D by (5) and (7)
(9) A ttypeUAgpp TUTpp e’ 2 T by IH, part 2(a) on (4),
(8) and (6)
(10) AU Agpp, ttype T UTqpp €' 2 T’ by exchange over
Aapp on (9)

(11) AU Azpp T UTqpp - tlam(t.e’) : all(t.7") by Rule (B.2d) on (10)

Case (B.10g) through (B.10m). These cases follow analagously, i.e. we apply
the IH, part 2(a) to all proto-expression validation judgements, Lemma
B.26 to all proto-type validation judgements, the identification conven-
tion to ensure that extended contexts remain disjoint, weakening and

exchange as needed, and the corresponding typing rule in Rules (B.2e)
through (B.2k).

Case (B.10n).

(1) é = splicede[m;n; 1]

(2) E= (D; Aapp> (G; Fapp> ¥ b
(3) @ 5B T s T type

4) parseUExp(subseq(b m;n)) =¢
(5) Aapp app Fg €~ e T

©) AN Ao = @

(7) dom(I') Ndom(Iapp) = @
(8) Aapp Tapp Fe: T

(

9) AUAgpp TUTgpp e T

Case (B.100).

(1) & = prmatch[n](&’; {Fi}1<i<n)
(2) e =matchin|(e; {rit1<i<n)
(3) AT |_A;1A";‘i’;<i>;b o~ el T

(4) {A T |_A;f;‘i’;é>;b
(5) ANAapp =D
(6) dom(T') Ndom (Tapp) = @
(7) AUAGpp TUTgpp e 0 7
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v~ 71 i T = T}lgign

by assumption

by assumption

by assumption

by assumption

by assumption

by assumption

by assumption

by IH, part 1 on (5)
by Lemma B.2 over A

and I' and exchange
on (8)

by assumption

by assumption

by assumption

by assumption

by assumption

by assumption

by IH, part 2(a) on (3),
(5) and (6)



(8) AUApp TUTppkr:T' = T by IH, part 2(b) on (4),

(5) and (6)

(9) AU Agpp T UTapp Ematch[n](e; {rit1<i<n) : T
by Rule (B.2]) on (7)
and (8)

(b) There is only one case.
Case (B.11).

(1) 7 = prrule(p.e) by assumption

(2) r = rule(p.e) by assumption

@) AFp:THT by assumption

@) ATUD FOLE®b s o ¢/ by assumption

(5) ANAapp =D by assumption

(6) dom(T') Ndom(T") =@ by identification
convention

(7) dom(Tzpp) Ndom(T”) = @ by identification
convention

(8) dom(T') Ndom (Tapp) = @ by assumption

(9) dom(I'UT’) Ndom(Tapp) = D by standard finite set
definitions and
identities on (6), (7)
and (8)

(10) AUApp TUT UTgpp Fe: 7 by IH, part 2(a) on (4),
(5) and (9)
(11) AUApp T UTqpp UT Fe: 7 by exchange of I and

[app on (10)
(12) AUApp T UTgpp - rule(p.e) : 7= 7 by Rule (B.3) on (3)
and (11)

The mutual induction can be shown to be well-founded by showing that the following
numeric metric on the judgements that we induct on is decreasing:

HAf*}_l?;(i)éw e: | =|é|
IAT LATY &b 5, || = ||b]|

where ||b]] is the length of b and ||é]] is the sum of the lengths of the seTLM literal bodies
in é, as defined in Sec. B.2.1.

The only case in the proof of part 1 that invokes part 2 is Case (B.60). There, we have
that the metric remains stable:

HAF"@@ a‘b* WBITH
Af

_H@® $:d: b
=||o|

e~e: 1
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The only case in the proof of part 2 that invokes part 1 is Case (B.10n). There,
we have that parseUExp(subseq(b; m;n)) = é and the IH is applied to the judgement
AT F¢.¢ € ~ e : T. Because the metric is stable when passing from part 1 to part 2, we

must have that it is strictly decreasing in the other direction:
AT Fggpée:T| <|AT FAL Y b splicede[m;n; ] ~ e : T||

i.e. by the definitions above,
lell < [[o]]

This is established by appeal to Condition B.17, which states that subsequences of b
are no longer than b, and Condition B.12, which states that an unexpanded expression
constructed by parsing a textual sequence b is strictly smaller, as measured by the metric
defined above, than the length of b, because some characters must necessarily be used to
apply a TLM and delimit each literal body. Combining these conditions, we have that

||é]] < ||b]| as needed. O
Theorem B.29 (Typed Expression Expansion). If (D;A) (G;T)by.g €~ e: Tthen AT F
e:T.

Proof. This theorem follows immediately from Theorem B.28, part 1(a). ]

B.4.4 Abstract Reasoning Principles

Dibapp)ib 3 s T type where

Lemma B.30 (Proto-Type Expansion Decomposition). If A ¢
seg(T) = {splicedt[mj; n;|}o<i<y then all of the following hold:
1. {{D; Aspp) = parseUTyp(subseq(b; m;; n;)) ~ T; type}o<icn
2. T = [{w/tito<icu)T for some T and fresh {t;}o<icy (ie. {t; & dom(A)}o<icy and
{ti & dom(Dapp) Yo<i<n)
3. fV(T/) C dom(A) U {ti}0§i<n
Proof. By rule induction over Rules (B.9). In the following, let A = (D; Aapp> and
T =A;b.

Case (B.9a).
(1) t=t by assumption
2) t=t by assumption
(3) A=A, ttype by assumption
(4) seg(1) =0 by definition
(5) fv(t) = {t} by definition
(6) {t} Cdom(A)UD by definition

The conclusions hold as follows:
1. This conclusion holds trivially because n = 0.
2. Choose 7/ =t and @.

3. (6)
Case (B.9b).
(1) T = prparr(1y; ) by assumption
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(2) T = parr(t]; 1) by assumption

(3) AFT 1 ~ T type by assumption
(4) AFT 3~ 75 type by assumption
(5) seg(T) = seg(t1) Useg(tr) by definition
(6) seg(t1) = {splicedt|m;;n;]}o<icw by definition
(7) seg(t2) = {splicedt{m;;n;]}<icy by definition
(8) {(D; Aapp) - parseUTyp(subseq(b; m;; n;)) ~~ T; typeo<icn
by IH on (3) and (6)
) v = [{7i/ti}o<i<w]T{ for some ;" and fresh {t;}o<;<
by IH on (3) and (6)
(10) fv(t{) € dom(A) U {t;}o<icw by IH on (3) and (6)
(11) {(D; Aapp) - parseUTyp(subseq(b; m;; 1n;)) ~ T; type}i<icn
by IH on (4) and (7)
(12) v = [{7i/ti}w<icn]Ty for some 7 and fresh {t;},/<;<,
by IH on (4) and (7)
(13) fv(ty) C dom(A) U {ti}<icn by IH on (4) and (7)
(14) {tito<icw N{titw<icn =@ by identification
convention
(15) fv(t{) € dom(A) U {t;}o<i<n by (10) and (14)
(16) fv(™) C dom(A) U {t;}o<i<n by (13) and (14)
(17) o = [{7i/tito<i<n]™’ by substitution
properties and (9) and
(14)
(18) w5 = [{Ti/tito<icn]T) by substitution
properties and (12)
and (14)
(19) parr(t{; ) = [{T/ti}o<i<n|parr(t; o) by substitution and
(17) and (18)
(20) fv(parr(t];¢)) = fv(t)") Ufv(T)) by definition
(21) fv(parr(t;5/)) C dom(A) U {t;}o<icn by (20) and (15) and
16
The conclusions hold as follows: (16
1. (8) U (11)
2. Choosing {t; }¢<ij<, and parr(7]; 5, by (19)
3. (21)
Case (B.9c) through (B.9f). These cases follow by analagous inductive argument.
Case (B.9g).
(1) T = splicedt|m;n)| by assumption
(2) seg(splicedt|m;n]) = {splicedt|m;n]|} by definition
(3) parseUTyp(subseq(b;m;n)) = 1 by assumption
(4) (D; Aapp) = T~ T type by assumption
(5) t ¢ dom(A) by identification

convention
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(6) t ¢ dom(Aapp) by identification
(7) T=[t/tT by definition
(8) fv(t) Cc AU{t} by definition
The conclusions hold as follows:
1. (3) and (4)
2. Choosing {t} and t, by (5), (6) and (7)
3. (8)

Lemma B.31 (Proto-Expression and Proto-Rule Expansion Decomposition).
1 IfAT HPBap)i (GTaph @b o s o T where seg(e) = {splicedt[m!; 1] Yo<icn, U
{splicede[m;; n;; Ti| Yo<i<n,, then all of the following hold:

(@) {(D; Aapp) = parseUTyp(subseq(b; m;n;)) ~ T/ typeto<i<ny,

(b) {@ Dbl 4 s 7 typeto<icn,,

(c) {{D; Dapp) (G; Tapp) g4 parseUExp(subseq(b; m;n;)) ~ €; t Ti}o<i<i,y,

(d) e = [{t]/ti}o<i<ny {€i/Xi}o<i<ne,€ for some e’ and {t;}o<i<n, and {x;i}o<i<n,,
such that {t; o<i<n, fresh (i.e. {t; & dom(A)}o<i<n, and {t; & dom(Dapp) bo<i<n,,)
and {X;}o<i<n,, fresh (i.e. {x; & dom(I') Yo<i<n,,, and {x; & dom(Tapp) bo<i<n,)

(e) fv(e’) C dom(A) Udom(T) U{ti}o<icn, Y {Xi}o<icn,

2. IfAT HPap)i(GTa)i Vb 3 sy v = 1/ and
seg(?) = {splicedt[m;;n]}o<i<n, U {splicede[m;; ni; 1] }o<i<ne,

then all of the following hold:
(a) {(D; Aapp) += parseUTyp(subseq(b; m}; n)) ~ T/ type}0§i<nty
(b) {@ HPAaw)ib 3 v 7 typetocicn,,
(c) {(D; Dapp) (G; Tapp) .4 ParseUExp(subseq(b; mi;n;)) ~> € : Ti 0 <icinyy,
(d) r = [{7]//tiYo<i<ny, {€i/ Xito<i<n, |t for some e’ and fresh {t;}o<i<n,, and fresh
{xi}ogi<nm
(e) fv(r') C dom(A)Udom(T) Ut o<icn, Y {xito<icn,
Proof. By rule induction over Rules (B.10) and Rule (B.11). In the following, let A =
(D; Aapp) and = (G;Tapp) and E = AT ¥ &; b,
1. Case (B.10a).

(1) e=x by assumption
(2) e=x by assumption
@) I=Ix:7 by assumption
(4) seg(x) =1} by definition
(5) fv(x) = {x} by definition
(6) fv(x) C dom(T) by definition
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(7) fv(x) € dom(T') Udom(A) by (6) and definition

of subset
The conclusions hold as follows:
(a) This conclusion holds trivially because ngy, = 0.
(b) This conclusion holds trivially because 7ex, = 0.
(c) This conclusion holds trivially because 7ex, = 0.
(d) Choose x, @ and @.
(e) ()
Case (B.10b) through (B.10m). These cases follow by straightforward inductive
argument.
Case (B.10n).
(1) e = splicede[m;n; 1] by assumption
(2) seg(splicede[m;n;T]) = seg(T)U {splicede[m;n; ]|}
by definition
(3) seg(t) = {splicedt[m];n}]} o<icn, by definition
4) @ FE) 1 s 1 type by assumption
(5) parseUExp(subseq(b; m;n)) = é by assumption
(6) (D;Dapp) (G;Tapp) Fypé~e:T by assumption
(7) {(D; Aapp) I parseUTyp(subseq(b; mi;n)) ~ T type}0§i<nty
by Lemma B.30 on (4)
and (3)
(8) x ¢ dom(T) by identification
convention
(9) x ¢ dom(Tapp) by identification
convention
(10) x ¢ dom(A) by identificaiton
convention
(11) x ¢ dom(Aapp) by identification
convention
(12) e = [{7;/tito<i<ny €/ x]x by definition
(13) fv(x) = {x} by definition

(14) fv(x) C dom(A) Udom(I') U{t;}o<i<n, U{x} by definition
The conclusions hold as follows:
(@) (7)
(b) {4}
@ {6}
(d) Choosing x, {t;}o<i<n, and {x}, by (8), (9), (10), (11) and (12).
(e) (14)
Case (B.100).
(1) é = prmatch(n](&; {ri}1<i<n) by assumption
(2) e =match[n](t;e){ri}1<i<n by assumption
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B) ATFEe ~we: 7 by assumption

4) {ATEE P~ 1T = Thigjcn by assumption

(5) seg(prmatch(n](’; {#i}1<i<n)) = seg(e) UUp<i<, seg(7i)
by definition

(6) seg(¢') = {splicedt[m!; ”g]}0§i<n{y U {splicede[m;; nj; Ti] }o<i<n,,
by definition

(7) {seg(r;) =
{splicedt [mé,j; "Q,j] }0§i<ntw U {splicede[m;;n;;; ;] }ogi<nexp,j}ogj<n
by definition
(8) {(D; Aapp) F parseUTyp(subseq(b; mj; n})) ~ T type}0§i<néy
by IH, part 1 on (3)

and (6)
9) {@ - Pibappib 3, s 1 type}osicn, by IH, part 1 on (3)
and (6)
(10) {(D; Aapp) (G Tapp) g4 parseUExp(subseq(b; m;;n;)) ~~ e; :
Ti}o<i<nlyg by IH, part 1 on (3)
and (6)
(11) ¢ = [{T,'//ti}ogkn;y/ {ei/xi}0§i<n/exp]e” for some ¢” and fresh
{ti}0§i<n{y and fresh {xi}0§i<n’exp by IH, part 1 on (3)
and (6)

(12) fv(¢") € dom(A) Udom(T) U {ti}o<icn U {Xito<icnt,,
by IH, part 1 on (3)

and (6)

(13) {{(D; Aapp) +- parseUTyp(subseq(b;m; j;n; ;)) ~> T/ ; typefo<icny, bo<j<n
by IH, part 2 over (4)
and (7)

(14) {{@ F(D:bapp);b Tij ~ Tij tYPet0<icng,,; o<j<n Y IH, part 2 over (4)
and (7)

(15) {{(D; Bapp) (G Tapp) 4.5 ParseUExp(subseq(b; myjmi ) ~ ei;

Tz',j}o <i <nexp,j}0 e by IH, part 2 over (4)

and (7)

(16) {rj = [{7};/ti }oicny, {€i/ Xij} o<icnyg,]i o<j<n for some {ri}o<jcn
and fresh {{t;;}o<i<n,, to<j<n and fresh {{x;;}o<icn,,; Yo<j<n

by IH, part 2 over (4)
and (7)

(17) {fv(r;) C dom(A) U dom(F) U {ti,j}OSi<nty,j U {xi/j}0§i<”exp,j}0§j<”
by IH, part 2 over (4)
and (7)

(18) (Uo<j<n{tijto<icny,) N {ti}0§i<n{y =Q by identification
convention
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(19) (U0§j<n{xi,j}0§i<nexp,j) N {xi}0§i<ngxp =0 by identification
convention
(20) ¢ = [{7}/ti}o<icn, Yosj<n {Tij/ tij osicmy,s €i/ Xitogicnap Yosj<n
{Ti,j/ ti,j}0§i<nty,,-]€” by substitution
properties and (11)
and (12) and (18) and
(19)
@1) {rj = {7/ tiYo<icny, Yosj<n {Ti/ tij o<icny, {€i/ Xi}osicnep Yosj<n
{7,/ ti,j}0§i<nty,j]r;}0§j<n by substitution
properties and (16)
and (17) and (18) and
(19)
(22) e = [{Ti’/ti}ogi<n{y U0§j<n {T",]'/ti,j}0§i<nty,]-/ {ei/xi}0§i<néxp U0§j<n
{eij/xij}o<icne,,/matchln] (" {ri}1<i<n) by (20) and (21) and
definition of

substitution
(23) fv(e")  dom(A) Udom(I") U{ti}o<icn, Yosjcn {tijtosi<ny,; U
{XiYocicniy, Yosj<n {Xij oicney, by (12) and (18) and
(19)
(24) {fv(rj) € dom(A) Udom(I') U{ti}o<icny, Yosj<n {fijto<i<ny, U
{xi}ogi<ngxp Uo<j<n {xi,j}0§i<nexp,]-}0§]‘<n by (17) and (18) and
(19)

(25) fv(match(n](e”; {ri}1<i<n)) C dom(A) Udom(I') U {ti}o<icuy Yosj<n

{ti,j}0§i<nt Y {xi}ogi<ngx Uo<j<n {xi,j}0§i<nex .
37 P P/]
by (23) and (24)

The conclusions hold as follows:
(@) (8)UUo<j<n (13);
(b) (9)UUo<j<n (14);
(©) (10) UUo<j<n (15);
(d) Choose:
i. match[n](e”; {7 }1<i<n)
i {ti}o<icn, U {{ti }o<i<ny,; Yo<j<n; and
iii. {xi}o<icns, U {{Xij}ogicney, tosj<ni and
We have e = [{1]/ti}o<icny, U{{Tij/tij}osicny,; Yosj<n {€i/ Xito<icnyy, U
{{eij/%ij}0<icneg, Yo<j<nmatch[n]Ce”; {ri}1<i<n) by (22).
(e) (25)

2. By rule induction over the rule typing assumption. There is only one case. In the
following, let A = (D; Aypp) and = (G;Tapp) and E = A; 9 &b
Case (B.11).
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(1) 7 = prrule(p.e) by assumption

(2) r =rule(p.e) by assumption

B) Abp:tHI’ by assumption

4) ATUT'FEe e 7/ by assumption

(5) seg(?) = seg(e) by definition

(6) seg(e) = {splicedt[m};n]}o<icn, U {splicede[m;;ni;ti| bo<icneg
by definition

(7) {(D; Aapp) + parseUTyp(subseq(b; mj; n7)) ~ T type}0§i<nty
by IH, part 1 on (4)

and (6)
8) {@ H{Dbappib 1, o type}ogkneXp by IH, part 1 on (4)
and (6)
9) {(D; Aapp) (G; Tapp) Fy.¢ parseUExp(subseq(b; m;;n;)) ~ e; :
Ti }0<i<ton by IH, part 1 on (4)
and (6)
(10) e = [{T//ti}o<i<ny, {€i/Xi}to<i<ne,)¢' for some e’ and fresh {t;}o<i<n,
and fresh {xi}0§i<nexp by IH, part 1 on (4)
and (6)

(11) fv(e’) C dom(A) Udom(I') Udom(I") U {t;}o<i<ny, U {Xi}o<i<ney
by IH, part 1 on (4)

and (6)
(12) r = [{T] /ti}o<i<ny {€i/ Xito<i<ne,|rule(p.e’) by substitution
properties and (10)
(13) fv(p) = dom(I”) by Lemma B.5 on (3)
(14) fv(rule(p.e)) C dom(A) Udom(T) U {t;}o<icny U {Xio<i<ne
by definition of fv(r)
and (11) and (13)
The conclusions hold as follows:
(@) (7)
(b) (8)
(© )
(d) Choosing rule(p.e’) and {ti}05i<nty and {xi}0§i<nexpr by (12)
(e) (14)

]

Theorem B.32 (seTLM Abstract Reasoning Principles). If (D; A) (G;T) by .48 ‘b~ e: T
then:

(Typing )Y = ¥',4 ~ a — setlm(T; eparse) and AT e : T

b ~LBody Cbody

eparsg(ebody) |} inj[SuccessE] (eproto)

€proto TPrExpr €
(Segmentation) seg(¢e) segments b

seg(e) = {splicedt[mg;ng]}ogknw U {splicede[m;;n;; t-]}ogiqexp

Sk LR
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7. (Typing 2) {(D;A) + parseUTyp(subseq(b;mj;n)) ~ T/ type}o<icn, and {A F
Ti/ type}0§i<nty
8. (Typing 3) {@ HPA3 4 v 7 type}o<ian,, and {A b T typeto<icn,,
9. (Typing 4) {(D;A) (G;T) F¢.6 parseUExp(subseq(b; m;; n;)) ~ e; : Ti}ogi<nm and
{ATF et Tho<icn,
10. (Capture Avoidance) e = [{T//ti}o<i<n,, {€i/Xi}o<i<n,,)€ for some {ti}o<i<n, and
{xito<i<ng, and ¢
11. (Context Independence) fv(e') C {ti}0§i<nty U {xi}0§i<nex,,

Proof. By rule induction over Rules (B.6). There is only one rule that applies. In the
following, let A = (D;A) and ' = (G;T).

Case (B.60).

(1) ¥ =94~ a < setIm(T; eparse) by assumption

(2) (D;0) (GiT) Py b et by assumption

B) ATkFe:t by Theorem B.29 on
(2)

(4) b lBody €body by assumption

(5) eparse(€body) I inj[SuccessE] (eproto) by assumption

(6) eproto TPrExpr & by assumption

(7) seg(e) segments b by assumption

(8) Q@ FALT®b o e T by assumption

(9) seg(?) = {splicedt[m};n!]}ocicn, U {splicede[m;ni; 1] bocion,
by definition

(10) {(D;A) F parseUTyp(subseq(b; m};n})) ~ T/ type}0§i<nty
by Lemma B.31 on (8)

and (9)

11) {A+ T type}og,-<nty by Lemma B.25, part 1
over (10)

(12) {@ FPBIY 35 s 1 type}ocicne by Lemma B.31 on (8)
and (9)

(13) ONA=0 by definition

(14) {AF T type}0§i<nexp by Lemma B.25, part 2

over (12) and (13)
(15) {(D;A) (G;T) I—q,;qg parseUExp(subseq(b; m;; n;)) ~ e; : Ti}OSi<nexp
by Lemma B.31 on (8)

and (9)

(16) {AT Fe;: Ti}OSi<nexp by Theorem B.29 over
(15)

(17) e = [{T[/ti}ogkntyz {ei/xi}0§i<nexp]el for some ¢’ and fresh {ti}0§i<nly and

fresh {xi}0§i<nexp by Lemma B.31 on (8)

and (9)

(18) fv(e’) C {ti}0§i<nty U {xi}0§i<nexp by Lemma B.31 on (8)
and (9)
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The conclusions hold as follows:
1. (1) and (3)

4)

5)

(6)

7)

)

(10) and (11)

(12) and (14)

(15) and (16)

(17)

. (18)

00NN LN

—_ =
)

Lemma B.33 (Proto-Pattern Expansion Decomposition). If p ~ p: T &b P phere
seg(p) = {splicedt[m; ng]}ogiqw U {splicedp[mi,'ni;%i]}ogknpm
then all of the following hold:
1. {A + parseUTyp(subseq(b; m};n})) ~~ ! typeto<i<ny,
2. {@ 5P %~ 1 typeYo<icnyy
3. {A k¢ parseUPat(subseq(b; m;;n;)) ~» p; : 7; -l fi}0§i<n,,m
4. T = Wocicmy, L

Proof. By rule induction over Rules (B.12). In the following, let P = A; &; b.
Case (B.12a).

(1) p =prwildp by assumption
(2) e=wildp by assumption
@) I'=(2,0) by assumption
(4) seg(prwildp) =@ by definition

The conclusions hold as follows:
1. This conclusion holds trivially because nyy, = 0.
2. This conclusion holds trivially because 7pat = 0.
3. This conclusion holds trivially because 71pat = 0.

4. This conclusion holds trivially because ['=@®and Npat = 0.
Case (B.12b).

(1) p = prfoldp(p")

(2) p = foldp(p"

(3) T = rec(t.t)

(@) p~ p:[recct.T)/t]T AP T
(5) seg(prfoldp(p’)) = seg(p’)

by assumption
by assumption
by assumption
by assumption
by definition



(6) seg(p) = {splicedt[m];n]]}o<i<n, U {splicedp[m;; n; 4] }o<i<np

by definition

(7) {A & parseUTyp(subseq(b; m/;n’)) ~ T/ type}o<i<n, Dy IH on (4)and (6)

8) {D %P % ~ T type}ocicnpy

by IH on (4) and (6)

) {A ¢ parseUPat(subseq(b; m;; n;)) ~ p; : 7 I fz'}0§i<npat

(10) I'= Wo<i<npa Iy
The conclusions hold as follows:
1. (7)
2. (8)
3. (9)
4. (10)
Case (B.12¢).
(1) p =prtplp[L]({j = Pi}jer)

(2) p = tplp[L]({j < pj}jer)

() T =prod[L|({j = Tj}jer)

(@) T = e, T

®) {pj~pj: g Ti}jer

(6) seg(prtplp[L]({j <> Pj}tjer)) = Ujer seg(p;)
(7) {seg(p;) =

by IH on (4) and (6)
by IH on (4) and (6)

by assumption
by assumption
by assumption
by assumption
by assumption
by definition

{splicedt{m] ;n; |} o<icn,; U {splicedp[m;j;n; ;i | fo<icn,,;tier

(8) Npat = Z:]'Eanat,j

9 {{AF parseUTyp(subseq(b;mlf,j;nf,j

(10) {{@F4? % ~ 7 tyPe }o<i<nyy, fieL

by definition
by definition

)~ Ti/,]' type}0§i<nty/j}j€L

by IH over (5) and (7)
by IH over (5) and (7)

(11) {{A l_qB parseUPat(subseq(b;m,-,j;nl-,j)) ~ pi,j 5 ’L'i,]' | fi,j}OSi<npat,j}j€L

(12) {T} = Wocicnyy, Lijhjer
(13) Wier Ij = Wjer Wien,,,; i
The conclusions hold as follows:

L. Ujer Uieny,; )i
2. Ujer Uien,,,; (10);
3. Ujer Uien,,,; (11);
4. (13)

Case (B.12d).
(1) p = prinjp[{](p")
2) p = injp[{](p")

pat,j

pat,j
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by IH over (5) and (7)
by IH over (5) and (7)

by definition and (12)

by assumption
by assumption



(3) T =sum[L,{|({i = Ti}icp; ¢ — T by assumption

Case (B.12e).

@) p~p:THPE by assumption
(5) seg(prinjp[](p")) = seg(p’) by definition
(6) seg(p') = {splicedt[m};nj|}o<i<n, U {splicedp[m;;n;; 4] bo<i<np
by definition
7) {A + parseUTyp(subseq(b; m/;n’t)) ~ T/ type}o<i<n, byIHon (4)and (6)
8) {@ NP 4 s 1 type bo<i<rmpa by IH on (4) and (6)
9) {A ¢ parseUPat(subseq(b; m;;n;)) ~ p; @ 7; -l fi}0§i<npat
by IH on (4) and (6)
(10) T = Ho<i<mpm I by IH on (4) and (6)
The conclusions hold as follows:
1. (7)
2. (8)
3. 9)
4. (10)
(1) p = splicedp[m;n; 1] by assumption
@) @Y 3 s T type by assumption
) parseUPat(subseq(b, m;n)) =p by assumption
@) Argp~p:TAT by assumption
(5) seg(splicedp|m;n;t]) = seg(t) U {splicedp|m;n;t|}
by definition
(6) seg(t) = {splicedt[m};n]}o<icn, by definition
(7) {(D; Aapp) F parseUTyp(subseq(b; m;;n;)) ~ T; type}o<icn
by Lemma B.30 on (2)
and (6)
The conclusions hold as follows:
1. (7)
2. (2)

3. (3) and (4)
4. This conclusion holds by (4) because npat = 1.
O

Theorem B.34 (spTLM Abstract Reasoning Principles). IfA g 4 ‘b* ~ p : T I T where

A=

Gtk L=

(D; A) and T = (G;T) then all of the following hold:

(Typing 1) & = &/,4 ~ a < sptlm(t; eparse) and A= p : THIT
b \LBody Chody

epm’se(ebody) I inj[SuccessP] (eproto)

€proto TPrPat }5
(Segmentation) seg(p) segments b
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seg(p) = {splicedt[n}; m] ]}O<l<nty U {spllcedp[ml,nl,Tl]}0<,<nm

(Typing 2) {A + parseUTyp(subseq(b; m!; nl)) ~ T | typeto<i<n, and {A = T/ typeto<icny,
(Typing 3) {@ l_A bq T~ T type}0<z<nmt and {A ¥ type}0<z<npat

(Typing 4) {A 4 parseUPat(subseq(b; m;;n;)) ~ p; @ T (Gi;Ti) Yo<icn,y and
{AF pi: T AT o<icny

10. (No Hidden Bindings) G = Wo<i<y,, i and I’ = Uo<i<n,, Li

Proof. By rule induction over Rules (B.8). There is only one rule that applies.
Case (B.8f).

© 2 N &

(1) Akga ‘b ~p:7HT by assumption
2) & = d3 A~ a < sptlm(T; eparse) by assumption
( P y p
B3 AFp:7HIT by Theorem B.27 on
p: y
(1)
(4) b lBody €hody by assumption
(5) eparse(€pody) I inj[SuccessP](eproto) by assumption
(6) eproto TPrPat P by assumption
(7) seg(p) segments b by assumption
~ T assumption
®) p~sp:T AL by assumpti
(9) seg(p) = {splicedt[m] ;]}0§i<nty U {splicedp[m;; ni; Ho<i<nyu
by definition
(10) {A + parseUTyp(subseq(b; m};n})) ~~ type}o<i<n, by Lemma B.33 on (8)
and (9)
(11) {AFT typefo<i<uy by Lemma B.25, part 1
over (10)
T~ T typejo<i<n emma b.55 on
12) {@ &P 4 - by L B.33 on (8)
and (9)
(13) {AF T type}0§i<npat by Lemma B.25, part 2
over (12)
(14) {A ¢ parseUPat(subseq(b; m;;n;)) ~ p; : 7 -l fi}0§i<npat
by Lemma B.33 on (8)
and (9)
(15) {AFp;: 7 ri}0§i<npat by Theorem B.27 over
(14)
(16) G = LJ'JOSi<npat Giand T = U0§i<”pat I; by Lemma B.33 on (8)
and (9)
The conclusions hold as follows:
1. (2) and (3)
2. (4)
3. (5)
4. (6)
5. (7)
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6. (9)
7. (10) and (11)
8. (12) and (13)
9. (14) and (15)
10. (16)
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Appendix C

miniVersep
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C.1 Expanded Language (XL)

C.1.1 Syntax

Signatures and Module Expressions

Sort Operational Form Description

Sig o = sig{x}(u.7) signature

Mod M = X module variable
struct(c;e) structure
seal{c} (M) seal

mlet{c}(M; X.M) definition

Kinds and Constructions

Sort Operational Form Description

Kind «k == k kind variable
darr (x; u.x) dependent function
unit nullary product
dprod(x; u.x) dependent product
Type type
S(T) singleton

Con ¢,7 = u construction variable
t type variable
abs (u.c) abstraction
app(c;c) application
triv trivial
pair(c;c) pair
prl(c) left projection
prr(c) right projection
parr(T;T) partial function
all{x}(u.7 polymorphic
rec(t.T) recursive

prod[L]({i <= T;}icr) labeled product
sum[L]({i = T;}icr) labeled sum
con(M) construction component
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Expressions, Rules and Patterns

Sort Operational Form
Exp e = «x
lam{t} (x.e)
ap(e; e)
clam{x} (u.e)
cap{x}(e)
fold(e)
unfold(e)
tpl[L]({i = e;}icL)
pri[f] (e
inj[¢]Ce)
match[n] (e; {ri}1<i<n)
val (M)
Rule r := rule(p.e)
Pat p X
wildp
foldp(p)
tplp[L]({i = piticr)
injp[] (p)

C.1.2 Statics
Unified Contexts

Description

variable

abstraction

application
construction abstraction
construction application
fold

unfold

labeled tuple

projection

injection

match

value component

rule

variable pattern
wildcard pattern

fold pattern

labeled tuple pattern
injection pattern

A unified context, (), is an ordered finite function. We write
* (), X :0when X ¢ dom(Q) for the extension of Q) with a mapping from X to the

hypothesis X : o.

* O, x:7when x ¢ dom(Q) for the extension of () with a mapping from x to the

hypothesis x : 7.

* O, u:xwhenu ¢ dom(Q) for the extension of () with a mapping from u to the

hypothesis u :: «.

Signatures and Structures

Q) - o sig| o is a signature

O F x kind OQ,u:xk 1 Type

O F sig{x} (u.1) sig

QF o =0'| 0and ¢’ are definitionally equal

QOFxk=« Qu:kkFT=1: Type

QF sig{x}(u.7) = sig{x'} (u.v)
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QF o <: ¢'| o is a subsignature of ¢’

QOF k<« QuuxkFrt<:7

QO F sig{x}u.t) <:sig{x'}u.v)

QOF M: ol Mmatches o

QFM: 0o QFo<: 0
QFM: o

OX:cF-X:0

QFcux  Qte:[c/ult
QO F struct(c;e) : sig{x}(u.7)

QO+ o sig QFM:o
OF seal{c}(M) : 0

QOFM:o QF o sig O,X:cF-M:0

QFmlet{c’}(M; X.M" : ¢’

QO F M mval| M is, or stands for, a module value

QO F struct(c;e) mval

O, X :0F X mval

Kinds and Constructions

O F x kind| x is a kind

O+ 7 kind O,u ::x1 F xp kind
O + darr(xq; u.x3) kind

O F unit kind

O+ 7 kind O, u ::x1 F xp kind
QO F dprod(xq; u.x2) kind

Q) F Type kind

200

(C.3)

(C.4a)

(C.4b)

(C.40)

(C.4d)

(C.4e)

(C.5a)

(C.5b)

(C.6a)

(C.6b)

(C.6¢)

(C.6d)



QF T:: Type

C.6
QF SO kind (C.6¢)
QF x =«| x and «’ are definitionally equal
O F x kind (C.72)
QOFk=«x a
QOFx =« (C.7b)
QOF« =« ’
QFx=« QF« =«" (€79
QFx=«" e
QFxy =« Q,u by =K
=" L 2= 2 (C.7d)
O F darr(xy; u.xp) = darr (iky; u.x5)
QO =« Q,u:K by =K
=" L 2= (C.7¢)
Q) F dprod (xy; u.xp) = dprod(xy; u.x5)
QFc=c :: Type
C.7f
QOF S =sh (€7
QO F x <:: «'| xis a subkind of x’
QOFx=« (C.82)
QOF k<« o4
QOF k<« QF« <«
C.8b
QFx<:x” ( )
QOFx)<ixy  Quux) b K% <::/K§ (€80
O = darr(xy; u.xp) <:darr(xj;u.x;)
QFx <k Q,u kb <:ixh
1> " L e (C.8d)
Q) = dprod (xq; u.kp) <::dprod(xy;u.x5)
QFTaT
ybe (C.8¢)
QO F S(T) <:: Type
OFt<:7
(C.86)

QF S <:: S
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QFc::

¢ has kind «

QkFcirxg OF K <:xp
QOFcix

Qu:xkbu:sx

Qu:xibcerix

O F abs(u.cp) :: darr(xq; u.x3)

QO+ cq i darr(xp; u.x) QFcrixo

Q F app(ey;cp) = [e1/ulx

QOF triv:unit

QFc g QF ¢ [er/u]xo
QO+ pair(cy;cp) :: dprod(xq; u.xp)

QO F ¢ ::dprod(xy; u.x3)
QF prl(c) ::x;

QF ¢ ::dprod(xq; u.kp)
Q F prr(c) :: [prl(c) /u]xy

QO F 1 :: Type QO F 1 Type

Q F parr(m; ©) :: Type

O F x kind Q,u:xk 1 Type
OF all{x}(u.7) :: Type

QO,t:: Type - T :: Type
QO F rec(t.7) :: Type

{QF 1 Typeli<i<p
QF prod[L]({i — T;}icr) :: Type

{QF 7 Type}i<i<n
QO F sum[L]|({i <= T;}ier) = Type

QO F c:: Type
QFc::S)

QF M mval QF M :sig{x}u.7)

QF con(M) :: kx
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(C.9a)

(C.9b)

(C.9¢)

(C.9d)

(C.9¢)

(C.9f)

(C.9g)

(C.9h)

(C.91)

(C9)

(C.9K)

(C.91)

(C.9m)

(C.9n)

(C.9)



/

QOFc:x
OFc=c:x
QOFc=( %
QOFcd=c:x

OFc=( % OFd =«
OFc=c"::x

QuurxiFe=cd w0

Q + abs(u.c) = abs(u.c’) :: darr(xq; u.x3)

Q¢ = ¢f :: darr (xp; u.x) Qb cy=chixy
Q + app(cy; ) = app(cy;ch) = k

QO F abs(u.c) :: darr(xy; u.x) QFc i
Q F app(abs(u.c); ) = [ca/ulc i [ca/ulx

QFc=dur QFc=d:en/ulx

Q F pair(cy; ) = pair(cy;ch) = dprod(iy; u.kp)

QF c=c :: dprod(xq; u.x)
QF prle) =prl) :: K

Q"CliiKl QI‘CQZZKZ
QO F prl(pair(cy;c)) =cq K

QF c=c ::dprod(xy; u.x)
Q + prr(c) = prr(c) = [prlc) /ulxy

QFcixg QFcixo
QO F prr(pair(cy;c)) =c i Ko

QOF 1 =1 : Type QF 1 =1 Type

Q F parr(t; 7)) = parr(1t]; ) :: Type

QOFxk=« Qu:kkFT=1: Type
QF all{x}(u.7) = all{x'} (u.7") :: Type

O, t:: Type -7 =1 :: Type

Q + rec(t.T) = rec(t.t’) :: Type

{QF =1 Typehi<i<n

:: k| ¢ and ¢’ are definitionally equal as constructions of kind «

Q F prod[L] ({i < T;}icr) = prod[L]({i < T/ }icr) :: Type
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(C.10a)

(C.10b)

(C.10¢)

(C.10d)

(C.10e)

(C.10f)

(C.10g)

(C.10h)

(C.10i)

(C.10))

(C.10K)

(C.101)

(C.10m)

(C.10n)

(C.100)



{OF 5 =1 = Type}i<icu

QF sum[L]({i = T;}ier) = sum[L]({i — T/}ier) i Type
QFc:Sh
QFc=c :: Type

QO F struct(c;e) : sig{x}(u.7)
QO F con(struct(c;e)) =c::

Expressions, Rules and Patterns

QF T <: 7| Tis a subtype of T/

QOF 1 =1 Type
OFhg <n
OFt<:7 OrF7 <7
OFt<: 7

OFg<itnp QFn<t
Q + parr(T; 1) <: parr(ty; )

OF« <k Qu:a=xFr<:7
QF all{x}(u.7) <:all{x'}u.™)
{QF 75 <7 }er
Q F prod[L] ({i = T;}ier) <:prod[L]({i = T/ }icr)
{OF 1< Ti/}ieL
QF sum[L]({i <= T;}ier) <t sum[L]({i = T/ }icr)

QFe:1|ehastypet

QFe:T OFt<: 7
QFre: T

Qx:thx:7

QF T :: Type Qx:the: T
QF lam{t}(x.e) : parr(t; 7))

QF e :parr(t; ) QFe:T

QF apeg;en) : T

O+ « kind Quukbe:t
QF clam{x}(u.e) : all{x} (u.7)
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(C.10p)

(C.10q)

(C.10r)

(C.11a)

(C.11b)

(C11c)

(C.11d)

(C.11e)

(C.11f)

(C.12a)

(C.12b)

(C.12¢)

(C.12d)

(C.12e)



QFr:t=1

QFp:tQ

OFe:all{x}u.1t) QFcux
QF cap{c}(e) : [c/u]T
QFe:[rec(t.D)/t]T
QO F fold(e) : rec(t.7)
O Fe:rec(t.t)
Q F unfold(e) : [rec(t.T) /tT
{QF e Tlier
QF tpl[L]({i = ei}tier) : prod[L]({i < Ti}ieL)
QFe:prod[L, {)({i — Ti}icp; L — T
QFprjlfe T
QFe:t
QF inj[f](e) : sum[L, 0] ({i <= T;}iep; € — 1)
QkFe:1 {QFr:te T
Q +match(n](e; {ri1<i<n) : T’
QF M mval QOF M :sig{x}u.1m)
QFval(M) : [con(M) /u]t

r takes values of type T to values of type T/

Ql—p:T—HQ/ QU Fe: T
QtF rule(pe) : T T

p matches values of type T generating hypotheses ()

QFp:t4Q  QFt<:7
QFp:7HQ

OFx:tlx:7

OFwildp: T4 @

QtF p:[rect.) /tjTt QY
Q + foldp(p) : rec(t.T) H1Q’

{OFpi:5AQi}icr

QO+ tplp[L]({i — pitier) s prod[L)({i — T;}ier) Al Uier O

QFp:rHQ

QF injp[¢](p) : sum[L, ] ({i = T }iep; £ — ) H1Q/
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(C.12f)

(C.12g)

(C.12h)

(C.12i)

(C.12j)

(C.12K)

(C.121)

(C.12m)

(C.13)

(C.14a)
(C.14b)

(C.14c)

(C.14d)

(C.14e)

(C.14f)



Metatheory

The rules above are syntax-directed, so we assume an inversion lemma for each rule
as needed without stating it separately or proving it explicitly. The following standard
lemmas also hold, for all basic judgements | above.

Lemma C.1 (Weakening). If Q - J then QU Q' + .
Proof Sketch. By straightforward mutual rule induction. O

Definition C.2. A substitution, w, is a finite function that maps:
* each X € dom(w) to a module expression subtitution, M/ X;
* each u € dom(w) to a construction substitution, ¢ /u; and
* each x € dom(w) to an expression substitution, e/ x.
We write Q F w : O iff dom(w) = dom(Q)') and:
* foreach M/X € w, wehave X : 0 € Q' and QO+ M : ¢ and QO = M mval; and
* foreachc/u € w, wehaveu :: k € OO and Q - ¢ :: x; and
* foreache/x € w,wehavex : T € Q' and Qe : 1.

We simultaneously apply a substitution by placing it in prefix position. For example, [w]e
applies the substitutions w simultaneously to e.

Lemma C.3 (Substitution). fQUQ'UQ" F Jand Q F w : O then QU [w]QY F [w]].
Proof Sketch. By straightforward rule induction. O

Lemma C.4 (Decomposition). If QU [w]QY" F [w]] and Q F w : Q' then QU O/ U Q" I T.
Proof Sketch. By straightforward rule induction. O

Lemma C.5 (Pattern Binding). If Q F p : T 41 Q) then dom(Q)Y') = patvars(p).
Proof Sketch. By straightforward rule induction over Rules (C.14). O

C.1.3 Structural Dynamics

The structural dynamics of modules is defined as a transition system, and is organized
around judgements of the following form:

Judgement Form Description

M — M M transitions to M’
M val M is a module value
M matchfail M raises match failure

The structural dynamics of expressions is also defined as a transition system, and is
organized around judgements of the following form:

Judgement Form Description

e e e transitions to ¢’
e val e is a value
e matchfail e raises match failure

206



We also define auxiliary judgements for iterated transition, e —* ¢’, and evaluation,
e |} ¢ of expressions.

Definition C.6 (Iterated Transition). Iterated transition, e —* €', is the reflexive, transitive
closure of the transition judgement, e — ¢'.

Definition C.7 (Evaluation). e || ¢’ iffe —* ¢’ and ¢’ val.
Similarly, we lift these definitions to the level of module expressions as well.

Definition C.8 (Iterated Module Transition). Iterated transition, M —* M’, is the reflexive,
transitive closure of the transition judgement, M — M’.

Definition C.9 (Module Evaluation). M | M’ iff M —* M’ and M’ val.

As in miniVerseg, our subsequent developments do not make mention of particular
rules in the dynamics, nor do they make mention of other judgements, not listed above,
that are used only for defining the dynamics of the match operator, so we do not produce
these details here. Instead, it suffices to state the following conditions.

The Preservation condition ensures that evaluation preserves typing.
Condition C.10 (Preservation).

1. Ift M:ocand M — M' then - M : 0.
2. Ifte:tande v ¢ thent ¢ : .

The Progress condition ensures that evaluation of a well-typed expanded expression
cannot “get stuck”. We must consider the possibility of match failure in this condition.

Condition C.11 (Progress).

1. Ifb M : o then either M val or M matchfail or there exists an M’ such that M — M.
2. Ift- e : T then either e val or e matchfail or there exists an e’ such that e — ¢

C.2 Unexpanded Language (UL)

C.2.1 Syntax

Stylized Syntax — Unexpanded Signatures and Modules

Sort Stylized Form Description

USig ¢ == [k 1] signature

UMod M == X module identifier
I¢;é structure
M1& seal
(let X=Min M) : ¢ definition
syntax 4 at p for expressions by statice in M peTLM definition
let syntax 4 = & for expressions in M peTLM binding
syntax 4 at ¢ for patterns by static e in M ppTLM definition
let syntax 4 = & for patterns in M ppTLM binding
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Stylized Syntax — Unexpanded Kinds and Constructions

Sort
UKind

UCon

s

¢, T

Stylized Form
(k) =&k

> =—

DR)XR

= o=

1l
>
~2

H == 0 > Y TR D
. ﬁ)V/\g .o
~ a S
I/H HQ) o X
- >~
>

= <>
>~ .
by
~—
(=0

RS

| — fi}ieL>
— Ti}ierl

PO IS

.-

N
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Description
dependent function
nullary product
dependent product
type

singleton
construction identifier

ascription
abstraction
application
trivial

pair

left projection
right projection
partial function
polymorphic
recursive
labeled product
labeled sum
construction component



Stylized Syntax — Unexpanded Expressions, Rules and Patterns

Sort
UExp

URule
UPat

é

~>

Stylized Form

A

X

=
:3 ..
>
>«
>
|—I
=
Il
()Y
|_l
s
A

>

::v‘_])

> > >
=D S
v

S

N
—/
(P}
—

fold(e)

({i = éi}ier)

X-v

é‘b*

p=e

X

fold(p)

({i = Pitier)
inj[€](p)

é ‘b’

Description
identifier

ascription

value binding
abstraction
application
construction abstraction
construction application
fold

unfold

labeled tuple
projection

injection

match

value component
peTLM application
match rule

identifier pattern
wildcard pattern
fold pattern

labeled tuple pattern
injection pattern
ppTLM application

Stylized Syntax — Unexpanded TLM Types and Expressions

Sort

UMType

UMExp

Stylized Syntax — TLM Types and Expressions

Sort
MType

MExp

p

€

m>

Stylized Form Description

0.0

> < P
<

>

X:0.€

(X)

m>

Operational Form

type(T)
allmods{c} (X.p)
defref[a]
absmod{c} (X.€)
apmod{M} (e)
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type annotation

module parameterization
TLM identifier reference
module abstraction
module application

Description

type annotation

module parameterization
TLM definition reference
module abstraction
module application



Body Lengths

We write ||b|| for the length of b. The metafunction || M|| computes the sum of the lengths
of expression literal bodies in M:

Py =0

iizell — e

wie — M|

|(let X=Min M) : 0| = [ M]| + [[]M]
|syntax 4 at ¢ for expressions by staticein M| = || M|

|let syntax 4 = & for expressions in M| = ||M]|
|syntax 4 at ¢ for patterns by static e in M]|| = || M|

|let syntax 4 = & for patterns in M| = ||M]|

and ||é|| computes the sum of the lengths of expression literal bodies in é:

[Bal =0

A% 2.8l = |l]]
[é1(é2)]] = [lé1]| + l|é2]]
| Adiz:k.|| = |le]]

lecell| = |le]]

| fold(e)| = |le]]
Junfold(e)|| = |l]]

| {({i = éi}icr) |l = Yicr &l
1€ -2 = |l¢]]

[inj[£] (&)l = |le]]
[match é {Fit1<i<nll = [[&]] + Li<icn lI7ill
1X v =0

€ bl = ||b]|

and ||?|| computes the sum of the lengths of expression literal bodies in 7:
1P = el = [le]

Similarly, the metafunction || p|| computes the sum of the lengths of the pattern literal
bodies in p:

12l =0
[£old(p) || = Al
I{{i = pitienll = Y I1Aill

icL



Common Unexpanded Forms

Each expanded form, with a few minor exceptions noted below, maps onto an unex-
panded form. We refer to these as the common forms. In particular:

* Each module variable, X, maps onto a unique module identifier, written X.

* Each signature, 0, maps onto an unexpanded signature, I/ (o), as follows:
U(sig{x}(u.c)) =i U(x);U(c)]

* Each module expression, M, maps onto an unexpanded module expression, M, as

follows:
UX)=X
U(struct(e)) = [U(é);U(8)]
U(seal{oc}(M)) =U(M) 1 U(0)
Umlet{o}(M; X.M)) = (let X=U(M) inU(M")) : U(0)

* Each construction variable, 1, maps onto a unique type identifier, written .

* Each kind, x, maps onto an unexpanded kind, (x), as follows:

U(darr(;u.x’)) = (= U(x)) — U ()

U(unit) = ()
U(dprod(;u.x')) = (= U(x)) x U(x)

U(Type) =

U(S) = [=U(T)]

* Each construction, c, except for constructions of the form con(M) where M is not a
module variable, maps onto an unexpanded type, U(c), as follows:

Uu)=1u
U(abs(u.c)) = Al (c)
U(app(c;c')) = U(c)U("))

U(triv) = ()
U(pair(c;c) = (U(c),U(c))
U(prl(c)) =U(c) -1
U(prr(c)) =U(c) - r
U(parr(t; 1)) =U(T1) — U(T2)
U(@11{x}u.T)) =V(u = U(x)).U(T)
U(rec(t.T)) = utU(T)
U(prod[L]({i = Ti}ier)) = ({i = U(T) }ier)
U(sum[L]({i = Ti}ier)) = [{i = U(T) iet]
U(con(X))=X"-c
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* Each expression variable, x, maps onto a unique expression identifier, written .

* Each expanded expression, e, except expressions of the form val (M) where M is
not a module variable, maps onto an unexpanded expression, U (e), as follows:

U(x) =
U(lam{t}(x.0)) = )w?bl( ).U(e)
U(ap(er;e)) = Ul(er)(U(e2))
U(clam{x} (u.e)) = AU (x).U(e)
U(cap{c}(e)) =U(e )[u( )]
U(fold(e)) = ))

U(tpl[L]({i = e;}icr) {
U(prjf](ed

U(inj[l](e)

U (match(n](e; {rit1<i<n)

U(val (XD

U(e

in ](L[(e))

= ma tch U(e) {U(ri) h<i<n
X-v

)

)

)

)

)

) = fol
U(unfold(e)) = un

) = {

)

)

)

)

* Each expanded rule, 7, maps onto an unexpanded rule, 2(r), as follows:
U(rule(p.e)) = uruleU(p).U(e))

* Each expanded pattern, p, maps onto an unexpanded pattern, U (p), as follows:

U(x) =
U(wildp) = uw11dp
U(foldp(p)) = ufoldpU(p))
U(tplp[L]({i = pi}ier)) = utplp[L]({i = U(pi)}ieL)
U(injp[¢](p)) = uinjp[¢]U(p))

Textual Syntax

There is also a context-free textual syntax for the UL. We need only posit the existence of
partial metafunctions that satisfy the following condition.
Condition C.12 (Textual Representability).
1. For each R, there exists b such that parseUKind(b) = &.
2. For each ¢, there exists b such that parseUCon(b) = ¢.
3. For each é, there exists b such that parseUExp(b) = é
4. For each p, there exists b such that parseUPat(b) = p.
Condition C.13 (Expression Parsing Monotonicity). If parseUExp(b) = é then ||é]| < ||b]|.

Condition C.14 (Pattern Parsing Monotonicity). If parseUPat(b) = p then ||p|| < ||b]|.
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C.2.2 Typed Expansion
Unexpanded Unified Contexts

A unexpanded unified context, (), takes the form (M;D;G;Q)), where M is a module
identifier expansion context, D is a construction identifier expansion context, G is an expression
identifier expansion context, and () is a unified context.

A module identifier expansion context, M, is a finite function that maps each module
identifier X € dom(M) to the module identifier expansion X ~ X. We write (), X ~
X : 0 when Q) = (M;D;G;Q)) as an abbreviation of

(MW X~ X;D;G,0,X :0)

A construction identifier expansion context, D, is a finite function that maps each
construction identifier ## € dom(D) to the construction identifier expansion I ~» u. We
write (), 1 ~ u :: k when () = (M; D; G; Q)) as an abbreviation of

(M; DY~ u; G, Q,u k)

An expression identifier expansion context, G, is a finite function that maps each
expression identifier £ € dom(G) to the expression identifier expansion £ ~» x. We write
0, % ~ x: Twhen Q) = (M;D; G; Q) as an abbreviation of

(M;D;GW R~ x;Q,x:T)

Body Encoding and Decoding

An assumed type abbreviated Body classifies encodings of literal bodies, b. The mapping
from literal bodies to values of type Body is defined by the body encoding judgement
b |Body €body- An inverse mapping is defined by the body decoding judgement epoqy TBody b-

Judgement Form Description
b lBody € b has encoding e
e TBody b e has decoding b

The following condition establishes an isomorphism between literal bodies and values
of type Body mediated by the judgements above.
Condition C.15 (Body Isomorphism).
1. For every literal body b, we have that b {gody €pody fOr s0Me epogy such that i eyoyy : Body
and epogy val.
If = epoay : Body and epogy val then epogy TBody b for some b.
Ifb iBody €body then Cbody TBody b.
If = Chody * Body and Chody val and Chody TBody bthenb lfBody Chody-
Ifb iBody €body and b iBody eéody then Chody = e;?ody'
If = epogy : Body and ey, val and epoqy TBody b and epoqy Tody b’ then b = b'.

S ks L
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We also assume a partial metafunction, subseq(b; m; n), which extracts a subsequence
of b starting at position m and ending at position n, inclusive, where m and n are natural
numbers. The following condition is technically necessary.

Condition C.16 (Body Subsequencing). If subseq(b; m;n) = b’ then ||V'|| < ||b]|.

Parse Results

The type function abbreviated ParseResult, and auxiliary abbreviations used below, is
defined as follows:

Lp def ParseError, Success
ParseResult oo abs (t.sum|Lp]| (ParseError — (), Success < 1))

def
ParseResult(T) = app(ParseResult;T)

TLM Contexts

peTLM contexts, ¥, are of the form (A; ¥), where A is a TLM identifier expansion context
and Y is a peTLM definition context.

ppTLM contexts, ®, are of the form (A; ®), where A is a TLM identifier expansion
context and P is a ppTLM definition context.

A TLM identifier expansion context, A, is a finite function mapping each TLM identifier
4 € dom(.A) to the TLM identifier expansion, @ ~» €, for some TLM expression, €. We write
AW a ~ € for the TLM identifier expansion context that maps 4 to 4 ~~ €, and defers to
A for all other TLM identifiers (i.e. the previous mapping is updated.)

A peTLM definition context, ¥, is a finite function mapping each TLM name a <
dom(¥) to an expanded peTLM definition, a — petlm(p;eparse), Where p is the peTLM’s
type annotation, and eparse is its parse function. We write ¥, a — pet 1m(p; eparse) when
a ¢ dom(Y) for the extension of ¥ that maps a to 2 — petlm(p;eparse). We write
O F Y peTLMs when all the TLM type annotations in ¥ are well-formed assuming (),
and the parse functions in ¥ are closed and of the appropriate type.

Definition C.17 (peTLM Definition Context Formation). (2 = ¥ peTLMs iff for each
a — petlm(p; epmg) € Y, we have Q) = p timty and

@D | eparse : parr (Body; ParseResult(PPrExpr))

Definition C.18 (peTLM Context Formation). Q F (A;¥) peTLMctx iff Q = ¥ peTLMs

and for each 4 ~~ € € A we have () I—E,Xp € @ p for some p.

A ppTLM definition context, ®, is a finite function mapping each TLM name a €
dom(®) to an expanded ppTLM definition, a — ppt1lm(p; eparse), where p is the ppTLM’s
type annotation, and eparse is its parse function. We write ®,a — ppt 1m(p; eparse) when
a ¢ dom(®) for the extension of ® that maps a to a — pptlm(p;eparse). We write
) = ® ppTLMs when all the type annotations in ® are well-formed assuming (), and the
parse functions in & are closed and of the appropriate type.
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Definition C.19 (ppTLM Definition Context Formation). Q) = & ppTLMs iff for each
a — pptlm(p; eparse) € P, we have O = p timty and

@D | eparse : parr (Body; ParseResult(PPrPat))
Definition C.20 (ppTLM Context Formation). Q) - (A; ®) ppTLMctx iff Q F @ ppTLMs

and for each & ~~ € € A we have Q) 52t € @ p for some p.

Signature and Module Expansion

QO+ ¢ ~ o sig| & has well-formed expansion &

QO F & ~ « kind O, 0~ u:kF 1T~ T: Type (C.15)
QOF [ &; 7] ~ sig{r}(u.T) sig '
O F9.6 M ~+ M : ¢| M has expansion M matching
OFgegM~M:0c QFo<:o C.163)
— = .16a
Q) l_‘f’;(ib M~ M: 0'/
= = (C.16b)
Q,XWXIO'F@;@XWXIO'
OFé~wcux  Qbggé~e:[c/ulT (C.160
~ - .de6c
l—q,;é [¢;¢é] ~~ struct(c;e) : sig{x} (u.T)
QOF o~ osi ObFga M~ M:0o
. L T (C.16d)
Q I—A;Cb M0~ seal{oc}(M) : 0
Ql_:ij;qA)AMWMZU’ AQF@'/WOJSig
Q,XWX:O'F@@M/WM/:UJ (C16)
= = = - .lee
OFg¢. (let X=Min M) : ¢’ ~ mlet{c'}(M; X. M : ¢’
O p ~ p timty @D | eparse : parr(Body; ParseResult(PPrExpr))
€parse ll e{parse Q '_(A&Jﬁ%defref[a];‘I’,a%petlm(p;eﬁ,arse));@ M~ M:o (C 16f)
O '_(A,-‘m;ci) syntax 4 at 0 for expressions by static eparse in M~ M:o '
A E A~ A A
QOFQw €@ OFyicematd M~ M: 0 C.16e)
O |—<A;\I;>;q3 let syntax 4 = & for expressionsin M ~» M : ¢ 08
OF p ~ p timty @D F eparse : parr (Body; ParseResult(PPrPat))
€parse U einarse 0 F‘?;(Awﬁ‘—)defref[a];<1>,a‘—>pptlm(p;e£,arse)> M~ M: o (C.16h)

O I_‘i’;<«4;<1>> syntax 4 at 0 for patterns by static eparse in M~ M: o
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A Pa A A ~ .

7

O l_‘if;(A;cb) let syntax 4 = ¢ for patternsin M ~» M : ¢

Kind and Construction Expansion

O F & ~ « kind

& has well-formed expansion x

kp kind O, 1~ u K F Ry ~ Ky kind

Y d
OF (11 :: k1) — ko ~» darr (x; u.xp) kind

O F () ~» unit kind

kp kind O, 1~ u Ky F Ry ~ Ky kind

=
IRR

(61 :: R1) X R ~~ dprod(ky; u.kxp) kind

QO+ T ~ Type kind

QOF 1~ T:: Type
QO F [=%] ~ S(1) kind

¢ has expansion c of kind x

OF ¢~

O, 0~ u:ky G~y

O+ All.8y ~ abs(u.cp) :: darr(kq; u.xp)

QOF ¢ ~ ¢q i darr (ko u.x) QOF &~y i
O F ¢1(62) ~ app(cr;cp) = [er/ulx

QOF () ~ triv: unit

~ 0] 3 K QOF & ~ e o1 /ulio

=&
F (¢1,62)) ~ pair(cy;cp) = dprod(xy; u.kp)

o

F ¢~ ¢ :: dprod(xq; u.xp)
QI—c“lwprl(c) Ky
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OF ¢~ e dprod(xq; u.xp)

QOFé¢-r~prr) : [prl(c) /u]xy

QOF % ~ 14 :: Type QOF % ~ 1 :: Type

OF % — 1 ~ parr(t; m) :: Type

QO+ & ~ « kind O, 0~ u:kF T~ T: Type
QF VY@ R).T ~ all{x}(u.7) :: Type

O, f~ t:: Type F T~ T :: Type

QO F uf.t ~ rec(t.1) :: Type

{QF %~ 7 = Typehi<ica
OF ({i = i}ier) ~ prod[L]({i < T;}icL) = Type

{Q F ’f’i ~ T Type}lgign
OF [{i = %}ier] ~ sum[L]({i < 7;}icr) :: Type

QOF ¢~ c:: Type
OF ¢~ S0

Q,X ~ X isig{x}(u.t) X c~ con(X) :: k

Type, Expression, Rule and Pattern Expansion

(Y Fyg.g €~ e: T| € has expansion e of type T

2
=
$
=
~
-
\)—?)
o
=
$
=
~

QF@;qA)é‘lwel;Tl Q,y?wx:rll—@@ézwezi’fz
ol

¢.¢ letval £ =¢é; iné ~» ap(lam{ri}(x.e2);e1) 1 1

O 1 ~ 11 Type Q,J?Wx:Tll—@;ééwe:TZ

O b4 AR:11.6 ~» lam{Ti} (x.e) : parr (11, T)
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A

Q) '_‘i’;é é1 ~ eq : parr(m; T) Q) '_‘i’;cb €y~ 07T

Oty 61(62) ~» ap(e;en) < T

& ~ x kind Qid~utkbggé~e:T

¥ Af:k.é ~» clam{x} (u.e) : all{x} (u.7)

Ql—@;qgéwe:all{x}(u.r) OFé~c=x
O v é[¢e] ~~ cap{c}(e) : [c/t]T

Obgg e [rectn) /T
O by g fold(é) ~ fold(e) : rec(t.T)

@)

I
N
S

>

; ~» e :rec(t.T)
Q) b¢.4 unfold(é) ~~ unfold(e) : [rec(t.T) /t]T

{Ofgg i~ e Thier

O kg ({i = éitier) ~ tl[L]({i = ei}ier) : prod[L] ({i < Ti}icr)

QO k.4 &~ e: prod[L, (] ({i = T}iep; £ = T
9 "A;qg 4~ prjll]ce):t

O kg6 ¢~ T

O Fg.¢ 103 [€](8) ~ inj[€] () : sum[L, (] ({i = Ti}ier; £ = T))

Q) l—q,;qg E~re:T {Q F‘i’;@ P~ = THE T/}lgign

Oty match é {7i}1<jcy ~> matchn] (& {ri}1<i<n) 1 T’

0, X~ X : sig{r}(u.1) by X - v ~» val(X) : [con(X) /u]T

= (M;D;G; Qapp) ¥ = (AY)
O |—EXp ¢ ~» € @ type (Tfnal) Qapp |_$XP € | €normal
tImdef(enormal) =a Y=V%Y,1a— petlm(p; eparse)

(C.19f)

(C.19g)

(C.19h)

(C.19i)

(C.19)

(C.19K)

(C.191)

(C.19m)

(C.19n)

(C.190)

b IBody €body eparse(ebody) I} inj[SuccessE] (epproto) epproto TPPrExpr €

Exp
Qapp Py € Fepoma € ? tYPE(Tproto) § @ : Oparams

k@i Oparams; ;b @i Oparams; O ¥ ;b

Oparams seg( ) segments b Oparams

e~e: Tproto

O I— &€ ‘b~ Jwle: [w]rproto
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7 has expansion r taking values of type T to values of type 7/

Obgp~p: (00,60 (M;D;GwG0U0) by gée: T

)= (M;D;G;Q)

g C.20
OFgg p=¢é~rule(pe) Tk T/ ( )

OF: p~p:1Q)| phas expansion p matching against T generating hypotheses €)'
d&P~~Pp p p p g ag g g nyp

)= (M;D;G;Q)
Obgp~p:71Q  QFT<:?

= - s (C.21a)
QbFgp~p:7 QO
~ (C.21b)
Obg 2~ x:7A(D;0;% ~ x;x: 1)
A (C.21¢)
Qlg _~wildp : T (D;0;, ;D)
QFgp~p: to) /T A
. ¢ P p:lrectn/tT - (C.21d)
) 4 fold(p) ~ foldp(p) : rec(t.T) ()
T = prod[L]({i = Ti}icL)
. {Q |_q> pi~ pi: Tl Q) }zeL _ (C21e)
l_dS <{l — pz}zeL> ~ tplp[L]({l — pl}lEL) 2T A Ujer O
Obgp~mp:THQ
= PP T - (C.21f)
Q kg inj[l](p) ~ injp[l](p) : sum[L, £]({i — T }icp; £ — ) A1Q)
R - <M/ D;G; Qapp> d <A CI)>
QO }_cPi)at € ~> € @ type (Tfipa)) Qapp |_Pat € ‘U’ €normal
timdef (€normal) = @ d=9,0— pptlm(p; Cparse)
b \LBody €body eparse(ebody) J inj [SUCCGSSP] (epproto) €pproto TPPrPat P
Qapp l_gat p b enormal p? type (Tproto) dw: Qparams
Oparams - Oparams; ;1 seg(p) segments b P~ P Tproto I Oparams; O ;b ¢ (C21g)
A g b pr [T 1O -8
TLM Type and Expression Expansion
QO p ~ ptimty| ¢ has well-formed expansion p
OFt~1oT
T ype (C.22a)

OF %~ type(7) timty
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QO o~ 0 sig O, X~ X:0Fp~ ptimty
OF VX:?T.@ ~» allmods{c} (X.p) timty

O I—EJXP € ~ € @p| € has peTLM expression expansion € at p

Ql—E,Xpe@p

Ex ~
(M;D;G; Q) D—<A‘?ﬁ<_>€ﬂ,> A~e@p

Obo~osig QR X:iohPéwe@p
@) I—EXF’ AX:0.& ~ absmod{c}(X.€) @ allmods{c}(X.0)

O I—E,Xp ¢~ e@allmods{o}(X'p)  Qbgg X~ X:0
O FZ® ¢(X) ~ apmod{X}(e) @ [X/X']p

O I—f%,at € ~ € @p| € has ppTLM expression expansion € at p

OFFtea@p
(M;D;Gi0) i) @~ €@p

OFo~osig OX~X:obéwe@p
@) I—gft AX:0.€ ~ absmod{c} (X.€) @ allmods{c} (X.0

OFP e~ e@allmods{o}(X'p)  QOhbgg X~ X:o
@) I—g’t é(X) ~ apmod{X3}(e) @ [X/X']p

Statics of the TLM Language

QO+ p timty| pisa TLM type

QO F 7:: Type
QO+ type (1) timty

O+ osig O, X :0F ptimty
) = allmods{c}(X.p) timty

Q) I—E,Xp € @p| €is a peTLM expression at p

QF p timty
QR defref[a] @p

Y,a—petlm(p;eparse)
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QFosig  QX:0kg%e@p

E (C.26b)
O I—TXp absmod{c} (X.e) @ allmods{c}(X.p)
Q I—E,Xp € @ allmods{c}(X'.0) OFX:o (C.260)
26¢
Q F5® apmod{X3} () @ [X/X]p
Q Rt e @ p| € is a ppTLM expression at p
QO+ ptimt
- prmy (C.27a)
O l_q>,a‘—>pptlm(p;€parse) defrefl[a] @p
i QOFosig O X:oFRte@p (C27b)
QO l—q,at absmod{c} (X.e) @ allmods{c}(X.p)
OFPt e@allmods{c}(X' ) QFX:0o
Bt - (C.27¢)
QO R apmod{X3}(e) @ [X/X']p
The following metafunction extracts the TLM name from a TLM expression.
timdef (defref[a]) = a (C.28a)
timdef (absmod{c} (X.€)) = timdef(e) (C.28b)
timdef (apmod{ X} (¢)) = timdef(¢) (C.28¢)
Dynamics of the TLM Language
Qg e > €| peTLM expression € transitions to €’
QOFg®Pers e
™ p (C.29a)
O Fy® apmod{X} () — apmod{X} (¢")
= (C.29Db)
QO +y® apmod{X} (absmod{c}(X'.€)) — [X/X']e
Q FEt e — €| ppTLM expression € transitions to €’
OFPte— ¢
5 - (C.30a)
Q ¢ apmod{ X} (e) > apmod{X3} (e
5 ; - (C.30b)
Q ¢ apmod{ X} (absmod{c} (X".€)) — [X/X']e
Q) |_$><p € —* €| peTLM expression € transitions in multiple steps to €’
(C.31a)

QI—E,XPGH* €
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Q I—E,Xp e €
@) I—E,Xp e—* ¢
Q I—E,Xp e—*¢ Q I—E,Xp e —*e

Q I—E,xp e —* e’

Q FEat e —* €| ppTLM expression € transitions in multiple steps to €’

OFFEte—* e

Q) I—E,Xp €— €

Ot e s* ¢
QFFtes* ¢ QFEte * e

o) |_‘F1’jat € }_>* 6”

QO +g® € || €| peTLM expression € normalizes to €’

Q I—E,Xp e —*¢ @) I—E,Xp €’ normal

QFg®ellé

Q Bt e || €| ppTLM expression € normalizes to €’

Q I—E,Xp e —*¢ @) I—E,Xp €' normal
OFte |l €

E : :
QO Fy® € normal| € is a normal peTLM expression

QB ) defref[a] normal

¥, ,a—petlm(p;eparse

Q F3® absmod{c} (X.€) normal

€ # absmod{c}(X'.€)  QF5® e normal
Q I—E,Xp apmod{ X} (e) normal

Q) FE2t € normal| € is a normal ppTLM expression

o) I_Pat

¥ a—spetln(pieparse) defref[a] normal

QO 52t absmod{c} (X.€) normal

€ # absmod{c}(X'.€)  QFE* e normal
O 52t apmod{ X} () normal
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C.3 Proto-Expansion Validation

C.3.1 Syntax of Proto-Expansions

Syntax — Parameterized Proto-Expressions

Sort
PPrExpr ¢é

Operational Form Stylized Form Description

= prexp(e)
prbindmod (X.é)

Syntax — Parameterized Proto-Patterns

Sort
PPrPat p

N

e proto-expression
AX.e module binding

Operational Form Stylized Form Description

= prpat(p)
prbindmod (X.p)

p proto-pattern
AX.p module binding

Syntax — Proto-Kinds and Proto-Constructions

Sort
PrKind

PrCon

4

¢, T

Operational Form
prdarr (k; u.x)
prunit
prdprod (k; u.x)
prType

prS(1)
splicedk|m;n|
u

t

prabs (u.c)
prapp(¢; &)
prtriv
prpair(c;c)
prprl(c)
prprr(c)
prparr(T; 1)
prall{x}(u.7)
prrec(t.7)

prprod[L|({i <= T;}icr)

prsum[L] ({i < T }icr)
prcon(X)
splicedc[m;n; k]
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Stylized Form Description

(k) — & dependent function
@) nullary product
(uk)x& dependent product
T type

[=1] singleton
splicedk[m;n]  spliced kind

u construction variable
t type variable

Au.c abstraction

¢(¢) application

(@) trivial

(e.¢) pair

¢c-1 left projection

c-r right projection
T—1 partial function

V(u k)T polymorphic

ut.T recursive

({i = Ti}ticrL) labeled product

[{i = Ti}ier] labeled sum

X-c construction component

splicedc[m;n; k] spliced construction



Syntax — Proto-Expressions and Proto-Rules

Sort Operational Form

PrExp ¢ = «x

prasc{t}(e)
prletval(e; x.e)
prlam{t}(x.e)

prap(¢;e)

prclam{x} (u.e)
prcap{c}(e)

prfold(é)

prunfold(e)
pripl{L}({i <= &}icr)
prprj[/] (&)
prinj[¢](e)

prmatch[n] (& {7} 1<i<n)

prval (X)

splicede|m;n; T]
PrRule 7 ::= prrule(p.e)

Syntax — Proto-Patterns

PrPat p == prwildp

prfoldp(p)
prtplp[L]({i = piticr)
prinjp[¢](p)
splicedp[m;n; t]

Common Proto-Expansion Terms

Stylized Form

X

e: T

letvalx =¢ine
Ax:T.e

e(e)

Au:k.e

elc]

fold(e)
unfold(e)

g{i — @i }icL)

splicede[m;n; 7]
p=e

fold(p)
{i = PitieL)
inj[{](p)

-~

Description

variable

ascription

value binding
abstraction

application
construction abstraction
construction application
fold

unfold

labeled tuple

projection

injection

match

value component
spliced expression

rule

wildcard pattern
fold pattern

labeled tuple pattern
injection pattern

splicedp[m;n;t| spliced pattern

Each expanded term, with a few exceptions noted below, maps onto a proto-expansion
term. We refer to these as the common proto-expansion terms. In particular:

* Each kind, x, maps onto a proto-kind, P(x), as follows:

P(darr (x1; u.x3)

P(unit) = prunit

P(dprod (xq; u.xp)
P(Type) = prType

P(S(1)) = prS(P(t))

= prdarr (P (x1); u.P(x2))

= prdprod (P (x1); u.P(x2))
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* Each construction, ¢, maps onto a proto-construction, P(c), as follows:

P(u)=u
P(abs(u.c)) = prabs(u.P(c))
P(app(ci;c2)) = prapp(P(c1); P(c2))
P(triv) = prtriv
P(pair(cy; ) = prpair(P(c1); P(c2))
P(prl(c)) = prprl(P(c))
P(prr(c)) = prprr(P(c))

P(parr(t; 1)) = prparr(P(1); P(1))
P(all(t.T)) = prall(t.P(1))
P(rec(t.T)) = prrec(t.P(1))

P(prod[L]({i = T;}ier)) = prprod[L] ({i — P(T) }ieL)
P(sumL]({i = Ti}ier)) = prsum[L]({i = P(T) }icr)
P(con(X)) = prcon(X)

* Each expanded expression, ¢, except for the value projection of a module expression
that is not of module variable form, maps onto a proto-expression, P (e), as follows:

P(x)=x
P(lam{t}(x.e)) = prlam{P (1)} (x.P(e))
P(ap(er;e2)) = prap(P(er); P(e2))
P(clam{x} (u.e)) = prclam{P(x)} (u.P(e))
P(cap{c}(e)) = prcap{P(c)}(P(e))
P(fold(e)) = prfold(P(e))
P (unfold(e)) = prunfold(P(e))
P(tpl[L]({i <= e;}ier)) = pripl{L}({i = P(e;) }icr)
P(inj[¢](e)) = prinj[¢] (P(e))
) = prmatch(n]|(P(e); {P(ri) hr<i<n)
) = prval(X)

P (match(n](e; {rib1<i<n)
P(val(X)

* Each expanded rule, r, maps onto the proto-rule, P(r), as follows:
P(rule(p.e)) = prrule(p.P(e))

Notice that proto-rules bind expanded patterns, not proto-patterns. This is because
proto-rules appear in proto-expressions, which are generated by peTLMs. It would
not be sensible for an peTLM to splice a pattern out of a literal body.

* Each expanded pattern, p, except for the variable patterns, maps onto a proto-
pattern, P(p), as follows:

P(wildp) = prwildp

P(foldp(p)) = prfoldp(P(p))
P(tplp[L]({i = pi}ticr)) = priplp[L] ({i — P(pi) }icr)
P(injp[¢](p)) = prinip[{] (P (p))
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Parameterized Proto-Expression Encoding and Decoding

The type abbreviated PPrExpr classifies encodings of parameterized proto-expressions. The
mapping from parameterized proto-expressions to values of type PPrExpr is defined by
the parameterized proto-expression encoding judgement, é |ppigxpr €. An inverse mapping is
defined by the parameterized proto-expression decoding judgement, e Tpprgxpr €.

Judgement Form Description
¢ LPPrExpr € ¢ has encoding e
€ TPPrExpr € e has decoding é

Rather than picking a particular definition of PPrExpr and defining the judgements
above inductively against it, we only state the following condition, which establishes an
isomorphism between values of type PPrExpr and parameterized proto-expressions.
Condition C.21 (Parameterized Proto-Expression Isomorphism).

1. For every ¢, we have é |ppexpr €proto fOT SOMeE €proto such that &= epporo : PPrExpr and
epmto val.

If = eproto : PPTEXpPr and epyoro val then eproto TPprExpr € for some é.

Ifé \LPPrExpr €proto then €proto TPPrExpr é.

If+ €proto : PPTEXpPT and €proto val and €proto TPPrExpr é then ¢é iPPrExpr €proto-

If é iPPrExpr €proto and é iPPrExpr e;nfoto then €proto = e;;roto'

If - eproto : PPTExpr and eproro val and eproro Tpprexpr € ANd eproto Tpprexpr € then é = €.

S ks

Parameterized Proto-Pattern Encoding and Decoding

The type abbreviated PPrPat classifies encodings of parameterized proto-patterns. The
mapping from parameterized proto-patterns to values of type PPrPat is defined by the
parameterized proto-pattern encoding judgement, p | ppipat p. An inverse mapping is defined
by the parameterized proto-expression decoding judgement, p Tpprpat P-

Judgement Form Description

P dpprpat P p has encoding p
P TPPrPat P p has decoding p

Again, rather than picking a particular definition of PPrPat and defining the judge-
ments above inductively against it, we only state the following condition, which estab-
lishes an isomorphism between values of type PPrPat and parameterized proto-patterns.
Condition C.22 (Parameterized Proto-Pattern Isomorphism).

1. For every p, we have p lpprpat €proto fOT SOME €proto Stich that &= eproro : PPrPat and
epmto val.

If = eproto : PPTPat and epropo val then eproro TPprpat P for some p.

If p Lpprpat €proto then €proto TPPrPat P-

If}_ €proto : PPrPat and €proto val and €proto TPPrPat p then p LpPPrPat €proto-
If p lpprpat €proto and p |pprpat e;;roto then €proto = e];roto'

If = eproto : PPTPat and eppoto val and eproto TPprpat P and eproto TPprpat p' then p = p'.

S ks

226



Segmentations

The segmentation, ¢, of a proto-kind, seg (&), proto-construction, seg(¢), proto-expression,
seg(¢), or proto-rule, seg(7), is the finite set of references to spliced kinds, constructions
and expressions that it mentions.

seg(prdarr (ky; u.k3)) = seg(ky1) Useg(ka)
seg(prunit) = @
seg(prdprod (ky; u.kp)) = seg(ky) Uty
seg(prType) = @

seg(prS(1)) = seg(7)
seg(splicedk(m;n)) = {splicedk[m;n]}

seg (i) - o

seg(prabs (u.0)) = seg(¢)
seg(prapp(21;¢2)) = seg(C1) Useg(c2)
seg(prtriv) = 0

seg(prpair(¢y; ) = seg(¢1) Useg(ca)
seg(prprl(e)) = seg(C)

seg(prprr(e)) = seg(¢)

seg(prparr(ty; 1)) = seg(T1) Useg()
seg(prall{x}(u.7)) = seg(k) Useg(T)
seg(prrec(t.1)) = seg(7)
seg(prprod[L]({i = %i}ier)) = Uicrseg(t)
seg(prsum[L]({i <= Ti}icr)) = Uierseg(h)
seg(prcon(X)) = @
seg(splicedc[m;n;k]) = {splicedc|[m;n;&|} Useg(k)
seg(x) .y

seg(prasc{1}(&)) = seg(T) Useg(e)
seg(prletval(ey; x.82)) = seg(e1) Useg(en)
seg(prlam{1} (x.2)) = seg(T) Useg(e)
seg(prap(éy;¢2)) = seg(e1) Useg(er)
seg(prclam{x} (u.e)) = seg(k) Useg(e)
seg(prcap{c}(e)) = seg(e) Useg(¢)
seg(prfold(e)) = seg(e)
seg(prunfold(e)) = seg(e)
seg(prtpl{L}({i = ¢i}icr)) = Uierseg(é:)
seg(prprj[l](e)) = seg(e)
seg(prinj[¢](e)) = seg(e)
seg(prmatch[n](¢; {rz}1<z<n)) = seg(e) U Ut<i<n seg(7;)
seg(prval(X)) = @

seg(splicede[m;n; T]) = {splicede[m;n;T|} Useg()
seg(prrule(p.e)) = seg(e)
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The segmentation of a proto-pattern, seg(p), is the finite set of references to spliced
patterns and types that it mentions.

seg(prwildp) = O

seg(prfoldp(p)) seg(p)

seg(prtplp[L]({i = pitier)) = Ujcr seg(pi)
seg(prinjp[¢](P)) seg(p)

seg(splicedp|m;n; t]) {splicedp[m;n;t]} Useg(T)

The predicate Q) -C 1 segments b checks that each segment in , has non-negative
length and is within bounds of b, and that the segments in ¢ do not overlap and operate
at consistent sorts, kinds and types. The contexts are needed because kind and type
equivalence are contextual.

Definition C.23 (Segmentation Validity). (2 -C 1 segments b where
C=w: Qpamms} (M;D;G; Qapp>; b
iff
1. For each splicedk[m;n] € , all of the following hold:
(@) 0<m<n<]|b|
(b) For each splicedk|m’;n'] € , either
i. m=m'andn =n';or
ii. n’ < m;or
iii. m" >n
(c) Foreach splicedc[m’;n’;&] € , either
i. n' <m;or
ii. m">n
(d) For each splicede[m’;n’; 1] € , either
i. n <m;or
ii. m'>n
(e) For each splicedp[m’;n’;T] € 1, either
i n <m;or
ii. m">n
2. For each splicedc|m;n; k| € 1, all of the following hold:
(@) 0<m<n<|b
(b) For each splicedk|m’;n'] € , either
i. n' < m;or
ii. m'>n
(c) For each splicedc[m’;n’;&'] € ¥, either
i.m=mandn = n' and Q FC & ~» x kind and Q F€ &’ ~» «’ kind and
QUQgpp -k =x';0r
ii. n’ < m;or
iii. m" >n
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(d) For each splicede[m’;n’; ] € , either
i. n <m;or
ii. m">n
(e) For each splicedp[m’;n’;T| € ¥, either
i. n' < m;or
i. m'>n
3. For each splicede[m;n;T| € ¢, all of the following hold:
(@) 0<m<n<|pb
(b) For each splicedk[m’;n'] € , either
i n' < m;or
i. m">n
(c) Foreach splicedc[m’;n’;&'] € o, either
i. n’ < m;or
ii. m'>n
(d) For each splicede[m’;n’; 1’| € ¢, either
i m=m'andn=n"and Q+C ¥~ 7:: Typeand Q +FC ' ~ 7' :: Type and
QUQgpy F 7 =1 :: Type; or
ii. n’ <m;or
iii. m' >n
(e) For each splicedp[m’;n’;T] € , either
i. n’ < m;or
i. m' >n
4. For each splicedp[m;n;T| € y, all of the following hold:
(@) 0 <m<n<]|b|
(b) For each splicedk|m’;n'] € , either
i n' < m;or
i. m">n
(c) Foreach splicedc[m’;n’;&'] € ¢, either
i. n’ < m;or
ii. m">n
(d) For each splicede[m’;n’; 1’| € ¢, either
i. n' <m;or
i. m">n
(e) For each splicedp[m’;n’;T] € , either
i m=mandn=n"and QFC 1 ~ v :: Typeand Q +FC ' ~ 1’ :: Type and
QUQupy =7 =1 Type; or
ii. n' < m;or
ii. m' >n
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C.3.2 Deparameterization

When applying peTLM ¢, é has deparameterization

Exp
- ¢ leaving p with parameter substitution w

Qapp = p timty

Bo - - (C.37a)
QaPP |_‘If,a<—>pet1m(p;eparse) prexp(e) Trdefresal €70 10D
Qapp Fg® € B¢ 22 allmods {0} (X.0) 4w : Q
.
Qapp - X' 10 X ¢ dom(Qapp) (C37b)

Qapp F5® Proindmod (X.6) % apmearx’3 o €2 0 4 (w0, X' /X) : (Q, X : 0)

When applying ppTLM ¢, p has deparameterization
p leaving p with parameter substitution w

Qapp FEE P e 20 A w : Oparams

Qapp = o timty

Pat N N (C.38a)
Qapp |_<I>,a<—>pptlm(p;eparse) prpat(p) Y defrefla] P ? Y 40:0
Quapp FG p Q—>€/;§ ? allmods{cr}(X.p) 4w : Q
Qapp X' 10 X ¢ dom(Qapp) (C.38b)

Qapp |_(I;at Pl”bindfmd(X-P) q_>apmod{X’}(€) F\) ? Y B ((U, X//X) : (Q/X : 0)

C.3.3 Proto-Expansion Validation
Splicing Scenes

Expression splicing scenes, E, are of the form w : OQparams; O, ¥; &; b, construction splicing
scenes, C, are of the form w : Qparams; ); b, and pattern splicing scenes, P, are of the form

w : Oparams; O; &; b. We write cs(E) for the construction splicing scene constructed by
dropping the TLM contexts from E:

A A

CS((U . Qparams/' Q; ‘?/’ qA); b) =w: Qparams; ;b

Proto-Kind and Proto-Construction Validation

Q€ & ~ x kind| & has well-formed expansion «

OFC %~k kind  Q,u kg FE %y ~ x5 kind

T . (C.39a)
QO = prdarr(&q; u.k) ~ darr(xq; u.x») kind
& _ (C.39b)
() F*- prunit ~» unit kind
QOFC %~k kind O, u kg FE &y ~» x5 kind (€.39)

Q¢ prdprod(xq; u.kp) ~ dprod(xy; u.xp) kind
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OFCe ik

OrC prType ~~ Type kind

OFC t~s 71 Type
Q€ prs() ~ S(1) kind

parseUKind(subseq(b; m;n)) =& Q1 & ~ x kind
O = (M;D; G; Qapp) dom(Q) Ndom(Qapp) = @

0O '_w:Qparams; Q;b spllcedk[m, n] ~~ K kind

¢ has expansion c of kind x

OFC e OFK <Ky
Ql—céwc::xz

QuixbFCu~u:x

OQ,u K -C Co ~ Co i1 Ko

O+t prabs(u.cy) ~» abs(u.cp) :: darr(xy; u.k»)

Okt ¢q ~= c1 :»darr(xy; u.x) OrC Cp ~» Cp it Ko

O FC prapp(¢1;2) ~ app(cy;ca) == [c1/ulk

QO FC prtriv ~ triv :: unit

OFC e~ OFC e~ [c1/u]xo

OrC prpair(c¢q;¢y) ~» pair(cy;cp) :: dprod(xy; u.xp)

QOFCe s dprod(xq; u.xp)
Q¢ prprl(¢) ~ prl(c) :: k1

QOFCe s dprod(xq; u.xp)

Q € prprr (@) ~ prrc) : [prl(c) /u]xy

Or¢ T ~ 17 :: Type QO FC % ~ 1 i Type

Okt prparr(Ty; o) ~» parr(1y; o) :: Type
O +C % ~ «x kind O, u: xS T~ 71 Type
Q¢ prall{x}(u.7) ~» all{x} (u.7) :: Type

QO,t:: Type F€ T~ 7 :: Type

OrC prrec(t.T) ~ rec(t.T) :: Type
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{QFC %~ 7 Typebi<icn
O+ prprod[L] ({i < %i}ier) ~» prod[L]({i = Ti}ier) :: Type

{QFC %~ 7 Type}i<icn

O FC prsum[L] ({i < %;}ier) ~ sum[L]({i <= T;}ic1) :: Type
Ql—céwc::Type
QFC e~ s

O, X :sig{x}(u.7) € prcon(X) ~» con(X) :: x

C = w : Oparams; O; b QparamsAl—C K ~ K kind
parseUCon(subseq(b;m;n)) =¢ QA F &~ ¢ [w]k
O = (M;D;G; Qapp) dom(Q2) Ndom(Qapp) = D

Q¢ splicedc|m;n; k] ~ ¢ k

Proto-Expression and Proto-Rule Validation

Q FE ¢~ ¢ : 7| ¢ has expansion e of type T

QFE e QFT<:T

OFEs et

Q,x:TI—[Exwx:T

QFSE) + s 7 Type OFEewme:t
O +E prasc{t}() ~e: T

QI—[Eélwelzrl Q,x:rll—”ezwrzz

QO FE prletval (éy; x.87) ~ ap(lam{T } (x.e);e1) : T

Q|_CS([E) T ~ 11 :: Type O,x:n F[Eéwe:l'z

O FE priam{t;} (x.&) ~ lam{T}(x.e) : parr(7; &)

Q+E e1 ~ eq : parr(m; T) QFEe e p

O FE prap(é;;8,) ~ ap(er;ep) : T

Q (B % s « kind QuikrFEe~e:t

AT +E prclam{x} (u.e) ~» clam{x}(u.e) = all{x} (u.7)

QOFEe s e:all{x} . QOFSE) ¢ s ok
QO +E precap{e} (&) ~ cap{c}(e) : [c/u]T
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QFEs e [rec(t.T)/t]T

- (C.41i)
Q- prfold(eé) ~ fold(e) : rec(t.T)
QFE e~ e:rec(t.
_ e~ e:rec(t.T) (C.41))
QO FF prunfold(e) ~» unfold(e) : [rec(t.T) /T
T = prod[L]({i = Ti}ier)
_ {Q |—[\E &~ € Titiel | (CA1K)
Q= pripl{L}{i <= ¢;}icr) ~ tpl[L|({i = e;}icr) : T
QOFEe W[Ee : pI‘CTd[L,\K] ({l ‘—>.Ti}ieL;£ — T) (C.41])
Q = prprj[l] (@) ~ prjlf]ce) : t
sum[L, E] ({l — Ti}iGL;g — T/)
0O |_[E s el s T
_ L S— (C.41m)
QF" prinj[41(") ~ inj[l]) : T

_ (@) I_[E e~>e :\T : {Q }_[E i~ 1 T Tl}lgl‘gn : (C41n)

Q = prmatch[n] (; {7#;}1<i<n) ~> match[n](e; {ri}1<i<y) : T
. (C.410)

O, X : sig{x}(u.7) F* prval(X) ~ val(X) : [con(X) /u|T

E = w : Oparams; 0,9 &0 Qparams Fes(B) ¥ «s T :: Type

parseUExp(subseq(b;m;n)) =é Q) Fy.p €~ et [w]T

O = (M;D; G; Qapp) dom(Q) Ndom(Qypp) = @ (CA1p)

O FE splicede[m;n;t] ~e: T

Q FE ¥~ r: T = 7| # has expansion r taking values of type T to values of type 7’

QFp:740Q" QUO'FEewe: 7
Q FE prrule(p.e) ~ rule(p.e) : 1= T

(C.42)

Proto-Pattern Validation

p ~ p: T4 Q) p has expansion p matching against T generating hypotheses ()

P (C.43a)
prwildp ~ wildp : T " (©;0;D; @)
P~ p e rect. ) /t]T AP O

5 (C.43Db)
prfoldp(p) ~» foldp(p) : rec(t.) " Q2
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p = prtplp[L|({i = pi}ier) p= tplp[L] ({i = pi}ier)
{pi~pi AP ier

, = (C.43¢)
p~ piprod[L]({i = Ti}icr) A Wier O
ﬁwp:r#lpﬂ (C.43d)
prinjp[f](p) ~» injp[€](p) : sum[L, £]({i = T;Yier; £ — ) AP Q '
Oparams - prems 8 + s 72 Type )
parseUPat(subseq(b;m;n)) =p  Qbg P =P [w]T QY (C.430)
splicedp|[m;n; t] ~ p : T A1« paramsi Qi Lib ¢y
C.4 Metatheory
C.4.1 TLM Expressions
Lemma C.24 (peTLM Regularity). If Q F5® € @ p then Q - p timty.
Proof. By rule induction over Rules (C.26).
Case (C.26a).
(1) O F ptimty by assumption
Case (C.26Db).
(1) € = absmod{c}(X.e") by assumption
(2) p = allmods{c}(X.0" by assumption
B) O X:ocF® e @p by assumption
4) QF osig by assumption
5) O, X:0F p timty by IH on (3)
(6) O F allmods{c}(X.p") timty by Rule (C.25b) on (4)
and (5)
Case (C.260).
(1) € = apmod{X}(eh by assumption
() p=[X/X"]p by assumption
3) QFL® e @ allmods{o} (X'.0") by assumption
4 QOFX:0o by assumption
(5) QF allmods{c}(X".p") timty by IH on (3)
6) O, X 0tk p timty by Inversion of Rule
(C.25b) on (5)
(7) QF [X'/X]p’ timty by Substitution
Lemma C.3 on (4) and
(6)
[]

Lemma C.25 (ppTLM Regularity). If Q 52t € @ p then O + p timty.
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Proof. By rule induction over Rules (C.27). The proof is nearly identical to the proof of
Lemma C.24, differing only in that ppTLM contexts and the corresponding judgements
are mentioned. m

Lemma C.26 (peTLM Unicity). If Q Fg® e @ p and Q +g® € @ o then p = ¢
Proof. By rule induction over Rules (C.26). The rules are syntax-directed, so the proof is
by straightforward observations of syntactic contradictions. O

Lemma C.27 (ppTLM Unicity). If Q FE* e @ pand Q FE e @ o’ then p = (/.
Proof. By rule induction over Rules (C.27). The rules are syntax-directed, so the proof is
by straightforward observations of syntactic contradictions. O

Theorem C.28 (peTLM Preservation). If Q F5® € @ p and Q F5® € — € then Q) Fg®
e’ @p.

Proof. By rule induction over Rules (C.29).

Case (C.29a). By rule induction over Rules (C.26). There is only one rule that applies.

Case (C.26¢).
(1) € = apmod{X} (e by assumption
(2) € = apmod{X3} (e by assumption
) p=[X/X"]p by assumption
@) QF® e s e by assumption
5) O I—‘E,Xp €’ @ allmods{c}(X'.0") by assumption
6) OFX:0o by assumption
7) Q I—E,Xp €’ @ allmods{c} (X'.0p") by IH on (5) and (4)
8 O I—E,Xp apmod{X} (") @ [X/X']|p by Rule (C.26¢) on (7)
and (6)
Case (C.29b). By rule induction over Rules (C.26). There is only one rule that applies.
Case (C.260).
(1) € = apmod{X} (absmod{c} (X' .€")) by assumption
() € =[X/X']e" by assumption
3) p=[X/X"]p by assumption

4) QO I—E,Xp absmod{c}(X'.€”) @ allmods{c} (X'.p"
by assumption

6 OFX:0o by assumption

6 O,X :0o I—E,Xp '@ by Inversion Lemma
for Rule (C.26b) on (4)

7) QR [X/Xe" @ [X/X'|o' by Substitution
Lemma C.3 on (6)

]

Corollary C.29 (peTLM Preservation (Multistep)). If Q) I—E,Xp €@ pand Q) I—‘E,Xp € —* €
then Q FL® €' @ p.
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Proof. The multistep relation is the reflexive, transitive closure of the single step relation,
so the proof follows by applying Theorem C.28 over each step. O

Corollary C.30 (peTLM Preservation (Evaluation)). If Q F5® e @ pand Q F5® € |} €
then Q FEP €' @ p.

Proof. The evaluation relation is the multistep relation with an additional requirement,
so the proof follows directly from Corollary C.29. O

Theorem C.31 (ppTLM Preservation). If QO Fg2t € @ p and Q F§2t € 5 €' then O FR2t
€ @p.

Proof. The proof is nearly identical to the proof of Theorem C.28, differing only in that
ppTLM contexts and the corresponding judgements are mentioned. O

Corollary C.32 (ppTLM Preservation (Multistep)). If Q FR2t e @ p and Q F52t e —* €
then Q F§t €’ @ p.

Proof. The multistep relation is the reflexive, transitive closure of the single step relation,
so the proof follows by applying Theorem C.31 over each step. O

Corollary C.33 (ppTLM Preservation (Evaluation)). If Q Fit e @ p and Q FEt e || €
then Q FEt €’ @ p.

Proof. The evaluation relation is the multistep relation with an additional requirement,
so the proof follows directly from Corollary C.32. O

Theorem C.34 (peTLM Progress). If () I—E,Xp € @ p then either () I—E,Xp € +— €' for some €' or
Q +® € normal.

Proof. By rule induction over Rules (C.26).
Case (C.26a).

(1) € = defref[a] by assumption

(2) ¥ =Y, a— petlm(p; eparse) by assumption

3) O l—gf;_}petlm(p;epme) defref[a] normal by Rule (C.35a)
Case (C.26b).

(1) € = absmod{c}(X.e") by assumption

2 QO I—E,Xp absmod{c} (X.€") normal by Rule (C.35b)
Case (C.260).

(1) € = apmod{X}(e) by assumption

(2) p=[X/X"p by assumption

3) O I—E,Xp €/ @ allmods{c} (X'.p") by assumption

4) O I—E,Xp €’ — €’ for some €’ or Q) I—E,XP €’ normal by IH on (3)

Proceed by cases on (4).
Case () I—E,Xp e e,

G) QFgP e € by assumption
6) O I—E,Xp apmod{ X} (e) — apmod{X}(e") by Rule (C.29a) on (5)

Case () I—E,Xp €’ normal. Proceed by rule induction over Rules (C.35).
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Case (C.35a).

(7) € = defref[a] by assumption
8) Q Fg® € normal by assumption
9) O I—E,Xp apmod{ X} (e’) normal by Rule (C.35¢) on (8)
Case (C.35b).
(10) €’ = absmod{c}(X.€") by assumption
(11) O I—E,XP apmod{ X} (absmod{c}(X".€")) — [X/X']|e"
by Rule (C.29b)
Case (C.35¢).
(12) € = apmod{X"3} (e by assumption
(13) Q Fg® € normal by assumption
(14) O I—E,Xp apmod{ X} (e’) normal by Rule (C.35¢) on (8)

]

Theorem C.35 (ppTLM Progress). If Q) F52t € @ p then either Q) 2t € — €’ for some €' or
Q FEat € normal.

Proof. The proof is nearly identical to the proof of Theorem C.34, differing only in that
ppTLM contexts and the corresponding judgements are mentioned. O

C.4.2 Typed Expansion
Kinds, Constructions and Signatures

Theorem C.36 (Kind and Construction Expansion).
1. If (M;D;G;Q) F & ~ « kind then Q |- x kind.
2. If(M;D;G, Q) Fé~scuxthen QF ¢ k.
Proof. By mutual rule induction over Rules (C.17) and Rules (C.18). In each case, we

apply the IH to each premise and then apply the corresponding kind formation rule from
Rules (C.6) or kinding rule from Rules (C.9). Il

Theorem C.37 (Signature Expansion). If (M;D;G; Q) = ¢ ~ o sig then Q |- 0 sig.
Proof. By rule induction over Rule (C.15). Apply Theorem C.36 to each premise, then
apply Rule (C.1). O

TLM Types and Expressions

Theorem C.38 (TLM Type Expansion). If (M;D; G;Q)) I p ~» p timty then Q - p timty.
Proof. By rule induction over Rules (C.22).
Case (C.22a).

MHp=1 by assumption
(2) p = type(D) by assumption
(3) O F £~ T :: Type by assumption
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4) QF 7:: Type by Theorem C.36 on
(3)

(5) O F type(t) timty by Rule (C.25a) on (4)
Case (C.22Db).
(1) p=VX:00 by assumption
(2) p = allmods{c} (X.p’) by assumption
(3) O F &~ osig by assumption
4) O, X~ X:okp ~ p timty by assumption
5) QO F osig by Theorem C.37 on
3)
6) Q,X:0F p timty by IH on (4)
(7) O F allmods{c} (X.p") timty by Rule (C.25b) on (5)
and (6)
[
Theorem C.39 (peTLM Expression Expansion). If (M;D;G; Q) '_<E;(ll?‘l’) € ~> € @ p then
Q I—E,Xp €@p.

lfroof. By rule induction over Rules (C.23). In the following, let O= (M;D;G;Q) and
Y= (A4Y).
Case (C.23a).

(1) ée=a
2 A=A,4a—e¢
B) QP e@p

Case (C.23b).

(1) é = AX:0.¢

(2) € = absmod{c}(X.€")

(3) p = allmods{c}(X.0"

4) OF 6~ osig

(5) Q,XWX:UI—E,XP &~ e @p

by assumption
by assumption
by assumption

by assumption
by assumption
by assumption
by assumption
by assumption

6) O, X:0FPe @y by IH on (4) and (5)

(7) QF osig by Theorem C.37 on
4)

8) O I—E,Xp absmod{c}(X.€") @ allmods{c}(X.p") by Rule (C.26b) on (7)
and (6)

Case (C.23c).

(1) e =¢(X)

(2) € = apmod{X}(e)

(3) p = [X/X]p’

4) OFZ®P ¢~ € @allmods{c} (X' 0"
G) Obgg X~ X:0

6) QFg® € @allmods{c}(X'.0")
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by assumption
by assumption
by assumption
by assumption
by assumption
by IH on (4)



7) QFX: 0o

(8) O Fy® apmod{X}(e") @ [X/X']p’

Theorem C.40 (ppTLM Expression Expansion). If (M;D;G; Q)

QFEte@p.

by Theorem C.45 on
(5)
by Rule (C.26¢) on (6)
and (7)

O

I—'at,@ € ~> € @ p then

Proof. The proof is nearly identical to the proof of Theorem C.39, differing only in that

ppTLM contexts and the corresponding judgements are mentioned.

Patterns

]

Lemma C.41 (Proto-Pattern Deparameterization). If Qgpp FEtp e p?podw: Qparams
then dom(Qypp) N dom(Oparams) = @ and Qypy = W + Wparams and Qg I—%”t € @ [w]p.

Proof. By rule induction over Rules (C.38).
Case (C.38a). We have:
(1) € = defref[a]
2 w=0
(3) ® = ¥',a — pptlm(p;eparse)
(4) Qparams =0
(5) Qapp = p timty
(6) dom(Qapp) Ndom(D) =D
(7) Qapp D : @

®) [@]p = 14
(9) Qapp |_<1>a’,ta;>ppt1M(P;€parse) a@p

Case (C.38b). We have:
(1) € = apmod{X} (€N
(2) Qapp I—g;"t p e p?allmods{c} (X" .p) 4w : QY
(4) X' ¢ dom(Qapp)
G w=uw, X/X
(6) Qparams =0, X 0
(7) dom(Qyupp) Ndom(QY) =@
(8) Qapp F ' : Y
(9) Qapp I—Eft €/ @ [w']allmods{c} (X .0)
(10) dom(Qapp) Ndom (Y, X' : o)

(11) Qupp F ', X/ X OV, X 10
pPp

(12) Qapp I—ffft apmod{X} (e @ (', X/X')p
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by assumption

by assumption

by assumption

by assumption

by assumption

by definition

by definition

by definition

by Rule (C.27a) on (5)

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by IH on (2)

by IH on (2)

by IH on (2)

by (4) and (7) and
definition of finite set

intersection
by Definition C.2 on

©)
by Rule (C.27c) on (9)
and (3)



]

Theorem C.42 (Typed Pattern Expansion).
1L If{(M;D;G; Qupp) o P~ p: T (ML DGQY) then M! = @ and D' = @ and
Qup Fp:74QY.
2. Ifp~p:T 1@ Qparams; (M;D3G Qapp); 3 b (M'; DG, Q) and dom (Qparams) Ndom (Qapp) =
D then M' = @ and D' = @ and Qparams U Qapp = p - T QY
Proof. My mutual rule induction over Rules (C.21) and Rules (C.43).
1. In the following, let Q) = (M; D; G; Qapp) and O = (M DG, Q).
Case (C.21a) through (C.21f). These cases follow by applying the IH, part 1 and
applying the corresponding pattern typing rule in Rules (C.14).
Case (C.21g). We have:

(1) p=¢€ ‘b’ by assumption
(2) & = (A;P) by assumption
3) O l—gat € ~» € @ type (Tfinal) by assumption
(4) Qapp FRat € | €normal by assumption
(5) timdef(€normal) = 4 by assumption
(6) © = D',a — pptlm(p;eparse) by assumption
7) b \LBody €body by assumption
(8) eparse(Chody) I inj[SuccessP] (eproto) by assumption
(9) eproto TPPrPat P by assumption

(10) Qapp |_<I;>at p = €normal p ? type (Tproto) dw: Qparams
by assumption

(11) P~ Pt Tproto I Hparem 0:®ib ¢y by assumption

(12) T = [w]Tproto by assumption

(13) dom(Qparams) N dom(Qapp) = D ?1}:) )Lemma C41on

(14) Qapp Fw: Qparams by Lemma C.41 on
(10)

(15) M'=Qand D' =@ by IH, part 2 on (11)
and (13)

(16) Oparams U Qapp Fp: Tproto 1Y by IH, part 2 on (11)
and (13)

(17) Qapp Fp: [W]Tproto 41 by Substitution
Lemma C.3 on (14)
and (16)

2. We induct on the premise. In the following, let O = (M;D;G; Qapp> and ) =

(M, DG, Q).
Case (C.43a) through (C.43d). These cases follow by applying the IH, part 2 and
then applying the corresponding pattern rule in Rules (C.14).

Case (C.43e).
(1) p = splicedp[m;n; 1| by assumption
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(2) 7= [w]T by assumption

(3) Oparams @ Oparams; G 3+ oy 7/ . Type by assumption

4) pAarseUPat(subseq(b; m,rz) =p by assumption

(5) QOFg p~p: w4 by assumption

6) M'=@and D' =0 by IH, part 1 on (5)
(7) Qapp Fp: [w]t’ 1Y by IH, part 1 on (5)
(8) Oparams U Qapp - p = [w]T’ HIQY by Weakening on (7)

The mutual induction can be shown to be well-founded by an argument analagous to
that in the proof of Theorem B.27, appealing to Condition C.14 and Condition C.16.
O

Expressions and Rules

Lemma C.43 (Proto-Expression Deparameterization). If Qg I—E,Xp e Fee?p 1w
Qparams then dom(Qapp) N dom(Qparams) = @ and Qupy B w + Qparams and Qgyp I—E,Xp

€@ [w]p.
Proof. By rule induction over Rules (C.37).
Case (C.37a). We have:
(1) € = defref[a]
2 w=0
(3) ¥ =Y, a — petlm(p; eparse)
(4) Qparams =0
(5) Qapp = p timty
(6) dom(Qapp) Ndom(D) =D
(7) Qapp FD: @

®) [@o=p
Ex
() Qapp W/Z%petlm(w%arse) rep

Case (C.37b). We have:
(1) € = apmod{X}(e)
(2) Qapp Fo® ¢ o 2?2 allmods{c} (X'0) 4 @' : (Y
(3) Qupp - X : 0
(4) X' ¢ dom(Qqpp)
O®) w=d, X/X
(6) Qparams = QO X o
(7) dom(Qapp) Ndom(QY) = €
(8) Qapp ' : O
(9) Qapp F5® €' @ [w']allmods{o} (X.0)
(10) dom(Qapp) Ndom(QY, X" : o)
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by assumption
by assumption
by assumption
by assumption
by assumption
by definition
by definition
by definition

by Rule (C.26a) on (5)

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by IH on (2)
by IH on (2)
by IH on (2)

by (4) and (7) and
definition of finite set

intersection



(11) Qupp F ", X/X' - OV, X" 0 by Definition C.2 on

3)
(12) Qapp I—E,XP apmod{X}(e) @ (', X/X')p by Rule (C.26¢) on (9)
and (3)

]

Theorem C.44 (Typed Expression and Rule Expansion).
1. (a) If(M;D;G;Q) Fg.g€e: Tthen QFe: T
(b) If (M;D;G;Q) g P T TR TthenQFr:te= 7.
2. (a) IfQ - Qparans; (MG Qapp ) V3956 5 oy 2 1 gnd dom(Q)) N dom(Qapp) = O then
QU e:T.
(b) If O - params; (MDG Q) Hi i 3 s 4 T = T and dom(Q) N dom(Qypp) = @
then QU Qupp 11 7'
Proof. By mutual rule induction over Rules (C.19), Rule (C.20), Rules (C.41) and Rule
(C.42).
1. (a) In the following, let O = (M;D;G; Q).
Case (C.19a).

1) Obggéme:T by assumption

2 QrFrt<: 7 by assumption

B) QFe: 7 by IH, part 1(a) on (1)

4) QFe:t by Rule (C.12a) on (3)
and (2)

Case (C.19b) through (C.190). In each of these cases, we apply the IH, part
1(a) or 1(b), over the premises and then apply the corresponding typing
rule in Rules (C.12) and weakening as needed.

Case (C.19p).
(1) é=¢€ ‘b’ by assumption
(2) e = [w]e by assumption
(3) T = [w]Tproto by assumption
4) Y= (47 by assumption
5) O I—E,XP & ~ € @ type (Tfipal) by assumption
6) QO I—E,Xp € | €normal by assumption
(7) timdef(€normal) = @ by assumption
(8) ¥ =Y, a — petlm(p; eparse) by assumption
(9) b lBody ebody by assumption
(10) eparse(ebody) | inj[SuccessE|(epproto) by assumption
(11) epproto TPPrExpr € by assumption

Exp 5
(12) O l_qfxp € Yenormal € ? type(Tproto) dw: Qparams
by assumption

(13) Qparams - Qparams; (1; F; ;b e~ e Tproto by assumption
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(14) QO F w : Oparams by Lemma C.43 on

(12)
(15) QU Qparams Fe: Tproto by IH, part 2(a) on
(13)
(16) QF [w]e’ : [w]Tproto by Substitution
Lemma C.3 on (14)
and (15)
(b) In the following, let O = (M;D;G; Q).
Case (C.20).
1) r=p=2¢é by assumption
(2) r =rule(p.e) by assumption
B) Qbg p~p:7(2;0,G;Q) by assumption
4) (M;D;GHG;QUQA ) Fygéme: T by assumption
G) QFp:tHHA by Theorem C.42 on
(3)
6) QUO Fe: T by IH, part 1(a) on (4)
7) QFr:te 1 by Rule (C.13) on (5)
and (6)

2. (a) In the following, let E = w : Oparams; (M; D; G; Qapp); ¥ &; b.
Case (C.41a).

(1) QFEe~e: 7 by assumption

2 aoFT<T by assumption

(B) QUOQgpp e T by IH, part 2(a) on (1)

(4) QUOqpp -e: T by Rule (C.12a) on (3)
and (2)

Case (C.41b) through (C.410). In each of these cases, we apply the IH, part
2(a) or 2(b), over the premises and then apply the corresponding typing
rule in Rules (C.12) and weakening as needed.

Case (C.41p).

(1) é = splicede[m;n; 1] by assumption

(2) T=|w]t by assumption

(3) Qparams F S(E) + ~ 7/ :: Type by assumption

(4) parseUExp(subseq(b; m; n)) =é by assumption

5) (M;D;G; Qapp) Fy.9 &~ e [w]T by assumption

(6) Qapp Fe: [w]T’ by IH, part 1(a) on (5)

(7) Qapp UQ e [w]T’ by Weakening on (6)
(b) Case (C.42).

(1) 7 = prrule(p.e) by assumption

(2) r =rule(p.e) by assumption

B) QFp:7HQ by assumption

4) QU Q) @ Qparams; (M;D;Q;Qapp>;‘i’;ﬁ>;b e~ e: T
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by assumption

5) (QUQ)NQupp =D by identification
convention

6) QU UQgpp Fe: T by IH, part 2(a) on (4)
and (5)

(7) QUQupp Fp A by Weakening on (3)

8) QUpp Fr:T= T by Rule (C.13) on (7)
and (6)

The mutual induction can be shown to be well-founded by an argument analagous to
that in the proof of Theorem B.28, appealing to Condition C.13 and Condition C.16. [

Modules

Theorem C.45 (Module Expansion). If (M;D;G; Q) l—‘;,;qg M~ M:othenQF M: 0.

Proof. By rule induction over Rules (C.16). In the following, let O = (M;D;G; Q).
Case (C.16a).

1) Obgg M~ M: 0o’ by assumption

2 QOFd <o by assumption

Q@) QOFM:¢ by IH on (1)

4 QOFM:o by Rule (C.4a) on (3)
and (2)

Case (C.16b) through (C.16e). In each of these cases, we apply the IH over each module
expansion premise, Theorem C.44 over each expression expansion premise and The-
orem C.36 over each construction expansion premise, then apply the corresponding
signature matching rule in Rules (C.4) and weakening as needed.

Case (C.16f) through (C.16i). In each of these cases, we apply the IH to the module
expansion premise.
O

C.4.3 Abstract Reasoning Principles

Lemma C.46 (Proto-Construction and Proto-Kind Decomposition).
1. IfQ @ Qparans; 40 ¢ s ¢ 1x i where seg (&) = {splicedk|m;;n;|}o<icn,,, J{splicedc[m};n}; k] }o<i-
then
(a) {Q) F parseUKind(subseq(b; mj; 1;)) ~~ «; kind}o<icn,, .
() {Qpamms [ Cparans; £2;b kll ~ K; kind}0§i<nwn
(c) {Q) - parseUCon(subseq(b; m’;nt)) ~ ¢; it [w]K! Yo<icny,
(d) ¢ = [{xi/ki}o<icng,,» 1Ci/ Uito<icng, w]c for some ¢” and fresh {k;}o<icn,, , and
fresh {ui Yo<i<ney,
(e) fv(c") C {kito<icng,, U {tito<icna, Udom(QY)
2. IfQ - Qparans G 3 sy kind where seg(k) = { splicedk|m;; il Yo<icny,, U {splicedc[m};n}; &i] }o<,
then
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(a) {Q) F parseUKind(subseq(b; mj; 1;)) ~~ &; kind}o<icn,
(B) {Qparams FOQpransi Vb &l s il kind boicne,
(c) {2+ parseUCon(subseq(b; m/;nt)) ~ ¢; it [w]K! Yo<icne,
(d) x = [{xi/ki}o<icng,, 1Ci/Uito<icne, W]’ for some k" and fresh {k;}o<icp,, , and
fresh {u; }o<icney,
(e) fv(x') C {ki}o<icny U {tito<icng, Udom(Q)
Proof. By mutual rule induction over Rules (C.40) and Rules (C.39).
1. Case (C.40a). This case follows by applying the IH.

Case (C.40b) through (C.400). These cases follow by applying the IH, gathering
together the sets of conclusions and invoking the identification convention as

necessary.
Case (C.40p). Letting C = w : Oparams; O; b,

(1) ¢ = splicedc|m;n; k| by assumption

(2) OQparams FC % ~ x kind by assumption

(3) parseUCon(subseq(b;m;n)) = ¢ by assumption

@) OF ¢~ c:[wk by assumption

5) O = (M;D;G; Qapp) by assumption

(6) dom(Q2) Ndom(Qapp) =D by assumption

(7) seg(splicedc|m;n;k|) = seg(k) U {splicedc|[m;n;k]}
by definition

(8) seg(k) = {splicedk|m;;n;]}o<icn,, , U {splicedc[m]; n}; k] }o<icnon—1
by definition

9) {Q - parseUKind(subseq(b; m;; n;)) ~ «; kind}o<icny
by IH, part 2 on (2)
and (8)

(10) {Qparams F params G0} oo i kind }<iopon 1 by IH, part 2 on (2)
and (8)
(11) {Q+ parseUCon(subseq(b; m};nt)) ~~ c¢; i [w]K! bo<icnon—1

by IH, part 2 on (2)
and (8)

The conclusions hold as follows:

(@) )

(b) (2) and (10)

(0) B),(4) and (11)

(d) Choose ¢’ = u for fresh u. Then ¢ = [w’, ¢/u]u for any «’.

(e) fv(u) = uand u C {u} U {kito<icn,, YU {Uito<i<non—1 U dom(Q) by
definition.

2. Case (C.39a) through (C.39%¢). These cases follow by applying the IH and gather-
ing together the sets of conclusions, invoking the identification convention as
necessary.

Case (C.39f). Letting C = w : Oparams; O b
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(1) & = splicedk[m;n] by assumption

(2) parseUKind(subseq(b; m;n)) = & by assumption
(3) O F & ~ x kind by assumption
“4) Q= (M;D;G; Qapp) by assumption
(5) dom(Q2) Ndom(Qapp) = D by assumption
(6) ncon =0 by definition of
summary

The conclusions hold as follows:

(a) (2) and (3)

(b) (6)

(c) (6)

(d) Choose ' = k for fresh k. Then k = [, k/k]k for any «'.
(e) fv(k) = kand k C {k} Udom(Q) by definition.

Lemma C.47 (Proto-Expression and Proto-Rule Decomposition).
1. IfQ & Qpurans; G E Db o g Tproto Where seg(é) = {splicedk|m;;n;]}o<icn,, U
{splicedc[m;n; &/ }o<i<n,,, U {splicede[m};n]; ti]}o<i<n,, then
(a) {Q) F parseUKind(subseq(b; mj; 1;)) ~ &; kind}o<icn,
(1) {Qparams < rramsi Qb J o il kind Yo<icn,
) {OF parseUCon(subseq(b; m}; n})) ~» c; = [w]K! Yo<icn,,
(d) {params O Oprans O 34 s Type}o<i<n,,
(e) {O) Fg.¢ parseUExp(subseq(b; mi’;n}')) ~ e; 1 [w]Tibo<i<n,,
(1) e = [{Ki/ki}o<i<ng {€i/ Uito<i<nen {€i/ Xi}o<i<ny, wle” for some e" and fresh
{kio<icny,y and fresh {uito<i<n,, and fresh {xito<i<n,,
(g) fv(e”) C {ki}o<i<myny Y {tito<i<nan U {Xi}o<icne, Udom(Q)
2. IfQ P Qs G R0 s s T T where seg(?) = {splicedk([m;;n;|}o<i<n,, U
{splicedc[mi;ni; &[] o<i<n,, U {splicede[m;n{; ti| fo<i<n,, then
(a) {Q) F parseUKind(subseq(b; mj; 1;)) ~ x; kind}o<icn,, .
(1) {Qparams e B0} o i kind o<,
(c) {2+ parseUCon(subseq(b; m’;nt)) ~ ¢; it [wW]K! Yo<icny,
(d) {Qpamms szﬂpmms;ﬁ;b T~ T Type}0§i<nmp
e) {O) Fg.¢ parseUExp(subseq(b; m’;n')) ~ e; : [W]Ti}o<ic<ityy,
f) r= [{Ki/ki}0§i<nk,-ndr{Ci/”i}0§i<namr{ei/xi}0§i<nexp,w]r/f01’ some v’ and fresh
{kiYo<icnggy and fresh {u;}o<i<ng,, and fresh {X;}o<i<n,,

(g) fV(T'/) C {ki}0§i<nkind U {ui}0§i<”con U {xi}0§i<nexp U dom(Q)
Proof. By mutual rule induction over Rules (C.41) and Rule (C.42).
1. Case (C.41a). This case follows by applying the IH.
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Case (C.41b) through (C.410). These cases follow by applying the IH or Lemma
C.46, gathering together the sets of conclusions and invoking the identification
convention as necessary.

Case (C.41p). Letting E = w : Qparams; O; ¥; &; b,

(1) é = splicede[m;n; 1] by assumption
(2) OQparams Fes(B) ¢ no T Type by assumption
(3) parseUExp(subseq(b;m;n)) =é by assumption
4 O Fg.g €~ et [w]T by assumption
5) O = (M;D;G; Qapp) by assumption
(6) dom(Q2) Ndom(Qapp) =D by assumption
(7) seg(e) = seg(T) U {splicede[m;n; 1]} by assumption
(8) seg(t) = {splicedk[m;; n;]}o<icn, U {splicedc[m};n}; &i]}o<icnen
by definition
9) {QF parseUKind(subseq(b; m;; n;)) ~ «; kind}o<icn, g
by Lemma C.46 on (2)
and (8)
(10) {Oparams @ params; b &1 s i kind}o<jcn,, by Lemma C.46 on (2)
and (8)
(11) {Q - parseUCon(subseq(b; m};nt)) ~~ c¢; :: [w]K! }o<icnen
by Lemma C.46 on (2)
and (8)
The conclusions hold as follows:
(@) (9)
(b) (10)
(o) (11)
(d) )

(e) (3)and (4)
(f) Choose ¢” = x for fresh x. Then e = [w', e/ x]x for any w'.

(8) fv(x) = xand x C {x} U {ki}o<icngy YU {tito<icne, Udom(Q) by defini-
tion.

2. There is only one case.

Case (C.42).
(1) # = prrule(p.e) by assumption
2r=p=e by assumption
B) QFp:HQ by assumption
4 QU FEe e T by assumption
(5) seg(?) = seg(e) by definition

(6) {Q) F parseUKind(subseq(b; m;; n;)) ~~ x; kind}o<icny
by IH, part 1 on (4)
and (5)
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(7) {Qparams @ Qparams; ;b K ~» &} kind}o<jcn,, by IH, part1on (4)
and (5)

(8) {2+ parseUCon(subseq(b; m’;nt)) ~ ¢; =t [w]K! Yo<icnen
by IH, part 1 on (4)

) and (5)
) {Qparams |-w:Cparams; (1,0 T~ T Type}OSKnexp by IH, part 1 on (4)
and (5)

(10) {O .6 ParseUExp(subseq(b; my; 1)) ~ e; : [w] T }o<icnen
by IH, part 1 on (4)
and (5)

(11) e = [{Ki/ki}o<i<ngngr 1€/ Ui }o<i<neons 16i/ Xit0<i<ne, w]e” for some €’

and fresh {k;}o<j<n,, , and fresh {u;}o<j<p, and fresh {xi}0§i<nexp

by IH, part 1 on (4)
and (5)

(12) fv(e”) C {kito<icmng Y {tito<icnen U {Xito<icne, Udom(QU Q)
by IH, part 1 on (4)
and (5)

/

(13) fv(e”) C
{kiYo<icmgng Y {tifo<i<nen U {Xito<icne, U dom(Q) Udom(QY')

by distributivity of
union
(14) r = [{Ki/ki}o<icngngr 1€i/ Uit o<icnens {€i/ Xito<icnep wlp = €”
by definition of
substitution
(15) dom(QY') = patvars(p) by Lemma C.5 on (3)
(16) fv(p = €”) C {kito<icngng Y {tito<icnen U {Xito<icny, Udom(Q)
by Definition of fv(r)
and (15) and (13)
The conclusions hold as follows:
(a) (6)
(b) (7)
(c) (8)
(d) 9)
(e) (10)
(f) Choose ' = p = ¢”, then by (14)
(8) (16)
[

Theorem C.48 (peTLM Abstract Reasoning Principles). If ) .4 € ‘D~ e T then:
1. Q= (M;D;G; Qupp)
2. =(4Y)
3. (Typing 1) Q) I—E,Xp é ~» € @ type(t') and Qupp e : T for T such that Qupp = 7/ <: T
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Qapp I_E’xp el €normal

timdef (€,,0rma1) = a

Y =Y, a — petlm(p;epase)

b iBody Chody

eparse(ebody) \[8 inj[SUCCGSSE] (epproto)
€pproto TPPrExpr é

10. Qg Fo® ¢ Foe, 2 2 tyPE (Toroto) = @ 2 Qparams
W:Qparams; b

© XN

11. (Segmentation) Qparams = seg(e) segments b

12. Qpamms I_W:mems;ﬂ;‘%; &b e~ e Tproto

13. e = [w]¢

14. 7' = [W]Tproto

15. seg(e) = {splicedk{m;;n;]}o<i<n,,, U {splicedc[m};n}; k]| }o<icn., U
{splicede[m;’;n{; ] o<icne,

16. (Kinding 1) {Q) = parseUKind(subseq(b; mj; ;) ~ «; kind}o<icn,,, and {Qapp F
K; kind } o<

17. (KindingZ) {Qpamms - Oparams 0;b k: ~ Kl{ kind}0§i<nwn and {QaPP - [W]KZ{ kind}0§i<nwn

18. (Kinding 3) {Q) + parseUCon(subseq(b; m};n})) ~~ ¢; :t [w]K! o<icny, and {Qapp
i it (W] Yo<icngon

19. (Kinding 4) {Qparams R Qpuransi %Y 3, 7 Type}o<i<n., and {Qapp = [w]7 =
Type}o<i<ne,

20. (Typing 2) {O) Fg.¢ parseUExp(subseq(b;mi;n)')) ~ e; t [W]Ti}o<icng, and {Qapp
€ : [W]Ti}ogi@m

21. (Capture Avoidance) e = [{x;/ki}o<i<ny,, 1Ci/ Wito<i<ns {ei/xi}ogi@,_,xp,w]e”for
some e’ and fresh {k;}o<i<n,, , and fresh {u;}o<i<n,, and fresh {xi}0§i<nexp

22. (Context Independence)

fV(eH) C {ki}0§i<nkmd U {ui}0§i<ncon U {xi}0§i<nexp U dom(ﬂpumms)

Proof. By rule induction over Rules (C.19). There are two rules that apply.
Case (C.19a).

1) Obggé b e by assumption
2 Ot <t by assumption
3) Q= (M;D; G; Qapp) by IH on (1)
4) ¥ = (A7) by IH on (1)
5) O I—E,Xp é ~» e @ type(7") and Qqpp - e : 77 for 7" such that

Qapp F 77" <2 7. by IH on (1)
(6) Qapp ™ € I €normal by IH on (1)
(7) timdef(€normal) = @ by IH on (1)
(8) ¥ =Y, a— petlm(p; eparse) by IH on (1)
(9) b lBody €body by IH on (1)
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(10) eparse(ebody) | inj[SuccessE](epproto) by IH on (1)
(11) €pproto TPPrExpr é by IH on (1)
(12) Qapp F® ¢ T, € 2 tYPE(Tproto) @ : Qparams by [H on (1)
(13) Oparams @ Cparams; £3; b seg(e) segments b by IH on (1)
(14) Qparams I_a):Qparams;Q;‘i’; ;b o~ el Toroto by IH on (1)
(15) e = [w]e by IH on (1)
(16) T = [W]Tproto by IH on (1)
(17) seg(e) = {splicedk[m;;n] bo<i<ny U {splicede[m}; n};ki] }o<icneo U

{splicede[m; n{"; Ti] bo<i<ne, by IH on (1)
(18) {€) + parseUKind(subseq(b; m;; 1;)) ~~ «; kind}o<i<p,, , and

{Qapp + Ki kind}0§i<”kind by IH on (1)
(19) {Qparams -0 params; {1 kzl ~ Kz,' kind}OSi<ncon and

{Qapp I [w]x; kind}o<icney, by IH on (1)
(20) {Q) I parseUCon(subseq(b; m};nt)) ~~ c¢; :: [w]k! }o<icne,, and

{Qapp I ci 2t [w]K] Y o<icneon by IH on (1)
(21) {Qparams |- Oparams; {2;b T~ T Type}0§i<nexp and

{Qapp F W] = Type}0§i<nexp by IH on (1)

22) {O) Fg.¢ parseUExp(subseq(b; m’;n')) ~ e; : [wW]Tifo<icne,, and
{Qapp -e;: [W]Ti}ogknexp by IH on (1)
(23) e = [{Ki/ki}o<i<ngnar 1€i/ Ui to<icneons 1€i/ Xit0<i<nep w]e” for some e” and
fresh {k;}o<i<n,,, and fresh {u;}o<i<p,, and fresh {xi}0§i<nexp
by IH on (1)
(24) fV(eH) - {ki}0§i<nkind U {ui}0§i<ncon U {xi}0§i<nexp ) dom(Qparams)
by IH on (1)
(25) Qupp - T/ <: 7T by Rule (C.11b) on (2)

and (5)
The conclusions hold as follows:

1. 3)
4)

Choosing 7, by (5) and (25)
(6)

()

(8)

©)

(10)

(11)

(12)

. (13)

. (14)

. (15)

O XN A WD
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14.
15.
16.
17.
18.
19.
20.
21.
22.

(16)
(17)
(18)
(19)
(20)
(21)
(22)
(23)
(24)

Case (C.19p).

(1) e = [w]e

) = [W]Tproto

(3) Q= (M;D; G; Qapp)

4) ¥=(A4Y)

5) O I—EXP € ~ € @ type (Tfina))

(6) Qapp Fo® € U €normal

(7) timdef(€normal) = @

(8) ¥ =Y, a — petlm(p; eparse)

(9) b iBody ebody
(10) eparse<ebody) I} inj[SuccessE] (epproto)
(11) €pproto TPPrExpr €
(12) Qapp Fo® ¢ Ty & ? tYPE(Tproto) | @ @ Qparams
(13) Oparams - params; ;b seg(e) segments b
(14) Qparams - Oparams; 0¥ &b e~e Tproto

(15) Qapp F5® € @ type (Tina)

(16) Qapp 5 €normal @ type (Trinal)
(17) Qapp F5® €normal @ [w]type (Tproto)
(18) type(Tfina) = [w]type (Tproto)

(19) Tfinal = [w]Tproto =T

(20) Qapp = type (Thinal) timty
(21) Qapp = T :: Type

(22) Qapp = T = T :: Type
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by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption

by assumption

by Theorem C.39 on
)

by Corollary C.30 on
(15) and (6)

by Lemma C.43 on
(12)

by Theorem C.26 on
(16) and (17)

by definition of
substitution and (18)
and (2)

by Lemma C.24 on
(15)

by Inversion of Rule
(C.25a) on (20)

by Rule (C.10a) on
(21)



(23) Qapp FT <t T by Rule (C.11a) on

(22)
24) O Fop € 0 et by assumption
(25) Qapp Fe: T by Theorem C.44 on
(24)
(26) Qapp Fw: Qparams by Lemma C.43 on
(12)
(27) seg(e) = {splicedk[m;;n;]}o<icn,, , U {splicedc|m}; n}; &i]}o<icne, U
{splicede[m; n{"; Ti] fo<i<ne by definition
(28) {Q) F parseUKind(subseq(b; m;; 1;)) ~ «; kind }o<icn g
by Lemma C.47 on
(14) and (27)
(29) {Qapp - «; kind}o<icn,, , by Theorem C.36 over
(28)
(30) {Qparams F Pparamsi b &l s 3e! kind }o< i< oo by Lemma C.47 on
(14) and (27)
(31) {Qapp U Qparams -« kind }o<icny, by Theorem C.36 over
(30)
(32) {Qapp - [w]x] kind}o<icpen by Lemma C.3 over
(31) and (26)
(33) {Q) F parseUCon(subseq(b; mi;nt)) ~ c; i (WK }o<icnen
by Lemma C.47 on
(14) and (27)
(34) {Qapp i =t [w]K] }o<icneon by Theorem C.36 over
(33)
(35) {Qparams F@: Oparamsi b 4y T Type}0§i<nexp by Lemma C.47 on
(14) and (27)
(36) {Qapp U Qparams - T = Type}ogi@exp by Theorem C.36 over
(35)
(37) {Qapp F [w]T = Type}ogl-@eXp by Lemma C.3 over
(36) and (26)
(38) {O Fg.¢ parseUExp(subseq(b; m’;n}’)) ~ e; : [W]Ti}0§i<nexp
by Lemma C.47 on
(14) and (27)
a e; : (W]t Yo<ion eorem C.44 over
(39) {Q pp - [ ] } Si<Mexp by Th C 44
(38)

(40) e = [{Ki/ki}o<i<ngnar 1€i/ Ui }o<i<neons 16i/ Xit0<i<ne, w]e” for some e’ and
fresh {k;}o<i<n,,, and fresh {u;}o<i<p,, and fresh {xi}0§i<nexp
by Lemma C.47 on
(14) and (27)
(1) fv(e") C {kitoci<mgng U {tito<i<ngn Y {xi}0§i<nexp U dom(Qparams)
by Lemma C.47 on
(14) and (27)
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The conclusions hold as follows:
1. (3)

4)

Choosing 7/, by (5), (19), (25) and (23)

(6)

7)

8)

)

(10)

(11)

(12)

. (13)

(14)

. (1)

2)

. (27)

(28) and (29)

(30) and (32)

. (33) and (34)

. (35) and (37)

. (38) and (39)

. (40)

. (41)

00NN LN

N NN R P R B/
N~ OO ®NOU kR WN~O

Lemma C.49 (Proto-Pattern Decomposition). If p ~» p: T 1 paranss O D31 (Y gy ere

{splicedk[m;;n;|}o<i<n,,,

U {splicedc[m};n}; k] }o<icng,,
U {splicedp[m!;n!; 1] }0§i<npm

seg(p)

then
) {Q - parseUKind(subseq(b; m;; n;)) ~ x; kind }o<icp,, .
. {Qpamms |—<U3Qpamms?0f'b kl/ ~ Kll' kind}ogi<nwn
Ok parseUCon(suPseq(b;m;;nf)) ~ ¢t (WK Fo<icng,
. {Qpamms - params; € ;b Tj~ T i Type}0§i<nmt
) {Q g parseUPat(subseq(b; m!; n)) ~ p; : [w]t; I (23 D; Giy Qi>}0§i<nmt
6. (Y = <@; &; 60§i<npat Gi; U0§i<n,,at Qi>
Proof. By rule induction over Rules (C.43).
Case (C.43a) through (C.43d). In each of these cases, we apply the IH to or over each

premise and then gather the sets of conclusions, applying the identification conven-
tion as necessary.

G xR LN
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Case (C.43e).

(1) p = splicedp|m;n; 1] by assumption
(2) Qparams @ Qparams; (b 4 T :: Type by assumption
(3) parseUPat(subseq(b;m;n)) = p by assumption
@) Qbgp~p:wtAY by assumption
(5) seg(p) = seg(T) U {splicedp[m;n; ]} by definition
(6) seg(T) = {splicedk[m;; n;|}o<icn,, U {splicedc[m]; n}; &i] }o<icneon
by definition
(7) {Q) F parseUKind (subseq(b; m;; 1;)) ~ x; kind }o<icn, g
by Lemma C.46 on (2)
and (6)
(8) {Qparams - Pparamsi Vb &l s 1! kind }o<icne, by Lemma C.46 on (2)
and (6)
(9) {2 F parseUCon(subseq(b; m’;nl)) ~ ¢; t [w]K! Fo<icnon
by Lemma C.46 on (2)
and (6)
The conclusions hold as follows:
1. (7)
2. (8)
3. (9)
4. (2)
5. (3) and (4)
6. (4) because npar = 1

]

Theorem C.50 (ppTLM Abstract Reasoning Principles). If Q) g € ‘b ~ p: T I () then:

1.
2.
3.

10.
11.

12.
13.

© 0 Nk

9 = <M/ D;G; Qapp>

D = (A4;P)

(Typing 1) O I—gat & ~ €@ type(t) and Qupy = p o T A1 QY for T such that
Qup -7 <t 7

QaPP l_EI))at € 4 €normar

timdef (€0rma1) = a

® =P, a — pptlm(p; eparse)

b i/Body ebody

eparse(ebody) I inj[SucceSSP] (epproto)

€pproto TPPrPat P

Qapp I—gat P enoma P 7 tYPE (Toroto) = @ @ Qparams

|—W:Qpamms} f); b

(Segmentation) Qparams seg(p) segments b

p ~ p . Tproto _Hw:Qpamms;Q}q)}b Q/

T = [W] Tproto
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14. seg(p) = {splicedk[m;; n;]}o<i<p,,, U {splicedc[m]; ni; k] o<icne U
{splicedp[m};n]’; Ti] bo<i<n,

15. (Kinding 1) {Q) & parseUKind(subseq(b; m;;n;)) ~> x; kind }o<icy,, . and {Qapp F
K; kind }o<i <

17. (Kinding 3) {Q) I parseUCon(subseq(b; m};nl)) ~ ¢; =t [w]K }o<icny, a1d {Qapp
¢i it (Wi osicn, A
18. (Kinding 4) {Qparams 0 Qparams; b 4o Type}0§i<npat and {Qgpp = [w]T; =
TyPe}o<i<ny
19. (Typing 2) {Q) k-4, parseUPat(subseq(b; m!;n’)) ~~ p; : [w]7 41 {D; D; G;; Qi) Yo<i<nyy
and {Qapp [ pi : [aJ]TZ’ | Qi}0§i<”pat
20. (No Hidden Bindings) Q) = (©;Q; Wo<i<ny Gis Uo<icnyy Qi)
Proof. By rule induction over Rules (C.21). There are two rules that apply.
Case (C.21a).

1) O = (M;D;G;0) by assumption
2) QFgé b ~p:t A by assumption
B) QT <t by assumption
(4) O = (M;D; G; Qapp) by IH on (2)
5) = (A D) by IH on (2)
©6) O I—gj’t é ~~ € @ type(t") and Qapp Fp: " 41 €Y for T such that
Qapp F 77 <2 T by IH on (2)
) Qapp F%’t € | €normal by IH on (2)
(8) timdef(€normal) = @ by IH on (2)
(9) ® =9,a — pptln(p; eparse) by IH on (2)
(10) b iBody €body by IH on (2)
(12) €pproto TPPrPat P by IH on (2)
(13) Qapp FEE P Preppmn P 7 tYPE(Tproto) 1 @ : Qparams by IH on (2)
(14) Qparams @i Oparamsi b seg (1) segments b by IH on (2)
(15) P~ P : Tproto I tparamsi B ®ib by IH on (2)
(17) seg(p) = {splicedk[m;; n;]}o<i<n,, , U {splicedc[m}; n};&]] }o<icng,, U
{splicedp[m;n{; Ti] bo<i<nya by IH on (2)
18) {OF parseUKind(subseq(b;mi;ni)) ~ K kind }o<i<n,, , and
{Qapp F x; k'”d}OSifﬂkmd by IH on (2)
(19) {Qparams F paramsi b &l s 1! kind }o <, and
{Qapp b [w]x] kind}o<icng by IH on (2)
(20) {Q) F parseUCon(subseq(b; mi;nt)) ~ ci it (WK bo<icng,, and
{Qapp F i 1t [w]K Fo<icneen by IH on (2)
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(21) {Qparams szﬂparams;ﬂ;b 'Z'Z ~ T Type}0§i<npat and
{Qapp I [w]T; = Type}0§i<npat

22) {O ¢ parseUPat(subseq(b; m!';nl')) ~ p; : [w]n 41 (D;D; G;; Qi>}0§i<npat

1
and {Qapp = pi s [w]T Qi}0§i<npat
(23) O = (D;D; Wo<i<nya Gis Uo<i<np i)
(24) Qupp F 7" <01

The conclusions hold as follows:
1. (4)
5)
Choosing T, by (6) and (24)
7)
8)
)
(10)
(11)
(12)
(13)
. (14)
(15)
. (16)
(17)
. (18)
(19)
. (20)
. (21)
. (22)
20. (23)
Case (C.21g).
1) = (M;D;G; Qapp)
(2) & = (A; D)
(3) O FE* e~ € @ type(Thna)
4) Qapp |_2>at € | €normal
(5) timdef(€normal) = 4
(6) © = D', a — pptlm(p;eparse)
(7) b iBody €body
(8) eparse(ebody) J inj [SUCCGSSP] (epproto)
) €pproto TPPrPat P
(10) Qapp |_(I;at p P enormal ;5 ? type(Tproto) dw: Qparams
(11) Oparams - Oparams; ;b seg(p) segments b

VRN LN
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by IH on (2)

by IH on (2)
by IH on (2)

by Rule (C.11b) on (6)
and (3)

by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption
by assumption

by assumption



(12) P ~ p . TPI'O’EO —Hw:Qparams; 0, Db (")/

(13) T = [W]Tproto

(14) Qapp FG* € @ type (Thnal)

(15) Qapp l_\F[)fat €normal @ type (Tfinal)
(16) Qapp l_\F[)fat €normal @ [w] type (Tproto)

(17) type (Thna) = [w]type (Tproto)

(18) Tfinal = [W]Tproto =T

(19) Qapp I type (Teinal) timty
(20) Qapp = T :: Type

(21) Qapp = T = T :: Type
(22) Qqpp FT<i T

23) QFgé b ~p:TAY
(24) Qupp Fp:THICY

(25) Qapp Fw: Qparams

by assumption

by assumption

by Theorem C.40 on
)

by Corollary C.33 on
(14) and (4)

by Lemma C.41 on
(10)

by Theorem C.27 on
(15) and (16)

by definition of
substitution and (17)
and (13)

by Lemma C.25 on
(14)

by Inversion of Rule
(C.25a) on (19)

by Rule (C.10a) on
(20)

by Rule (C.11a) on
(21)

by assumption

by Theorem C.42 on
(23)

by Lemma C.41 on
(10)

(26) seg(p) = {splicedk[m;; n;]}o<icn,, U {splicedc [ml;nk & Y o<icna, U

{splicedp[m};n!; ti] bo<i<npy

by definition

(27) {2 I parseUKind(subseq(b; m;; ;) ~ «; kind}o<icn, g

(28) {Qapp I #; kindFo<icmyg

:0) oY ! L;
(29) {Qparams 0% Sparams; K~ K klnd}0§i<”c0n

(30) {Qapp U Qparams F KZ/' kind}0§i<nmn

(31) {Qapp - [w]x] kind}o<icny,n

by Lemma C.49 on
(12) and (26)

by Lemma C.36 over
(27)

by Lemma C.49 on
(12) and (26)

by Theorem C.36 over
(29)

by Lemma C.3 over
(30) and (25)

(32) {QF parseUCon(subseq(b; m};nt)) ~ ¢; i [w]K! bo<icnen
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by Lemma C.49 on
(12) and (26)



(33) {Qapp - [W]Ti i Type}0§i<npat

(34) {Qparams |_w:Qparams;Q;b i—l ~ Tl Type}0§i<ﬂpat

(35) {Qapp U Qparams - T = Type}ogiqpat

(36) {Qapp = w]T Type}0§i<npat

by Theorem C.36 over
(32)

by Lemma C.49 on
(12) and (26)

by Theorem C.36 over
(34)

by Lemma C.3 over
(35) and (25)

(37) {Q k¢ parseUPat(subseq(b; m};nl')) ~ p; : [w]7; 41 (D;D; Gi; Qi>}0§i<npat

(38) {Qapp Fpi: (W]t Qi }o<icn

(39) QY = (©;2; Wo<i<npa Fir Uo<i<npay )

The conclusions hold as follows:
1. (1)
. (2)

. Choosing 7, by (3) and (24) and (22)

2

3

4. (4)

5. (5)

6. (6)

7. (7)

8. (8)

9. 9)

10. (10)

11. (11)

12. (12)

13. (13)

14. (26)

15. (27) and (28)
16. (29) and (31)
17. (32) and (33)
18. (34) and (36)
19. (37) and (38)
20. (39)

pat
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by Lemma C.49 on
(12) and (26)

by Theorem C.42 over
(37)

by Lemma C.49 on
(12) and (26)



Appendix D

Bidirectional miniVerseg

D.1 Expanded Language (XL)

The Bidirectional miniVerseg expanded language (XL) is the same as the miniVerseg XL,
which was detailed in Appendix B.1.

D.2 Unexpanded Language (UL)

D.2.1 Syntax
Stylized Syntax

The stylized syntax extends the stylized syntax of the miniVerseg UL given in Sec. B.2.1.

Sort Stylized Form Description

UTlyp T == --- (as in miniVerseg)

UExp ¢é == --- (as in miniVerseg)
implicit syntax d for expressionsiné seTLM designation
implicit syntax 4 for patternsiné spTLM designation
/b/ seTLM unadorned literal

URule 7 u= --. (as in miniVerseg)

UPat p u= --- (as in miniVerseg)

/b/ spTLM unadorned literal
Body Lengths

We write ||b]| for the length of b. The metafunction ||é|| computes the sum of the lengths
of expression literal bodies in é. It is defined by extending the definition given in Sec.
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B.2.1 with the following additional cases:

|implicit syntax 4 for expressionsiné| = |||
||implicit syntax 4 for patternsin ¢ = |||
176/ = [b]]

Similarly, the metafunction || p|| computes the sum of the lengths of the pattern literal
bodies in p. It is defined by extending the definition given in Sec. B.2.1 with the following
additional case:

17671 = [|®]l

Textual Syntax

In addition to the stylized syntax, there is also a context-free textual syntax for the UL.
We need only posit the existence of the following partial metafunctions.
Condition D.1 (Textual Representability).

1. For each t, there exists b such that parseUTyp(b) = T.

2. For each é, there exists b such that parseUExp(b) = é.

3. For each p, there exists b such that parseUPat(b) = p.

We also impose the following technical conditions.
Condition D.2 (Expression Parsing Monotonicity). If parseUExp(b) = é then ||é|| < ||b]|.
Condition D.3 (Pattern Parsing Monotonicity). If parseUPat(b) = p then ||p|| < ||b]|.

D.2.2 Bidirectionally Typed Expansion

Contexts

Unexpanded type formation contexts, A, and unexpanded typing contexts, T', were defined in
Sec. B.2.3.

Body Encoding and Decoding

The type Body and the judgements b |goqy € and e Tgoqy b are characterized in Sec. B.2.3.

Parse Results

The types ParseResultSE and ParseResultSP are defined as in Sec. B.2.3.

TLM Contexts

seTLM contexts, ¥, are of the form (A; ¥;Z), where A is a TLM identifier expansion context,
Y is a seTLM definition context and 7 is a TLM implicit designation context.

spTLM contexts, ®, are of the form (A; ®;T), where A is a TLM identifier expansion
context, defined above, and ® is a spTLM definition context.
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A TLM identifier expansion context, A, is a finite function mapping each TLM identifier
4 € dom(.A) to the TLM identifier expansion, @ ~> a, for some TLM name, a. We write
AW a ~» a for the TLM identifier expansion context that maps 4 to 4 ~~ a, and defers to
A for all other TLM identifiers (i.e. the previous mapping is updated.)

An seTLM definition context, ¥, is a finite function mapping each TLM name a €
dom(Y) to an expanded seTLM definition, a — set1lm(T; eparse), Where T is the seTLM’s
type annotation, and Eparse 1S its parse function. We write ¥,a — setlm(T; €parse) when
a ¢ dom(¥) for the extension of ¥ that maps a to a — setlm(z; eparse) . We write
A Y seTLMs when all the type annotations in ¥ are well-formed assuming A, and the
parse functions in ¥ are closed and of the appropriate type.

Definition D.4 (seTLM Definition Context Formation). A = ¥ seTLMs iff for each a —>
setIm(T; eparse) € ¥, we have A & T type and @ D & epayse : parr (Body; ParseResultSE).

An spTLM definition context, ®, is a finite function mapping each TLM name a ¢
dom(®) to an expanded seTLM definition, a — spt1lm(T; eparse), Where T is the spTLM’s
type annotation, and eparse is its parse function. We write ®,a < spt1m(T; eparse) when
a ¢ dom(®) for the extension of ® that maps a to a — sptlm(T; eparse) . We write
A = @ spTLMs when all the type annotations in ® are well-formed assuming A, and the
parse functions in ® are closed and of the appropriate type.

Definition D.5 (spTLM Definition Context Formation). A = ® spTLMs iff for each a —
sptIm(T; eparse) € P, we have A = T type and @ D = eparse - parr (Body; ParseResultSP).

A TLM implicit designation context, Z, is a finite function that maps each type 7 €
dom(Z) to the TLM designation T — a, for some TLM name a. We write Z W T < a for
the TLM implicit designation context that maps T to T < a and defers to Z for all other
types (i.e. the previous designation, if any, is updated.)

Definition D.6 (TLM Implicit Designation Context Formation). A I~ 7 designations iff for
each T — a € I, we have A - T type.
Definition D.7 (seTLM Context Formation). A F (A;Y;Z) seTLMctx iff
1. A+ Y seTLMs; and
2. foreach a ~~ a € A we have a € dom(¥); and
3. A+ T designations; and
4. for each T — a € Z, we have a € dom(¥).
Definition D.8 (spTLM Context Formation). A F (A; ®;Z) spTLMctx iff
1. A+ @ spTLMs; and
2. foreach & ~~ a € A we have a € dom(P); and
3. A+ T designations; and
4. for each T — a € Z we have a € dom(P).
We define ¥, 4 ~ a — setlm(T; eparse), Wwhen Y = (A; ®;T), as an abbreviation of

(AWa ~~ a;¥,a — setIm(T; eparse); L)
We define &,4 ~~ a < sptlm(T; eparse), when & = (A; ®; ), as an abbreviation of
(AW~ a;®,a — sptlm(T; eparse); L)
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Type Expansion

The type expansion judgement, A = £ ~ T type, is inductively defined as in miniVerseg by
Rules (B.5).

Bidirectionally Typed Expression and Rule Expansion

AT F¢.¢ € ~ e = 7| € has expansion e synthesizing type T

(D.1a)

— z (D.1b)

Afthygpé~e=1 Al zt~x:TF g8 e =T (D10
~—= : dc
AT kg4 letval £ =2iné ~ ap(lam{t}(x.);e) = 7'

A T ~ T type AT, 2~x:Tbggbe=T

] Al 1 ypA 1 79,9 2 (D.1d)
AT '_‘if,-<i> AX:T1.6 ~ lam{T;} (x.e) = parr(1y; ™)
A r F‘i’-ﬁ) é1 ~» e1 = parr(m; T) A r I_‘Tf-ﬁ:' €y~ ey &= T (D 1 )
; i ; de
AT g4 é1(é2) ~ ap(er;e) = T
AfF~sttypelbggéme=T
_ delablll 7 (D.1f)
AT I— ¢ At.e ~ tlam(t.e) = all(t.T)
Afhi,,@éw all(tt)  AF? ~ 7' type D.1e)
AT by e[1'] ~ tap{t'}(e) = [7'/f]T 8
AT Fg.s &~ e = rec(t.T)

— P (D.1h)

AT l—q,;qg unfold(é) ~» unfold(e) = [rec(t.T)/t|T
{AT by &~ ei = Titier D1

AT by ({i = &i}ier) ~ t1[L]({i = e;}icr) = prod[L] ({i = T}ier) '
AT Fg.¢ €~ e = prod[L, ] ({i = Ti}iep; £ — T D)
AT hgg e €~ prille) =t B
At ~T type DD F eparse parr(Body,ParseResultSE)

Eparse U eparse AT |_‘Y A0 setIn(T; eparse); 20) e~e=1 (D.1k)

AT g syntax d at T for expressions {eparse} iné ~ e = T
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¥ =¥,0~ a2 setlm(T; eparse)
€proto TPrExpr €

b i/Body €body eparse(ebody) { inj [SuccieASSAE]A(eproto)
seg(e) segments b Q@ EOTE®b s e = 1
g(e) seg D.11)

AT hygd b ~e=T1

Y=(Awa~ a;¥,a — setlm(T; eparse); L)
A A /
AT F A~ ¥ 0 setln(T; eparse) ;LHT—a);d € ™7 € =T
P (D.1m)
['Fy.4 implicit syntax 4 for expressionsiné ~ e = 7’ '

XN eparse : parr (Body; ParseResultSP)
g~re=T1
(D.1n)

P

A
A F 1t~ T type

/
€parse i3 Cparse

AT '_‘if;cb,awa%sptlm(f; €parse)
AT F¢.¢ syntax 4 at T for patterns by static eparse iné ~ e = T/

d = <.A Wa~»ad,a— sptlm(T; eparse);I>
) E~se=1
(D.10)

AT F‘?;(A&Jﬁwa;'ib,a%sptlm(r; eparse); LT a
implicit syntax 4 for patternsiné ~»e = 7/

AT Fgg
¢ has expansion ¢ when analyzed against type T

(D.2a)

A f ¥.b é e<=T
Af‘l—q{,ﬁ)éweil' Af,fWXITF\?;@é/WE/CT/ (D2b)
AT .4 letval £ = 2in ¢~ ap(lam{t}(x.e");e) = T '

AF~sttypelbggémes=t
_ e T (D.2¢c)
AT I—A’,@) At.é ~ tlam(t.e) < all(t.T)
AT by &~ e < [rec(t.T)/HT
- 0 | | (D.2d)
AT Fy.4 fold(é) ~ fold(e) < rec(t.T)
{AT Fyg &~ ei <= Titier (D20)
A f l_‘f’;<i> <{l — éi}i€L> ~ tpl[L] ({l — ei}ie[) <~ prod[L] ({l — Ti}ieL) )
AT Fggéme<=1
— — 2 : , (D.2f)
AT by inj[f](é) ~ inj[f](e) < sum[L, £]({i = Ti}iep; £ — T)
AfI—A;(ﬁéwejT {Afl_q;;é?iwri@”flj’f/}lgjgn (DZ)
AT '_‘i’;é match é {#; }1<j<, ~ match[n](e; {rih1<i<n) < T 5
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AFt~T type © D F eparse : parr (Body; ParseResultSE)

; ~ A ~ /
eoarse | € Al g, ) £ EET
parse parse Y,4~~a—setlm(T; eharse) ;P

parse (D.2h)

AT F¢.4 syntax 4 at T for expressions {eparse} iné ~ e <= T

VY=(AWad~ a;¥,a — setlm(T; eparse); L)
- e

>>»>
[

Adi~~a;¥,a—setlmn(T; eparse) ;W T—a
1%

— (D.2i)
AT Fy.4 implicit syntax 4 for expressionsiné ~ ¢ < T

V= (A, 0 = setIm(T; eparse); LW T <> a)
b \LBody €body eparse(ebody) { inj [SuccjeASSAE]A(eproto) €proto TPrExpr e
seg(?) segmentsh @@ FALYI®L Lo = 1
Af‘l_q;;(i)/b/wt?CT

(D.2j)

AFt~T type @ D F eparse : parr (Body; ParseResultSP)

; P o /
€parse U Cparse AT |_‘i’;@)ﬁwﬂ‘—>Sptlm(T; Cparse) et (D.2k)

AT I—qf;qg syntax 4 at T for patterns by static eparse iné ~» e <= T

PPN A /
AT I_‘i’;<./4U:Jﬁ“"’ﬁl}q%ﬂ;)Sli)t]-m('l—/' eparse)}ILﬂT(_)@ Evwe=T

(D.21)

AT F¢.g implicit syntax 4 for patternsiné ~ e < T

7 has expansion r taking values of type T to values of type 7/

AIA“I—@;@)?wr@TI:)T

A