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Abstract

In this thesis we demonstrate the benefits of automated labeled dataset
creation for fine-grained visual learning tasks. Specifically, we show that uti-
lizing real-world, non-image information can significantly reduce the human
effort needed for building large scale datasets.

Computer vision has seen great advances in recent years in a number of
complex tasks, such as scene classification, object detection, and image seg-
mentation. A key ingredient in such success stories is the use of large amounts
of labeled data. In many cases, the limiting factor is the ability to create these
training sets. Issues arise in three forms: (1) The act of labeling the data can
be hard for human annotators, (2) in some cases it is hard to get a represen-
tative sample of the feature space, and (3) data for infrequent (yet potentially
important) instances can be completely absent from the training set.

Business storefront classification is an example of (1). The number of
possible labels is large, and assigning all relevant labels to an image is a time
consuming task for annotators. Moreover, when the image contains a busi-
ness from a country other than their own, annotators can get confused by the
foreign language and produce erroneous labels. Annotators are also not con-
sistent in their categorization of businesses into categories.

In vehicle viewpoint estimation, the images themselves are hard to come
by. Getting sample images of all viewpoints is hard due to bias in the way
people photograph cars. Current datasets for this task lack data for many
viewpoints. In addition, the labeling task is hard for the annotators.

We address these issues by adding automation to the dataset creation pro-
cess. Our approach is to utilize external information by matching the images
to real world concepts. In the case of businesses, when images are mapped to
an ontology of geographical entities, we are able to extract multiple relevant
labels per image. For the viewpoint estimation problem, by using 3D CAD
models we can render images in the desired viewpoint resolution, and assign
precise labels to them. We provide a systematic examination of the rendering
process, and conclude that render quality is key for training accurate models.
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Chapter 1

Introduction

Computer science is going through a Big Data revolution. The explosion of visual data
being created opens up many exciting opportunities in computer vision as well. Data
seems cheap to get, and in many ways it is, but the process of creating a high quality
labeled dataset from a mass of data is time-consuming and expensive.

In this thesis we focus on semi-automating the dataset creation process. We apply our
approach to two computer vision tasks — object viewpoint estimation, and fine-grained
classification of storefronts. For predicting the viewpoint of objects, we explore the use of
synthetic data for training. We use state-of-the-art rendering software to generate a large
dataset of cars rendered densely in viewpoint space, with automatically assigned labels.
We show that combining synthetic with a small amount of real data can improve estima-
tion accuracy. In other work, we employ a detailed ontology of business categories. We
combine geo-location and textual information from images to match them to the ontology
and automatically assign them with multiple labels during train time.

Making Use of Non-Image Information

Computer vision is closely related to Signal Processing. Many methods that are used in
the analysis of one-variable signals can easily be extended, and adapted to two dimen-
sional image data, or other multidimensional data common in Computer Vision such as
SIFT [Lowe, 2004], HOG [Dalal and Triggs, 2005], or Optical Flow [Lucas and Kanade,
1981, Horn and Schunck, 1981]. This perspective provides an effective toolbox that com-
puter vision researchers can turn to when faced with a new task; the specific scene or
object depicted in the image does not need to be taken into consideration, and the image



is processed using a combination of tools from machine learning, time-frequency analy-
sis, statistics, etc. Indeed many of the most successful methods in fundamental computer
vision problems such as object detection, and image classification employ the standard
machine learning methodology: (1) gather a labeled set of training examples, (2) extract
features (either hand crafted or learned), and finally (3) train a model to predict the desired
quantity. Building methods that naturally generalize to different tasks is appealing; how-
ever, by taking into account the specific concept that is to be recognized one can employ
added information that is missing in the visual signal.

In the natural language processing community grounding has been defined as a map-
ping between words or sentences and the observed world, many times in the form of an
ontology of concepts/entities [Siskind, 1996]. We define visual-grounding as a mapping
between image parts and the physical world. The visual-grounding process provides the
signal processing procedure with more information, and enables improved accuracy.

For example, cars come in many different shapes and sizes, but realizing that some
car models are manufactured by the same company, and created by the same designer
can add to our understanding of the differences between them. In our work we show the
benefits of considering the specific object in an image (specifically a car) when estimating
its pose [Movshovitz-Attias et al., 2014]. We employ high quality 3D model to generate
training images with automatic viewpoint label annotations for an ensemble of exemplar
classifiers. Our results are better or comparable to the state of the art on a number of
publicly available datasets.

Of the many successful uses of big data in computer vision, few have used the unsu-
pervised paradigm of Machine Learning. Again and again, the power of labeled data has
been demonstrated [Russakovsky et al., 2014, Goodfellow et al., 2013a, Taigman et al.,
2014]. However, acquiring labeled data is expensive. Here, we explore ways to automate
the creation of large scale labeled datasets. A key insight is that the automation process
is not only faster and therefore cheaper, but in some cases allows us to generate labels
that human annotators would not be able to produce. We will show that when the concept
to be classified/detected is not abstracted away to a “signal”, but is instead mapped to a
real-world object (visually-grounded), significant gains in performance can be achieved.
We focus on the use of 3D CAD models as a convenient way to generate large quantities
of training data, and on methods to utilize structured data in the form of large ontologies
to automatically generate labels. We evaluate our methods on fine grained classification
and detection tasks.



The Limitations of Human-Provided Annotations

Traditionally image datasets were collected mostly using graduate-student-powered tech-
niques. That is, small teams of graduate students would collect — either in person, or by
crawling image search — a set of images, and label it themselves. Projects such as La-
belMe tried to involve the broad community in a common effort to create a resource that
would benefit researchers everywhere. They provided an online labeling tool, shared all
the labeled data, and in return asked researchers to contribute to the effort by labeling a
small number of images themselves. The project provided a great resource to the com-
munity, but it relied heavily on the heroic efforts of one person, Adela Barriuso, who has
single handily annotated more than 250,000 objects [Barriuso and Torralba, 2012]! If large
datasets were needed, the community had to find better ways to scale up annotation.

The introduction of the Amazon Mechanical Turk crowdsourcing Internet marketplace
in 2005 was a real game changer. The service enables individuals to coordinate the use
of human intelligence through large amounts of transient workers. Researchers were now
able to “farm out” their annotation tasks to remote, unknown, workers for relatively lower
costs. This type of Crowdsourcing has been shown to be an effective way to annotate
large numbers of images for training computer vision systems [Russakovsky et al., 2014].
However, crowdsourcing systems suffer from a number of limitations: Crowds normally
participate asynchronously in the task, as workers join in and drop out of the system when
they desire. This means lack of a tight feedback loop between workers, their task, and the
task manager; packaging a task for display to operators requires substantial programing
effort for creating the labeling interface, and continuous infrastructure for serving the task
to the workers, and managing their responses. This is an interesting open research problem
in the HCI community [Lasecki et al., 2014, 2013].

Even when one has the needed infrastructure, and is able to shoulder the program-
ming effort, there are tasks which require expert knowledge that is not common in the
worker pool, e.g. labeling breeds of dogs [Liu et al., 2012] or models of cars [Krause
et al., 2013]. Other tasks do not require specific knowledge but are difficult for work-
ers to answer precisely, for example labeling the angle in which an object is viewed in
an image [Movshovitz-Attias et al., 2014], or the age of a person in a video [Fu and
Huang, 2008]. In all these cases, methods that automate as much of the labeling pro-
cess as possible will open up applications for which labeled data collection is the bottle-
neck. In [Movshovitz-Attias et al., 2015] we noticed that workers were inconsistent in
their annotations of images of businesses. We used extracted text from images and the ge-
ographical location of the images to match them to known establishments in an ontology
of businesses. Using the ontology we were able to resolve many of the inconsistencies and
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achieve high accuracy predictions.

1.1 Core Contribution

This thesis addresses one critical bottleneck in fine-grained visual learning — building large
scale datasets. We propose to employ external knowledge to add automation to the dataset
creation process. Fine-grained learning requires detailed training data. As the number of
classes grows, and the similarity between them increases (they become more fine-grained)
the labeling process becomes harder, and the required labels are more sophisticated. It
becomes difficult to create the big labeled datasets needed for the task. We advocate for
the use of external, non-image knowledge.

External knowledge can be characterized as belonging to one of two classes. Unstruc-
tured knowledge, such as web text or a search engine’s query stream is abundant but is
considerably messy and noisy. Structured knowledge, such as entity ontologies and 3D
CAD models, is carefully created and organized by people. While it is of smaller quan-
tities, it tends to be very detailed and of high quality. We focus on structured external
knowledge and propose methods that automate the acquisition of data, but more impor-
tantly the process of associating this data with labels.

We address the task of object viewpoint estimation and explore how rendered synthetic
data, generated from 3D CAD models, can be used to build large scale datasets without
paying the large cost of human annotation. We provide an examination of the parameter
space of the rendering process and outline which parameters impact performance. We
explore the classification as well as detection aspects of this task and show how to intelli-
gently combine rendered and real data to improve accuracy.

Lastly we explore the use of structured data for fine-grained classification of business
storefronts. When an ontology of the concepts of interest is present, we match training
images to entities from the ontology, and propagate class information to provide multiple
labels per training instance. This allows us to automatically generate a large scale training
set which is used to create models that match human performance.

1.2 Synopsis

The work in this thesis can be broken down into 3 parts: (1) exploratory use of synthetic
data for viewpoint detection and estimation, (2) investigation of the properties of synthetic
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rendered data for the same task, i.e. what is it about rendered data that makes it useful?
And (3) Bootstrapping dataset creation using ontology matching.

In the following sections we provide a short synopsis of the thesis, separated according
to this breakdown.

1.2.1 3D Pose-by-Detection of Vehicles via Discriminatively Reduced
Ensembles of Correlation Filters

Estimating the precise pose of a 3D object in an image is challenging; explicitly iden-
tifying correspondences is difficult, particularly at smaller scales and in the presence of
occlusion. Exemplar classifiers have demonstrated the potential of detection-based ap-
proaches to problems in which high resolution prediction is required. In particular, corre-
lation filters explicitly suppress classifier response caused by slight shifts in the bounding
box. This property makes them ideal exemplar classifiers for viewpoint discrimination, as
small translational shifts can often be confounded with small rotational shifts. However,
collecting labeled training data with accurate labels at fine grained angle resolution is a
difficult task. Furthermore, exemplar based pose-by- detection is not scalable because, as
the desired precision of viewpoint estimation increases, the number of exemplars needed
increases as well.

We leverage the availability of high quality 3D CAD models by creating realistic ren-
ders of vehicles that cover the viewpoint space with high angle resolution and present
a training framework to reduce an ensemble of exemplar correlation filters for view-
point estimation by directly optimizing a discriminative objective. We show that the dis-
criminatively reduced ensemble outperforms the state-of-the-art on two publicly available
datasets, and is competitive on a third. We further introduce a new dataset for continuous
car pose estimation in street scene images.

1.2.2 Rendered Data Generation for Viewpoint Estimation using Deep
Convolutional Networks

Our experience with utilizing rendered images from CAD models for detection tasks
[Movshovitz-Attias et al., 2014] convinced us that there is much to gain by expanding
their use to more objects and more tasks; however, recent work has found conflicting evi-
dence of the usefulness of rendered images. Sun and Saenko [Sun and Saenko, 2014] were
successful in using rendered images as a basis for creating object detectors, while Lim et
al. [Lim et al., 2013] showed that relying on rendered data ends up with sub par results,
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and instead they favor contours and edge maps. We believe that a factor that has been lim-
iting the performance of methods using 3D models, is the actual models used — prior work
mostly used simple models that were freely available from Trimble 3D warehouse. While
free, these models are far from accurate in their shape and other photometric properties.
The images rendered using these models do not look realistic and it is not surprising that
classifiers trained on such images have a hard time generalizing to natural images. We at-
tribute part of the success we had in [Movshovitz-Attias et al., 2014] to the detailed models
we used, which were bought from doschdesign. com.

Another reason that can limit the performance of systems trained from renders is the
number of different models used to generate the renders. While many renders can be
created for each 3D model, the variability in shape will be limited if the number of models
is small. We have been given access to the TurboSquid large database of high quality
3D CAD models. TurboSquid is an online marketplace where artists publish their created
3D models. TurboSquid models are used by computer game developers, news agencies,
advertisers and many more. Figure 1.1 shows a number of photo-realistic renders obtained
from objects from the Turbosquid database (top row). The models found in this database
are much more accurate than those used by most prior work (bottom row). We extend
our work on scalable generation of labeled training data by leveraging both the Dosch
Design and TurboSquid databases, again focusing mainly on the car class. The TurboSquid
database contains a diverse set of objects - cars, people, bookcases, etc. There are more
than 300,000 models in the database, and for cars alone there are over 16,000 models.

We go one step further and also render realistic background scenes for our objects. By
creating renders in which objects are placed in fully modeled environments, we can fully
leverage the strength of our approach. Figure 1.2 shows one of our fully rendered scenes. It
is extremely realistic. Light rays in the render are traced through interactions with multiple
objects, shadows and reflections are fully modeled as well. Creating large numbers of
rendered images such as the one shown in Figure 1.2 is computationally expensive and,
without access to a large compute cluster, takes too long to be feasible. Instead, we show
that a smaller number of these images can be used for validating trained systems, as a
proxy for real images. As computing power continues to become cheaper, we foresee a
future in which fully rendered scenes can replace natural images as training data.


doschdesign.com
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Figure 1.1: Top row: A number of example renders from the large database of 3D CAD
models available on the online database turbosquid.com. Bottom Row: Renders from
models of similar objects found in the free Trimble 3D Warehouse. The models found in
turbosquid enable much higher quality rendering. By using a high end rendering software
and accurate models one can create a large amount of photo-realistic renders that can be
used to trained object detectors.

1.2.3 Ontological Supervision for Fine Grained Classification of Street
View Storefronts

Modern search engines receive large numbers of business related, local aware queries,
such as “Mexican Restaurants in Pittsburgh”, “Laundromats around me open now”, etc.
These queries are best answered using accurate, up-to-date, business listings, that contain
representations of business categories. Creating such listings is a challenging, and never
ending, task as businesses often change hands or close down. For businesses with street
side locations one can leverage the abundance of street level imagery, such as Google
Street View, to automate the process. However, while data is abundant, labeled data is not;
the limiting factor is creation of large scale labeled training data.

In this work, we utilize an ontology of geographical concepts to automatically prop-
agate business category information and create a large, multi label, training data for fine
grained storefront classification. We match street level imagery to known business in-
formation using both location and textual data extracted from images. We fuse infor-
mation from the ontology to propagate category information such that each image is
paired with labels with different levels of granularity. Our learner, which is based on
the GoogLeNet/inception deep convolutional network architecture and classifies 208 cat-
egories, achieves human level accuracy.



Figure 1.2: A fully rendered scene. To our knowledge, we are the first to utilize this level
of realism in synthetic data generation.

1.3 Broad Impact

There are a number of ways in which this work will impact the broad computer vision
community: (1) The output of our classification method can be used as the first step in a
fully automated solution for object-model matching, which is a fundamental operation in
many computer vision, graphics, and robotics applications. In graphics, it can be used
for photo-manipulation — inserting new objects into images, and manipulating current
ones [Kholgade et al., 2014]. In computer vision, it will aide 3D reasoning of scenes
and augmented reality, while in robotics it can be used for robot manipulation. (2) By
employing rendered images of 3D models, and automatically assigning labels, a limiting
task in computer vision, that of collecting large labeled datasets, is effectively eliminated.
The use of 3D CAD model databases for computer vision will enable tasks such as image
classification, object detection, pedestrian tracking, and human pose estimation.

Moreover, we feel that insights gained from the work done in this thesis go beyond the
use of 3D CAD models, and are applicable to the broad computer vision community. The
main takeaway is that for constructing training sets, a computer vision researcher needs
to be a true Renaissance Woman, employing skills not only of a machine learning hacker,
but also those of natural language analysis, human computer interaction, library studies,
behavioral economics, and even philosophy. There is a lot of high quality information
that has already been curated, or created, by people using significant amounts of labor. By
visually-grounding our tasks to the physical world we are able to leverage these knowledge
sources.



1.4 Thesis Outline

The organization of this thesis is as follows.

Chapter 2: This chapter outlines previous work that focused on dataset building. It de-
tails some of the difficulties of using human annotators, and earlier approaches that
utilized synthetic data.

Chapter 3: Here we describe our work on 3D object pose estimation [Movshovitz-Attias
et al., 2014]. Our use of high quality 3D CAD models was a key to the success of
the method, and motivated us to scale up our utilization of rendered images.

Chapter 4: We scale up our use of rendered data, and apply modern estimation methods,
namely deep convolutional networks, to the problem of viewpoint estimation. Here
we focus on generating large scale datasets and examine the effects that various
aspects of the rendering have on classifier performance.

Chapter 5: This chapter focuses on our work in fine grained classification of business
storefronts from Street View imagery [Movshovitz-Attias et al., 2015]. By automat-
ically matching images to known businesses, and leveraging an ontology of business
categories we created a set of over 1 million training images, with multiple labels
per instance.

Chapter 6: Summarizes the key insights of this thesis and concludes with a clear take
home message: Focus on the labels.

Chapter 7: Provides an outline of, what we believe, are important next steps in the space
of semi-supervised label generation.
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Chapter 2

Background

The price of computational power and storage has decreased dramatically over the last
decade. This decrease ushered in a new era in computer vision, one that makes heavy
use of highly distributed inference methods [Dean et al., 2012, Szegedy et al., 2014] and
massive amounts of labeled data [Russakovsky et al., 2014, Goodfellow et al., 2013a].
This shift was accompanied by a need for efficient ways to quickly and accurately label
these large scale datasets. Older and smaller datasets were normally collected and labeled
by researchers themselves. This insured high quality labels but was not scalable to the
large datasets needed for modern inference methods. As computer vision entered the age
of “Big Data” researchers began searching for better ways to annotate large datasets.

2.1 Annotating Large Scale Data

Online labor markets such as Amazon’s Mechanical Turk, and CrowdFlower have been
used in the computer vision community to crowdsource simple tasks such as image level
labeling, or bounding box annotation [Russakovsky et al., 2014, Law et al., 2011, Von Ahn
and Dabbish, 2004, Von Ahn et al., 2006]. By utilizing game mechanics, previous work
has used labor markets to glean some understanding to how people recognize concepts, and
extract discriminative features from images [Deng et al., 2013]. However, labor markets
often lack the expert knowledge, making some classes of tasks impossible to complete.
Experts are rare in a population and if they are not properly identified, their answers will
be ignored when not consistent with other workers — exactly on the instances where their
expertise is most crucial. In [Heimerl et al., 2012] the authors addressed the problem of
finding a community of experts by adding a physical presence to the task. They suggested
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the use of physical kiosks to elicit work from specific populations. They placed vending
machines in University Computer Science building that provided snacks in return for grad-
ing Computer Science questions. In [Movshovitz-Attias et al., 2013] we have addressed
the task of predicting which users will turn out to be experts in a social question-answering
website for technical domains. We were able to accurately predicted experts within a
month of use on the site, but that required access to years of interaction data — the task of
finding experts remains difficult.

Many crowdsourced tasks are not only difficult to solve, but are also challenging to
verify. One common approach is to rely on workers not only for solving tasks, but also for
verifying solutions of other crowd members. This increases both the cost of obtaining the
annotations and the time it takes to collect them.

The issues detailed above make for a compelling argument for automating the collec-
tion and labeling of datasets. The large increase in availability of 3D CAD models, and the
drop in the costs of obtaining them present an appealing avenue of exploration: Rendered
images can be tailored for many computer vision applications. Sun and Saenko [Sun and
Saenko, 2014] used rendered images as a basis for creating object detectors, followed by
an adaption approach based on decorrelated features. Stark et al. [Stark et al., 2010] used
3D models of cars as a source for labeled data. They learned spatial part layouts which
were used for detection. However, their approach requires manual labeling of semantic
part locations and it is not clear how easy this can scale up to the large number of ob-
jects now addresses in most systems. In our previous work we have also explored the
car domain, and used sets of highly detailed renders for training ensembles of exemplar
detectors [Movshovitz-Attias et al., 2014]. Our approach required no manual labeling but
the joint discriminative optimization of the ensembles has a large computational footprint
and will be hard to scale as well.

The resurgence of deep learning methods which are efficient in their use of computa-
tion, and can therefore process large sets of training data provided an exciting new avenue
for utilizing large sets of rendered images. To facilitate work in this area, Xian et al. Ever-
ingham et al. [2011] created the PASCAL3D+ dataset by adding viewpoint annotations to
images of the rigid classes of PASCAL [Everingham et al., 2011]. The annotation process
is complex — first, annotators are asked to select the most similar 3D model to the object
in the image out of a set of possible models. Then they mark the 2D location of a set of 12
marker points. If a marker is occluded, the annotators mark it as not visible. A video of
the annotation process is available on their website '. This dataset provides an important
service to the community, but the slow and difficult annotation process limits the number
of images that can be labeled. The dataset contains about 36,000 images across 12 cate-

Thttp://cvgl.stanford.edu/projects/pascal3d.html

12



gories. For a challenging task such as viewpoint estimation this might not be enough data.
Methods trained on it might over-fit.

In this thesis we show that detailed renders from a large set of high quality 3D CAD
models can be a key part of scaling up collection of labeled data sets. This approach
was unfeasible just 10 years ago as the computational costs were too high, but a graphics
processing unit (GPU) in a high end desktop today has three orders of magnitude more
computation power than the entire server farm used by Pixar for their 1995 movie Toy
Story [Fatahalian, 2011, Henne et al., 1996]. The time is ripe for re-examining synthetic
image generation as a tool for training computer vision models.

2.2 Viewpoint Estimation

The majority of this thesis will focus on utilizing rendered images for object fine pose
estimation. In Chapter 3 we describe a system based on an ensemble of Correlation Filter
detectors trained on rendered images. In Chapter 4 we scale up the use of rendered images
an order of magnitude by using a large scale 3D model database from TurboSquid.

Contemporary approaches to pose estimation can be categorized into approaches that
use local part correspondences, approaches that use a codebook of view specific detec-
tors, and ones that are based on deep end-to-end learning. The correspondence based
approaches use various forms of local correspondences from points [David et al., 2004],
patches [Deng et al., 2005, Glasner et al., 2012], and parts [Campbell and Flynn, 2001,
Schels et al., 2011, Liebelt and Schmid, 2010, Su et al., 2009, Savarese and Fei-Fei, 2007].

Recently, structure from motion was applied by Glasner et al. [2012] on a set of car
images to build a 3D object representation, and a discriminative refinement process, com-
prised of eight viewpoint-aware Support Vector Machines (SVMs), was used to produce
the final predictions. Stark et al. [2010] used 3D models to learn viewpoint specific car de-
tectors with a parts based representation using rendered non-photo realistic 2D projections
of the 3D car models. In a similar vein, Stark et al. [2012] trained a modified Deformable
Parts Model [Felzenszwalb et al., 2010] detector using car images retrieved from Google
Image Search, classifying cars into one of a discrete set of eight views. When noisy point
correspondences are available, a perspective-/N-point method such as SoftPosit [David
et al., 2004] or EPnP [Lepetit et al., 2009] can be used to estimate 3D pose precisely from
such local correspondences. While these methods are highly accurate, they are suscep-
tible to failure when these correspondences are compromised, e.g., due to resolution or
occlusion.
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In contrast to the correspondence-based methods, detector-based approaches implicitly
infer object view-point via view-specific detectors. Murase and Nayar [1995] pioneered
the use of reduced representation of view-specific detectors based on object appearance.
In [Ozuysal et al., 2009], SIFT histograms were used within a naive Bayes formulation,
and Liebelt et al. [2008] used codebooks of SURF features for matching. In [Blanz et al.,
1996], an image sequence of known view-point angles was used for training, and given
a test image, distances from each training image were computed and an SVM classifier
applied to decide the closest view point that the test image belongs to. In [Yoriik and
Vidal, 2013], a 3D model was constructed using 2D blueprints, and pose was recovered
by optimizing a matching score of quantized-HOGs from 2D images and the 3D model.
Zhang et al. [2013] noted that multi-view images of 3D objects lie on intrinsically low-
dimensional manifolds. They used that intuition to decompose a view matrix C into C =
USVT where US is a viewpoint basis, and V is an instance/category basis.

Several approaches to 3D pose estimation have extended the deformable parts model
framework to 3D. These approaches [Hejrati and Ramanan, 2012, Pepik et al., 2012,
Fidler et al., 2012, Zia et al., 2013] augment real 2D images either with synthetically gen-
erated renders of 2D projections of 3D object models or introduce additional 3D meta-data
to the 2D images. However, the main focus of these methods is precise object localization
in 3D, i.e., to predict 3D bounding boxes for objects and estimate object pose from these
bounding boxes. Thus, these methods usually only estimate coarse object viewpoints,
whereas predicting fine-grained viewpoint is the main focus of the work presented in this
thesis.

Dimensionality reduction methods for learning a reduced set of a filter bank has also
been extensively studied in the computer vision community. Most recently, Song et al.
[2012] introduced a sparse coding based approach to directly learn a basis set of detectors
that are shared across multiple object classes. However, in their approach the basis set was
learned to best reconstruct the full filter set. In contrast our approach in Chapter 3 learns
a filter set basis optimizing for discriminative ability. The method proposed by Song et al.
[2013] is the closest to our work where they learn a discriminative set of parts filters for
multi-class object detection.

In Chapter 3 we perform 3D pose-estimation via a set of exemplar classifiers, one
for each pose, while addressing the computational and statistical efficiency in using these
exemplar classifiers via dimensionality reduction. Unlike previous approaches, we directly
learn a ensemble of detectors by optimizing for the discriminability of the reduced set,
rather than its ability to reconstruct the complete detector ensemble. This encourages the
distinctions that allow discrimination of precise pose differences to be preserved.

Following the success of deep learning in image classification [Krizhevsky et al.,
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2012], it was only natural for researchers to modify and utilize them for other tasks. Tul-
siani and Malik [2015] use CNNss to first predict coarse viewpoint and then estimate the
location of marker points for fine-grained pose estimation. They train their models on
the PASCAL3D+ dataset, and show significant improvement over deformable parts based
models. In the context of face verification, Zhu et al. [2014] proposed a deep network
based MultiView Perceptron that decouples face identity and viewpoint. Their approach
is inspired by research into the brains of macaque monkeys which shows that they have a
face processing network, with neurons in some area being view specific while others target
identity across views [Freiwald and Tsao, 2010]. The deep network the constructed sep-
arates viewpoint and identity features, and can generate images of input faces from novel
orientations.

Following our success in utilizing rendered synthetic images as training data for esti-
mating viewpoint we conduct further analysis of their use in Chapter 4. We examine the
effect of various parameters of the rendering process on performance, and conclude that
rendered images can be useful for training as well as validation data. While writing this
thesis we came across an Arxiv submission by Su et al. [2015]. Their approach is most
similar to ours. They employ a large set of 3D CAD models to create synthetic images
which they use to train a deep network for detecting objects and estimating their pose.
They present a loss function which encourages correlations between adjacent views, and
is similar to the one we propose in Chapter 4. While we focus on realism of the render-
ing process and employ detailed models, they focus on variability in their model set, by
performing she augmentation to models from the ShapeNet dataset of models .

Synthetic rendered images can be used not only for discriminative tasks such as view-
point estimation, but also in a generative framework. Dosovitskiy et al. [2014] train a
convolutional network to generate images of chairs from high level descriptions such as
class, orientation, color, etc. Their system outputs RGB images, including a segmentation
mask. A framework that combines a generative network with a discriminative one, pitting
one against the other, can possibly train the generative network to create better renders,
and the discriminative one to become better at predicting them. This approach as been
experimented with on real images quite successful in [Goodfellow et al., 2014a].

2.3 Fine Grained Classification of Business Storefronts

Automation of labels is not limited to rendered images. In Chapter 5 we describe a system
designed for classifying business store fronts in Street View imagery. Our key insight was

2http://shapenet.cs.stanford.edu/
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to match, during training time, business images to a known ontology of businesses. We
extracted text from a training image, and matched it to all the saved data about businesses
in the area. If a match was found, we would use the ontology to provide multiple rele-
vant labels for the image, thus automating the labeling process. The general literature on
object classification is vast. Object category classification and detection [Felzenszwalb
et al., 2010] has been driven by the Pascal VOC object detection benchmark [Evering-
ham et al., 2011] and more recently the ImageNet Large Scale Visual Recognition Chal-
lenge (ILSVRC) [Russakovsky et al., 2014]. Here, we focus on reviewing related work on
analysis of street view data, fine-grained classification and the use of deep convolutional
networks.

Since its launch in 2007, Google Street View [Vincent, 2007, Anguelov et al., 2010]
has been used by the computer vision community as both a test bed for algorithms [Lee
et al., 2013, Xiao and Quan, 2009] and a source from which data is extracted and an-
alyzed [Goodfellow et al., 2013a, Zamir and Shah, 2010, Micusik and Kosecka, 2009,
Flores and Belongie, 2010, Cornelis et al., 2008]. Early work on leveraging street level
imagery focused on 3D reconstruction and city modeling. Cornelis et al. [Cornelis et al.,
2008] focused on supplying textured 3D city models at ground level for car navigation sys-
tem visualizations. Micusik et al. [Micusik and Kosecka, 2009] used image segmentation
cues and piecewise planar structures to build a robust 3D modeling system.

Later work has focused on extracting knowledge from Street View and leveraging it for
particular tasks. In [Zamir and Shah, 2010] the authors presented a system in which SIFT
descriptors from 100, 000 Street View images were used as reference data to be queried
upon for image localization. Xiao et al. [Xiao and Quan, 2009] proposed a multi view se-
mantic segmentation algorithm that classified image pixels into high level categories such
as ground, building, person, etc. Lee et al. [Lee et al., 2013] described a weakly supervised
approach that mined midlevel visual elements, and their connections in geographic data
sets. Their approach discovered elements that vary smoothly over location, and evaluated
their method using 4,455 Street View images along the eastern coast of the United States.
Their classifiers were able to predict geographical location with a resolution of about 70
miles.

Most similar to our work, is that of Goodfellow et al. [Goodfellow et al., 2013a]. Both
utilize Street View as a map making source, and data mine information about real world
objects. They focused on understanding street numbers, while we are concerned with local
businesses. They described a method for street number transcription in Street View data.
Their approach unified the localization, segmentation, and recognition steps by using a
Deep Convolutional Network that operated directly on image pixels. The key idea behind
their approach was to train a probabilistic model P(S|X), where S is a digit sequence,
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and X an image patch, by maximizing log P(S|X) on a large training set. Their method,
which was evaluated on tens of millions of annotated street number images from Street
View, achieved above 90% accuracy and was comparable to human operators.

Recently there has been renewed interest in Fine Grained classification [Yao et al.,
2012, 2011, Hillel and Weinshall, 2007]. Yao et al. [Yao et al., 2011] modeled images by
densely sampling rectangular image patches, and the interactions between pairs of patches,
such as the intersection of the feature vectors of two image patches. In [Yao et al., 2012]
the authors proposed a codebook-free representation which samples a large number of
random patches from training images. They described an image by its response maps to
matching the template patches. Branson et al. [Branson et al., 2010] and Wah et al. [Wah
et al., 2011] proposed hybrid human-computer systems, which they described as a visual
version of the 20-question game. At each stage of the game, the algorithm chooses a
question based on the content of the image, and previous user responses.

Convolutional Networks [Fukushima, 1980, LeCun et al., 1998] are neural networks
that contain sets of nodes with tied parameters. Increases in size of available training
data and availability of computational power, combined with algorithmic advances such
as piecewise linear units [Jarrett et al., 2009, Goodfellow et al., 2013b] and dropout train-
ing [Hinton et al., 2012] have resulted in major improvements in many computer vision
tasks. Krizhevsky et al. [Krizhevsky et al., 2012] showed a large improvement over state
of the art in object recognition. This was later improved upon by Zeiler and Fergus [Zeiler
and Fergus, 2013], and Szegedy et al. [Szegedy et al., 2014].

On immense datasets, such as those available today for many tasks, overfitting is not a
concern; increasing the size of the network provides gains in testing accuracy. Optimal use
of computing resources becomes a limiting factor. To this end Dean et al. developed Dist-
Belif [Dean et al., 2012], a distributed, scalable implementation of Deep Neural Networks.
We base our system on this infrastructure.
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Chapter 3

Discriminatively Reduced Ensembles of
Correlation Filters for Viewpoint
Estimation

3.1 Introduction

Accurate estimation of the pose of a 3D model in an image is a fundamental opera-
tion in many computer vision and graphics applications, such as 3D scene understand-
ing [Satkin et al., 2012], inserting new objects into images [Karsch et al., 2012], and
manipulating current ones [Chen et al., 2013]. One class of approaches to pose estimation
is correspondence- based [Stark et al., 2010, 2012, Li et al., 2010]: individual parts of
the object are detected, and a pose estimation algorithm (e.g., perspective-/NV-point) can
be used to find the pose of the 3D object in the image. When the parts are visible, these
methods produce accurate continuous estimates of pose. However, if the size of the object
in the image is small or if the individual parts are not detectable (e.g., due to occlusion,
specularities, or other imaging artifacts), the performance of such methods degrades pre-
cipitously. In contrast to correspondence-based approaches, pose-by- detection methods
use a set of view-specific detectors to classify the correct pose; these methods have ap-
peared in various forms such as filter banks, visual sub-categories, and exemplar classifier
ensembles [Ozuysal et al., 2009, Liebelt et al., 2008, Yoriik and Vidal, 2013]. While such
approaches have been shown to be robust to many of the short-comings of correspondence-
based methods, their primary limitation is that they provide discrete estimates of pose and
as finer estimates of pose are required, larger and larger sets of detectors are needed.
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To maintain scalability, dimensionality reduction has been explored in prior work [Murase

and Nayar, 1995, Elgammal and Lee, 2013, Zhang et al., 2013]. Reduced representations
are attractive because of their statistical and computational efficiency. Most approaches
reduce the set of classifiers via the classic notion of minimizing the reconstruction error
of the original filter set. Such a reduction does not directly guarantee optimal preserva-
tion of detection performance. This is particularly problematic in the case of viewpoint
discrimination, as filters of proximal pose angles are similar. Reduction designed to min-
imize reconstruction error often results in a loss of view-point precision as the distinctive
differences in proximal detectors are averaged out by the reduction.

Correlation filters [Kumar et al., 2005] are designed to explicitly suppress side lobes
(false classifier response caused by small translational shifts in the bounding box). As
small translational shifts confound small rotational shifts, this property makes correlation
filters ideally suited for viewpoint discrimination. In this chapter, we present a pose-
by-detection approach that uses an ensemble of correlation filters for precise viewpoint
discrimination, by using a 3D CAD model of the vehicle to generate renders from view-
points at the desired precision. A key contribution of this project is a training framework
that generates a discriminatively reduced ensemble of exemplar correlation filters [Boddeti
et al., 2013] by explicitly optimizing the detection objective. As the ensemble is estimated
jointly, this approach intrinsically calibrates the ensemble of exemplar classifiers during
construction, precluding the need for an after-the-fact calibration of the ensemble. The
result is a scalable approach for pose-by-detection at the desired level of pose precision.

While our method can be applied to any object, we focus on 3D pose estimation of
vehicles since cheap, high quality, 3D CAD models are readily available. We demonstrate
results that outperform the state-of-the-art on the Weizmann Car View Point (WCVP)
dataset [Glasner et al., 2012], the EPFL car multi-view car dataset [Ozuysal et al., 2009],
and the VOC2007 car viewpoint dataset [Arie-Nachimson and Basri, 2009]. We also re-
port results on a new data-set based on the CMUcar dataset [Boddeti et al., 2013]) for
precise viewpoint estimation and detection of cars. These results demonstrate that pose-
by- detection based on ensemble of exemplar correlation filters can achieve and exceed
the level of precision of correspondence based methods in real datasets; and that discrim-
inative reduction of an ensemble of exemplar classifiers allows scalable performance at
higher precision levels.
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H Vector Correlation Filter (VCF)
Feature Channels Filter Channels

Figure 3.1: Overview of learning the Exemplar Correlation Filter Basis (EECF). (a) The
Vector Correlation Filter (VCF) design aggregates the responses of all feature channels to
produce a correlation output which is constrained to have a sharp peak only at the target
location. We use ® for convolution and & for element-wise sum. (b) Our method (EECF)
jointly learns a set of Vector Correlation Filters such that their linear combination produces
the sharp peak.

3.2 Method

Our approach learns a discriminatively reduced ensemble of exemplar classifiers that spans
the vehicle’s appearance as it changes with respect to viewpoint. Given a 3D model and
a desired precision of d°, we densely sample V' = [360/d| viewpoints of the object
(along one axis of rotation) and create renders using an empty background in a graphics
rendering package (Maya). Exemplar classifiers [Malisiewicz et al., 2011] are trained
using a single positive instance and a large set of negative instances. This procedure creates
a classifier that is tuned to the characteristics of the single positive instance. We use the
vector correlation filter formulation' introduced in [Boddeti et al., 2013] with Histogram
of Oriented Gradients (HOG) features [Dalal and Triggs, 2005].
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3.2.1 Ensemble of Exemplar Classifiers for Pose-by-Detection

Exemplar classifiers are suited to the task of pose-by-detection. For each one of the V'
viewpoint renders we train an Exemplar Correlation Filter (ECF) using the rendered image
as the single positive, and N — 1 image patches selected randomly from a background set
of images that do not contain the object instance. Each ECF is trained to detect the object
from a specific viewpoint.

Let {x;}¥, be a set of Histogram of Oriented Gradients (HOG) representations of
the training examples, consisting of one positive exemplar rendering of the v-th view and
N — 1 negative bounding boxes. Also, define { gl ... g¢ } as the ECF for a viewpoint
v, where C' is the number of channels of the HOG feature representation (commonly 32).
The response of an image x; to the filter is defined as

c
Z x§ ® go = Correlation Output, 3.1

c=1

where ® denotes the 2D convolution operator. The ECF design is posed as:

N C ) c
min ZHZXS@ng — T, + /\Z’
i=1 c=1 c=1

gl .85 <

where r; is the matrix holding the desired correlation output of the i-th training image,
and A moderates the degree of regularization. The desired correlation output r; is set to a
positively scaled Gaussian for the positive exemplar and to a negatively scaled Gaussian
for the negative patches. This choice of the desired output correlation shape also implicitly
calibrates the different exemplar classifiers. The minimization problem can be equivalently
posed in the frequency domain to derive a closed form expression, which in turn lends
itself to an efficient solution [Boddeti et al., 2013]. It should be noted that, as a complete
set, each view v € V is trained independently, and that increase in the desired precision
d increases the size of the ensemble (linearly for one axis of rotation, quadratically for
two, and cubically for all three). Figure 3.1 (a) shows the training configuration for one
exemplar correlation filter. For visualization clarity we do not show negative images.

2
; (3.2)
2

g,

!Correlation Filters [Kumar et al., 2005] are a type of classifier that explicitly controls the shape of the
entire cross-correlation output between the image and the filter. They are designed to give a sharp peak at
the location of the object in the image and no such peak elsewhere. In contrast to SVMs, which treat the
HOG feature channels as independent of each other, the vector CF design jointly optimizes all the feature
channels to produce the desired output via interactions between multiple channels. The Correlation Filter
optimization has an analytical solution, which can be solved efficiently, significantly faster than traditional
classifiers (such as SVMs).
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3.2.2 Discriminative Reduction of Ensembles of Correlation Filters

The procedure described in Section 3.2.1 produces a large set of exemplar classifiers, one
per view that needs to be resolved. Let G € RP*V be the matrix of all V filters arranged
as column vectors, where D is the dimensionality of the feature. This set is an exhaustive
representation of the object’s appearance from many views, but applying all the filters
during test time is computationally expensive. It is also highly redundant as many views
of the object are similar in appearance. Our reduced Ensemble of Exemplar Correlation
Filter (EECF) approach is designed to jointly learn a set of K exemplar correlation filters

F = [fi,...,fx] (each with C channels) and a set of V' sparse coefficient vectors A =
[aq, ..., ay] such that a detector g, for any viewpoint v of the object is defined by
g, = Fa,,. (3.3)

As before, there are V' positive training images, one corresponding to each view that
is expected to be resolved. Define B to be a set of randomly selected negative background
patches. To learn a reduced EECF, we define the following discriminative objective:

argmln Z HZak(ka®x> rp“

X €

2

J/

Controls EECF behavior for positive images

+ Y > HZak<ka®x>— neg||”

2
_] X;EB i:x;,€V k=1

(3.4)

Controls EECF behav1or for negative images
T+ MIFYE + Ael| AL

~
Regularization and sparsity

where x; and r; are as defined for Eq. (3.2) and f}, is the c-th channel of the k-th reduced
filter. o' is the sparse mixing coefficient for the i-th training image, and \;, A, control
regularization and enforce sparseness. The need for sparsity will be explained presently.

The first part of the equation guides the optimization to find a reduced set of correlation
filters F' and a matrix A of coefficients such that Eq. (3.3) holds. That is, that a detector
for any viewpoint can be estimated by a linear combination of the columns of F', weighted
by «;. The second part of the equation controls the discriminability of the ensemble. The
key idea is that, as there is no value of « that can be defined for a negative instance, we
enforce a negative response r; for each negative instance, with any of the learned «. This
optimization can be solved efficiently by posing the problem in the Fourier-domain.
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The mental picture one should have in mind when learning the F' matrix, is that shown
in Figure 3.1 (b). The full basis of K filters is convolved with the image and the convolu-
tion with f;, are weighted by .

3.3 Optimization

3.3.1 Learning Vector Correlation Filters

We first provide a short derivation of VCF here as it will be helpful for understanding our
joint approach in 3.2.2. For an in depth tutorial, we direct the reader to [Boddeti, 2012].

We can restate Eq. (3.2) in the frequency domain using Parseval’s theorem [Oppenheim
et al., 1983]

N C L 9 C o
arg min ZHZ Xife — || +AY I (3.5)
=1 c=1 c=1

fl,. . fc©
’ 7

Where we use the "notation for the Fourier Transform of a vector, for example r; is the
Fourier Transform of r;. X¢ is a diagonal matrix with the values of X{ on its main diagonal.
f<T is the conjugate transpose of f¢. Let f and y be
f! N v [ X1
y=> yi= 2 (3.6)
i=1
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Then Eq. (3.5) can be written in matrix form as

arg min f'Sf — 2Ty, (3.7)
f
where S = D + Al and
. XK XIXO
f):Z]ji:Z : : ) (3.8)
i=1 =1 | x¢Tx1 X¢Tx<

The matrix S is block diagonal. D is the interaction energy between different channels
of the feature. For a HOG template of size m each block is of size m x m, and the matrix
is of size mC' x mC.
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The desired filter is R
f= s—ly. 3.9

3.3.2 Learning the Basis Filters

The filter basis can be solved for analytically in the frequency domain by weighted aver-
aging of the inputs. Define

f=[f. f0. fL...59" . (3.10)
The solution that minimizes Eq. (3.4) is
f= DO+ M)y (3.11)
where
o/ioz’i]f)i, ce ozioz’kf),» N Oéi}A’z'
D= Z : Ly = Z : (3.12)
=l ol od Dy, ... alead Dy = akyi

and ]f)Z and y; are as defined in Eq. (3.8) and Eq. (3.6)

The matrix S is now of size mK C x mK C which can become large — typical values
are m = 450, K = 20,C = 32. However this matrix is block diagonal and sparse. Each
X; block is of size m x m but only has m non zero elements. The number of non zero
elements in S is m(CK)?. The block structure of the matrix allows for efficient inversion
using Schur complement matrix inversion.

We initialize the matrix of coefficients A using sparse coding on the HOG features of
the training images. This provides a reasonable starting point for the optimization.

Figure 3.2 shows a number of filters from learned Ensemble of Exemplar Correlation
Filter (EECF). Note that the ensemble members capture the shape of the car from different
viewpoints. This is interesting as the optimization does not restrict the learned filters to be
specific viewpoints.

3.4 Predicting the Viewpoint

The reduced EECEF is used to reconstruct the filter responses of the complete ensemble
set G. As the learned coefficient matrix A is sparse this procedure will be much faster
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Figure 3.2: Some filters from a learned Ensemble of Exemplar Correlation Filter (EECF)
of size 40. The filters are learned in HOG space. We use the standard HOG visualization
in which light pixels show orientations with a large positive weight.

Input Image Filter Basis Response of Basis Response of All Exemplars Detection

Figure 3.3: Predicting the Viewpoint: The learned Exemplar Correlation Filter Basis is
applied to the input image. The response of any viewpoint v € V' is estimated by a linear
combination of the responses of the basis filters. Locations with a high response value are
predicted as car detections.

than applying all ECFs on the image. The reduced EECF is applied on an input image
at varying scales and locations. The response of all views is estimated using the sparse
coefficients. Peaks in these responses are used to predict the location and viewpoint of the
car in the image.

Let r¢ € RM be the response of evaluating ECF g, on a test image I of M HOG cells;
rJ can be expressed as ry = g, ® I where g, is the v-th column of G. With Eq. (3.3),

K K K
= (Yapf) @1 =Y ajhion) =Y apf, (3.13)
k=1 k=1 k=1

where 19 is an estimator of rY. That is, the response of the ECF corresponding to the v-th
view, can be estimated as a weighted sum of the responses of the /K ensemble elements.
We can reshape r¢ and ], as vectors, and arrange them as the columns of the matrices R?
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and R/ respectively. An estimator RY for the response of all the exemplar filters on the
image is 3
R = R/A. (3.14)

Note that as A is sparse this multiplication is efficient even though R/ is large.

3.4.1 Context Rescoring

To reduce the effect of false positive detections we pool information from nearby boxes.
Each box is associated with a specific angle and we can use that information to make a
better decision. For a box b with a detection score §(b), we assign the following score

 Shen08(bb) - Kb -5(8)
O = = 08,5, K (b by)

(3.15)

where B is the set of all boxes in the image, OS(b,b,,) is a function that measures the
overlap of two boxes, and (b, b,) is a Gaussian Kernel in angle space (circular normal
distribution), centered at the angle of box b. The rescoring function reduces the score of
false positives as they are unlikely to overlap with other boxes that predict the same angle.

3.5 Evaluation

We focus our evaluation on viewpoint precision for two main use-case scenarios on four
datasets: WCVP, CMU-Car, VOC2007 car viewpoint, and EPFL multi-view cars. The first
case (KNOWN) is where the image contains a car for which we have a 3D CAD model
corresponding to the particular make and model. In the second case (UNKNOWN), the
image contains a car for which we do not have the exact 3D CAD model. When this is the
case, we need to fall back to a generic strategy. We create views for four representative car
models: a sedan, a van, a compact car, and a hatchback.

For each car, we create V' = 360 renders by rotating a synthetic camera around the 3D
model in increments of 2 degrees in azimuth and increments of 10 degrees for elevation
values (for elevation of 0 and 10 degrees). We train 360 exemplar correlation filters for
each one of the views and learn a reduced ensemble with X' = 20, and X = 40 ensemble
elements. For a given test image, we apply all the ensemble elements at varying scales
and locations and use their output to estimate the cross correlation response of all 360
ECFs. Finally, we apply non-maxima suppression on the predicted bounding boxes. Each
bounding box prediction is associated with a specific exemplar and we use that exemplar’s
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(a) Azimuth Estimation: WCVP

Median Angular Error
Method KNOWN UNKNOWN
EECF, K =20 10.2° 9.4°
EECF, K = 40 7.6° 8.4°
ECF full (360) 6.9° 7.5°
Glasner et al. [Glasner et al., 2012] - 12.25°

(b) Pose Estmation: CMU Car

Median Angular Error
Method Azimuth Elevation
EECFE, K =20 26.0° 3.8°
EECFE, K =40 11.48° 3.6°
ECF Full (360) 3.2° 3.0°

Glasner et al. [Glasner et al., 2012] - -

Table 3.1: (a) Median angular error in azimuth estimation for WCVP dataset. When the
car model in the image is known, using 40 filters, our ensemble exemplar correlation filter
method achieves a median error of 7.6°. When the car model is unknown a basis of 40
filters has a median error of 8.4°. Previous results on this dataset have a median error of
12.25°. (b) Median angular error in azimuth and elevation estimation for CMU Car dataset
using unknown models.

angle as our prediction. For the UNKNOWN case we follow the protocol described above,
but use filters learned from the four representative 3D models.

WCVP. The Weizmann Car Viewpoint (WCVP) dataset [Glasner et al., 2012] contains
1530 images of cars, split into 22 sets. Each set has approximately 70 images and shows
a different car model. On this dataset we evaluate both the KNOWN and the UNKNOWN
scenarios. For the KNOWN case, we obtained 10 3D CAD models of cars from this dataset
from the on-line repositories Dosch Design and Trimble 3D Warehouse. There are 683
images in the data set for these 10 models and we evaluate on those. For the UNKNOWN
case we evaluate on all the images in WCVP. Table 3.1(a) shows the median angular error
for azimuth prediction over the 10 car models tested for the KNOWN use case, and the
full dataset for the UNKNOWN use case. Using a known 3D CAD model and a full set
of exemplar correlation filters as described in Section 3.2.1 produces an angular error of
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Figure 3.4: Polar histogram of scores. The left example shows a van at an oblique angle,
with little ambiguity in the distribution of responses. The right example shows a side view
with the distinctive symmetric ambiguity.

6.9°, which is a reduction of 40% in error rate from the 12.25° reported by Glasner et
al. [Glasner et al., 2012]. Using a reduced set of 40 filters the error increases by less than
1° to 7.6°. When the model is unknown, a 40 ensemble filter produces an error of 8.4°.
This quantifies the benefits of using a known 3D CAD model, compared to the harder
problem of using a model trained on a holdout set as in [Glasner et al., 2012] or in the
UNKNOWN use case. Figure 3.4 shows a polar histograms of the predicted angles for
two examples. The figure shows a distinctive ambiguity in prediction cause by the car’s
symmetric structure.

CMU-Car. The MIT street scene data set [Bileschi, 2006] was augmented by Boddeti et
al. [Boddeti et al., 2013] with landmark annotations for 3, 433 cars. To allow for evaluation
of precise viewpoint estimation we further augment this data set by providing camera
matrices for 3,240 cars. To get the camera viewpoint matrices, we manually annotated a
3D CAD car model with the same landmark locations as the images and used the POSIT
algorithm to align the model to the images. To ensure a clean ground truth set, we then
back projected the 3D points to the 2D plane and only used cars for which the sum of
reprojection error over all landmark points was smaller than 8 pixels. The CAD model
used was different from those used later in testing.

We use CMU-Car to evaluate the UNKNOWN scenario. For each car, we use the
ground truth bounding box to crop a large image section around it (the area of the cropped
image is 3 times the area of the bounding box and may contain other cars). Figure 3.6
shows examples of detections and viewpoint prediction on this dataset. Table 3.1(b) shows
pose estimation results on this dataset. Most images in this dataset were taken from stand-
ing height which explains the low elevation error. The median error in azimuth is 11° when
using an EECF of 40 filters. Figure 3.5 (Right) shows the distribution of angular errors
for an ensemble of size 40. The errors made by the algorithm can be split in two; small
estimation errors, and 180°ambiguity errors. There are few errors in the [30°, 165°] range.
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Figure 3.5: (Left) A histogram of view errors for the VOC2007 car viewpoint dataset.
Most images were matched near their most similar pose and so there is a peak around a 1
bin error. (Right) Histogram of angular error on the CMU-Car dataset. The Median error
is 11.48°. In both cases, the smaller peak is due to the 180° symmetricity.

VOC2007 car viewpoint. In [Arie-Nachimson and Basri, 2009], Arie-Nachimson and
Basri provided viewpoint annotations for 200 cars from the PASCAL VOC 2007 test set
car category. Each car is labeled with one of 40 viewpoint labels that correspond to refer-
ence images. Figure 3.5 (Left) shows a histogram of prediction distance from true labels.
The majority of the predictions are within a distance of 2 to the ground truth label. This is
an improvement over the results of [Arie-Nachimson and Basri, 2009] which had a median
distance of 3 bins.

EPFL Multi-View Cars [Ozuysal et al., 2009]. This dataset contains 2299 images of
20 different car models. Each car is imaged at intervals of 3° for a full turn. We apply
the UNKNOWN use case on this dataset as outlined above. Using 40 ensemble filters we
achieve a median error of 19° compared with 24.83° reported in [Glasner et al., 2012]. we
refer the reader to [Movshovitz-Attias et al., 2014] for more detail about all our work.
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(b) results using an Unknown 3D model, and (c) failure cases.



3.6 Computational Efficiency

Exemplar-based approaches have been gaining popularity as they can provide state-of-
the-art detection for precise detection problems. However, these methods scale poorly; as
the desired precision of viewpoint estimation increases, the number of exemplars needed
increases as well. We present a pose-by-detection framework that considers both compu-
tational and statistical efficiency. Our approach directly optimizes discriminative power to
efficiently detect the viewpoint of an object. The need for reducing the number of applied
filters is especially prominent at the two extremes of scale: on a mobile platform where
the available computation power is limited, and on the data-center scale where the number
of images to be evaluated is vast. In lieu of reported computation times that depends on
hardware specification and implementation, we analyze the computational complexity of
our approach. Let M x C' be the size of the HOG representation of an image, and m x C'
the size of the learned filters. Furthermore let IV be the number of exemplars, and K the
size of the learned ensemble of filters. When all exemplars are convolved, the complexity
is
O(CV M log, m)

With the reduced set the complexity is
O(CKM logom +~yMKYV)

where + is the fraction of non-zero elements in A. Thus, the computational savings are
O (K/V +~K/Clog,m).

3.7 Discussion

Our method produced state-of-the-art results on the WCVP dataset and the EPFL dataset,
significantly reducing the error from previous results. Additionally, we have introduced
a new dataset, CMU-Car, for viewpoint estimation that contains more than 3000 images.
On this dataset, we achieve 11.5° azimuth error, and 3.6° elevation error by using a 40
element EECF basis. A fundamental limitation of pose-by-detection approaches, including
the method presented in this paper, is that as the precision is increased beyond a point,
it becomes increasingly harder to discriminate between nearby viewpoints, because the
underlying features are designed to provide invariance to small spatial variations. This
suggests an important direction of future work, tying feature selection into the detector
optimization. Our results clearly indicate that rendered data can be effectively used to train
computer vision systems. In Chapter 4 we scale up our use of rendered data for viewpoint
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estimation, and indeed couple feature selection to the optimization criteria using a deep
learner with a specialized loss layer.
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Chapter 4

Rendered Data Generation for
Viewpoint Estimation

4.1 Introduction

The computer vision community has been building datasets for decades. And as long as
we have been building them, we have also been fighting their dreaded biases. From the
early days of COIL-100 [Nene et al., 1996] and the Corel Stock Photos and 15 Scenes
datasets [Oliva and Torralba, 2001] up to and including newer datasets such as PASCAL
VOC [Everingham et al., 2011] and Imagenet [Deng et al., 2009] researchers have been
experiencing a universal truth: every sample of the world is biased in some way. Our
task as computer vision researchers has been to build algorithms that achieve the best
performance on these datasets. In effect, we have been “hacking” each new dataset that is
proposed - exploring it, identifying its weaknesses, and in some cases flawlessly fitting to
it.

In a now famous act of data exploration, Antonio Torralba took the training images
of the Caltech101 dataset and averaged them per class to create average representations.
Figure 4.1 shows these average images for a number of the classes. Note how objects are
centered in all images, in many classes the object is clearly visible in the image due to lack
of pose variability in the data. For an in depth analysis of the evolution of datasets (and an
enjoyable read) we refer the interested reader to Torralba and Efros [2011]. In short, there
are two main ways in which our community has addressed bias — making new datasets,
and building bigger datasets. By making new datasets we continuously get new samples of
the visual world, and make sure our techniques handle more of its variability. By making
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Figure 4.1: All training images for a number of classes from Caltech-101. Images are
averaged per class. The bias in the dataset is clearly visible.

our datasets larger we make it harder for machine learning algorithms to over-fit to the
dataset’s individual idiosyncrasies.

This approach has been remarkably successful. It requires, however, a great amount
of effort to generate new datasets and label them with ground truth annotations. Even
when great care has been taken to minimize the sampling bias it has a way of creeping in.
As an example, for our task of object viewpoint estimation, we observed clear bias in the
distribution viewpoint angles when we explored real image datasets. Figure 4.2(a) shows
the distribution of azimuth angles for the training sets of the car class of PASCAL VOC,
and the CMUCar dataset. There is clear oversampling of some angles, mainly around 0°
and 180° — Figure 4.2(b). However, with rendered data, we can control for this, and create
a completely uniform distribution. We can also adequately sample lighting conditions and
occlusions by other objects. Figure 4.3 shows various samples created for a single object,
an IKEA bed. Note how we can sample the different angles, lighting conditions, and
occlusions. We will, of course, have other types of bias, and this suggests an interesting
approach — augment real image datasets with rendered data to reduce observable bias. We
explore this idea below.

In this chapter, we scale up our use of rendered data as training samples for a 3D view-
point estimation task with the aim to understand the relationship of various parameters of
renders for visual learning. 3D viewpoint estimation is an ideal task for the use of renders,
as it requires a high degree of accuracy in labeling. We assert that a factor limiting the
success of many computer vision algorithms is the scarcity of labeled data and the preci-
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Figure 4.2: Objects have canonical viewpoints that photographs tend to capture them in.
When real images are used as a training dataset these viewpoints are oversampled. (a)
Viewpoint distribution of two real image datasets (the car class from PASCAL VOC, and
the CMUcar dataset). Note the oversampling of certain views, particularly those close to
0° and 180°. In comparison, an advantage of a dataset created from synthetic images is that
it is created to specification. The most natural distribution of training instances might be
uniform, as is shown by the dashed line. (b) Extreme Oversampling in PASCAL training
set for the Oth angle.

sion of the provided labels. For viewpoint estimation in particular the space of possible
angles is immense, and collecting enough samples of every angle is hard. Furthermore,
accurately labeling each image with the ground truth angle proves difficult for human an-
notators. As a result, most current 3D viewpoint datasets resort to one of two methods for
labeling data: (1) Provide coarse viewpoint information in the form of viewpoint classes
(usually 8 to 16). (2) Use a two step process of labeling. First, ask annotators to locate
about a dozen keypoints on the object (e.g., front-left most point on a car’s bumper), then
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Figure 4.3: Rendered images of an IKEA bed. Generating synthetic data allows us to
sample image properties in a controlled way. The top row shows sampling of viewpoint
angle. In the middle row we sample lighting conditions, and in the bottom row occlusions
by controlling the placement of night stands, and linens.

manually locate those same points in 3D space on a preselected model. Finally, perform
PnP optimization [Lepetit et al., 2009] to learn a projection matrix from 3D points to 2D
image coordinates, from which angle labels are calculated. Both methods are unsatisfy-
ing. For many downstream applications a coarse pose classification is not enough, and the
complex point correspondence based process is time consuming and expensive to crowd-
source. By generating synthetic, rendered, images one can create extremely large datasets,
with any level of granularity for the labels.

In this chapter we explore the benefits of synthetically generated data for viewpoint
estimation. We utilize a large database of accurate, highly detailed, 3D models to create
a large number of synthetic images. To diversify the generated data we vary many of the
rendering parameters. We use the generated dataset to train a deep convolutional network
using a loss function that is optimized for viewpoint estimation. Our experiments show
that models trained on rendered data are as accurate as those trained on real images. We
further show that synthetic data can be also be used successfully during validation, opening
up opportunities for large scale evaluation of trained models.
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Figure 4.4: A number of models from our database of highly detailed 3D CAD models of
cars. It contains a large variety of car types. Notice some of the variablity we introduce in
the rendering process. For example, consider the car in the top-right corner. It is lighted
with a low intensity, yellowish light. In comparison, the cars below it are lighted with a
particularly strong, white, light.

4.2 Data Generation Process

To highlight the benefits of synthetic data we opt to focus on the car object class. We
use a database of 91 highly detailed 3D CAD models obtained from Dosch Design' and
Turbo Squid®. Figure 4.4 shows a few of the models used. For each model we perform
the following procedure. We define a sphere of radius R centered at the model. We create
virtual cameras evenly spaced on the sphere in one degree increments over rings at 5
elevations: —5°,0°,10°,20°, 30°. Each camera is used to create a render of one viewpoint
of the object. For each rendered image we modify the following rendering parameters:

Lighting position We uniformly sample the location of a directed light on the sphere, in
elevations between 10° to 80°.

Light Intensity We uniformly sample the Luminous power (total emitted visible light
power measured in lumens) betwen 1,400 and 10,000. A typical 100W incandescent
light bulb emits about 1500 lumens of light, and normal day light is between 5,000
and 10,000 lumens. The amount of power needed by the light source also depends
on the size of the object, and the distance of the light source from it. As models

'www.doschdesign.com
2www.turbosquid.com
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Figure 4.5: Temperature of light sources used in rendering process. We randomly choose
one of these temperatures when for each render created by our system.

were built at varying scales, the sampling of this parameter might require some
adjustments between models.

Light Temperature We randomly pick one of K = 9 different light temperature profiles.
Each profile is designed to mimic a real world light scenario, such as midday sun,
tungsten light bulb, overcast sky, halogen light, etc.

Camera F-stop We sample the camera aperture F-stop uniformly between 2.7 and 8.3.
This parameter controls both the amount of light entering the camera, and the depth
of field in which the camera retains focus.

Camera Shutter Speed We uniformly sample shutter speeds between 1/25 and 1/200 of a
second. This parameters controls the amount of light entering the camera.

Lens Vignetting This parameter simulates the optical vignetting effect of real world cam-
eras. Vignetting is a reduction of image brightness and saturation at the periphery
compared to the image center’. For 25% of the images we add vignetting with a
constant radius.

Background Each rendered image is layered with a natural image background patch. The
patches are randomly selected from PASCAL training that are not from the “Car”
class.

For rendering the images we use 3DS MAX, with the production quality VRAY render-
ing plug-in [vra]. There has been considerable evidence that data augmentation methods
can contribute to the accuracy of trained deep networks [Wu et al., 2015]. Following this,
we also augment our rendered images by creating new images in the following way

Compression Effects Most of the images that the trained classifier will get to observe
during test time are JPEG compressed images. Our renders are much cleaner, and

3https://en.wikipedia.org/wiki/Vignetting
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are saved in lossless PNG format. In most cases JPEG compression is not visually
distinctive enough to be noticed by human observers, but it was shown that these
compression artifacts can influence classifier performance. We therefore JPEG com-
press all our renders.

Color Cast For each channel of the image, with probability 50% we add a constant value
sampled uniformly in (—20, 20).

Channel Swap With probability 50% we randomly swap the color channels.

Image degradation Some ground truth bounding boxes in the PASCAL dataset are very
small. The resulting object resolution is much different than our higher resolution
rendered images. In order for the deep model to learn to classify correctly these
lower resolution images, we first estimate the bounding box area using the PASCAL
training set, and then down-sample 25% of our images to a size that falls in the lower
30% of the distribution.

Occlusions We want our model to be robust to occlusions. We therefore randomly place
rectangular patches either from the PASCAL training set, or of uniform color, on the
images. The width and height of the rectangle are uniformly sampled to be between
20% and 60% of the image size.

Finally, we perform a train/test split of the data such that images from 90 models
are used for training, and one model is held out for testing. The resulting datasets have
819,000 and 1,800 images respectively. Figure 4.6(a) shows a number of rendered car
images after the application of the data augmentation methods listed above. We name this
dataset RenderCar.

With the steady increase in computational power, the lowered cost of rendering soft-
ware, and the availability of 3D CAD models, for the first time it is now becoming possible
to fully model not just the object of interest, but also its surrounding environment. Fig-
ure 4.6(b) shows a fully rendered images from one such scene. Rendering such a fully
realistic image takes considerably more time and computational resources than just the
model. Note the interaction between the model and the scene — shadows, reflections, etc.
While we can not, at the moment, produce a large enough dataset of such renders to be
used for training purposes, we can utilize a smaller set of rendered scene images for val-
idation. In Section 4.4 we show that such a set is useful for evaluating models trained on
real images.
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(a) Sample Images From RenderCar (b) Fully Rendered Scene

Figure 4.6: (a) A number of training images after application of all data augmentation
processing methods. The natural backgrounds are randomly selected from PASCAL train-
ing images from all but the car class. (b) To Evaluate the usefulness of rendered images
as validation data we construct a scene in which the object is placed in a fully modeled
environment. We then render fully realistic images of the object from 360 views. We
term this dataset RenderScene, and report performance on it of models trained on real and
synthetic images. In Table 4.1, we show that the RenderScene dataset is challenging for
models trained on real images.

4.3 Deep Network Architecture and Loss Function

Following the success of deep learning based approaches in object detection and classifi-
cation, We base our network architecture on the widely used AlexNet model [Krizhevsky
et al., 2012] with a number of modifications. Figure 4.7 shows our modified AlexNet ar-
chitecture. The most important of those changes is our introduced loss function. Most
previous work on viewpoint estimation task have simply reduced it to a regular classifi-
cation problem. The continuous viewpoint space is discretized into a set of class labels,
and a classification loss, most commonly SoftMax loss, is used to train the network. This
approach has a number of appealing properties: (1) SoftMax is a well understood loss and
one that has been used successfully in many computer vision tasks. (2) The predictions
of a SoftMax are associated with probability values that indicate the model’s confidence
in the prediction. (3) The classification task is easier than a full regression to a real value
angle which can reduce over-fitting.

There is one glaring problem with this reduction - it does not take into account the
circular nature of angle values. The discretized angles are just treated as class labels, and
any mistake the model makes is penalized in the same way. There is much information
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Figure 4.7: Our model is based on the popular AlexNet architecture, with a number of
modifications. The most important is a new loss layer based on a weighted SoftMax, with
weights established according to a Von Mises distance Kernel. The loss layer encour-
ages similarities in estimation between nearby views. Note also that we reduce the fc6
fully connected layer to 256 neurons. This dimensionality reduction reduces over- fitting.
Visualization modified with permission from [Karnowski, 2015].

that is lost if the distance between the predicted angle and the ground truth is not taken into
account when computing the error gradients. We therefore propose to use a generalization
of the SoftMax loss function that allows us to take into account distance-on-a-ring between
the angle class labels:

K
Z wy, 1108 (Pn.k) 4.1)

1 k=1

] =

1
N

n

where N is the number of images, K the number of classes, /,, the ground truth label of
instance 7, and p,, the probability of the class £ in example n. wy, j is a Von Mises kernel

centered at [,
min(|l, — k|, K — |l, — k)
- ), 4.2)

wlmk = exp(— o

where o controls the width of the kernel.

The Von Mises kernel implements a circular normal distribution centered at 0°. This
loss formulation penalizes predictions that are far away, in angle space, more than smaller
mistakes. By acknowledging the different types of mistakes, there is more information that
flows back through the gradients. An intuitive way to understand this loss, is as a matrix
of class-to-class weights as is shown in Figure 4.8. The y-axis shows true class, and the
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Figure 4.8: Visualization of the Von Mises kernel used in our proposed loss function (4.2).
The y-axis shows true class, and the z-axis shows the predicted class. The values indicate
the weights w. Weight is given to nearby classes to penalize smaller mistakes less severely.
This guides the optimization procedure smoothly towards the correct angle.

x-axis shows the predicted class. The values indicate the weights w. A standard Softmax
loss would have a weight of 1 on the diagonal of the matrix, and zero anywhere else. In the
angle-aware version, some weight is given to nearby classes, and there is a wrap around,
such that there is also weight that is given when the distance between the predicted and
true class crosses the 0° boundary (Note the values at the top-right and bottom-left corners
of the matrix). See Section 4.4 for a comparison between this loss function and standard
Softmax.

4.4 Evaluation

Our main objective is to evaluate the usefulness of synthetic, rendered, data as a train-
ing tool. We start by comparing the result of the deep network architecture described in
Section 4.3 on two fine-grained viewpoint estimation datasets. The datasets used are:

CMU-Car. The MIT street scene data set [Bileschi, 2006] was augmented by Boddeti et
al. [Boddeti et al., 2013] with landmark annotations for 3, 433 cars. To allow for evaluation
of precise viewpoint estimation we further augment this data set by providing camera
matrices for 3,240 cars. To get the camera viewpoint matrices, we manually annotated a
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3D CAD car model with the same landmark locations as the images and used the POSIT
algorithm to align the model to the images. To ensure a clean ground truth set, we then
back projected the 3D points to the 2D plane and only used cars for which the sum of
reprojection error over all landmark points was smaller than 8 pixels. The CAD model
used was different from those used to generate renders.

PASCAL3D+. The dataset built by [Xiang et al., 2014] augments 12 rigid categories of the
PASCAL VOC 2012 with 3D annotations. Similar to above, the annotations were collected
by manually matching correspondence points from CAD models to images. On top of
those, more images are added for each category from the ImageNet dataset. PASCAL3D+
images exhibit much more variability compared to the existing 3D datasets, and on average
there are more than 3,000 object instances per category. Most prior work however do not
use the added ImageNet data and restrict themselves to only the images from PASCAL
VOC 2012.

We also define two synthetic datasets, which consist the the two types of rendered
images described in Section 4.2 — RenderCar and RenderScene. The RenderCar dataset
includes images from the entire set of 3D CAD models of vehicles. We use the vari-
ous augmentation methods described above. For RenderScene we use a single car model
placed in a fully modeled environment which depicts a fully realistic industrial scene as
shown in figure 4.6(b), rendered over all 1800 angles as described in Section 4.2.

We focus our evaluation on the process of viewpoint prediction, and work directly on
ground truth bounding boxes. Most recent work on detecting objects and estimating their
viewpoint, first employ an RCNN style bounding box selection process.

We split each dataset into train/validation sets and train a separate deep model on each
one of the training sets. We then apply every model to the validation sets and report the
results. We perform viewpoint estimation on ground truth bounding boxes for images of
the car class. For PASCAL3D+ and CMUCar these bounding boxes were obtained using
annotators, and for the rendered images these were automatically created as the tightest
rectangle that contains all pixels that belong to the rendered car.

Figure 4.9 shows the median angular azimuth error of 4 models when evaluated on the
PASCAL validation set. While the model trained on PASCAL performs better than the one
trained on rendered data it has an unfair advantage - the rendered model needs to overcome
domain adaptation as well as the challenging task of viewpoint estimation. Note that the
model trained on rendered data performs much better than the one trained on CMUCzar.
To us this indicates that some of the past concerns about generality of models trained from
synthetic data may be unfounded. It seems that the adaptation task from synthetic data is
not harder than from one real image set to another. Lastly note that best performance is
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Figure 4.9: Median angular error on the PASCAL test set for models trained on PASCAL,
CMUCar, and RenderCar. The model trained on PASCAL is the best model trained on a
single dataset, but it has the advantage of having access to PASCAL images during train-
ing. Note that the model trained on synthetic data performs better than the one trained on
CMUCar. When combining both rendered and real images, performance increases. This
is not only due to an increase in the number of images. A model trained on a combination
of PASCAI and CMUCar images does not perform as well.

achieved when combining real data with synthetic data. This model achieves better per-
formance than when combining PASCAL data with images from CMUCar. As CMUCar
images are all street scene images taken by a standing person they have a strong bias, and
do not add much to a model’s ability to generalize.

Figure 4.10 shows a number of example results on the ground truth bounding boxes
from the PASCAL3d+ test set. Successful predictions are shown in the top two rows,
and failure cases in the bottom row. The test set is characterized by many cropped and
occluded images, some of very poor image quality. Mostly the model is robust to these,
but when it fails it is usually due to these issues, or the 180° ambiguity.

Table 4.1 shows model error for azimuth estimation for all train/validation combina-
tions. First, it is easy to spot dataset bias - the best performing model on each dataset is the
one that was trained on a training set from that dataset. This is consistent with the findings
of [Torralba and Efros, 2011] which show that there are strong dataset bias effects. It is
also interesting to see that some datasets are better for generalizing than others. The two
right most columns average prediction error across multiple datasets. The Avg column
averages across all datasets, and Avg On Natural averages the results on the 3 columns
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Validation
PASCAL CMUCar RenderCar Render PASCAL+ Avg AvgOn

Training Full Scene  CMUcar Natural
PASCAL 16° 6° 18° 14° 8° 12.4° 10°
CMUCar 29.5° 2° 27° 13° 5° 15.3°  12.17°
RenderCar 18° 6° 2° 8° 8° 8.4° 10.67°
PASCAL + o o o o o R o
CMUCar 15 3 13 9 5 9 7.67
PASCAL + o R o o R o R
RenderCar 11 6 4 6 6 6.6 7.67
CMUCar + . . o o o o o
RenderCar 15 2 2 5 4 5.6 7
PASCAL +

CMUCar + 12° 2° 1° 8° 3° 5.2° 5.67°
RenderCar

Table 4.1: Median Angular Error of car viewpoint estimation. The estimation is done on
ground truth bounding boxes. Note the distinct effect of dataset bias - the best model on
each dataset is the one that was trained on a training set from the same dataset. Also note
that, on average, the model trained on rendered images performs similarly to that trained on
PASCAL, and better than one that is trained on the CMUCar dataset. Combining rendered
data with natural images produces lower error than when combining two natural-image
datasets. Combining all three datasets provides lowest error.

that use natural images for testing. Notice that the model trained on PASCAL data per-
forms better overall than the one trained on CMUcar. Also notice that the model trained
on RenderCar performs almost as well as the one trained on PASCAL. When combining
data from multiple datasets the overall error is reduced. Unsurprisingly, combining all
datasets produces the best results. It is interesting to note, however, that adding rendered
data to one of the natural image datasets produces better results than when combining the
two real-image ones. We conclude that this is because the rendered data adds variation
in two ways: (1) It provides access to regions of the label space that were not present in
the small natural- image datasets. (2) The image statistics of rendered images are different
than those of natural images and the learner is forced to generalize better in order to clas-
sify both types of images. We further examine the effect of combining real and synthetic
data in Sections 4.4.2 and 4.4.1.
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Figure 4.10: Example results of our proposed method on a sample of images from the test
set of PASCAL3D+. Below each image we show the viewpoint probabilities assigned by
the model (blue), predictions (red), and ground truth (green). Last row shows failure cases.
Heavy occlusion or cropping and 180° ambiguity are the most common failures.
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Figure 4.11: We evaluate the effect of render quality by creating 3 different conditions.
The basic case uses simple object material, and ambient lighting (top row). Our interme-
diate setup has complex material and ambient lighting (middle row), and the sophisticated
case has complex material, and directional lighting whose location, color, and strength are
randomly selected.

m

4.4.1 Render Quality

Renders can be created in varying degrees of quality and realism. Simple, almost cartoon-
like renders are fast to generate, while ones that realistically model the interplay of light-
ing and material can be quite computationally expensive and time consuming. Are these
higher quality renders worth the added cost?

Figure 4.11 shows 3 render conditions we use to evaluate the effect of render quality
on system performance. The top row shows the basic condition, renders created using
simplified model materials, and uniform ambient lighting. In the middle row are images
created using a more complex rendering procedure — the materials used are complex. They
more closely resemble the metallic surface of real vehicles. We still use ambient lighting
when creating them. The bottom row shows images that were generated using complex
materials and directional lighting. The location, color, and strength of the light source are
randomly selected.

Figure 4.12 shows median angular error as a function of dataset size for the 3 render
quality conditions. We see that when the rendering process becomes more sophisticated
the error decreases. Interestingly, when using low quality renders the error increases once
there are too many renders and they dominate the training set. We do not see this phenom-
ena with higher quality renders. We conclude that using complex materials and lighting is
an important aspect of synthetic datasets.
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Figure 4.12: Error as a function of dataset size for the 3 render quality conditions described
in Figure 4.11. All methods add rendered images to the PASCAL training set. There is a
decrease in error when complex model materials are used, and a further decrease when we
add random lighting conditions.

Training Set
PASCAL Render Adaptive Balancing Random Balancing
Median Angular Error 26.5° 26.0° 16.0° 17.5°

Table 4.2: Median angular error on a sample of the PASCAL test set which is uniformly
distributed in angle labels. When all angles are equally represented the performance of
rendered based training set is superior.

4.4.2 Balancing a Training Set Using Renders

So far we have seen that combining real images with synthetically generated ones improves
performance. Intuitively this makes sense, the model is given more data, and thus learns
a better representation for the task. But is there something more than that going on?
Consider a trained model. What are the properties we would want it to have? We would
naturally want it to be as accurate as possible. We would also want it to be unbiased — to
be similarly accurate in all locations in feature/label space. But biases in the training set
makes it hard to achieve this. This is one way in which rendered data can be useful.

In Figure 4.13 we quantify this requirement. It shows the accuracy of 3 different
models as a function of the angle range in which they are applied. For example, a model
trained on 5,000 PASCAL images (top row), has a little bit over 80% accuracy when it is
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Figure 4.13: Evaluating model accuracy as a function of test image angle. The model
evaluated in the top row was trained on PASCAL images. Ideally a model should perform
uniformly well across all angles. However, we see that the accuracy mirrors the train
set distribution (see Figure 4.2). We calculate the entropy of each distribution to show
deviation from uniform. The model shown in the middle row was trained on rendered
images. Its entropy is higher, but surprisingly it is not uniform as well. This is due to
biases in the test set. The bottom row shows the accuracy distribution of a model for
which rendered images were used to balance the training set. We see that its entropy is
highest. All models are tested on PASCAL test images.
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applied at test time on images with a ground truth label in [0, 9].

We want the shape of the accuracy distribution to be as close to uniform as possible.
Instead, we see that the model performs much better on some angles, such as [0, 30], than
others, [80,100]. If the shape of the distribution seems familiar it is because it closely
mirrors the training set distribution shown in Figure 4.2. We calculate the entropy of
each model’s accuracy distribution as a tool for comparison. Higher entropy indicates a
more uniform distribution. Total uniformity would have a score of 5.88. When using a
completely balanced training set of rendered images (2nd row), the test entropy increases.
This is a positive sign, as the model contains less angle bias.

Rendered images can be used as a way to balance the training set to reduce bias while
still getting the benefits of natural images. We experiment with two methods for balancing
which we call adaptive balancing (3rd row), and random balancing (bottom row). In adap-
tive balancing we sample each angle reversely proportional to its frequency in the training
set. This method transforms the training set to uniform using the least number of images.
In random balancing the added synthetic images are sampled uniformly. As the ratio of
rendered images in the training set increases, the set becomes more uniform. For this ex-
periment both methods added 2,000 images to the PASCAL training set. Interestingly, the
two balancing methods have a similar prediction entropy. However, no method’s distribu-
tion is completely uniform. From that we can conclude that there are biases in the test data
other than angle distribution, or that some angles are just naturally harder to predict than
others.

These results raise an interesting question: how much of the performance gap we have
seen between models trained on real PASCAL images, and those trained on rendered data
stems from the angle bias of the test set? Table 4.2 shows the median errors of these
models on a sample of the PASCAL test set in which all angles are equally represented.
Once the test set is uniform we see that models based on a balanced training set perform
best, and the model trained solely on PASCAL images has the worst accuracy.

Lastly, we hold constant the number of images used for training and vary the proportion
of rendered images. Table 4.3 shows the error of models trained with varying proportions
of real-to-rendered data. Models are trained using 5,000 images — the size of the PASCAL
training set. Notice that there is an improvement when replacing up to 50% of the images
with rendered data. This is likely due to the balancing effect of the renders on the angle
distribution which reduces bias. When most of the data is rendered, performance drops.
This is likely because the image variability in renders is smaller than real images. More
synthetic data is needed for models based purely on it to achieve the lowest error — 18°.
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Rendered Image Proportion in Training Set

0% 25% 50% 75% 100%
Median Angular Error 16° 14° 14° 15° 22°

Table 4.3: Median angular error on a the PASCAL test set as a function of the proportion
of rendered images used in training. We keep the size of the training set fixed at 5,000
images (the full size of the PASCAL training set) and modify the proportion of rendered
images used. Notice that there is an improvement by replacing up to 50% of the images
with renders. The renders help balance the angle distribution and reduce bias.

Training Set Size
10k 50k 330k 820k
SM wSM | SM  wSM | SM wSM | SM wSM

Median Angular Error 31° 27.5° | 54.5°  21° ‘26O 21.5° | 23° 18°

Table 4.4: Effect of training set size and loss layer. Up to and including 330,000 images,
all training sets were comprised of 50% cropped images. For the biggest training set, all
images after the first 330,000 were random crops of former images. We generally see
a trend of better performance with increased size of training set, but the effect quickly
diminishes. Clearly, more than just the raw size of the rendered training set influences
performance. The Von Mises weighted SoftMax (wSM) performs better for each training
set size than regular SoftMax (SM).

4.4.3 Size of Training Set

We examine the role of the raw number of generated images in performance. We keep the
number of models constant at 90, and uniformly sample rendered images from our large
pool of rendered images. Many of the images in PASCAL are only partially visible, and
we want the models to learn this, so in each set half the rendered images show full cars,
and half contain random 60% crops Table 4.4 summarizes the results of this experiment.
Better performance is achieved when increasing the number of renders, but there are di-
minishing returns. There is a limit to the variability a model can learn from a fixed set of
CAD models, and one would need to increase the size of the model set to overcome this.
Obtaining a large amount of 3D models can be expensive and so this motivates creation of
large open source model datasets.
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o 2 3 4 10 15
Effective Width 6° 8 12° 30° 50°

Median Angular Error 13 14 14 13 15

Table 4.5: Effect of kernel width. o values for the Von Mises kernel used as a loss function.
The loss function is not sensitive to the selection of kernel width.

4.4.4 Loss Layer

An interesting property of the Von Mises kernel-based weighted SoftMax loss function
is that it is impossible to obtain zero loss. In a regular SoftMax, if the model assigns
100% probability to the correct class it can achieve a loss of zero, but in the weighted
case, when there is some weight assigned to more than one class, a perfect prediction will
actually result in infinite loss — if the correct class has 100% probability, then all other
classes have probability value of zero, and so the log-loss assigned to it will be infinite.
Minimum loss will be reached when prediction probabilities are spread out across nearby
classes. This is both a downside of this loss function, but also its strength. It does not allow
the model to make wild guesses at the correct class. Nearby views are required to have
similar probabilities. In a way we are trading some angle resolution with added stability
of prediction.

Table 4.4 compares the results of SoftMax loss based models and models trained using
our weighted SoftMax layer over a number of rendered dataset sizes. The weighted loss
layer performs better for all dataset sizes. This confirms our hypothesis that viewpoint
estimation should not be treated as a standard classification task. Most experiments in this
section were performed using o = 2 as the standard deviation of the Von Mises kernel in
Equation (4.2). This amounts to an effective width of 6°, meaning that predictions that are
farther away from the ground truth prediction will not be assigned any weight. Table 4.5
shows the effect of varying this value. Interestingly we see that the method is fairly robust
to this parameter, and performs well for a wide range of values. It appears that even a
relatively weak correlation between angles provides benefits.

4.4.5 Occlusion

The PASCAL test data contains many instances in which the car is partially occluded.
When augmenting the synthetic data we add randomly sized occlusions to a subset of the
rendered images. Table 4.6 shows the effect on performance of the added occlusions. It
is clear that there is some benefit from generating occlusions, but when too many of the
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Proportion of training
images with occlusion
00 0.1 035 04 05 1.0

Median Angular Error 25 25 21 25 28 26

Table 4.6: Effect of added occlusions to the training set. All models evaluated used
datasets of 50,000 rendered images.

training images are occluded it becomes harder for the model to learn. What is the best
way to generate occlusions? In our work we have experimented with simple, single color,
rectangular occlusions, as well as occlusions based on random patches from PASCAL. We
saw no difference in model performance. It would be interesting to examine the optimal
spatial occlusion relationship. This is likely to be object class dependent.

4.5 Discussion

In this chapter we proposed the use of synthetically generated rendered images as a way to
automatically build datasets for viewpoint estimation. We have shown that the accuracy of
models trained on rendered images is close to the accuracy when training on real images,
and is even at times higher. We have noticed that the gap in performance can be explained
by domain adaptation. Moreover, models trained on a combination of synthetic data and
natural images perform better than ones trained only on real images.

The need for large scale datasets is increasing due to the growing size of the models
researchers build. Based on the results detailed here we believe that synthetic data should
be an important part of any strategy for creating datasets. Most realistically we feel that a
combination a small set of real images, carefully annotated by human operators, combined
with a larger number of synthetic renders, with automatically assigned labels, will provide
the best cost-to-benefit ratio.

This strategy is not limited to viewpoint estimation, and can be employed for a range
of computer vision tasks. Specifically we feel that future research should focus on human
pose estimation, depth prediction, wide-baseline correspondence learning, and structure
from motion.
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Chapter 5

Ontological Supervision for Fine
Grained Classification of Street View
Storefronts

5.1 Introduction

Following the popularity of smart mobile devices, search engine users today perform a
variety of locality-aware queries, such as Japanese restaurant near me, Food nearby open
now, or Asian stores in San Diego. With the help of local business listings, these queries
can be answered in a way that is tailored to the user’s location.

Creating accurate listings of local businesses is time consuming and expensive. To
be useful for the search engine, the listing needs to be accurate, extensive, and impor-
tantly, contain a rich representation of the business category. Recognizing that a JAPANESE
RESTAURANT is a type of ASIAN STORE that sells FOOD, is essential in accurately answer-
ing a large variety of queries. Listing maintenance is a never ending task as businesses
often move or close down. In fact it is estimated that 10% of establishments go out of
business every year, and in some segments of the market, such as the restaurant industry,
the rate is as high as 30% [Parsa et al., 2005].

The turnover rate makes a compelling case for automating the creation of business
listings. For businesses with a physical presence, such as restaurants and gas stations, it is
a natural choice to use data from a collection of street level imagery. Probably the most
recognizable such collection is Google Street View which contains hundreds of millions
of 360° panoramic images, with geo-location information.
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Figure 5.1: The multi label nature of business classification is clear in the image on the left;
the main function of this establishment is to sell fuel, but it also serves as a convenience
store. The remaining images show the fine grained differences one expects to find in
businesses. The shop in the middle image is a grocery store, the one on the right sells
plumbing supplies; visually they are similar.

In this work we focus on business storefront classification from street level imagery.
We view this task as a form of multi-label fine grained classification. Given an image of
a storefront, extracted from a Street View panorama, our system is tasked with providing
the most relevant labels for that business from a large set of labels. To understand the
importance of associating a business with multiple labels, consider the gas station shown in
Figure 5.1 (left). While its main purpose is fueling vehicles, it also serves as a convenience
or grocery store. Any listing that does not capture this subtlety will be of limited value to
its users. Similarly, stores like Target or Walmart sell a wide variety of products from fruit
to home furniture, all of which should be reflected in their listings. The problem is fine
grained as business of different types can differ only slightly in their visual appearance.
An example of such a subtle difference is shown in Figure 5.1 (right). The top image
shows the front of a grocery store, while the image on the bottom is of a plumbing supply
store. Visually they are similar. The discriminative information can be very subtle, and
appear in varying locations and scales in the image; this, combined with the large number
of categories needed to cover the space of businesses, require large amounts of training
data.

The contribution of this work is two fold. First, we provide an analysis of challenges
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Figure 5.2: Examples of 3 businesses with their names blurred. Can you predict what
they sell? Starting from left they are: Sushi Restaurant, Bench store, Pizza place. The
intra-class variation can be bigger than the differences between classes. This example
shows that the textual information in images can be important for classifying the business
category. However, relying on OCR has many problems as discussed in Section 5.2.

of a storefront classification system. We show that the intra-class variations can be larger
than differences between classes (see Figure 5.2). Textual information in the image can
assist the classification task, however, there are various drawbacks to text based models:
Determining which text in the image belongs to the business is a hard task; Text can be in
a language for which there is no trained model, or the language used can be different than
what is expected based on the image location (see Figure 5.3). We discuss these challenges
in detail in Section 5.2.

Finally, we propose a method for creating large scale labeled training data for fine
grained storefront classification. We match street level imagery to known business infor-
mation using both location and textual data extracted from images. We fuse information
from an ontology of entities with geographical attributes to propagate category informa-
tion such that each image is paired with multiple labels with different levels of granularity.
We then train a Deep Convolutional Network that achieves human level accuracy.

5.2 Challenges in Storefront Classification

Large Within-Class Variance. Predicting the function of businesses is a hard task. The
number of possible categories is large, and the similarity between different classes can be
smaller than within class variability. Figure 5.2 shows three business storefronts. Their
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names have been blurred. Can you tell the type of the business without reading its name?
Two of them are restaurants of some type, the third sells furniture, in particular store
benches (middle image). It is clear that the text in the image can be extremely useful for
the classification task in these cases.

Extracted Text is Often Misleading. The accuracy of text detection and transcription in
real world images has increased significantly over the last few years [Wang and Belongie,
2010, Nguyen et al., 2014b], but relying on the ability to transcribe text has drawbacks.
We would like a method that can scale up to be used on images captured across many
countries and languages. When using extracted text, we need to train a dedicated model
per language, this requires a lot of effort in curating training data. Operators need to mark
the location, language and transcription of text in images. When using the system it would
fail if a business had a different language than what we expect for its location or if we are
missing a model for that language (Figure 5.3a). Text can be absent from the image, and
if present can be irrelevant to the type of the business. Relying on text can be misleading
even when the language model is perfect; the text can come from a neighboring business,
a billboard, or a passing bus (Figure 5.3b). Lastly, panorama stitching errors may distort
the text in the image and confuse the transcription process (Figure 5.3c).

However, it is clear that the textual parts of the image do contain information that
can be helpful. Ideally we would want a system that has all the advantages of using text
information, without the drawbacks mentioned. In Section 5.5.3 we show that our system
implicitly learns to use textual cues, but is more robust to these errors.

Business Category Distribution. The natural distribution of businesses in the world ex-
hibits a clear “long tail”. Some businesses (such as McDonalds) are very frequent, but
most of the mass of the distribution is in the large number of businesses that only have
one location. This same phenomena is also true of categories. Some labels can have an
order of magnitude more samples than others. As an example, for the FOOD AND DRINK
category which contains restaurants, bars, cafes, etc, we have roughly 300,000 images,
while for the LAUNDRY SERVICE label our data contains only 13,000 images. We note
that a large part of the distribution’s mass is in these smaller categories.

Labeled Data acquisition. Acquiring a large set of high quality labeled data for training is
a hard task in and of itself. We provide operators with Street View panoramas captured at
urban areas in many cities across Europe, Australia, and the Americas. The operators are
asked to mark image areas that contain business related information. We call these areas
biz-patches. This process is not without errors. Figure 5.4 shows a number of common
mistakes made by operators. The operators might mark only the business signage (5.4a),
an area that is too large and contains unneeded regions (5.4b), multiple businesses in the
same biz- patch (5.4c).
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(a) Unexpected Language (b) Misleading Text (c) Stitching Errors (d) Absent Text

Figure 5.3: Text in the image can be informative but has a number of characteristic points
of failure. (a) Explicitly transcribing the text requires separate models for different lan-
guages. This requires maintaining models for each desired language/region. If text in one
language is encountered in a an area where that language was not expected, the transcrip-
tion would fail. (b) The text can be misleading. In this image the available text is part of
the Burger King restaurant that is behind the gas station. (c) Panorama stitching errors can
corrupt text and confuse the transcription process. (d) Textual information can be absent
altogether from the image.

(a) Area Too Small (b) Area Too Large (c) Multiple Businesses

Figure 5.4: Common mistakes made by operators: a red box shows the area marked by an
operator, a green box marks the area that should have been selected. (A) Only the signage
is selected. (B) An area much larger than the business is selected. (C) Multiple businesses
are selected as one business.
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5.3 Ontology Based Generation of Training Data

Learning algorithms require training data. Deep Learning methods in particular are known
for their need of large quantities of training instances, without which they overfit. In
this section we describe a process for collecting a large scale training set, coupled with
ontology-based labels.

To build a training set we need to create a matching between an extracted biz-patch p
and a set of relevant category labels. As a first step, we match a biz-patch with a particular
business instance from a database of previously known businesses 3 that was manually
verified by operators. We use the textual information and geographical location of the
image to match it to a business. We detect text areas in the image, and transcribe them
using an OCR software. This process suffers from the drawbacks of extracting text, but is
useful for creating a set of candidate matches. This provides us with a set S of text strings.
The biz-patch is geolocated and we combine the location information with the textual data.
For each known business b € B, we create the same description, by combining its location
and the set 7 of all the textual information that is available for it; name, telephone number,
operating hours, etc. We decide that p is a biz-patch of the business b if the physical
distance between them is less than approximately one city block, and enough extracted
text from S matches 7.

Using this technique we create a set of 3 million pairs (p,b). However, due to the
factors that motivated our work, the quality and completeness of the information varies
greatly between businesses. For many businesses we do not have category information.
Moreover, the operators who created the database were inconsistent in the way they se-
lected categories. For example, a McDonalds can be labeled as a HAMBURGER RESTAU-
RANT, a FAST FOOD RESTAURANT, a TAKE AWAY RESTAURANT, etc. Itis also plausible
to label it simply as RESTAURANT. Labeling similar businesses with varying labels will
confuse the learner.

We address this in two ways. First, by defining our task as a multi label problem we
teach the classifier that many categories are plausible for a business. This, however, does
not fully resolve the issue — When a label is missing from an example, the image is ef-
fectively used as a negative training instance for that label. It is important that training
data uses a consistent set of labels for similar businesses. Here we use a key insight: the
different labels used to describe a business represent different levels of specificity. For
example, a hamburger restaurant is a restaurant. There is a containment relationship be-
tween these categories. Ontologies are a commonly used resource, holding hierarchical
representations of such containment relations [Bhogal et al., 2007, Noy, 2004]. We use
an ontology that describes containment relationships between entities with a geographical
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Figure 5.5: Using an ontology that describes relationships between geographical entities
we assign labels at multiple granularities. Shown here is a snippet of the ontology. Start-
ing from the ITALIAN RESTAURANT concept (diamond), we assign all the predecessors’
categories as labels as well (shown in blue).

presence, such as RESTAURANT, PHARMACY, and GAS STATION. Our ontology, which
is based on Google Map Maker’s ontology, contains over 2,000 categories. For a pair
(p, b) for which we know the category label ¢, we locate ¢ in the ontology. We follow
the containment relations described by the ontology, and add higher-level categories to the
label set of p. The most general categories we consider are: ENTERTAINMENT & RECRE-
ATION, HEALTH & BEAUTY, LODGING, NIGHTLIFE, PROFESSIONAL SERVICES, FOOD
& DRINK, SHOPPING. Figure 5.5 shows an illustration of this process on a snippet from
the ontology. Starting from an ITALTAN RESTAURANT, we follow containment relations
up predecessors in the ontology, until FOOD & DRINK is reached.

This creates a large set of pairs (p, s) where p is a biz-patch image and s is a matching
set of labels with varying levels of granularity. To ensure there is enough training data
per label we omit labels whose frequency in the dataset is very low and are left with 1.3
million biz-patches and 208 unique labels.

63



5.4 Model Architecture and Training

We base our model architecture on the winning submission for the ILSVRC 2014 clas-
sification and detection challenges by Szegedy et al. named GooglLeNet [Szegedy et al.,
2014]. The model expands on the Network-in-Network idea of Lin et al. [Lin et al., 2013]
while incorporating ideas from the theoretical work of Arora et al. [Arora et al., 2013].
Szegedy et al. forgo the use of fully connected layers at the top of the network and, by
forcing the network to go through dimensionality reduction in middle layers, they are able
to design a model that is much deeper than previous methods, while dramatically reducing
the number of learned parameters. We employ the DistBelief [Dean et al., 2012] imple-
mentation of deep neural networks to train the model in a distributed fashion.

We create a train/test split for our data such that 1.2 million images are used for training
the network and the remaining 100,000 images are used for testing. As a business can be
imaged multiple times from different angles, the splitting is location aware. We utilize
the fact that Street View panoramas are geotagged. We cover the globe with two types of
tiles. Big tiles with an area of 18 kilometers, and smaller ones with area of 2 kilometers.
The tiling alternates between the two types of tiles, with a boundary area of 100 meters
between adjacent tiles. Panoramas that fall inside a big tile are assigned to the training
set, and those that are located in the smaller tiles are assigned to the test set. This ensures
that businesses in the test set were never observed in the training set while making sure
that training and test sets were sampled from the same regions. This splitting procedure is
fast and stable over time. When new data is available and a new split is made, train/test
contamination is not an issue as the geographical locations are fixed. This allows for
incremental improvements of the system over time.

We first pretrain the network using images and ground truth labels from the ImageNet
large scale visual recognition challenge with a Soft Max top layer, and once the model has
converged we replace the top layer, and continue the training process with our business
image data. This pretraining procedure has been shown to be a powerful initialization for
image classification tasks [Razavian et al., 2014, Chatfield et al., 2014]. Each image is
resized to 256 x 256 pixels. During training random crops of size 220 x 220 are given
to the model as training images. We normalize the intensity of the images, add random
photometric changes and create mirrored versions of the images to increase the amount
of training data and guide the model to generalize. During testing a central box of size
220 x 220 pixels is used as input to the model. We set the network to have a dropout
rate of 70% (each neuron has a 70% chance of not being used) during training, and use
a Logistic Regression top layer. Each image is associated with all the labels found by
the method described in Section 5.3. This setup is designed to push the network to share
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features between classes that are on the same path up the ontology.

5.5 Evaluation

In this section we describe our experimental results. We begin by providing a quantitative
analysis of the system’s performance, then describe two large scale human performance
studies that show our system is competitive with the accuracy of human operators and con-
clude with quantitative results that provide understanding as to what features the system
managed to learn.

When building a business listing it is important to have very high accuracy. If a listing
contains wrong information it will frustrate its users. The requirements on coverage how-
ever can be less strict. If the category for some business images can not be identified, the
decision can be postponed to a later date; each street address may have been imaged many
times, and it is possible that the category could be determined from a different image of the
business. Similarly to the work of Goodfellow et al. [Goodfellow et al., 2013a] on street
number transcription, we propose to evaluate this task based on recall at certain levels of
accuracy rather than evaluating the accuracy over all predictions. For automatically build-
ing listings we are mainly concerned with recall at 90% precision or higher. This allows
us to build the listing incrementally, as more data becomes available, while keeping the
overall accuracy of the listing high.

5.5.1 Fine Grained Classification

As described in section 5.3 each image is associated with one or more labels. We first
evaluate the classifier’s ability to retrieve at least one of those labels. For an image 7,
we define the ground truth label set g;. The predictions p; are sorted by the classifier’s
confidence, and we define the top-k prediction set p¥ as the first k elements in the sorted
prediction list. A prediction for image i is considered correct if g; N p¥ # (. Figure 5.6a
shows the prediction accuracy as a function of labels predicted. The accuracy at top-k
is shown for k € {1,3,5,7,10}. Top-1 performance is comparable to human annotators
(see Section 5.5.2), and when the top 5 labels are used the accuracy increases to 83%.
Figure 5.6b shows the distribution of first-correct-prediction, i.e. how far down the sorted
list of predictions does one need to search before finding the first label that appears in g;.
We see that the first predicted label is by far the most likely and that the probability of
having a predicted set p! that does not contain any of the true labels decreases with k. In
order to save space we sum up all the probabilities for k& € [15,208] in one bin.
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Figure 5.6: (a) Accuracy of classification for top K predictions. Using the top-1 predic-
tion our system is comparable to human operators (see Table 5.1). When using the top 5
predictions the accuracy increases to 83%. (b) Percentage of images for which the first
correct prediction was at rank K. To save space the values for KX > 15 are summed and
displayed at the 15th bin.

When building a business listing it is important to have very high accuracy. If a listing
contains wrong information it will frustrate its users. The requirements on coverage how-
ever can be less strict. If the category for some business images can not be identified, the
decision can be postponed to a later date; each street address may have been imaged many
times, and it is possible that the category could be determined from a different image of the
business. Similarly to the work of Goodfellow et al. [Goodfellow et al., 2013a] on street
number transcription, we propose to evaluate this task based on recall at certain levels of
accuracy rather than evaluating the accuracy over all predictions. For automatically build-
ing listings we are mainly concerned with recall at 90% precision or higher. This allows
us to build the listing incrementally, as more data becomes available, while keeping the
overall accuracy of the listing high.

Figure 5.7 shows precision recall curves for some of the top performing categories and
summary curve of the full system (dashed). The precision and recall of the full system
is calculated by using the top-1 prediction. For many categories we are able to recover
the majority of businesses while precision is held at 90%. For a classification system to
be useful in a practical setting the classifier’s returned confidence must be well correlated
with the quality of its prediction. Figure 5.8 shows a histogram of the number of correctly
predicted labels in the top 5 predictions on a set of images whose labels were manually
verified. The mean prediction confidence is indicated by color intensity (darker means
higher confidence). Note the strong correlation between confidence and accuracy; for
confidence above 80% normally at least 4 of the top labels are correct.

Figure 5.10 shows 30 sample images from the test set with their top 5 predictions. The
model is able to classify these images with their high level categories (e.g. shopping) and
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Figure 5.8: (a) Histogram of correct labels in the top 5 predictions for a set of 300 manually
verified images. Color indicates mean prediction confidence. Note that the confidence in
prediction is strongly correlated with the accuracy. (b) Recall at 90% precision for the
network architecture used by our method and the AlexNet architecture [Krizhevsky et al.,
2012] on a 13 category, classification task. We show categories for which at least one of
the methods has recall > 0.1. The Googl.eNet [Szegedy et al., 2014] network performs
better on all categories. On some, such as PHARMACY it more than doubles the recall.

with their fine grained, specialized classes. For example, the top-right image was classified
by the model as: BEAUTY, BEAUTY SALON, COSMETICS, HEALTH SALON, and NAIL

67



SALON.

5.5.2 Human Performance Studies

Our system needs to perform at human level accuracy. Otherwise it will require a human
verification post process. To estimate human accuracy on this task we have conducted
two large scale human performance studies that check the agreement of operator-provided
labels for the same business. In our experiments, subjects were shown images of busi-
nesses and selected one of 13 options (12 categories, and an OTHER category that stands
for “none of the above”.) Note that the studies used full resolution images as opposed to
the 256 x 256 images given to the algorithm. The first study had 73,272 images, each
was shown to two operators. The operators agreed on 69% of image labels. In our second
study we had 20,000 images, but each image was shown to three to four subjects. We
found that the average agreement of the human operators was 78%. Table 5.1 shows a
detailed summary of the human study results.

5.5.3 Analysis: Learning to Read With Weak Labels

For some of the images in Figure 5.10, such as the image of the dental center (top row, sec-
ond image from right) it is surprising that the model was capable of classifying it correctly.
It is hard to think of a “canonical” dental center look, but even if we could, it doesn’t seem
likely that this image would be it. In fact, without reading the text, it seems impossible to
correctly classify it. This suggests that the system has learned to use text when needed.
Figure 5.9 shows images from Figure 5.10 for which we have manually blurred the dis-
criminative text. Note especially the image of the dental center, and of the auto dealer.
After blurring the test “Dental” the system is confused about the dental center; it believes
it is a beauty salon of some sorts. However, for the auto dealer, it is still confident that
this is a place that sells things, and is related to transportation and automotive. To take this
experiment to its logical extreme, we also show a synthetic image, which contains only
the word Pharmacy. The classifier predicts the relevant labels for it.

To us this is a compelling demonstration of the power of Deep Convolutional Networks
to learn the correct representation for a task. Similar to a human in a country in which
she does not know the language, it has done the best it can — learn that some words are
correlated with specific types of businesses. Note that it was never provided with annotated
text or language models. It was only provided with what we would consider as weak
textual labels, images that contain text and labeled with category labels. Furthermore,
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Operator Number of images

Agreement Study I Study 2 Table 5.1: Human Performance stud-
100% 50,425 9,938 ies. In two large scale human studies
75% - 9 we have found that manual labelers agree
66% - 8,535 on a label for 69% and 78% of the im-
50% - 133 ages. Our system’s accuracy is compara-
0% 22,847 1,300 ble with these results (see Figure 5.6).

Average Agreement  69% 78 %

when text is not available the system is able to make an accurate prediction if there is
distinctive visual information.

5.6 Discussion

Business category classification, is an important part of location aware search. In this
chapter we have proposed a method for fine grained, multi label, classification of business
storefronts from street level imagery. We show that our system learned to extract and
associate text patterns in multiple languages to specific business categories without access
to explicit text transcriptions. Moreover, our system is robust to the absence of text, and
when distinctive visual information is available, it is able to make correct predictions. We
show our system achieves human level accuracy.

Using an ontology of entities with geographical attributes, we propagate label informa-
tion during training, and produce a large set of 1.3 million images for a fine grained, multi
label task. The use of non visual information, such as an ontology, to “ground” image data
to real world entities is an exciting research direction, and there is much that can be done.
For example, propagating information using the ontology at test time can increase both
accuracy and recall. Node similarity in the ontology can be used to guide feature sharing
between classes, and improve performance for seldom viewed classes.
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health & beauty 935 automotive .996 health & beauty  .894

beauty 925 gas & automotive .996 beauty 891
cosmetics .742 shopping 995 cosmetics .800
beauty salon 713 store 995 beauty salon 799
hair care 527 transportation 985 hair 407

Liquor store McDonald’s

Pharmacy
food & drink 833 food & drink 998 health & beauty  .987
food 745 food .996 shopping 985
restaurant or cafe 717 restaurant or cafe .992 store 982
restaurant .667 restaurant 990 health 981
beverages 305 fast food restau- .862 pharmacy 969

rant

Figure 5.9: A number of images from Figure 5.10 with the discriminative text in the image
blurred (noted above the image). For some images, without seeing the discriminative word
the algorithm is confused (left column). For example, for the dental center, without the
word dental it believes this is a beauty salon. For other images, there is enough non textual
information for the algorithm to still be confident of the business category even when the
text is blurred, for example the car dealership. Note the image of the nail spa: when
the word nail is blurred the classifier falls back to more generic classes that fit the visual
information - beauty salon, cosmetics etc. As a final indicator to the ability of the network
to learn textual cues we show an image where the only visual information is the word
pharmacy, which we created synthetically. The network predicts relevant labels.
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finance 997 shopping .813 prof. services .998 automotive 999 health & beauty 992 beauty 997

bank or atm .994 store .805 real estate agency 995 gas & automotive 999 health 985 beauty salon 997
atm 976 construction .662 real estate .992 shopping 999 doctor 961 cosmetics 995
user op machine 975 home goods (s) .530 rental 453 store 999 emergency services .960 health salon 994
bank 948 building  material .300 finance .085 vehicle dealer 998 dentist 945 nail salon 953

telecommunication .826 shopping .923 shopping .920 laundromat 934 food & drink 947 automotive 999
cell phone (s) 796 store 908 store 916 cleaners 795 food .867 gas & automotive  .999
shopping .627 food & drink .860 sporting goods (s)  .625 prof. services 732 restaurant or cafe  .722 repairs 999
store .627 food .849 sports .600 laundry .679 restaurant .621 prof. services 999
health & beauty .116 butcher shop 824 textiles .374 cleaning service .669 beverages 441 car repair 998

shoe store 1.00 car repair 1.00 cafe 1.00 food & drink 1.00 liquor store 1.00 food & drink 999

shoes 1.00 gas & automotive  1.00 beverages 1.00 food 1.00 beverages 999 food 998

store 1.00 automotive 1.00 restaurantor cafe  1.00 restaurant or cafe 999 shopping 998 restaurant or cafe  .884

shopping 1.00 prof. services 1.00 food & drink 1.00 restaurant 999 store 998 restaurant 995

clothing .001 repairs 1.00 food 1.00 hamburger restau- .936 food & drink 700 fast food restaurant .884
rant

health 999 prof. services 999 prof. services 995 food & drink* 1996 food & drink .825 shopping 932

health & beauty 999 real estate 996 company 982 food* 959 food 762 store 920
pharmacy 997 real estate agency 973 cleaning service 975 restaurant* .931 restaurant or cafe 741 florist .896
emergency services .996 rental .132 laundry 970 restaurant or cafe* .909 restaurant .672 fashion .077

shopping consultant .029 dry cleaner 966 asian* .647 beverages

361 gift shop 071
e

prof. services .594 gas station .996 shopping 489 shopping 719 beauty 999 place of worship 990

legal services .346 transportation .996 store 467 store 713 health & beauty 999 church 988
lawyer 219 gas & automotive  .995 prof. services .289 home goods (s) 344 cosmetics 998 education/culture® .031
insurance 129 government .001 services .246 furniture store 299 health salon 998 assoc./organization™ .029
insurance agency  .103 gastronomy .001 gas & automotive  .219 mattress store 240 nail salon 949 prof. services .027

Figure 5.10: Top predictions for 30 sample images. Predictions marked in red disagree
with ground truth labels; in some cases the classifier is correct and the ground truth label
is wrong (marked with *). For example, see asian restaurant (fourth image from left, row
before last), for which the top 5 predictions are all correct, but do not agree with the ground
truth. The mark (s) is an abbreviation for store.
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Chapter 6

Conclusions

This thesis make the following observation: High performing computer vision systems
depend on high quality, large scale, labeled datasets. In most cases, obtaining data is
relatively easy, but assigning accurate labels to it is both hard and expensive. In some
cases, acquiring the data can be hard on its own.

Based on this we advocate for methods that insert a degree of automation into the la-
beling process. We believe without automation it will become prohibitively expensive to
build larger datasets. We explore this concept through two computer vision tasks: view-
point estimation, and fine-grained classification.

In our viewpoint estimation work, we focus on the task of estimating the pose of vehi-
cles in consumer images. We utilize the abundance of high quality 3D CAD models that
are publicly available to render synthetic images of cars from any desired viewpoint, and
train models that accurately predict object pose. “Can models trained on synthetic data
generalize to real images?” This question has been debated for a long time in our com-
munity. Based on our work we firmly believe that the answer to that questions is yes! We
have reached a time in which rendering engines are powerful enough, and the amount of
3D models is large enough, to generate detailed images. In our work (Chapter 4) we show
that the drop in performance between models trained on a real image dataset, and on a syn-
thetic one is similar to the domain adaptation drop in performance that is expected when
switching between two natural image datasets. This insight is not limited to viewpoint
estimation, many other tasks in computer vision can benefit from rendered synthetic data:
depth estimation, stereo matching, human body pose estimation, face key-point tracking,
and more.

In Chapter 5 we outline a method to automatically assigning training images of busi-
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ness storefronts to multiple fine-grained labels, through the use of text extracted from the
image, and its geo-tagged location. We match images to previously built business listing,
and propagate labels using an ontology that defines business categories. This allows us to
bootstrap from a known database of businesses, and create new business listings for many
countries and languages. In our experiments we show that a method based purely on hu-
man annotators does not scale and the resulting annotations are of lower quality than our
automatic method. When the amount of labeled data available to our deep learner reached
a million images, we saw a significant increase in accuracy. Manually labeling such a large
number of images is beyond the budget of most projects, both in industry and in academia.
Furthermore, to manually annotate the complete dataset is equivalent to one worker year.

Following our experience we conclude that further research in automating the labeling
of datasets can result in significant gains for the community, and has financial benefits to
industry. In Chapter 7 we discuss promising next steps.

6.1 The Power of Labels

The prominent theme in this thesis is Big Label — without large amounts of labeled data it
is hard to build accurate computer vision systems. Throughout our work we have experi-
enced not only the importance of the quantity of labels, but that their quality is a critical
property as well. Learning algorithms, deep ones as well as shallow, find it difficult to
overcome the noise injected by erroneous labels. We experienced this most dramatically
in the work described in chapter 5. Our first approach was based on human annotators
to provide labels for building a large dataset. It failed, even when the set of labels was
confined to just a handful. Operators, whether they were uncommitted to the task or just
found it difficult, produced a lot of mistaken annotations and the deep learner had diffi-
culties converging to an accurate state when trained with these labels. However, when the
automatic labeling scheme was introduced, and label quality improved, we were able to
train the system successfully. This observation has theoretical backing as well — Arora
et al. [1993] show that learning half spaces in the presence of label noise is NP-Hard.

6.2 Linking Rendering and Optimization

Many machine learning algorithms only change their representation when they make a
mistake. For example, consider that gradient information is only available to a deep learner
if the loss is non zero. Finding hard examples to provide a model is therefore important in
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order to train highly accurate models that generalize well. Two well known examples of
techniques for finding difficult examples are hard negative mining for SVM training [Mal-
isiewicz et al., 2011], and “Fooling Images” for deep networks [Nguyen et al., 2014a,
Goodfellow et al., 2014b]. In hard negative mining a large set of examples is searched
for instances that are close to the margin. This focuses the efforts of the learner on the
hardest areas to classify. Fooling images are created by changing the gradient of a deep
learner such that the confidence in a wrong class increases. The result are images that are
indistinguishable from the originals to the human eye, but are misclassified by the model.
Adding such images to back into the training set, provides information to the learner about
which modes of image variation are important for the classification.

Consider a deep learner trained only on rendered images. The bottleneck in training
a model is usually access to enough data, but when rendered data is used the learner can
potentially be exposed to an infinite amount of images. The challenge becomes how to
generate the images that best help the model train. Deep models are usually trained in
batches of examples. Can we generate on-line the next batch of training images such that
we maximize the information the learner can extract from them? This will require a fast
rendering technique.

This concept is related to the idea of the differentiable renderer introduced by Loper
and Black [2014]. Renderers are designed for the forward process of image synthetics
known as Graphics. Inverse graphics is the problem of inferring 3D shape, illumination,
material, etc from input images. The differentiable renderer explicitly models the rela-
tionship between rendering parameters and changes in the output image. Using gradient
descent one can optimize over them to predict the underlying properties of a test image
by finding the rendering parameters that minimize the difference between the generated
render and the test image.
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Chapter 7

Future Directions

7.1 Fully Realistic Rendered Scenes

We have shown that rendered data can be successfully used for training a number of learn-
ing models. While the rendered objects are detailed and realistic, some questions about
the image backdrop remain open. How much can we gain from rendering fully realistic
rendered scenes, in which the object and the background are both rendered, as well as the
interaction between them (reflections, shadows, occlusion etc)? Can a model be trained
and validated solely on this type of synthetic data, and later perform well at deployment?

Do we need to fully and independently render each new frame? This is computation-
ally expensive. One possible solution might be to fully render only a fraction of the full
dataset, and use the simpler rendering process for the rest of the images. Then, match and
transfer color and light information from fully rendered scenes to the simpler ones.

7.2 Moving Annotations Close To Capture Time

In the usual dataset building workflow, a set of images is collected in some way and in
a later time the images are shown to annotators. The annotators’ task is to analyze the
image in some way, and provide some sort of tagging/labeling to it. The process of image
capture and image annotation is therefore disjoint. In some cases combining these into a
single process can improve the quality of the provided labels. We first observed this when
we were looking to create a dataset of fine-grained car labels.

Labeling cars with their Make, Model, and Year is a challenging task for most people.
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Figure 7.1: Screen shots from the CarSpotting annotation android application. Users can
photograph cars in their surroundings, and annotate them with their make and model.
Using a small team of volunteers we have collected a detailed dataset of about 3,000
images.

While car experts or enthusiasts are good at this task, most of us can only recognize a
small number of models. The standard approach for annotating data in the computer vision
community - collecting a large set of images, showing the images to human annotators and
asking them to provide the labels - just doesn’t work in this case. However, the person who
captured the image is in a unique position to provide the label - they can either choose to
snap a picture of a car they know, or can examine the physical car after taking the picture
to verify its make and model.

In order to improve the process of fine-grained label generation for car model classi-
fication we have built a mobile application named CarSpotting (Figure 7.1) that runs on
Android-powered devices. The app helps users capture images of cars in their surround-
ings and annotate them with fine grained labels. Using this application, and a small team
of dedicated volunteers, we have collected a high quality labeled set of roughly 3,000 im-
ages. To scale up this collection process and to create a large scale dataset paid annotators
can be used.

This approach can be used in more settings in which the annotation process requires
expertise or knowledge that might be found closer to the image capturing event. One such
case is early childhood autism evaluation [Rehg, 2011] in which an video of a child’s
social interaction with an adult is used to detect autism risk factors, and suggest early
intervention methods. Training data is collected by capturing play sessions of toddlers
with professional evaluators. The evaluators are more qualified to provide an analysis of
the child’s social skills than an annotator which only gets the footage after the fact.
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7.3 Crowd Sourced Annotations

In this thesis we have focused on adding automation to the process of building large
datasets. We have tried to minimize the reliance on human annotators. Human computer
interaction research has produced a number of insights that can greatly speed up crowd
based work. An important concept is that of micro-specialization. Instead of providing
each worker with a long, often complicated, task one can break it into a set of smaller
micro-tasks that in aggregate form the desired work to be done. Worker are assigned to
one of the smaller micro-tasks and can quickly become skilled in performing them.

Micro-specialization has been shown to greatly increase crowd workers’ speed in many
tasks. However, the lack of the full context of the task can confuse workers and can cause
them to make mistakes. In the Macro-context paradigm, workers are provided a broader
understanding of the full task but are only in charge of performing their micro-task. Using
this combination of specialization and broad context workers produce faster and more
accurate results.

Humans are good at finding outliers with a quick glance. Machines are good at pro-
cessing large amounts of data. Once a small number of images are annotated a simple
learner can be trained, and applied over an entire dataset. Crowd workers can then be
asked to quickly identify erroneous examples in sets of images. The correct images can
then be used to train a more complex model. Such feedback iteration can be used to
quickly annotate a large set of images.

In an ongoing collaboration with HCI researchers, we have been exploring these con-
cepts in order to build a tool that will allow us to create human annotated datasets for
viewpoint estimation and body pose prediction, that are an order of magnitude larger than
what is currently available to the research community.
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els of cars. It contains a large variety of car types. Notice some of the
variablity we introduce in the rendering process. For example, consider
the car in the top-right corner. It is lighted with a low intensity, yellow-
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strong, white, light. . . . . ... ... oL Lo L
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(a) A number of training images after application of all data augmentation
processing methods. The natural backgrounds are randomly selected from
PASCAL training images from all but the car class. (b) To Evaluate the
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which the object is placed in a fully modeled environment. We then render
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Our model is based on the popular AlexNet architecture, with a number of
modifications. The most important is a new loss layer based on a weighted
SoftMax, with weights established according to a Von Mises distance Ker-
nel. The loss layer encourages similarities in estimation between nearby
views. Note also that we reduce the fc6 fully connected layer to 256 neu-
rons. This dimensionality reduction reduces over- fitting. Visualization
modified with permission from [Karnowski, 2015]. . . . ... ... ...

Visualization of the Von Mises kernel used in our proposed loss func-
tion (4.2). The y-axis shows true class, and the x-axis shows the predicted
class. The values indicate the weights w. Weight is given to nearby classes
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procedure smoothly towards the correct angle. . . . .. ... ... ...
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Median angular error on the PASCAL test set for models trained on PAS-
CAL, CMUCar, and RenderCar. The model trained on PASCAL is the
best model trained on a single dataset, but it has the advantage of having
access to PASCAL images during training. Note that the model trained
on synthetic data performs better than the one trained on CMUCar. When
combining both rendered and real images, performance increases. This is
not only due to an increase in the number of images. A model trained on
a combination of PASCAI and CMUCar images does not perform as well.

Example results of our proposed method on a sample of images from the
test set of PASCAL3D+. Below each image we show the viewpoint prob-
abilities assigned by the model (blue), predictions (red), and ground truth
(green). Last row shows failure cases. Heavy occlusion or cropping and
180° ambiguity are the most common failures. . . . . . . ... ... ...

We evaluate the effect of render quality by creating 3 different conditions.
The basic case uses simple object material, and ambient lighting (top row).
Our intermediate setup has complex material and ambient lighting (mid-
dle row), and the sophisticated case has complex material, and directional
lighting whose location, color, and strength are randomly selected. . . . .

Error as a function of dataset size for the 3 render quality conditions de-
scribed in Figure 4.11. All methods add rendered images to the PASCAL
training set. There is a decrease in error when complex model materials
are used, and a further decrease when we add random lighting conditions.

Evaluating model accuracy as a function of test image angle. The model
evaluated in the top row was trained on PASCAL images. Ideally a model
should perform uniformly well across all angles. However, we see that
the accuracy mirrors the train set distribution (see Figure 4.2). We calcu-
late the entropy of each distribution to show deviation from uniform. The
model shown in the middle row was trained on rendered images. Its en-
tropy is higher, but surprisingly it is not uniform as well. This is due to
biases in the test set. The bottom row shows the accuracy distribution of
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The multi label nature of business classification is clear in the image on
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differences one expects to find in businesses. The shop in the middle image
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theyaresimilar. . . . . .. . ... .. L L 58
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place. The intra-class variation can be bigger than the differences between
classes. This example shows that the textual information in images can be
important for classifying the business category. However, relying on OCR
has many problems as discussed in Section 5.2. . . . ... ... ... .. 59
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the Burger King restaurant that is behind the gas station. (c) Panorama
stitching errors can corrupt text and confuse the transcription process. (d)
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Using an ontology that describes relationships between geographical en-
tities we assign labels at multiple granularities. Shown here is a snippet
of the ontology. Starting from the ITALIAN RESTAURANT concept (dia-
mond), we assign all the predecessors’ categories as labels as well (shown
mmblue). . . . . . e 63

(a) Accuracy of classification for top K predictions. Using the top-1
prediction our system is comparable to human operators (see Table 5.1).
When using the top 5 predictions the accuracy increases to 83%. (b) Per-
centage of images for which the first correct prediction was at rank K. To
save space the values for K’ > 15 are summed and displayed at the 15th bin. 66
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Precision recall curves for some of the top performing categories. The
precision curve of the full system is shown as a dashed line. Recall at 90%
precision is showninthelegend. . . . . . . ... ... ... ... ..., 67

(a) Histogram of correct labels in the top 5 predictions for a set of 300
manually verified images. Color indicates mean prediction confidence.
Note that the confidence in prediction is strongly correlated with the ac-
curacy. (b) Recall at 90% precision for the network architecture used by
our method and the AlexNet architecture [Krizhevsky et al., 2012] on a
13 category, classification task. We show categories for which at least one
of the methods has recall > 0.1. The GoogleNet [Szegedy et al., 2014]
network performs better on all categories. On some, such as PHARMACY
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7.1

A number of images from Figure 5.10 with the discriminative text in the
image blurred (noted above the image). For some images, without see-
ing the discriminative word the algorithm is confused (left column). For
example, for the dental center, without the word dental it believes this is
a beauty salon. For other images, there is enough non textual informa-
tion for the algorithm to still be confident of the business category even
when the text is blurred, for example the car dealership. Note the image of
the nail spa: when the word nail is blurred the classifier falls back to more
generic classes that fit the visual information - beauty salon, cosmetics etc.
As a final indicator to the ability of the network to learn textual cues we
show an image where the only visual information is the word pharmacy,
which we created synthetically. The network predicts relevant labels. . . .

Top predictions for 30 sample images. Predictions marked in red dis-
agree with ground truth labels; in some cases the classifier is correct and
the ground truth label is wrong (marked with *). For example, see asian
restaurant (fourth image from left, row before last), for which the top 5
predictions are all correct, but do not agree with the ground truth. The
mark (s) is an abbreviation for store. . . . . . . . ... ... ... ...

Screen shots from the CarSpotting annotation android application. Users
can photograph cars in their surroundings, and annotate them with their
make and model. Using a small team of volunteers we have collected a
detailed dataset of about 3,000 images. . . . . . . .. ... ... ...

(A) e

99

70

71



100



List of Tables

3.1

4.1

4.2

4.3

(a)  Azimuth Estimation: WCVP . . . . . . . ... ... ... .....
(b) Pose Estmation: CMUCar . . . ... ... ... ..........

(a) Median angular error in azimuth estimation for WCVP dataset. When
the car model in the image is known, using 40 filters, our ensemble ex-
emplar correlation filter method achieves a median error of 7.6°. When
the car model is unknown a basis of 40 filters has a median error of 8.4°.
Previous results on this dataset have a median error of 12.25°. (b) Median
angular error in azimuth and elevation estimation for CMU Car dataset
using unknownmodels. . . . ... ..o

Median Angular Error of car viewpoint estimation. The estimation is done
on ground truth bounding boxes. Note the distinct effect of dataset bias -
the best model on each dataset is the one that was trained on a training set
from the same dataset. Also note that, on average, the model trained on
rendered images performs similarly to that trained on PASCAL, and bet-
ter than one that is trained on the CMUCar dataset. Combining rendered
data with natural images produces lower error than when combining two

natural-image datasets. Combining all three datasets provides lowest error.

Median angular error on a sample of the PASCAL test set which is uni-
formly distributed in angle labels. When all angles are equally represented
the performance of rendered based training set is superior. . . . . . . . .

Median angular error on a the PASCAL test set as a function of the propor-
tion of rendered images used in training. We keep the size of the training
set fixed at 5,000 images (the full size of the PASCAL training set) and
modify the proportion of rendered images used. Notice that there is an im-
provement by replacing up to 50% of the images with renders. The renders
help balance the angle distribution and reduce bias. . . . . . ... .. ..

101

28

47

50



4.4

4.5

4.6

5.1

Effect of training set size and loss layer. Up to and including 330,000
images, all training sets were comprised of 50% cropped images. For the
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of former images. We generally see a trend of better performance with
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