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Abstract

Energy management has been a critical problem since the earliest days of mobile com-
puting. The amount of work one can perform while mobile is fundamentally constrained
by the limited energy supplied by one’s battery. Although a large research investment in
low-power circuit design and hardware power management has led to more energy-efficient
systems, there is a growing realization that more is needed—the higher levels of the system,
the operating system and applications, must also contribute to energy conservation.

This dissertation puts forth the claim that energy-aware adaptation, the dynamic bal-
ancing of application quality and energy conservation, is an essential part of a complete en-
ergy management strategy. Energy-aware applications identify possible tradeoffs between
energy use and application quality, but defer decisions about which tradeoffs to make un-
til runtime. The operating system uses additional information available during execution,
such as resource supply and demand, to advise applications which tradeoffs are best.

This dissertation first shows how one can measure the energy impact of the higher
levels of the system. It describes the design and implementation of PowerScope, an energy
profiling tool that maps energy consumption to specific code components. PowerScope
helps developers increase the energy-efficiency of their software by focusing attention on
those processes and procedures that are responsible for the bulk of energy use.

PowerScope is used to perform a detailed study of energy-aware adaptation, focusing
on two dimensions: reduction of data and computation quality, and relocation of execu-
tion to remote machines. The results of the study show that applications can significantly
extend the battery lifetimes of the systems on which they execute by modifying their behav-
ior. On some platforms, quality reduction and remote execution can decrease application
energy usage by up to 94%. Further, the study results show that energy-aware adaptation is
complementary to existing hardware energy-management techniques.

The operating system can best support energy-aware applications by using goal-directed
adaptation, a feedback technique in which the system monitors energy supply and demand
to select the best tradeoffs between quality and energy conservation. Users specify a de-
sired battery lifetime, and the system triggers applications to modify their behavior in order
to ensure that the specified goal is met. Results show that goal-directed adaptation can
effectively meet battery lifetime goals that vary by as much as 30%.
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Chapter 1

Introduction

Energy is a vital resource for mobile computing. The amount of work one can perform
while mobile is fundamentally constrained by the limited energy supplied by one’s bat-
tery. Unfortunately, despite considerable effort to prolong the battery lifetimes of mobile
computers, no silver bullet for energy management has yet been found. Instead, there is
growing consensus that a comprehensive approach is needed—one that addresses all levels
of the system: circuit design, hardware devices, the operating system, and applications.

This dissertation puts forth the thesis that energy-aware adaptation, the dynamic bal-
ancing of energy conservation and application quality, is an essential part of a compre-
hensive energy management solution. Occasionally, energy usage can be reduced without
affecting the perceived quality of the system. More often, however, significant energy re-
duction perceptibly impacts system behavior. The effective design of mobile software thus
requires striking the appropriate balance between application quality and energy conserva-
tion.

Itis incorrect to make static decisions that arbitrate between these two competing goals.
Dynamic variation in time operating on battery power, hardware power requirements, ap-
plication mix, and user specifications all affect the optimum balance between quality and
energy conservation. Energy-aware adaptation surmounts these difficulties by making de-
cisions dynamically. Applications statically specify possible tradeoffs, but defer decisions
about which tradeoffs to make until execution. The system uses additional information
available during execution, such as resource supply and demand, to advise applications
which tradeoffs are best.

This chapter begins with an overview of previous approaches to energy management.
It then provides a more detailed vision of energy-aware adaptation and presents the thesis
statement. It concludes by presenting a road map for the rest of the dissertation.

1.1 Energy management in mobile computing

Energy management can be viewed as a resource constraint problem. When a computing
device is mobile, the supply of energy in its battery must be sufficient to meet the energy



2 CHAPTER 1. INTRODUCTION

demands of the work it will perform before being reconnected to an external power source.
Thus, if one wishes to accomplish more work while mobile, one must increase energy
supply or decrease demand.

Attacking the supply side of the problem has proven difficult. Historically, battery tech-
nology has improved very slowly over time [62]. Further, the need for mobility requires
computing systems to be as small and light as possible. Since batteries represent a sig-
nificant portion of the size and weight of mobile devices, one cannot increase battery size
without also increasing these undesirable properties.

Attacking the demand side of the problem has historically proven more fruitful. Ad-
vances in low-power circuit design have led to the development of energy-efficient hard-
ware components. For example, the Transmeta Crusoe processor [41] and Bluetooth net-
work technology [30] are both designed to reduce the energy needs of mobile devices.

Research in hardware power management has led to further energy reductions. Ideally,
power-managed components expend energy only when they are performing useful work.
When not being used, they enter power-saving states which greatly lower power dissipa-
tion. Examples of hardware power management are voltage-scaling processors [71, 72, 97],
wireless network protocols [43, 44], and disk spin-down algorithms [17, 16, 57].

Unfortunately, advances in low-power circuit design and hardware power management
have not been enough to meet the growing energy demands of mobile computers. Partly,
this is because lower-level strategies can not capitalize on opportunities for energy man-
agement presented by applications and the operating system. Without knowledge of ap-
plication intent, it is impossible to prioritize activities and save energy by performing only
the most important ones. Further, hardware power management strategies must be con-
servative. Since hardware drivers cannot assess the impact of performance degradation on
applications, they reduce energy usage only when the performance impact is almost certain
to be negligible.

In recent years, there has been a growing realization that the higher levels of the system,
the operating system and applications, must be involved in energy management [18, 66, 89].
This dissertation focuses on these levels and proposes energy-aware adaptation as the key
mechanism for implementing higher-level energy management.

1.2 Energy-aware adaptation

Simply stated, energy-aware adaptation is the dynamic balancing of quality and energy
conservation. One aspect of quality is data fidelity, the degree to which data presented
at a client matches the ideal reference copy at a server. Fidelity is a type-specific notion
since different kinds of data can be degraded using a variety of type-specific algorithms.
For example, a client playing video data could switch to a lower frame rate to save energy
when battery life is critical. Yet another aspect of quality is computational fidelity, the
degree to which the output of a computation matches the highest-quality output that could
be produced.

Performance is also an aspect of quality. For example, consider an application which
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has the ability to execute a portion of its functionality on a remote server. Remote execution
can often reduce the energy usage of the mobile client by decreasing the utilization of
the CPU and other hardware components. However, remote execution can also lead to
increased execution time if a large amount of communication is needed. In such a scenario,
energy-aware adaptation is needed to balance the competing goals of performance and
energy conservation.

Energy-aware applications statically determine the possible tradeoffs between quality
and energy conservation, but defer decisions about which of these tradeoffs to make. Dur-
ing their execution, the system provides support for making these decisions by monitoring
energy supply and demand, providing a history of past energy usage, and soliciting user
preferences. The system uses this information to provide dynamic advice to applications
about which tradeoffs they should make.

1.3 The thesis

Energy-aware adaptation is the focus of this dissertation’s thesis:

A collaborative relationship between the operating system and applications
can effectively reduce the energy usage of mobile computers. Energy-aware
adaptation allows this collaboration to dynamically balance application qual-
ity and energy conservation. It is feasible to construct such a system with only
modest modification to existing application source code.

1.4 Road map for the dissertation

The rest of this document validates the thesis. The next chapter begins by setting the con-
text for this work. It proposes metrics for evaluating the effectiveness of energy manage-
ment and discusses the energy-use characteristics of mobile systems. It also describes the
Odyssey platform for mobile computing, a framework that will be used to provide operating
system support for energy-aware applications.

Chapter 3 describes PowerScope, a tool for measuring software energy usage. Power-
Scope is an energy profiler—it attributes energy consumption to specific code components
of applications and the operating system. By focusing attention on those code components
most responsible for energy usage, PowerScope helps developers make their software more
energy-efficient. In the context of this dissertation, PowerScope provides the measurement
infrastructure necessary to study the effectiveness of energy-aware adaptation.

Chapters 4 and 5 evaluate the feasibility of energy-aware adaptation. They show that
applications can modify their behavior to significantly extend the battery lifetimes of the
systems on which they execute. Further, they reveal that the benefits of energy-aware adap-
tation are often very predictable, and that energy-aware adaptation is complementary to
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existing hardware energy-management techniques. Chapter 4 studies four applications run-
ning on the Linux operating system: a video player, a speech recognizer, a map viewer, and
a Web browser. Chapter 5 extends these results to shrink-wrapped applications running on
closed-source operating systems. It shows how a middleware-based proxy approach can
add energy-awareness to Microsoft’s PowerPoint 2000 application.

Chapter 6 describes operating system support needed to effectively support energy-
aware applications. It introduces goal-directed adaptation, a feedback technique that allows
the system to adjust for the current importance of energy conservation. Users specify a
goal for battery lifetime, and the system attempts to ensure that the goal is met by guiding
applications to adapt their behavior. Then, the chapter shows how the system can improve
the effectiveness of goal-directed adaptation by maintaining a history of application energy
usage. It describes how the history of energy usage allows the system to support a wider
range of adaptation policies and react more agilely to changes in energy supply and demand.

Chapter 7 shows how remote execution represents an additional dimension of energy-
aware adaptation. It describes Spectra, a system which enables applications to save energy
by partly executing on remote computers. Spectra balances the the competing goals of per-
formance, energy conservation, and application quality in deciding where applications can
best locate functionality. It reflects both application resource demand and current resource
availability by monitoring CPU, network, energy, and file cache state on local and remote
machines, and by using goal-directed adaptation to determine the relative importance of
energy conservation.

Related work is discussed in Chapter 8. Chapter 9 concludes the dissertation with a
summary of the key contributions. It also discusses future research directions generated by
this dissertation.



Chapter 2

Background

This chapter describes the background context of the dissertation. The next section pro-
vides an overview of the metrics that will be used to evaluate the effectiveness of energy
management strategies. Section 2.2 first explores the diversity of form factors and the en-
ergy usage characteristics of mobile computers. It then provides specific details about the
two primary platforms that will be used for evaluation: the IBM 560X laptop computer and
Compagq’s Itsy pocket computer. Section 2.3 describes the Odyssey platform for mobile
computing. Odyssey provides the basic building blocks necessary to implement system
support for energy-aware adaptation.

2.1 Energy metrics

An ideal battery can be modeled as a finite store of energy. If a battery-powered device
expends some amount of energy to perform an activity, the energy supply available for
other activities is reduced by that amount. The power usage of a device is its instantaneous
rate of energy usage. Power is expressed in units of Watts, while energy is expressed in
Joules (Watt-seconds).

For discrete activities such as performing a fixed amount of computation or browsing
a Web page, energy usage is the best metric for evaluating the impact on battery lifetime.
For continuous activities such as displaying streamed video data or backlighting a display,
average power usage is a more appropriate metric.

When measuring impact on battery lifetime, it is important to capture the energy usage
of an entire mobile computing system rather than the isolated energy usage of individual
components such as the processor or network interface. A strategy which decreases one
component’s energy usage may increase the energy usage of other components. For ex-
ample, network power management can increase the total energy used to transfer a file;
although network energy use decreases, other components use more energy because the
data takes longer to transfer [21]. Because all hardware components are typically powered
by the same battery, strategies that decrease one component’s energy needs, but increase
total system energy usage are misguided. Unless otherwise noted, the measurements in this



6 CHAPTER 2. BACKGROUND

dissertation report energy and power usage for the entire mobile computing system under
study.

At the next level of detail, it is often useful to characterize the background power us-
age of a device. This is the amount of power dissipated by a mobile computer when no
activity of interest to the user is being performed, i.e. while it executes the kernel idle pro-
cedure. Most modern processors, including Intel’s Pentium and StrongArm chips, provide
halt instructions which are called during the idle procedure to minimize power demand.
Further, on some mobile laptops, the operating system may use Advanced Power Manage-
ment (APM) support [35] to place other components in power-savings states. Nevertheless,
background power usage can be considerable for devices such as laptop computers. Al-
though components such as the processor and disk enter low power states, they still must
be partially powered so that they can be quickly restarted when needed.

Dynamic power usage is the amount of power consumed by an activity above and be-
yond the background power usage of the device on which it executes. Thus, total power
usage is the sum of background and dynamic power usage. Dynamic power usage is a use-
ful metric for estimating the power demand of concurrent activities: the total power usage
of two concurrent activities should be roughly equivalent to the sum of the background
power usage of the device and the dynamic power usage of the two activities (Section 4.8
explores this issue in more detail). For discrete activities, one can calculate dynamic energy
usage by multiplying average dynamic power usage by execution time.

The above metrics assume that batteries behave ideally. However, this is rarely true
in practice. The most important deviation from ideal behavior is nonlinearity—as power
draw increases, the total energy that can be extracted from a battery decreases [61]. In
addition, batteries may exhibit recovery: a reduction in load for a period of time may result
in increased capacity. Finally, research has shown that peak power usage can sometimes be
a more important factor than average power usage in determining battery capacity [62].

Unless otherwise noted, this dissertation assumes the ideal model for battery behavior.
One important reason is simplicity—the impact of nonlinearity, recovery, and peak power
usage depend upon the specific characteristics of the mobile system under study, as well
as the type of battery technology being employed. Since this dissertation will assess the
impact of energy-aware adaptation on a variety of mobile systems, no single model for non-
ideal battery behavior will apply. In addition, it is important to note that most of the energy
management techniques studied in this dissertation decrease average power use. Thus, the
gains reported will be slightly understated due to nonlinear battery behavior.

2.2 Hardware platform characteristics

Mobile computers come in widely varying form factors. High-end laptop computers can
weigh over seven pounds with a volume of over 225 cubic inches [33]. In contrast, a typical
handheld computer weighs only five ounces with a volume of 7 cubic inches [70]. Current
research efforts are reducing mobile computer form factors even further, for example, IBM
Research has created a wristwatch computer capable of running Linux [65].
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Form factor diversity is generated by a fundamental tradeoff between mobility and func-
tionality. The need for mobility drives manufacturers to create smaller and smaller comput-
ing platforms. Size and weight restrictions limit resource availability on these platforms:
they have less powerful processors, less storage capacity, and smaller batteries. They there-
fore can not provide the same level of functionality as their larger counterparts. Since the
optimal tradeoff between mobility and functionality is task-dependent, it is reasonable to
expect that the current variety of form factors will persist.

Form factor diversity leads to diversity in the energy-use characteristics of mobile de-
vices. Since the battery capacity of small, handheld devices is extremely limited by size
constraints, energy-efficiency is typically a primary concern in their design. On the other
hand, battery capacity is usually much greater in large devices such as laptop computers—
consequently, laptops typically have much higher power consumption than handheld de-
vices.

In this dissertation, | will account for diversity in form factors and energy-use charac-
teristics by validating proposed energy management techniques on two different hardware
platforms. These platforms represent two of the most common form factors: laptops and
handheld computers. The next two sections describe these platforms: the IBM 560X laptop
computer and Compaq’s Itsy pocket computer. Section 2.2.3 compares the characteristics
of the two platforms.

2.2.1 The IBM 560X laptop computer

The IBM 560X laptop used for evaluation has a 233 MHz Pentium processor and 64 MB of
memory. Additionally, either a Lucent 900 MHz or 2.4 GHz WaveLAN PCMCIA card pro-
vides 2 Mb/s wireless network access. The use of different network cards reflects changes
in my experimental environment over time—the original 900 MHz network was replaced
by the 2.4 GHz network. In the dissertation, | will note which network was used for each
experiment. Figure 2.1 shows the power usage of several hardware components of the lap-
top. The measurements were obtained by executing benchmarks that varied the power state
of individual hardware components and measuring steady-state power dissipation with a
digital multimeter.

As Figure 2.1 shows, background power usage is quite significant: with the CPU idle,
the display off, and the network and disk in power-saving states, the laptop draws 5.6 Watts.
The processor and display are the most significant power consumers—the processor uses
5.10 Watts to execute a busy-wait loop in which all accesses hit in the L1 cache, and the
display consumes from 1.95-4.54 Watts, depending upon screen brightness. The network
interface and disk consume less power: 1.46 Watts and 0.88 Watts in their respective idle
states.
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Component | State Power (W)
CPU/MMU | CPU Halted 0.00
Busy Wait 5.10

Memory Read 3.54
Memory Write 4.10

Display Bright 4.54
Dim 1.95
WaveLAN Idle 1.46
Standby 0.18
Disk Idle 0.88
Standby 0.24
Other Idle 3.20

Background power (CPU halted, display dim, WaveLAN & disk standby) = 5.6 Watts.

This figure shows the measured power consumption of components of the IBM 560X
laptop. Power usage is slightly but consistently super-linear; for example, the laptop uses
10.28 Watts when the screen is brightest and the disk and network are idle—0.21 Watts
more than the sum of the individual power usage of each component. The WaveLAN
measurements are for the 900 MHz network card. The last row shows the power used
when the display, network, and disk are all powered off. Each value is the mean of five
trials—in all cases, the sample standard deviation is less than 0.01 Watts.

Figure 2.1: Power consumption of the IBM ThinkPad 560X

2.2.2 The Itsy pocket computer

The Itsy pocket computer [31] is a high-performance handheld developed by Compag’s
Palo Alto Research Labs. Two different Itsy units are used for evaluation: an Itsy v1.5 and
an Itsy v2.2. Both models have a StrongArm 1100 processor that can operate at 11 different
clock frequencies, ranging from 54.0 MHz to 206.4 MHz, to reduce power demand. Unless
otherwise noted, all Itsy measurements in this dissertation use the maximum 206.4 MHz
clock frequency. The Itsy v1.5 has 48 MB of DRAM and 32 MB of flash memory—the
Itsy v2.2 has 32 MB of DRAM and 32 MB of flash. The Itsy v1.5 is powered by two AAA
batteries and contains precision resistors that allow measurement of total power usage as
well as the power used by various subsystems. The Itsy v2.2 is powered by a Lithium-lon
rechargeable battery. In addition to precision resistors, it also contains a DS2437 smart bat-
tery chip [12] which reports detailed information about battery status and power drain. Both
Itsy models lack a wireless network interface—a serial link is used for communication.
Figure 2.2 shows the measured power consumption of several hardware components of
the Itsy v1.5. More detailed measurements of the energy characteristics of this platform can
be found in [19] and [22]. Viredaz and Wallach have performed detailed power measure-
ments of the Itsy version 2 [93]. Their results show the version 2 power usage is roughly
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Component | State Power (W)
CPU/MMU | CPU Halted 0.00
Busy Wait 0.43

Memory Read 0.62
Memory Write 1.41

Display Enabled 0.04
UART Enabled 0.05

Transmitting 0.12
Other Idle 0.16

Background power (CPU halted, display and UART enabled) = 0.25 Watts.

This figure shows the measured power consumption of components of the Itsy v1.5. The
last row shows the power used when the display and UART are powered off. Each value is
the mean of five trials—in all cases, the sample standard deviation is less than 0.01 Watts.

Figure 2.2: Power consumption of the Itsy v1.5

similar to that of the Itsy v1.5.

The background power usage of the Itsy v1.5 is only 0.25 Watts. The CPU is clearly an
important power consumer—executing a busy-wait loop consumes an additional 0.43 Watts.
The memory subsystem also represents an important source of power demand. The dy-
namic power used to read data from DRAM memory is 0.62 Watts and the dynamic power
needed to write data is 1.41 Watts. The UART (serial network interface) consumes an addi-
tional 0.05 Watts when enabled—the UART power drain increases to 0.12 Watts when data
is transmitted. The LCD display consumes only 0.04 Watts—the low power consumption
can be attributed to the lack of a backlight.

2.2.3 Comparison of platform characteristics

Comparing Figures 2.1 and 2.2, the most striking difference between the two platforms
is the order-of-magnitude differential in power demand. The background power usage of
the Itsy v1.5 is approximately 22 times less than the background power usage of the IBM
560X. Similarly, the dynamic power needed to execute a busy-wait loop is approximately
12 times less on the Itsy.

It is also clear that the relative range of power demand is much greater for the Itsy
v1.5. For example, the ratio of dynamic to background power usage is 5.6 when the write
benchmark is executed. For the laptop, the maximum ratio of dynamic to background
power is 0.9 (occurring when a busy-wait is executed). Thus, the Itsy is more efficient in
its use of energy resources—it expends relatively less power when hardware components
are idle.

The relative power expenditure of hardware components varies by platform. For ex-
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Figure 2.3: Models of adaptation

ample, the memory subsystem is a large power consumer for the Itsy (as shown by the
difference between memory write and busy wait power consumption). However, the mem-
ory subsystem is a relatively insignificant portion of the laptop’s power budget. Similarly,
the display represents a relatively more significant portion of the laptop’s power budget. An
important consequence of this observation is that power tradeoffs between hardware com-
ponents are platform-specific. One such tradeoff is remote processing, which reduces CPU
power demand but increases network power usage. Since the ratio of network to processor
power usage differs between the Itsy and the IBM 560X, remote execution will sometimes
reduce power usage on one platform but not the other.

2.3 The Odyssey platform for mobile computing

In this dissertation, the Odyssey platform for mobile computing provides the basis for
implementing system support for energy-aware adaptation. This section provides a brief
overview of the relevant details of Odyssey—a more complete discussion of the design
rationale and architecture can be found in [68].

Odyssey provides support for mobile information access through application-aware
adaptation, a collaborative partnership between the operating system and applications. The
system monitors resource levels, notifies applications of relevant changes, and makes re-
source allocation decisions. The original Odyssey prototype only supported network band-
width adaptation. This dissertation describes how the infrastructure has been expanded to
also support energy-aware adaptation.

Adaptation in Odyssey involves the trading of data or computational quality for re-
source consumption. For example, a client playing full-color video data from a server
could switch to black and white video when bandwidth drops, rather than suffering lost
frames. Similarly, a map application might fetch maps with less detail rather than suffering
long transfer delays for full-quality maps. Odyssey captures this notion of data degradation
through an attribute called data fidelity, that defines the degree to which data presented at a
client matches the reference copy at a server.
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Odyssey also supports applications which can vary the quality of their computations to
adjust for variations in resource availability. For example, a speech recognition engine run-
ning on a handheld device with little processing power might use a smaller, task-specific
vocabulary to provide speech-to-text translations with reasonable latency. Odyssey cap-
tures this notion through an attribute called computational fidelity, that defines the degree
to which the output of the computation matches the highest-quality output that could be
produced.

Fidelity is a type-specific notion since different kinds of data and computation can be
degraded differently. Fidelity may often be multi-dimensional—for example, a video player
may choose to degrade quality by using a greater amount of lossy compression, reducing
the size of the video display, or decreasing the video frame rate. Since the minimal level
of fidelity acceptable to the user can be both context and application dependent, Odyssey
allows each application to specify the fidelity levels it currently supports.

Odyssey is designed to support multiple applications concurrently executing on a mo-
bile client. The need to coordinate resource management across applications mutes the
effectiveness of many previous approaches to mobile computing. For example, commer-
cial applications such as Eudora [74] provide vertically integrated support for mobility, in
which each application assumes that it has full use of available network bandwidth. Eudora
implicitly adapts to network bandwidth by transmitting messages in order of importance.
Even a more sophisticated toolkit approach such as Rover [39] only pays minimal atten-
tion to resource coordination. Odyssey provides centralized monitoring and coordinated
resource management that controls the use of limited resources by applications.

Figure 2.3 places application-aware adaptation in context, spanning the range between
two extremes. At one extreme, adaptation is entirely the responsibility of individual ap-
plications. This laissez-faire approach, used by commercial software packages such as
Eudora, avoids the need for system support. But, it fails to address the issue of application
concurrency. At the other extreme, application-transparent adaptation, the system bears
full responsibility for both adaptation and resource management. This approach, exempli-
fied by the Coda file system [40], is especially attractive for legacy applications because
they can run unmodified. Application concurrency is well supported, but application diver-
sity is not, since control of fidelity is entirely in the hands of the system.

Odyssey’s client architecture is shown in Figure 2.4. Odyssey is conceptually part of the
operating system, even though it is implemented in user space for simplicity. The viceroy is
the Odyssey component responsible for monitoring the availability of resources and man-
aging their use. Code components called wardens encapsulate type-specific functionality.
There is one warden for each data type in the system. Several applications have been mod-
ified to use Odyssey, including a video player, a speech recognizer, a map viewer, a Web
browser, and a virtual reality application.

Odyssey provides applications with two separate interfaces. The first interface allows
an application to express its resource expectations. If resource levels stray beyond the
specified expectations, Odyssey notifies the application through an upcall. The application
then adjusts its fidelity to match the new resource level and communicates a new set of
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Figure 2.4: Odyssey architecture

expectations to Odyssey. This interface is most appropriate for applications which perform
continuous operations, can change fidelity levels dynamically, and understand their own
resource requirements.

The second interface allows applications to periodically query Odyssey to determine
the fidelity level at which they should operate. This interface is more appropriate for appli-
cations which perform discrete operations or do not know their own resource requirements.
An application first describes the operation it is about to perform. Odyssey then estimates
the resource demand of the application, matches demand to current resource availability,
and returns the fidelity level most appropriate for the operation.

Some applications, such as the Odyssey Web browser and map viewer, use a proxy
to avoid modifications to application source code. Other applications, such as our video
player and speech recognizer, are modified to interact directly with Odyssey. In all cases,
the total amount of code that needs to be modified is very small, i.e. less than 1000 lines of
code.

In its current instantiation, Odyssey assumes that applications are cooperative. Thus,
Odyssey expects that applications will execute at the fidelity it specifies. However, by
adding appropriate operating system support, Odyssey could potentially enforce its re-
source allocation decisions by detecting and penalizing misbehaving applications.
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2.4 Summary

This chapter began by discussing the metrics that will be used to evaluate energy manage-
ment strategies in this thesis. Total energy usage will be used for discrete activities, while
average power usage will be used for continuous activities. The chapter then described the
two primary hardware platforms for evaluation: the IBM 560X laptop and the Itsy pocket
computer. The choice of these platforms reflects the diversity in form factors and energy
efficiency in mobile computing.

Finally, this chapter described the Odyssey platform for mobile computing, which will
provide the basis for implementing system support for energy-aware adaptation. Odyssey
provides support for application-aware adaptation, a collaborative partnership between the
operating system and applications. Odyssey monitors resource levels, notifies applications
of relevant changes, and makes resource allocation decisions. Applications modify data or
computational fidelity to adjust their resource demands to meet changing resource availabil-
ity. The previous version of Odyssey only supported network bandwidth adaptation—this
dissertation extends Odyssey to support energy-aware adaptation.
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Chapter 3

PowerScope: Profiling application
energy usage

One of the keys to progress in energy-efficient software design is the ability to attribute
energy consumption to specific software components. Unfortunately, there is currently a
dearth of tools which have the ability to measure the energy impact of software. This
chapter describes how I have constructed one such tool, called PowerScope, which fills this
need by profiling application energy usage.

CPU profilers such as pr of and gpr of have proven useful for software performance
optimization because they expose code components wasteful of CPU cycles. In a similar
fashion, PowerScope helps developers design energy-efficient software by using statisti-
cal profiling to map energy consumption to program structure. Using PowerScope, one
can determine what fraction of the total energy consumed during a certain time period is
due to specific processes in the system. Further, one can drill down and determine the en-
ergy consumption of different procedures within a process. By providing such feedback,
PowerScope allows attention to be focused on those system components responsible for
the bulk of energy consumption. As improvements are made to these components, Pow-
erScope quantifies the benefits and helps expose the next target for optimization. Through
successive refinement, a system can be improved to the point where its energy consumption
meets design goals. PowerScope also helps developers expose energy-related bugs in their
code which are not revealed through traditional testing methodology. For example, a busy-
wait loop may have no perceptible performance impact, but PowerScope would reveal its
wasteful energy usage.

Section 3.1 discusses the important considerations in the design of an energy profiler.
The implementation of PowerScope is detailed in Section 3.2. Section 3.3 evaluates the
tool, focusing on two key issues: the accuracy with which PowerScope attributes energy
costs to specific processes and procedures, and the overhead of its operation.

15
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3.1 Design considerations

The design of PowerScope follows from its primary purpose: enabling application develop-
ers to build energy-efficient software. PowerScope’s design scales to complex applications,
which may consist of several concurrently executing threads of control, and which may run
on a variety of mobile platforms. For both simple and complex applications, PowerScope
provides developers detailed and accurate information about energy usage.

The most important consideration in the design of PowerScope is the need to gather
sufficient information to produce a detailed picture of application activity. The usefulness
of a profiling tool is directly related to how definitively it assigns costs to specific applica-
tion events. Attributing costs in detail enables developers to quickly focus their attention
on problem areas in the code. While it is certainly desirable to map energy costs to spe-
cific processes, the added detail of mapping energy costs to procedures within each process
can provide valuable information. PowerScope therefore reports both sets of information,
attributing energy usage to both processes and to procedures within each process. As will
be discussed in Section 3.3.1, the specific hardware characteristics of the system being
monitored limit the minimum procedure size that can be accurately profiled.

It is also important for PowerScope to monitor the activities and energy use of all pro-
cesses executing on a computer system. Complex applications often consist of several
concurrently executing processes. Further, profiling the activity of only a single process
omits critical information about total energy usage. For instance, a task which blocks fre-
quently may expend large amounts of energy on the screen, disk, and network when the
processor is idle. Asynchronous activity, such as network interrupts, can also account for
a significant portion of energy consumption. An energy profiler which monitors energy
usage only when a specific process is executing will not account for the energy expended
by these activities.

Another consideration in PowerScope’s design is that the tool be easily portable be-
tween different hardware platforms. The power dissipation characteristics of mobile plat-
forms differ widely, so energy optimizations for one platform may be inappropriate for
others. To determine the best design for a particular application, developers may need to
profile it on a variety of mobile devices. PowerScope therefore does not require specific
hardware to be present on a mobile computer, not does it depend upon platform-specific
knowledge such as device power characteristics. This design minimizes the effort required
to generate profiles on different hardware devices.

Finally, PowerScope is designed to minimize the overhead that it imposes on the system
it is monitoring. This overhead is reflected both in additional CPU usage and in additional
energy expended during execution. Because overhead affects the profile results, minimizing
the profiling overhead helps maximize the accuracy of the generated profile. The design
of PowerScope includes several optimizations, described in the next section, that reduce its
impact on the system being profiled.
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This figure shows how PowerScope generates an energy profile. As applications execute
on the profiling computer, the System Monitor samples system activity and the Energy
Monitor samples power consumption. Later, the Energy Analyzer uses this information
to generate an energy profile.

Figure 3.1: PowerScope architecture

3.2 Implementation

3.2.1 Overview

The prototype version of PowerScope, shown in Figure 3.1, uses statistical sampling to
profile the energy usage of a computer system. To reduce overhead, profiles are generated
by a two-stage process. During the data collection stage, the tool samples both the power
consumption and the system activity of the profiling computer. PowerScope then gener-
ates an energy profile from this data during a later analysis stage. Because the analysis is
performed off-line, it creates no profiling overhead.

During data collection, PowerScope uses two computers: a profiling computer, on
which applications execute, and a data collection computer, which is used to reduce over-
head. A digital multimeter samples the power consumption of the profiling computer. 1
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require that this multimeter have an external trigger input and output, as well as the abil-
ity to sample DC current or voltage at high frequency. The present implementation uses
a Hewlett Packard 3458a digital multimeter, which satisfies both these requirements. The
data collection computer controls the multimeter and stores current samples.

An alternate implementation would be to perform measurement and data collection en-
tirely on the profiling computer using an on-board digital multimeter with a PCI or PCM-
CIA interface. However, this implementation makes it very difficult to differentiate the
energy consumed by the profiled applications from the energy used by data collection and
by the operation of the on-board multimeter. Further, the present implementation makes
switching the measurement equipment to profile different hardware platforms much easier.

The functionality of PowerScope is divided among three software components. Two
components, the System Monitor and Energy Monitor, share responsibility for data collec-
tion. The System Monitor samples system activity on the profiling computer by periodi-
cally recording information which includes the program counter (PC) and process identifier
(PID) of the currently executing process. The Energy Monitor runs on the data collection
computer, and is responsible for collecting and storing current samples. Because data col-
lection is distributed across two monitor processes, it is essential that some synchronization
method ensure that they collect samples closely correlated in time. | have chosen to syn-
chronize the components by having the digital multimeter signal the profiling computer
after taking each sample.

The final software component, the Energy Analyzer, uses the raw sample data collected
by the monitors to generate the energy profile. The analyzer runs on the profiling computer
since it uses the symbol tables of executables and shared libraries to map samples to specific
procedures. There is an implicit assumption in this method that the executables being
profiled are not modified between the start of profile collection and the running of the off-
line analysis tool.

3.2.2 The System Monitor

The System Monitor consists of a device driver which collects sample data and a user-level
daemon process which reads the samples from the device driver and writes them to a file.
The device driver is currently implemented as a Linux loadable kernel module (LKM),
allowing PowerScope to run without any modification to kernel source code. Although
the System Monitor currently operates only on the Linux operating system, this design
approach should enable it to be relatively portable to other operating systems.

The design of the System Monitor is similar to the sampling components of Morph [100]
and DCPI [3]. The present implementation samples system activity when triggered by the
digital multimeter. Each twelve byte sample records the value of the program counter (PC)
and the process identifier (P1D) of the currently executing process, as well as additional in-
formation such as whether the system is currently handling an interrupt. This assumes that
the profiling computer is a uniprocessor—a reasonable assumption for a mobile computer.

Samples are written to a circular buffer residing in kernel memory. This buffer is emp-
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pscope_init (u_int size);
pscope_read (voi d* sanpl e,
u_int size,
uint* ret_size);
pscope_start (void);
pscope_stop (void);

Figure 3.2: PowerScope API

tied by the user-level daemon, which writes the samples to a file. The daemon is triggered
when the buffer grows more than 7/8 full, or by the end of data collection.

The System Monitor records a small amount of additional information that is used to
generate profiles. First, it associates each currently executing process with the pathname
of an executable. Then, for each executable it records the memory location of each loaded
shared library and associates the library with a pathname. For Linux versions 2.1 and
greater, the kernel d_pat h() routine is used to associate each process or library with
a corresponding pathname. For previous versions of Linux in which this method is un-
available, the System Monitor associates each process or library with a device and inode
number. In both cases, this mapping is recorded only once for each library or executable.
The information is written to the sample buffer during data collection, and is used during
off-line analysis to associate each sample with a specific executable image.

The programming interface shown in Figure 3.2 allows applications to control profiling.
The API is implemented as a user-level library which marshals arguments and calls i oct |
operations on the PowerScope device driver.

The user-level daemon calls pscope.i ni t () to set the size of the kernel sample
buffer. Since there is a tension between excessive memory usage and frequent reading of
the buffer by the daemon, the buffer size has been left flexible to allow efficient profiling of
different workloads. The daemon calls pscope_r ead() to read samples out of the buffer.
The pscope_start () and pscope_st op() system calls allow application programs
to precisely indicate the period of sample collection. Multiple sets of samples may be
collected one after the other; each sample set is delineated by start and end markers written
into the sample buffer.

3.2.3 The Energy Monitor

The Energy Monitor runs on the data collection computer and communicates with the dig-
ital multimeter. There is no specific operating system requirement for the data collection
computer; it currently runs Windows 95 to take advantage of manufacturer-provided device
drivers for the multimeter.
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The Energy Monitor configures the multimeter to periodically sample the power usage
of the profiling computer. The specific method of power measurement depends upon the
system being profiled. For many laptop computers, the simplest method is to sample the
current drawn through the laptop’s external power source. Usually, the voltage variation
is extremely small, for example it is less than 0.25% for the IBM 701C and 560X laptops.
Therefore, current samples alone are sufficient to determine the energy usage of the system.
The battery is removed from the laptop while measurements are taken to avoid extraneous
power drain caused by charging. Current samples are transmitted asynchronously to the
Energy Monitor which stores them in a file for later analysis.

An alternate method can be employed for systems such as the Compagq Itsy v1.5 pocket
computer that provide internal precision resistors for power measurement [92]. For the Itsy,
the Energy Monitor configures the multimeter to measure the instantaneous differential
voltage, Vyisy, across a 20 mS2 precision resistor located in the main power circuit. The
instantaneous current, |, can therefore be calculated as I = Vy;¢£/0.02 €. Since the voltage
being supplied to the computer, Vs,,,, does not vary significantly, these measurements are
sufficient to calculate instantaneous power usage, P, as P = V,,, * 1. Further, because
the Itsy contains additional internal resistors, the same method can be used to profile the
isolated power usage of Itsy subsystems.

The above method is also useful when the maximum current drawn by the profiling
computer exceeds the rated capacity of the measurement equipment. In such cases, Power-
Scope can measure the current drop across a precision resistor inserted between the profil-
ing computer and its external power supply.

Sample collection is driven by the multimeter clock. Synchronization with the System
Monitor is provided by connecting the multimeter’s external trigger input and output to
1/0 pins on the profiling computer. The specific pins are platform-specific—for example,
I use parallel port pins for the IBM 560X laptop and general purpose 1/0O pins for the Itsy.
Immediately after the multimeter takes a power sample, it toggles the value of an input pin.
This causes a system interrupt on the profiling computer, during which the System Monitor
samples system activity. Upon completion, the System Monitor triggers the next sample
by toggling an output pin (unless profiling has been halted by the pscope_st op system
call). The multimeter buffers this trigger until the time to take the next sample arrives. This
method ensures that the power samples reflect application activity, rather than the activity
of the System Monitor.

The original PowerScope design used the clock of the profiling computer to drive sam-
ple collection. Although simpler to implement, that design had the disadvantage of biasing
the profile values of activities correlated with the system clock. Since PowerScope drives
sample collection from the multimeter, the lack of synchronization between the multimeter
and profiling computer clocks introduces a natural jitter that makes clock-related bias very
unlikely. Using the multimeter clock also allows PowerScope to generate interrupts at a
finer granularity then that allowed by using kernel clock interrupts.

An alternative approach would be to trigger interrupts using processor performance
counters such as those found on the StrongARM 1100 and Pentium Il chips. | rejected this
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approach due to portability concerns. Some processors, such as the Pentium chip used in the
IBM 560X laptop, lack performance counters. Further, methods for accessing performance
counters vary by processor family, and thus require architecture-specific code.

The user may specify the sample frequency as a parameter when the Energy Monitor
is started. With the multimeter currently being used, the maximum sample frequency is
approximately 700 samples per second.

3.2.4 The Energy Analyzer

The Energy Analyzer generates an energy profile of system activity. Recall that total energy
usage can be calculated by integrating the product of the instantaneous current, I;, and
voltage, V;, over time, as follows:

E= / IV,dt (3.1)

This value can be approximated by simultaneously sampling both current and voltage at
regular intervals of time At¢. Further, in the systems which | have measured, V; is constant
within the limits of accuracy for which | am striving. PowerScope therefore calculates total
energy over n samples using a single measured voltage value, V;,.cqs, as follows:

E & Vineas Y LA (3.2)

t=0

The Energy Analyzer reads the raw data generated by the monitors and associates each
current sample collected by the Energy Monitor with the corresponding sample collected
by the System Monitor. It assigns each sample to a process bucket using the recorded PID
value. Samples that occurred during the handling of an asynchronous interrupt, such as the
receipt of a network packet, are not attributed to the currently executing process but are
instead attributed to a bucket specific to the interrupt handler. If no process was executing
when the sample was taken, the sample is attributed to a kernel bucket. The energy usage
of each process is calculated as in Equation 3.2 by summing the current samples in each
bucket and multiplying by the measured voltage (V;,...s) and the sample interval (At).

The Energy Analyzer then generates a summary of energy usage by process, such as
the one shown in Figure 3.3(a). Each entry displays the total time spent executing the
process, calculated by multiplying the total number of samples that occurred while the
process was executing by the sample period. Each entry also displays the total energy
usage of the process and its average power usage, which is calculated by dividing energy
usage by execution time.
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Energy Usage by Process:

El apsed Tot al Aver age
Process Time (s) Energy (J) Power (W
/ obj / odyssey/ bi n/j anus 40. 521 489. 522 12. 081
ker nel 40. 572 301. 210 7.424
| nt errupt s- Wavel an 27. 654 296. 287 10. 714
/ obj / odyssey/ bi n/ xani m 18. 073 218. 458 12. 087
/usr/ X11R6/ bi n/ XF86_SVGA 13. 369 162. 659 12. 167
/ obj / odyssey/ bi n/ vi cer oy 11. 730 141. 101 12. 029
/ obj / odyssey/ bi n/ edi t or 2.130 25. 087 11.776
[ usr/ bi n/ net scape3 1. 495 17. 791 11. 901

(a) Partial summary of energy usage by process

Energy Usage Detail for process /obj/odyssey/bin/viceroy

User -l evel procedures:

El apsed Tot al Aver age
Procedur e Time (s) Energy (J) Power (W
| nt ernal _Si gnal 0. 210 2.585 12. 327
Exam nePacket 0. 165 1.939 11. 763
Di spat cher 0. 160 1.872 11. 693
sftp_DataArrived 0. 106 1.285 12. 162
| OMGR_CheckDescri ptors 0. 096 1.159 12. 064
| OMCR_Sel ect 0.078 0. 955 12. 177

(b) Partial detail of process energy usage
This figure shows a sample energy profile for a computer running multiple concurrent

applications. Part (a) shows a portion of the summary of energy usage by process. Part
(b) shows a portion of the detailed profile for a single process,

Figure 3.3: Sample energy profile
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The Energy Analyzer repeats the above steps for each process to determine the energy
usage by procedure. The process and shared library information stored by the System
Monitor is used to reconstruct the memory address of each procedure from the symbol
tables of executables and shared libraries. Then, the PC value of each sample is used to
place the sample in a procedure bucket. When the profile is generated, procedures that
reside in shared libraries and kernel procedures are displayed separately. Figure 3.3(b)
shows a partial profile of one typical process.

3.3 Validation

For PowerScope to be effective, it must accurately determine the energy cost of processes
and procedures. Further, it must operate with a minimum of overhead on the system being
measured to avoid significantly perturbing the profile results.

| created benchmarks to assess how successful PowerScope is in meeting both of these
goals. Each benchmark was run on two hardware platforms, the Compaq Itsy v1.5 pocket
computer and the IBM ThinkPad 560X laptop computer.

3.3.1 Accuracy

There are several factors which potentially limit PowerScope’s accuracy. First, the dig-
ital multimeter’s power measurements are not truly instantaneous—the multimeter’s A/D
converter must measure the input signal over a period of time. However, this period, or inte-
gration time, is normally quite small. In the case of the HP 3458a multimeter used for these
experiments, the minimum integration time is only 1.4 us. Second, there will be some ca-
pacitance in the computer system being measured. High-frequency changes in power usage
may not be measurable at the point in the circuit where the multimeter probes are attached.
Finally, there is a delay between the time when the multimeter takes a measurement and
the time when the corresponding kernel sample is taken; this delay includes time to prop-
agate an electrical signal to the profiling computer and time to handle the corresponding
hardware interrupt. If a procedure is of sufficiently short duration, a sample taken during
its execution may be incorrectly attributed to a procedure which executes later. Combined,
these factors limit PowerScope’s accuracy—there will be some minimum event duration
below which PowerScope will be unable to accurately determine the event’s power usage.

I measured the minimum event duration by running a benchmark which alternates ex-
ecution between two different procedures. Each procedure has a known power usage and
runs for a configurable length of time. When these procedures are of sufficiently long du-
ration, for example, one second, PowerScope can accurately determine the power usage
of each procedure. However, as the duration of the two procedures is shortened, Power-
Scope will eventually be unable to successfully determine their individual power usages.
To ensure maximum accuracy, | used the highest sampling rate supported by my current
measurement equipment for these measurements—approximately 700 samples per second.
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(b) PowerScope accuracy for Itsy v1.5

This figure shows PowerScope’s accuracy as a function of the length of the event being
measured. Each graph shows the power usage reported for two different procedures which
execute alternately. As the procedure length is reduced, PowerScope is eventually unable
to distinguish the individual power usage of the two procedures. The measurements in
the top graph were performed on the IBM ThinkPad 560X laptop and the measurements
in the bottom graph were performed on the Compaq Itsy v1.5. Each point represents the
mean of ten trials—the (barely noticeable) error bars in each graph show 90% confidence
intervals. Note that procedure length, on the x-axis, is displayed using a log scale.

Figure 3.4: PowerScope accuracy



3.3. VALIDATION 25

Figure 3.4(a) shows the results of running the benchmark on the 560X laptop. The
figure shows the power usage of two procedures reported by PowerScope for a variety
of procedure durations. The first procedure performs additions in an unrolled loop and
has a power usage of 8.04 Watts (measured with a duration of 1 second). The second
procedure performs multiplications in an unrolled loop and has a power usage of 6.97 Watts.
White it may seem unintuitive that multiplication requires less power than addition, less
multiplication instructions execute per unit of time, meaning that the total energy needed
to perform a multiplication is higher.

PowerScope correctly reports the individual power usage of each procedure within ex-
perimental error for durations of 10 ms. When the procedure length is set to 1 ms., Power-
Scope reports slightly inaccurate results (within 1% of the correct value). As the procedure
duration is further decreased, PowerScope’s accuracy also decreases. At a duration of
100 ps., PowerScope is unable to distinguish the power usage of individual procedures. In
this case, the limiting factor is probably the capacitance of the laptop computer.

Figure 3.4(b) shows the results of running the benchmark on the Itsy v1.5. Because
the power used to perform multiplications on the Itsy is very similar to the power used
to perform additions, the benchmark replaces the multiplication procedure with one that
copies data from one memory location to another. The copies are performed in an unrolled
loop and all memory references hit in the first-level data cache. The power usage of the
addition procedure is 0.85 Watts, and the power usage of the copy procedure is 1.08 Watts.

On the Itsy, PowerScope correctly reports individual power usage within experimental
error for durations of 1 ms. The reported values are slightly inaccurate with a procedure
length of 100 us. (within 3% of the correct value). Interestingly, at 10 us., PowerScope
reports a higher power usage for the addition procedure than for the copy procedure. Be-
cause these results are significant within experimental error, they strongly indicate that the
power measurements are being perturbed by the latency between the time when measure-
ments are taken and the time when the System Monitor samples system activity on the
profiling computer. Power samples that should be attributed to one procedure are instead
being incorrectly attributed to the other.

The preceding measurements cannot detect one possible source of inaccuracy: the ef-
fect of variation in the sampling frequency. To quantify this potential effect, | measured
the power usage of the IBM560X laptop while it executed the benchmark application for
approximately 10 seconds using a procedure duration of 1 ms.. | sampled power usage at
various frequencies using the HP3458a multimeter. Since | did not use PowerScope for
these experiments, any variation in power usage can be attributed to variation in the sam-
pling frequency.

Figure 3.5 shows the results of these experiments for five different frequencies between
80 and 2309 samples per second (the maximum frequency for the multimeter without Pow-
erScope). The measured power usage varies by less than 1 mW. Thus, the choice of sam-
pling frequency does not significantly impact measurement results.
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This figure shows that variation in the sample frequency does not impact power measure-
ments. It shows the power usage of an IBM560X laptop executing a benchmark applica-
tion, measured at several different sampling frequencies. Each point represents the mean
of five trials—90% confidence intervals are not visible on this graph.

Figure 3.5: Effect of variation in the sample frequency

3.3.2 Overhead

Running PowerScope imposes a small overhead on the system being profiled due to the
activity of the System Monitor. The impact can be expressed in terms of both CPU usage
and additional energy consumption on the profiling computer.

To determine PowerScope’s CPU overhead, | measured the execution time of the bench-
mark described in Section 3.3.1 for a variety of sampling rates, and compared the results
to the execution time of the benchmark when PowerScope was not running. For the 560X
laptop, latency was measured using the Pentium cycle counter. For the Itsy, the Linux
get t i meof day system call was used. This benchmark does not include the cost of peri-
odically writing data to a file for long-running profiles. However, because the file write is
amortized across a large number of samples, the additional CPU cost should be quite low.

Figure 3.6 shows the results of these experiments for the two platforms. In both cases,
PowerScope’s CPU overhead is quite low—Iess than 0.6% at the maximum sampling rate
of the multimeter. Note that although two measurements in Figure 3.6(b) show a negative
overhead, the upper bound of each measurement’s 90% confidence interval is greater than
zero, meaning that the anomalies can likely be attributed to experimental error.

To determine PowerScope’s energy overhead, | used PowerScope to measure the en-
ergy usage of the benchmark described in Section 3.3.1 for a variety of sampling rates. For
comparison, | measured the energy consumption of the benchmark without PowerScope by
using the digital multimeter to measure the energy consumption of the profiling computer
during a period when the benchmark was the only activity executing. Because there is a
marked difference between energy consumption depending upon whether or not the bench-
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This figure shows PowerScope’s relative CPU overhead as a function of the sampling
frequency. Both graphs show the additional time required to complete a fixed amount of
calculations while PowerScope is used to profile energy consumption. The measurements
in the top graph were performed on the IBM ThinkPad 560X laptop and the measurements
in the bottom graph were performed on the Compag Itsy v1.5. Each point represents the
mean of ten trials—the error bars in each graph show 90% confidence intervals.

Figure 3.6: PowerScope CPU overhead
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This figure shows PowerScope’s measured relative energy overhead as a function of the
sampling frequency. Both graphs show the amount of additional energy usage reported
by PowerScope relative to baseline energy consumption without PowerScope. The mea-
surements in the top graph were performed on the IBM ThinkPad 560X laptop and the
measurements in the bottom graph were performed on the Compagq Itsy v1.5. Each point
represents the mean of ten trials—the error bars in each graph show 90% confidence in-
tervals.

Figure 3.7: PowerScope energy overhead
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mark is running, it was possible to manually identify those samples collected when the
benchmark was executing and to calculate the average power consumption of the bench-
mark. The energy usage of the benchmark was then calculated by multiplying its average
power usage by its measured execution time.

Figure 3.7 shows the results of these experiments for the two platforms. In both cases,
PowerScope’s energy overhead is low—about 1.0% for the ThinkPad 560X and 1.3% for
the Itsy at the maximum sampling rate. Like the CPU benchmark, this value does not
include the cost of periodically writing data to a file for long-running profiles.

While the laptop results show that energy overhead increases fairly regularly with the
sample rate, the Itsy results are decidedly more irregular. While it is unclear precisely
what leads to this effect, it is possible that different sampling frequencies induce slightly
different cache effects on the benchmark application. Such cache effects would be much
more noticeable on the Itsy since its cache is smaller and memory usage makes up a much
larger percentage of its overall power budget.

3.4 Summary

This chapter has described the design and implementation of the PowerScope energy pro-
filer. PowerScope helps developers design energy-efficient software by mapping energy
consumption to specific processes executing on a computer system, and to individual pro-
cedures within those processes.

There are several important considerations in the design of an energy profiler. First, it
should map energy consumption to code components as accurately as possible. Second, it
should report the energy usage of all activities occurring on the computer system during
the profiling period. Third, it should maximize portability to support profiling on a variety
of hardware platforms. Finally, it should minimize the amount of overhead imposed during
the profiling period.

Evaluation of PowerScope shows that it is successful in meeting these goals. Depending
upon the system being profiled, PowerScope can accurately attribute energy to events with
durations as small as 100 us. Further, profiles such as the one in Figure 3.3 report the
energy consumption of all processes that execute during the profiling period. The results in
Section 3.3 show that PowerScope can generate profiles on two very different computing
platforms. Finally, PowerScope’s overhead is quite low. On the platforms evaluated, its
CPU overhead was at most 0.6% and its energy overhead was at most 1.3%.
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Chapter 4

Energy-aware adaptation

In order to design energy-aware software, it is first necessary to understand how software
design choices impact system energy use. This need motivated me to perform a detailed
study of energy usage for several applications that might commonly be found in mobile
computing environments. In this chapter, I discuss this study, its results, and the implica-
tions for energy-aware application and operating system design.

4.1 Goals of the study

The primary goal of the study was to assess the feasibility of energy-aware adaptation.
For adaptation strategies to be effective, it is crucial that changes in application behavior
yield significant energy savings. If the potential savings are meager, then developers will
not modify applications to make them energy-aware. Further, the resulting energy savings
should be predictable. The more accurately an adaptive system can project the impact of
potential changes, the quicker it can converge upon the optimum balance between applica-
tion quality and energy conservation.

In this study, the main dimension of energy-aware adaptation is the tradeoff between
application fidelity and energy use. Since fidelity is an application-dependent metric, it was
necessary to measure several different applications as they executed at different levels of fi-
delity. The greater the difference in energy use, the more effective energy-aware adaptation
is likely to be for a given application.

Although it was not my main focus, I also studied another dimension of energy-aware
adaptation: the tradeoff between execution location and energy use. Although it seems
intuitive that offloading computation to a server can reduce client energy usage, this is not
always the case. Even though the energy used by the client’s CPU will decrease, this benefit
may be offset by increased network energy use. Alternatively, remote execution may prove
to be slower than local execution when communication needs are significant, creating a
tradeoff between energy conservation and performance.

A secondary goal of the study was to assess the impact of existing hardware power-
management strategies, such as spinning down the hard drive, disabling wireless network

31
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receivers, and turning off the display. | measured both the stand-alone impact of these
strategies, as well as their impact when combined with energy-aware adaptation. | was
especially interested in confirming that the energy savings from energy-aware adaptation
could enhance those achievable through hardware power management. Although these
distinct approaches to energy savings seem composable, it was important to verify this
experimentally.

4.2 Methodology

I measured the energy used by four applications: a video player, a speech recognizer, a map
viewer, and a Web browser. My selection of these particular applications was driven by
several factors. First, these are applications that are commonly used when mobile. Speech
recognition enables hands-free operation, while map viewing assists navigation. It is also
reasonable to expect that mobile access of Web and video data will increase as wireless
bandwidth becomes more plentiful. Second, each application has at least one definable di-
mension of fidelity, allowing me to study the relationship between fidelity and energy use.
The final factor in selecting these applications was their extensibility. All ran on Linux, and
three had freely available source code. The fourth, Netscape, had not yet released source
code, but had a well-defined interface for extension. In the study, source-code availability
allowed me to use PowerScope to gain a more detailed picture of application energy use.
The large degree of extensibility allowed me to easily modify applications to support mul-
tiple levels of fidelity. However, making applications energy-aware does not always require
application or operating system source code, as will be seen in the next chapter.

I used the IBM 560X laptop as the primary platform for evaluation. Since the video
player, map viewer, and Web browser have a considerable amount of platform-specific
code, it would have been prohibitively time-consuming to port them to the Itsy. However,
the speech recognizer proved relatively easy to port—I therefore measured its energy con-
sumption for both platforms and compared the results.

| first observed the applications as they operated in isolation, and then as they operated
concurrently. In each experimental trial, the fidelity of an application was fixed at a constant
value.

I explored sensitivity of energy consumption to data fidelity by using four data ob-
jects for each application: that is, four video clips, four speech utterances, four maps, and
four Web images. | first measured the baseline energy usage for each object at highest
fidelity with hardware power management disabled. Secondly, | measured energy usage
with hardware power management enabled. Then, | successively lowered the fidelity of
the application, measuring energy usage at each fidelity with hardware power management
enabled.

This sequence of measurements is directly reflected in the format of the graphs pre-
senting the results: Figures 4.2, 4.5, 4.10, and 4.15. Since a considerable amount of data
is condensed into these graphs, | explain their format here even though their individual
contents will not be meaningful until the detailed discussions in Sections 4.4 through 4.7.
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For example, consider Figure 4.2. There are six bars in each of the four data sets on the
x-axis; each data set corresponds to a different video clip. The height of each bar shows
total energy usage, and the shadings within each bar show energy usage by software com-
ponent. The component labeled “ldle” aggregates samples that occurred while executing
the kernel idle procedure—effectively a Pentium hl t instruction. The component labeled
“WaveLAN” aggregates samples that occurred during wireless network interrupts.

For each data set, the first and second bars, labeled “Baseline” and “Hardware-Only
Power Mgmt.”, show energy usage at full fidelity with and without hardware power man-
agement. The difference between the first two bars gives the application-specific effec-
tiveness of hardware power management. Each of the remaining bars shows the energy
usage at a different, reduced fidelity level with hardware power management enabled. The
difference between one of these bars and the first bar (“Baseline) gives the combined ben-
efit of hardware power management and fidelity reduction. The difference between one of
these bars and the second one (“Hardware-Only Power Mgmt.”) gives the additional benefit
achieved by fidelity reduction above and beyond the benefit achieved by hardware power
management.

The measurements for all bars except “Baseline” were obtained while powering down
as many hardware components as possible for each application. After ten seconds of inac-
tivity, | transitioned the disk to standby mode. Further, I modified the network communi-
cation package used to place the wireless network interface in standby mode except during
remote procedure calls or bulk transfers. Finally, I turned off the display during the speech
application. Since the other applications were interactive, the display was continuously
enabled during their operation.

These are the maximally aggressive power management strategies that could be em-
ployed with the computer used in the study. However, more recent mobile computers sup-
port further dimensions of power management—for example, several mobile processors
can reduce their power and energy requirements by decreasing the CPU clock frequency.
Hence, the effectiveness of hardware power management appears to be increasing with
time. As it will be shown in this chapter that hardware power management and fidelity re-
duction are synergistic, it is reasonable to expect that the benefits of fidelity reduction will
continue to increase in the future as hardware power management becomes more effective.

4.3 Experimental setup

For this study, | used the ThinkPad 560X described in Section 2.2.1 as the client. The
client ran the Linux 2.2 operating system. All servers were 200 MHz Pentium Pro desktop
computers with 64 MB of memory. The client communicated with servers over a 2 Mb/s
wireless WaveL AN network operating at 900 MHz.

I measured application and system energy use with PowerScope, sampling at a rate of
approximately 600 times per second. To avoid confounding effects due to non-ideal battery
behavior, the client used an external power supply. Further, to eliminate the effects of
charging, the client’s battery was removed.
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4.4 Video player
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Figure 4.1: Odyssey video player

4.4.1 Description

I first measured the impact of fidelity on the video application shown in Figure 4.1. Xanim
fetches video data from a server through Odyssey and displays it on the client. It supports
two dimensions of fidelity: varying the amount of lossy compression used to encode a
video clip, and varying the size of the window in which it is displayed. There are multiple
tracks of each video clip on the server, each generated off-line from the full fidelity video
clip using Adobe Premiere. They are identical to the original except for size and the level
of lossy compression used in frame encoding.

4.4.2 Results

Figure 4.2 shows the total energy used to display four videos at different fidelities. At the
baseline fidelity, much energy is consumed while the processor is idle because of the limited
bandwidth of the wireless network—not enough video data is transmitted to saturate the
processor. Most of the remaining energy is consumed by asynchronous network interrupts,
the Xanim video player, and the X server.

For the four video clips, hardware-only power management reduces energy consump-
tion by a mere 9-10%. There is little opportunity to place the network in standby mode
since it is nearly saturated. Most of the reduction is due to disk power management—the
disk remains in standby mode for the entire duration of an experiment.

The bars labeled Premiere-B and Premiere-C in Figure 4.2 show the impact of lossy
compression. Whereas the baseline video is encoded at QuickTime/Cinepak quality level
2, Premiere-B and Premiere-C are encoded at quality levels 1 and O respectively. Premiere-
C, the highest level of compression, consumes 16-17% less energy than hardware-only
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This figure shows the total energy used to display four QuickTime/Cinepak videos from
127 to 226 seconds in length, ordered from right to left above. For each video, the first
bar shows total energy usage without hardware power management or fidelity reduction.
The second bar shows the impact of hardware power management alone. The next two
show the impact of lossy compression. The fifth shows the impact of reducing the size of
the display window. The final bar shows the combined effect of lossy compression and
window size reduction. The shadings within each bar detail energy usage by software
component. Each value is the mean of five trials—the error bars show 90% confidence
intervals.

Figure 4.2: Energy impact of fidelity for video playing

power management. Note that these gains are understated due to the bandwidth limitation
imposed by the wireless network. With a higher-bandwidth network, I could raise baseline
fidelity and thus transmit better video quality when energy is plentiful. The relative energy
savings of Premiere-C would then be higher.

By examining the shadings of each bar in Figure 4.2, it can be seen that compression
significantly reduces the energy used by Xanim, Odyssey, and the WaveL AN device driver.
However, the energy used by the X server is almost completely unaffected by compression.
I conjectured that this is because video frames are decoded before they are given to the X
server, and the size of this decoded data is independent of the level of lossy compression.

To validate this conjecture, | measured the effect of halving both the height and width
of the display window, effectively introducing a new dimension of fidelity. As Figure 4.2
shows, shrinking the window size reduces energy consumption 19-20% beyond hardware-
only power management. The shadings on the bars confirm that reducing window size
significantly decreases X server energy usage. In fact, within the bounds of experimental
error, X server energy consumption is proportional to window area.
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Figure 4.3: Predicting video player energy use

This figure shows the relationship between system energy use, data fidelity, and video
length. For each level of data fidelity, four data points show the total energy used to
display the four videos from Figure 4.2—the corresponding line represents the best linear
fit through these points. All measurements were taken with hardware power management
enabled. The (barely noticeable) error bars show 90% confidence intervals for energy use.

Finally, I examined the effect of combining Premiere-C encoding with a display window
of half the baseline height and width. This results in a 28-30% reduction in energy usage
relative to hardware-only power management. Relative to baseline, using all the techniques
(hardware power management, lossy encoding, and reducing the window size) together
yields about a 35% reduction.

From the viewpoint of further energy reduction, the rightmost bar of each data set in
Figure 4.2 seems to offer a pessimistic message: there is little to be gained by further efforts
to reduce fidelity. Virtually all energy usage at this fidelity level occurs when the processor
is idle.

Fortunately, this is precisely where advances in hardware power management can be
of the most help. For example, consider a modern mobile processor, such as TransMeta’s
Crusoe chip [41], which can reduce its clock frequency to save power and energy. As the
fidelity of the video is reduced, the processor can operate at correspondingly lower clock
frequencies since the needed computation per frame is smaller. With such a processor, the
total energy used by the lowest fidelity will be significantly reduced.

Figure 4.3 shows video player energy use as a function of video length for five dif-
ferent levels of data fidelity: baseline, Premiere-B, Premiere-C, reduced window size, and
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Figure 4.4: Odyssey speech recognizer

the combination of Premiere-C and reduced window size. In each case, hardware power
management is enabled. For each fidelity level, four data points show the total energy used
to play each of the videos in the study, and the corresponding line shows the best linear
fit through these points. From the data, it is clear that the linear model is a good fit—the
coefficient of determination (R2) is greater than 99% for every fidelity. In addition, the
maximum relative error for any data point is 2.3%. Thus, if an adaptive system were to be
given a new video and could determine its length, it is reasonable to expect that it would be
able to accurately predict the energy needed to display the video at each fidelity. Of course,
these results apply directly only to the fidelities investigated in this study; it is possible that
different encoding schemes may prove to be less predictable.

4.5 Speech recognizer

4.5.1 Description

The second application is an adaptive speech recognizer. As shown in Figure 4.4, it consists
of a front-end that generates a speech waveform from a spoken utterance and submits it via
Odyssey to a local or remote instance of the Janus speech recognition system [94].

Local recognition avoids network transmission and is unavoidable if the client is dis-
connected. In contrast, remote recognition incurs the delay and energy cost of network
communication but can exploit the CPU, memory, and energy resources of a remote server
that is likely to be operating from a power outlet rather than a battery. The system also
supports a hybrid mode of operation in which the first phase of recognition is performed
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This figure shows the energy used to recognize four spoken utterances from one to seven
seconds in length, ordered from right to left above. For each utterance, the first bar shows
energy consumption without hardware power management or fidelity reduction. The sec-
ond bar shows the impact of hardware power management alone. The remaining bars
show the additional savings realized by adaptive strategies. The shadings within each bar
detail energy usage by activity. Each measurement is the mean of five trials—the error
bars show 90% confidence intervals.

Figure 4.5: Energy impact of fidelity for speech recognition

locally, resulting in a compact intermediate representation that is shipped to the remote
server for completion of the recognition. In effect, the hybrid mode uses the first phase of
recognition as a type-specific compression technique that yields a factor of five reduction
in data volume with minimal computational overhead.

Fidelity is lowered in this application by using a reduced vocabulary and a less complex
acoustic model. This substantially reduces the memory footprint and processing required
for recognition, but degrades recognition quality. The system alerts the user of fidelity
transitions using a synthesized voice. The use of low fidelity is most compelling in the case
of local recognition on a resource-poor disconnected client, although it can also be used in
hybrid and remote cases.

Although reducing fidelity limits the number of words available, the word-error rate
may not increase. Intuitively, this is because the recognizer makes fewer mistakes when
choosing from a smaller set of words in the reduced vocabulary. This helps counterbalance
the effects of reducing the sophistication of the acoustic model.
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Figure 4.6: Predicting speech recognition energy use

This figure shows the relationship between system energy use, data fidelity, and utter-
ance length. For each level of data fidelity, ten data points show the total energy used
to recognize different utterances (including the ones from Figure 4.5)—the correspond-
ing line represents the best linear fit through these points. All measurements were taken
with hardware power management enabled. The (barely noticeable) error bars show 90%
confidence intervals for energy use.

45.2 Results

Figure 4.5 presents measurements of client energy usage when recognizing four pre-recorded
utterances using local, remote, and hybrid strategies at high and low fidelity. The baseline
measurements correspond to local recognition at high fidelity without hardware power man-
agement. Since speech recognition is compute-intensive, almost all the energy in this case
is consumed by Janus.

Hardware power management reduces client energy usage by 33—-34%. Such a substan-
tial reduction is possible because the display can be turned off and both the network and
disk can be placed in standby mode for the entire duration of an experiment. This assumes
that user interactions occur solely through speech, and that disk accesses can be avoided
because the vocabulary, language model and acoustic model fit entirely in physical mem-
ory. More complex recognition tasks may trigger disk activity and hence show less benefit
from hardware power management.

Lowering fidelity by using a reduced speech model results in a 25-46% reduction in
energy consumption relative to using hardware power management alone. This corresponds
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to a 50-65% reduction relative to the baseline.

Remote recognition at full fidelity reduces energy usage by 33-44% relative to using
hardware power management alone. If fidelity is also reduced, the corresponding savings is
42-65%. These figures are comparable to the energy savings for remote execution reported
in the literature for other compute-intensive tasks [69, 77]. As the shadings in the fourth
and fifth bars of each data set in Figure 4.5 indicate, most of the energy consumed by the
client in remote recognition occurs with the processor idle—much of this is time spent
waiting for a reply from the server. Lowering fidelity speeds recognition at the server, thus
shortening this interval and yielding additional energy savings.

Hybrid recognition offers slightly greater energy savings than remote recognition: 47—
55% at full fidelity, and 53—-70% at low fidelity, both relative to hardware-only power man-
agement. Hybrid recognition increases the fraction of energy used by the local Janus code;
but this is more than offset by the reduction in network transmission and idle time.

Overall, the net effect of combining hardware power management with hybrid, low-
fidelity recognition is a 69-80% reduction in energy usage relative to the baseline. In
practice, the optimal strategy will depend on resource availability and the user’s tolerance
for low-fidelity recognition. Chapter 7 explores this issue in greater detail.

Figure 4.6 shows speech recognizer energy use as a function of utterance length for
full and reduced fidelity with hardware power management enabled. For both fidelity lev-
els, each data point shows the total energy used to recognize one of a set of ten spoken
utterances—this set includes the four utterances from Figure 4.5. The corresponding lines
show the best linear fit through these points. The linear model for the baseline fidelity
produces a reasonable fit (93.7% coefficient of determination), while the fit is considerably
better for the reduced fidelity (99.8%). At the baseline fidelity, the relative error for six
of the ten utterances is less than 10%; at the reduced fidelity, nine utterances have relative
error less than 10%. While speech recognition is less predictable than video display, these
results are quite encouraging—simple linear models appear to do a reasonably good job of
predicting energy use.

4.5.3 Results for Itsy v1.5

I have ported Janus to the Itsy v1.5 pocket computer in order to explore the impact of dif-
ferent hardware platforms on energy-aware adaptation. Figure 4.7 presents measurements
of client energy usage for the same four pre-recorded utterances when the speech front-end
executes on the Itsy v1.5. Since the Itsy does not have a PCMCIA interface, a serial link
was used as the network transport.

Because the Itsy is an experimental platform, there exists less system support for hard-
ware power management than on the ThinkPad laptop. Thus, the results in Figure 4.7 do
not reflect the possibility that one could disable the Itsy’s display and serial link when they
are not in use, or that one could reduce the processor clock frequency when CPU load is
low.

Contrasting Figures 4.5 and 4.7 shows that the Itsy consumes more energy than the
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This figure shows the energy used to recognize four spoken utterances from one to seven
seconds in length, ordered from right to left above. The client machine which executes
the recognitions is an Itsy v1.5 pocket computer—the results can be contrasted with Fig-
ure 4.5 in which the client machine is an IBM ThinkPad 560 laptop. The first bar shows
energy consumption without fidelity reduction. The remaining bars show the additional
savings realized by adaptive strategies. The shadings within each bar detail energy usage
by activity. Each measurement is the mean of five trials—the (barely noticeable) error
bars show 90% confidence intervals.

Figure 4.7: Energy impact of fidelity for speech recognition on the Itsy v1.5

ThinkPad to perform local speech recognition, but significantly less energy to perform
hybrid and remote recognition. Although the Itsy is considerably more energy-efficient than
the ThinkPad, its StrongArm processor is slower. More significantly, the Janus recognizer
performs a large number of floating-point operations, which are emulated in software on the
Itsy. These factors combine to make local speech recognition prohibitively slow. Although
average power usage is much lower on the Itsy, the total energy needed for local recognition
is higher.

Use of the reduced quality speech model for local recognition provides considerable
benefit on the Itsy, reducing energy usage from 44-49%. During hybrid and remote execu-
tion, use of the reduced speech model has little impact. Although the recognition completes
more quickly on the remote server, the Itsy expends very little energy during the additional
time it must wait for full-quality recognition because its background power usage is very
small.

Remote recognition uses much less energy on the Itsy. The energy savings from remote
execution range from 92-94% for full-quality recognition and from 86-90% for reduced-
quality recognition. Two factors contribute to this large savings: the lack of floating-point
support makes local processing less attractive, and the energy-efficiency of the hardware
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Execution ThinkPad 560X Itsy v1.5
Location | Fidelity | Normalized Energy | Normalized Energy
Local Full 1.00 1.00

Local Reduced 0.64 0.53
Remote Full 0.61 0.06
Remote Reduced 0.47 0.06
Hybrid Full 0.48 0.09
Hybrid Reduced 0.36 0.08

This figure compares speech recognition energy usage on the Itsy v1.5 and ThinkPad
560X. Each row shows the average energy used to recognize an utterance on the two plat-
forms with hardware power management enabled. Each data value is the geometric mean
of energy usage, normalized to local energy usage at full fidelity, for the four utterances
shown in Figures 4.5 and 4.7.

Figure 4.8: Comparison of per-platform speech recognition energy use

platform means that very little energy is expended waiting for remote processing requests
to complete.

Hybrid recognition uses more energy than remote recognition on the Itsy, even though
the operation completes in less time. The energy impact of performing the first stage of
recognition locally is greater than the total amount of energy spent waiting for recognition
to complete during fully-remote execution. This has two important implications for remote
execution. First, it illustrates that tradeoffs between performance and energy conservation
exist for common applications. Second, it shows that remote execution decisions must con-
sider both the client and its available resources when deciding where to locate functionality.

The speech recognition results give some evidence that the effectiveness of energy-
aware adaptation will increase as mobile hardware becomes more energy-efficient. Intu-
itively, modifying application behavior can only affect dynamic power usage—background
power usage is fixed by device energy characteristics. Energy-efficient hardware platforms,
which have lower background power usage and a greater ratio of maximum dynamic to
background power usage, will benefit more. The results in Figures 4.5 and 4.7 bear this
out. The maximum energy savings due to fidelity reduction and remote execution is only
64—78% on the ThinkPad, but 92-94% on the more energy-efficient Itsy. However, these
results are biased by the Itsy’s lack of floating-point support, which contributes to some
of the energy differential. Figure 4.8 highlights the difference between the two platforms
be showing the energy usage of each fidelity and remote execution location normalized to
local energy usage at full fidelity.
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Figure 4.9: Odyssey map viewer

4.6 Map viewer

4.6.1 Description

The third application that | measured was an adaptive map viewer named Anvil. As shown
in Figure 4.9, Anvil fetches maps from a remote server via Odyssey and displays them on
the client. Fidelity can be lowered in two ways: filtering and cropping. Filtering eliminates
fine detail and less important features (such as secondary roads) from a map. Cropping
preserves detail, but restricts data to a geographic subset of the original map. The client
annotates the map request with the desired amount of filtering and cropping. The server
performs any requested operations before transmitting the map data to the client.

4.6.2 Results

I measured the energy used by the client to fetch and display maps of four different cities.
Viewing a map differs from the two previous applications in that a user typically needs
a non-trivial amount of time to absorb the contents of a map after it has been displayed.
This period, which I will refer to as think time, should logically be viewed as part of the
application’s execution since energy is consumed to keep the map visible. In contrast, the
user needs negligible time after the display of the last video frame or the recognition of an
utterance to complete use of the video or speech application.

Think time is likely to depend on both the user and the map being displayed. My
approach to handling this variability was to use an initial value of 5 seconds and then
perform sensitivity analysis for think times of 0, 10 and 20 seconds. For brevity, Figure 4.10
only presents detailed results for the 5 second case; for other think times, | present only the
summary information in Figure 4.11.

The baseline bars in Figure 4.10 show that most of the energy is consumed while the
kernel executes the idle procedure; a significant portion of this can be attributed to back-
ground power usage during the five seconds of think time. The shadings on the bars indicate
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This figure shows the energy used to view U.S.G.S. maps of four cities. For each map, the
first bar shows energy usage without hardware power management or fidelity reduction,
with a 5 second think time. The second bar shows the impact of hardware power manage-
ment alone. The remaining bars show the additional savings realized by degrading map
fidelity. The shadings within each bar detail energy usage by activity. Each measurement
is the mean of ten trials—the error bars are 90% confidence intervals.

Figure 4.10: Energy impact of fidelity for map viewing

that network communication is a second significant drain on energy. The comparatively
larger confidence intervals for this application result from variation in the time required to
fetch a map over the wireless network.

Hardware power management reduces energy consumption by about 9-19% relative to
the baseline. Although there is little opportunity for network power management while the
map is being fetched, the network can remain in standby mode during think time. Since the
disk is never used, it can always remain in standby mode.

The third and fourth bars of each data set show the effect of fidelity reduction through
two levels of filtering. One filter omits minor roads, while the more aggressive filter omits
both minor and secondary roads. The savings from the minor road filter range from 6-51%
relative to hardware-only power management. The corresponding figure for the secondary
road filter is 23-55%.

The fifth bar of each data set shows the effect of lowering fidelity by cropping a map
to half its original height and width. Energy usage at this fidelity is 14—-49% less than with
hardware-only power management. In other words, cropping is less effective than filtering
for these particular maps. Combining cropping with filtering results in an energy savings of
36—66% relative to hardware-only power management, as shown by the rightmost bars of
each data set. Relative to the baseline, this is a reduction of 46-70%. There is little savings
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This figure shows how the energy used to view the San Jose map from Figure 4.10 varies
with think time. The data points show measured energy usage. The solid, dashed and
dotted lines represent linear models of energy usage for the baseline, hardware-only power
management and lowest fidelity cases. The latter combines filtering and cropping, as in
the rightmost bars of Figure 4.10. Each measurement is the mean of ten trials—the error
bars are 90% confidence intervals.

Figure 4.11: Effect of user think time for map viewing

left to be extracted through software optimization—almost all the energy is consumed in
the idle state.

After examining energy usage with 5 seconds of think time, | repeated the above ex-
periments with think times of 0, 10, and 20 seconds. At any given fidelity, energy usage,
E, increases with think time, ¢. | expected a linear relationship: E, = Fy 4+t - Pg, Where
E, is the energy usage for this fidelity at zero think time and Pg is the background power
consumption on the client (5.6 Watts from Figure 2.1).

Figure 4.11 confirms that a linear model is indeed a good fit. This figure plots the
energy usage for four different values of think time for three cases: baseline, hardware
power management alone, and lowest fidelity combined with hardware power management.
The divergent lines for the first two cases show that the energy reduction from hardware
power management scales linearly with think time. The parallel lines for the second and
third cases show that fidelity reduction achieves a constant benefit, independent of think
time. The complementary nature of these two approaches is thus well illustrated by these
measurements.

Figure 4.12 shows map viewer energy use as a function of the undistilled map size
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Figure 4.12: Predicting map viewer energy use

This figure shows the relationship between system energy use, data fidelity, and undistilled
map size. For each level of data fidelity, ten data points show the total energy used to view
six maps (including the ones from Figure 4.10)—the corresponding line represents the
best linear fit through these points. All measurements were taken with hardware power
management enabled. The error bars show 90% confidence intervals for energy use.

for three fidelity levels: baseline, minor road filtering, and the combination of minor road
filtering, secondary road filtering, and cropping. (The remaining fidelity levels are omitted
for clarity). For each fidelity, six data points show the total energy used to fetch and display
different city maps, including the four from Figure 4.10. Since | have already shown that
the energy cost of user think time is quite predictable, these results assume zero think time,
and thereby isolate the variance in the energy cost of fetching and displaying maps.

Visual inspection of the linear fits reveals that energy usage corresponds closely to
image size only in the baseline case. Whereas the baseline has a coefficient of determination
of greater than 99%, the minor road filter and combined fidelities have R? values of 36%
and 69% respectively. Clearly, the undistilled map size does not remain a good predictor
when map fidelity is reduced.

When simple models do not yield good predictions, it is possible that additional infor-
mation will give more accurate results. In the specific example of the map viewer, the per-
centage of features omitted by a given filter may vary widely from map to map. However,
if the map server were to store summary information with each map listing the occurrence
of different feature types, one could anticipate the effectiveness of a filter. This would al-
low an adaptive system to determine the number of map features that would be fetched at
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Figure 4.13: Predicting map viewer energy use by number of features

This figure shows the relationship between system energy use, data fidelity, and the num-
ber of map features. For each level of data fidelity, ten data points show the total energy
used to view the six maps from Figure 4.12—the corresponding line represents the best
linear fit through these points. All measurements were taken with hardware power man-
agement enabled. The error bars show 90% confidence intervals for energy use.

various levels of filtering.

Figure 4.13 shows the benefit of this additional information. It displays map viewer
energy use as a function of fidelity and the number of features fetched. For clarity, the
data is displayed in two graphs: the graph on the left shows the baseline and minor road
filter fidelities, while the other graph shows the combined fidelity. Knowledge of the num-
ber of features that will be omitted by the minor road filter makes predictions much more
accurate—the R? value for the minor-road filter fidelity is now 99%. Unfortunately, al-
though the linear fit for the combined fidelity improves, it is still quite poor with an R?
value of 79%. Although the model can anticipate the effect of filtering, it is still unable to
cope with variation in the amount of features removed by cropping.

4.7 \Web browser

4.7.1 Description

The fourth application is an adaptive Web browser based on Netscape Navigator, as shown
in Figure 4.14. In this application, Odyssey and a distillation server located on either side
of a variable-quality network mediate access to Web servers. Requests from an unmodified
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Figure 4.14: Odyssey Web browser

Netscape browser are routed to a proxy on the client that interacts with Odyssey. After an-
notating the request with the desired level of fidelity, Odyssey forwards it to the distillation
server which transcodes images to lower fidelity using lossy JPEG compression. This is
similar to the strategy described by Fox et al [23], except that control of fidelity is at the
client.

4.7.2 Results

As with the map application, a user needs some time after an image is displayed to absorb
its contents. | therefore include energy consumed during user think time as part of the
application. | use a baseline value of 5 seconds and perform sensitivity analysis for 0, 10,
and 20 seconds.

Figure 4.15 presents measurements of the energy used to fetch and display four GIF
images of varying sizes. Hardware power management achieves reductions of 22—-26%.
The shadings on the first and second bars of each data set indicate that most of this savings
occurs in the idle state, probably during think time.

The energy benefits of fidelity reduction are disappointing. As Figure 4.15 shows, the
energy used at the lowest fidelity is merely 4-14% lower than with hardware power man-
agement alone; relative to baseline, this is a reduction of 29-34%. The maximum benefit
of fidelity reduction is severely limited because the relative amount of energy used during
think time (28 Watts) is much greater than the energy used to fetch and display an image,
(2-16 Watts). Thus, even if fidelity reduction could completely eliminate the energy used
to fetch and display an image, energy use would drop only 9-36%.

Although Web fidelity reduction shows little benefit in this study, it may be quite useful
in other environments. For example, a more energy-efficient mobile device would use less
energy during think time, increasing the possible benefit of fidelity reduction. Similarly, if
a high-speed network were unavailable, the energy benefit of distillation would increase.

The effect of varying think time is shown in Figure 4.16. The linear model introduced
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This figure shows the energy used to display four GIF images from 110B to 175 KB in
size, ordered from right to left above. For each image, the first data bar shows energy
consumption at highest fidelity without hardware power management, assuming a think
time of five seconds. The second bar shows the impact of hardware power management
alone. The remaining bars show energy usage as fidelity is lowered through increasingly
aggressive lossy JPEG compression. The shadings within each bar detail energy usage by
activity. Each measurement is the mean of ten trials—the error bars show 90% confidence
intervals.

Figure 4.15: Energy impact of fidelity for Web browsing

in Section 4.6.2 fits observations well for all three cases: baseline, hardware-only power
management, and lowest fidelity. The close spacing of the lines for the two latter cases
reflects the small energy savings available through fidelity reduction. The divergence of the
lines for the first two cases shows the importance of hardware power management during
think time.

Figure 4.17 shows Web browser energy use as a function of the undistilled image size
for three fidelity levels: baseline, JPEG 50, and JPEG 5. For each fidelity, seven data points
show the total energy used to fetch and display different images, including the four from
Figure 4.15. As with the map application, these results include no user think-time, thereby
isolating the variation in energy used to fetch and display images. For this application,
simple linear models yield reasonable predictions: the R? values for baseline, JPEG 50,
and JPEG 5 are 91%, 93%, and 98% respectively.

A related study of Netscape energy usage [64] looks at the relationship between energy
use and image size in more detail. It attributes some of the variation in energy use to
the Netscape application, speculating that the scheduling behavior of Netscape’s user-level
threading package leads to non-deterministic effects. The study also finds that different
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This figure shows how the energy used to display Image 1 from Figure 4.15 varies with
user think time. The data points on the graph show measured energy usage for user think
times of 0, 5, 10, and 20 seconds. The solid, dashed and dotted lines represent linear
models of energy consumption for the baseline, hardware-only power management, and
lowest fidelity cases. Each measurement represents the mean of ten trials—the error bars
are 90% confidence intervals.

Figure 4.16: Effect of user think time for Web browsing

images vary slightly in the amount of compression achieved for equivalent levels of JPEG
quality.

4.8 Effect of concurrency

How does concurrent execution affect energy usage? One can imagine situations in which
total energy usage goes down when two applications execute concurrently rather than se-
quentially. For example, once the screen has been turned on for one application, no addi-
tional energy is required to keep it on for the second. One can also envision situations in
which concurrent applications interfere with each other in ways that increase energy usage.
For example, if physical memory size is inadequate to accommodate the working sets of
two applications, their concurrent execution will trigger higher paging activity, possibly
leading to increased energy usage. Clearly, the impact of concurrency can vary depending
on the applications, their interleaving, and the machine on which they run.

What is the effect of lowering fidelity? The measurements reported in Sections 4.4
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Figure 4.17: Predicting Web browser energy use

This figure shows the relationship between system energy use, data fidelity, and undis-
tilled image size. For each level of data fidelity, six data points show the total energy used
to fetch and display different GIF images (including the ones from Figure 4.15)—the cor-
responding line represents the best linear fit through these points. All measurements were
taken with hardware power management enabled. The error bars show 90% confidence
intervals for energy use.

to 4.7 indicate that lowering fidelity tends to increase the fraction of energy consumption
attributable to the idle state. Concurrency allows background energy consumption to be
amortized across applications. It is therefore possible in some cases for concurrency to
enhance the benefit of lowering fidelity.

To confirm this intuition, | compared the energy usage of a composite application
when executing in isolation and when executing concurrently with the video application
described in Section 4.4. The composite application consists of six iterations of a loop that
involves the speech, Web, and map applications described in Sections 4.5 to 4.7. The loop
consists of local recognition of two speech utterances, access of a Web page, access of a
map, and five seconds of think time. The composite application models a user searching
for Web and map information using speech commands, while the video application models
a background newsfeed. This experiment takes between 80 and 160 seconds.

Figure 4.18 presents the results of the experiments for three cases: baseline, hardware-
only power management, and minimal fidelity. In the first two cases, all applications ran at
full fidelity; in the third case, all ran at lowest fidelity. For each data set, the left bar shows
energy usage for the composite application in isolation, while the right bar shows energy
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Each data set in this figure compares energy usage for the composite application described
in Section 4.8 in isolation (left bar), with total energy usage when a video application runs
concurrently (right bar). Each measurement is the mean of five trials—the error bars are
90% confidence intervals.

Figure 4.18: Effect of concurrent applications

usage during concurrent execution.

For the baseline case, the addition of the video application consumes 53% more energy.
But with hardware power management, it consumes 64% more energy. This difference is
due to the fact that concurrency reduces opportunities for powering down the network and
disk. For the minimum fidelity case, the second application only adds 18% more energy.
The significant background power usage of the client, which limits the effectiveness of
lowering fidelity, is amortized by the second application. In other words, for this workload,
concurrency does indeed enhance the energy impact of lowering fidelity.

Figure 4.19 provides more detail by showing background and dynamic energy use for
each application. As described in Section 2.1, | define background energy as the amount of
energy that would have been used if the computer had remained idle instead of executing
the application. Background energy is application-independent; it represents the cost of
operating hardware components in their lowest power states; for example, keeping the
display backlit and the disk in standby mode. | define dynamic energy use to be the amount
of energy consumed by an application above and beyond its background energy use. Thus,
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Composite Only Video Only Concurrent
Energy (J) Energy (J) Energy (J)

Scenario || Bkgd. | Dyn. | Total Bkgd. | Dyn. | Total Bkgd. | Dyn. | Total

Baseline || 819.9 | 261.5 | 1081.4 || 1148.1 | 260.5 | 1408.6 || 1148.1 | 503.8 | 1651.9
Hardware | 622.0 | 320.6 | 942.6 | 841.4 | 4355 | 1276.9 || 841.4 | 708.4 | 1549.8
Lowest | 471.5 | 192.6 | 664.0 || 5053 | 50.1 | 555.4 || 505.3 | 279.2 | 784.5

This table displays the background and dynamic energy usage for the results shown in
Figure 4.18. It shows energy usage for the composite application and background video
feed in isolation, and then the energy usage when the two applications execute concur-
rently. The three rows show energy use at full fidelity with hardware power management
disabled, at full fidelity with power management enabled, and at lowest fidelity with power
management enabled.

Figure 4.19: Background and dynamic energy use for concurrent applications

dynamic energy use captures the application-specific component of the energy usage.

As Figure 4.19 confirms, dynamic energy use is a much better metric than total energy
use when projecting the effect of executing two applications concurrently. The dynamic en-
ergy use when the two applications are executed concurrently is roughly equivalent to the
sum of each application’s dynamic energy use when executed independently. Of course,
the correlation is not perfect: the actual combined dynamic energy use varies 4-13% from
the sum of the individual dynamic energy usages. This variation can be attributed to sev-
eral factors, such as the ability to amortize transition costs for hardware components (i.e.
spinning up the disk) across multiple applications, and memory effects when the working
sets of all applications do not fit in physical memory.

Unfortunately, one would often like to project total rather than dynamic energy usage.
Although background power levels are easily determined for a hardware platform, the cal-
culation of background energy requires one to project how long an application will execute.
The concurrent execution latency will often depend upon contention for shared resources
such as CPU, network, and disk. Therefore, accurately projecting total concurrent energy
usage requires knowledge of availability and application use of these shared resources.

4.9 Summary

My primary goal in performing this study was to determine whether lowering data fidelity
yields significant energy savings. The results of Sections 4.4 to 4.7 confirm that such sav-
ings are indeed available over a broad range of applications relevant to mobile computing.
Further, those results show that lowering fidelity can be effectively combined with hard-
ware power management. Section 4.8 extends these results by showing that concurrency
can magnify the benefits of lowering fidelity.

In addition, the results of Section 4.5 show that remote resources can sometimes be
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Application | Think | Baseline Hardware Fidelity | Combined
Time (s.) Power Mgmt. | Reduction

Video N/A 1.00 0.90-0.91 | 0.84-0.84 | 0.65-0.65

Speech N/A 1.00 0.66-0.67 | 0.22-0.36 | 0.20-0.31

Map 0 1.00 0.80-1.01 | 0.06-0.13 | 0.07-0.18

5 1.00 0.81-0.91 | 0.38-0.67 | 0.31-0.54

10 1.00 0.74-0.84 | 0.53-0.77 | 0.42-0.58

20 1.00 0.76-0.78 | 0.69-0.89 | 0.51-0.67

Web 0 1.00 0.85-1.06 | 0.40-0.75 | 0.32-0.54

5 1.00 0.74-0.78 | 0.88-0.97 | 0.66-0.71

10 1.00 0.75-0.78 | 0.93-0.98 | 0.70-0.74

20 1.00 0.74-0.77 | 0.96-0.99 | 0.72-0.73

This table summarizes the impact of data fidelity on application energy consumption.
Each entry shows the minimum and maximum measured energy consumption on the IBM
ThinkPad 560X for four data objects. The entries are normalized to baseline measure-
ments of full fidelity objects with no power management. This data was extracted from
Figures 4.2, 4.5, 4.10, and 4.15.

Figure 4.20: Summary of the energy impact of fidelity

profitably employed to reduce the energy usage of a mobile client. However, the results
also provide a caution: performing computation remotely does not always lead to reduced
client energy use. The hybrid mode of speech recognition uses less energy than the fully
remote mode on the ThinkPad because the energy cost of performing a small amount of
computation locally is outweighed by the benefit of decreased energy usage for network
transmission.

The study also reveals that it is often possible to predict the energy impact of fidelity
reduction. For the video, speech, and Web applications, simple linear models based on
fidelity and input data size provide good fits for application energy use. This means that
an adaptive system could observe an application execute on several data objects at a given
fidelity level, construct a simple model, and use that model to project how much energy
will be used when the application operates on new objects at that fidelity level.

The map application shows that achieving accurate energy predictions sometimes re-
quires more work. Filtering based upon feature type yields considerable variation in en-
ergy reduction. This variation can be accurately modeled, however, if the server stores a
summary with each map listing the number of occurrences of each feature type. Cropping
introduces still more variation in energy use. Thus, the map application confirms that there
can often be a tradeoff between complexity and accuracy in predicting energy use.
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At the next level of detail, Figure 4.20 summarizes the results of Sections 4.4 to 4.7.
For clarity, the data in each row is normalized to the baseline values.
The key messages of Figure 4.20 are:

e There is significant variation in the effectiveness of fidelity reduction across data
objects.

The reduction can span a range as broad as 29% (0.38-0.67 for the map viewer, at
think time 5). The video player is the only application that shows little variation
across data objects. As mentioned above, this variation is often quite predictable
with the use of simple linear models.

e There is considerable variation in the effectiveness of fidelity reduction across appli-
cations.

Holding think time constant at 5 seconds and averaging across data objects, the en-
ergy usage for the four applications at lowest fidelity is 0.84, 0.28, 0.51 and 0.93
relative to their baseline values. The mean is 0.64, corresponding to an average sav-
ings of 36%.

e Combining hardware power management with lowered fidelity can sometimes reduce
energy usage below the product of the individual reductions.

This is seen most easily in the case of the video application, where the last column
is 0.65 rather than the expected value of 0.76, obtained by multiplying 0.9 and 0.84.
Intuitively, this is because reducing fidelity decreases hardware utilization, thereby
increasing the opportunity for hardware power management.



56

CHAPTER 4. ENERGY-AWARE ADAPTATION



Chapter 5

A proxy approach for closed-source
environments

The previous chapter showed that energy-aware applications can often significantly extend
the battery lifetimes of the laptop computers on which they operate by trading fidelity for
reduced energy usage. However, since only multimedia, source-code available applications
running on the Linux operating system were studied, it is not clear whether energy-aware
adaptation can help the Windows office applications that users commonly run on laptop
computers.

Thus, several important questions remain: Can one show significant energy reductions
for office applications commonly executed on laptop computers? Is it possible to add
energy-awareness without access to application source code? Is this approach valid for
applications executing on source-code unavailable operating systems (i.e. Windows)? In
this chapter, I will answer these questions by studying the potential benefits of energy-aware
adaptation for Microsoft’s popular PowerPoint 2000 application.

5.1 Overview

As with many office applications, PowerPoint enables users to include increasing amounts
of rich multimedia content in their documents—for example, charts, graphs, and images.
Since these objects tend to be quite large, the processor, network, and disk activity needed
to manipulate them accounts for significant energy expenditure. Yet, when editing a pre-
sentation, a user may only need to modify and view a small subset of these objects. Thus, it
may be possible to significantly reduce PowerPoint energy consumption by presenting the
user with a distilled version of a presentation: one which contains only the information that
the user is interested in viewing or editing.

One can use Puppeteer [14], component-based middleware developed by Rice Uni-
versity, to perform such distillation. Puppeteer takes advantage of well-defined interfaces
exported by applications to change behavior without source code modification. Using Pup-
peteer, one can create a distilled version of a presentation which initially omits all multi-
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Figure 5.1: Puppeteer architecture

media content not on the first or master slide. Placeholders are inserted into the document
to represent omitted objects. Later, if the user wishes to edit or view a component, she may
click on the placeholder, and Puppeteer will load the component and dynamically insert it
into the document. Thus, when the user edits only a subset of a document, the potential for
significant energy savings exists.

In the remainder of this chapter, | explore the feasibility of adding energy-aware adap-
tation to PowerPoint. The next section provides a more detailed description of Puppeteer,
and Section 5.3 describes my energy measurement methodology for the Windows plat-
form. Section 5.4 measures the impact of energy-aware adaptation while loading, editing,
and saving PowerPoint documents, and Section 5.5 summarizes the results.

5.2 Puppeteer

Puppeteer adapts the behavior of component-based applications, such as Microsoft’s Pow-
erPoint and Internet Explorer, in response to variation in resource availability in mobile
environments. While Puppeteer’s design goals are similar to Odyssey’s, its implementation
is quite different. It uses the exported APIs of applications and the structured nature of the
documents they manipulate to change application behavior without source-code modifica-
tion. Puppeteer thus acts as a proxy for an application.

Puppeteer currently supports two forms of adaptation: subsetting and versioning. Sub-
setting loads only a portion of the elements of a document. Versioning loads different
versions of some elements, for example low-resolution distillations of images.
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Commercial applications such as Microsoft’s Office suite are ideally suited for Pup-
peteer. These applications have well-defined document structures, allowing Puppeteer to
parse documents to implement specific policies such as degrading all images of a certain
size. Further, such applications have rich external interfaces that enable Puppeteer to incre-
mentally modify loaded documents. For example, Puppeteer can insert additional data or
higher-resolution versions of images using such APIs.

Figure 5.2 shows the Puppeteer architecture. There are four tiers: applications, Pup-
peteer client proxies, Puppeteer server proxies, and data servers. Data servers are arbitrary
repositories of data such as Web servers, file servers, or databases. All communication be-
tween applications and data servers pass through the Puppeteer client and server proxies.
Applications and data servers remain completely unmodified—adaptation is performed by
client and server proxies working in concert.

Puppeteer adjusts to reduced bandwidth availability between a mobile client and data
servers by loading degraded versions of documents. Application-specific policies deter-
mine which subset of components should be fetched and which should be degraded. Pup-
peteer parses the document to uncover the structure of the data, fetches selected components
at specific fidelity levels, and updates the application with the newly fetched data.

Once a degraded document version is loaded, the application returns control to the user.
Although the application believes that it has loaded the original, full-quality document,
Puppeteer maintains a list of degraded and omitted components. While editing or viewing
a document, a user may double-click on a degraded component or on a placeholder for an
omitted component. Puppeteer then fetches the component at its highest quality and inserts
it into the document using the application’s external programming interface.

Puppeteer is currently being modified to allow users to save changes made to degraded
versions of documents. Since Puppeteer understands document structure, it can parse the
modified version on the client and send to the server only those components which have
been modified. The server proxy can then merge the modified components into the full-
quality version and save the resulting document.

5.3 Measurement methodology

All measurements reported in this chapter were collected in a client-server environment
similar to the one used in the previous chapter. PowerPoint executes on the client: an IBM
560X laptop, as described in Section 2.2.1. The server is a 400 MHz Pentium 1l desktop
with 128 MB of memory. Both machines run the Windows NT 4.0 operating system. The
machines communicate using a 2 Mb/s 2.5 GHz Lucent WavelLan network. | added an
additional 32 MB of memory to the client, bringing the total to 96 MB—this was necessary
to run PowerPoint, Puppeteer, and Windows NT without thrashing.

Since PowerPoint source code is unavailable, it made little sense to port PowerScope to
Windows to perform these measurements. Instead, | simply measured the amount of total
energy consumed by the laptop between two points in program execution. The hardware
setup used for Windows measurements is identical to that used for PowerScope measure-
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Document | Full-Quality | Distilled
Presentation | Identifier | Size (MB) | Size (MB) | Ratio
A 24666 15.02 1.67 0.11
B 24758 11.42 0.47 0.04
C 24890 7.26 0.83 0.11
D 26295 3.11 3.11 1.00
E 26141 2.23 1.32 0.59
F 24773 1.72 0.11 0.07
G 25189 1.07 0.36 0.34
H 26388 0.87 0.75 0.86
I 26140 0.20 0.20 1.00
J 25132 0.08 0.08 1.00

Figure 5.2: Sizes of sample presentations

ments. | attached the probes of the HP3458a digital multimeter to the external power input
of the client laptop and removed the battery to eliminate the effects of charging. | also
connected the output pin of the client’s parallel port to the multimeter’s external trigger.

I created a dynamic library that allows applications to precisely indicate the start and
end of each measurement. An application first calls the st art _measur i ng function,
which records the current time and toggles the parallel port pin. Once the pin is toggled, the
multimeter samples current levels at its maximum rate of 1357.5 times per second. When
the event being measured completes, the application calls the st op_neasur i ng function,
which returns the elapsed time since the st ar t _measur i ng function was called.

To calculate total energy usage, I first derive the number of samples, n, that were taken
before st op_neasur i ng was called by multiplying the elapsed measurement time by the
sample rate. The mean of the first n samples is the average current level. Multiplying this
value by the measured voltage for the laptop power supply yields the average power usage.
This is multiplied by the elapsed time to calculate total energy usage.

I assume aggressive power management policies. All measurements were taken using
a disk-spindown threshold of 30 seconds (the minimum allowed by Windows NT). The
wireless network uses standard 802.11 power management. However, the display is not
disabled during measurements since PowerPoint is interactive.

5.4 Benefits of PowerPoint adaptation

5.4.1 Loading presentations

| first examined the potential benefit of loading distilled PowerPoint presentations. | mea-
sured the energy used to fetch presentations from the remote server over the wireless net-
work and render them on the client.
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This figure shows the energy used to load ten PowerPoint presentations from a remote
server. Native mode loads presentations from an Apache Web server. Full and distilled
modes load presentations from a Puppeteer server, with full mode loading the entire pre-
sentation and distilled mode loading a lower-quality version. Each bar represents the mean
of five trials—90% confidence intervals are sufficiently small so that they would not be
visible on the graph.

Figure 5.3: Energy used to load presentations

I chose a sample set of documents from a database of 1900 PowerPoint presentations
gathered from the Web as described by de Lara et al. [13]. From the database, | selected ten
documents relatively evenly distributed in size. Figure 5.2 shows the sizes of these docu-
ments, as well as the size reductions achieved by distillation. For experimental repeatabil-
ity, it also lists an identifier that uniquely identifies each document within the presentation
database. The specific distillation policy used in these experiments omits all multimedia
data that is not contained on either the first or master slide. As might be expected, larger
documents tend to have the most multimedia content, although there is considerable vari-
ation in the data. For three documents (D, I, and J), distillation does not reduce document
size at all.

For each document, | first measured the energy used by PowerPoint to load the pre-
sentation from a remote server (I will refer to this as “native mode”). In this case, the
document is loaded from an Apache Web server. 1 also investigated the cost of loading
documents from a remote NT file system but found that the latency and energy expenditure
was significantly greater than using the Web server.

I then measured energy used by PowerPoint when the document was loaded from the
same server using Puppeteer. In this case, the document is served from a Puppeteer server
proxy. | measured two modes of operation: “full” mode, in which the entire document is
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This figure shows the relative energy used to load ten PowerPoint presentations from a
remote server, as described in Figure 5.3. For each data set, results are normalized to the
amount of energy used to load the document in native mode.

Figure 5.4: Normalized energy used to load presentations

loaded, and “distilled” mode, in which a reduced-quality version is loaded.

Figure 5.3 shows the total energy used to fetch the documents using native, full, and
distilled modes. In Figure 5.4, | show the relative impact for each document by normalizing
each value to the energy used by native mode. The energy savings achieved by distillation
vary widely. Loading a distilled version of document A uses only 13% as much energy as
native mode, while distilling document J uses 137% more energy. On average, loading a
distilled version of a document uses 60% of the energy used by native mode.

Itis interesting to note that full mode can sometimes use less energy to fetch a document
than native mode. This is because fetching a presentation with Puppeteer tends to use
less power than native mode. Thus, even though native mode takes less time to fetch a
document, its total energy usage can sometimes be greater. Without source code, it is
impossible to know for certain why Puppeteer power usage is lower than native mode. One
possibility is more efficient scheduling of network transmissions.

The results in Figures 5.3 and 5.4 show that while most documents benefit from distilla-
tion, some suffer an energy penalty. This indicates that Puppeteer might profit by predicting
whether a document will benefit from distillation. If it predicts that a document will ben-
efit, it could distill and fetch it; otherwise, it could forego distillation and fetch the entire
document.
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This figure shows the amount of energy needed to page through a presentation. For each
data set, the left bar shows energy use for a full-quality presentation, and the right bar
shows energy use for a reduced-quality version of the same presentation. Document D is
omitted from this experiment since it contains only a single slide. Each bar represents the
mean of five trials—the error bars show 90% confidence intervals.

Figure 5.5: Energy used to page through presentations

One possible prediction method is to distill only presentations that have a size greater
than a fixed threshold, reasoning that small documents are unlikely to contain significant
multimedia content. Analysis of the documents used in this study suggests that a reasonable
threshold is 0.5 MB. A strategy of distilling only presentations larger than 0.5 MB uses 52%
of the energy of native mode to load the ten documents.

Another possible prediction method is to distill only those documents with a percentage
of multimedia content greater than a threshold value. As shown in Figure 5.2, distillation
does not reduce the sizes of three documents. If Puppeteer does not distill these documents,
it uses only 51% of the energy of native mode to fetch the ten documents.

5.4.2 Editing presentations

I next measured how document distillation affects the energy needed to edit a presentation.
While it is somewhat intuitive that loading a smaller, distilled version of a document can
require less energy, it is less clear that distillation also reduces energy usage while the
document is being displayed or edited.

Naturally, energy usage depends upon which activities a user performs. While a defini-
tive measurement of potential savings requires a detailed analysis of user behavior, one can
estimate such savings by looking at the energy used to perform common activities.
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This figure shows the amount of energy needed to page through a presentation a second
time. The energy needed to page through each presentation the first time is also shown for
comparison. For each data set, the left two bars show energy use for a full-quality presen-
tation, and the right two bars show energy use for a reduced-quality version. Document D
is omitted from this experiment since it contains only a single slide. Each bar represents
the mean of five trials—the error bars show 90% confidence intervals.

Figure 5.6: Energy used to re-page through presentations

One very common activity is paging through the slides in a presentation. | created
a Visual Basic program to simulate the actions of a user performing this activity. The
program loads the first slide, then sends PageDown keystrokes to PowerPoint until all
remaining slides have been displayed. After sending each keystroke, the program waits for
the new slide to render, then pauses for a second to simulate user think-time.

I measured the energy used to page through both the full-quality and distilled versions
of each document. Figure 5.5 presents these results for nine of the ten presentations in the
sample set—presentation D is omitted because it contains only a single slide. As shown by
the difference in height between each pair of bars in Figure 5.5, distilling a document with
large amounts of multimedia content can significantly reduce the energy needed to page
through the document. Energy savings range from 1% to 30%, with an average of 13%.

After PowerPoint displays a slide, it appears to cache data allowing it to quickly re-
render the slide, thereby reducing the energy needed for redisplay. This effect is shown in
Figure 5.6, which displays the energy used to page through each document a second time.

For ease of comparison, Figure 5.6 also shows the energy needed to page through each
document the first time. Comparing the heights of corresponding bars shows that sub-
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This figure shows the amount of energy needed to perform background activities during
text entry. The graph on the left shows energy use when text is entered without pause,
and the graph on the right shows energy use with a 100 ms. pause between characters.
Each bar shows the cumulative effect of performing background activities, so the leftmost
bar in each graph was measured while no background activities were being performed,
and the rightmost bar in each graph was measured while all background activities were
being performed. Each bar represents the mean of five trials—the error bars show 90%
confidence intervals.

Figure 5.7: Energy used by background activities during text entry

sequent slide renderings use less energy than the initial renderings. Thus, the benefit of
distillation is smaller on subsequent traversals of the document: ranging from negligible to
20% with an average value of 5%.

5.4.3 Background activities

I next measured the energy used to perform background activities such as auto-correction
and spell-checking. Whenever a user enters text, PowerPoint may perform background
processing to analyze the input and offer advice and corrections to the user. When battery
levels are critical, such background processing could be disabled to extend battery lifetime.

I measured the effect of auto-correction, spell-checking, style-checking, and providing
advice through the Office Assistant (paperclip). | created a Visual Basic program which
enters a fixed amount of text on a blank slide. The program sends keystrokes to PowerPoint,
pausing for a specified amount of time between each keystroke.

Figure 5.7(a) shows the energy used to enter text with no pause between keystrokes;
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Figure 5.7(b) shows energy usage with a 100 ms. pause between keystrokes. | first mea-
sured energy usage with no background activities enabled, and then successively enabled
auto-correction, spell-checking, style-checking, and the Office Assistant. Thus, the differ-
ence between any bar in Figure 5.7 and the bar to its left shows the amount of additional
energy used to perform a specific background activity. For example, the difference between
the first two bars in each graph shows the effect of auto-correction.

Figure 5.7 shows that auto-correction expends negligible energy when entering text—
the additional energy can not be distinguished from experimental error. Spell-checking and
style-checking incur a small additional cost. With no pause between entering characters,
employing these options adds a 5.0% energy overhead—with a 100 ms. pause between
characters, the overhead is 3.3%.

The Office Assistant incurs a more significant energy penalty. With no pause between
typing characters, enabling the Assistant leads to a 9.1% increase in energy use. With a
100 ms. pause, energy use increases 4.9%. In fact, even when the user is performing no
activity, enabling the Office Assistant still consumes an additional 0.3 Watts, increasing
power usage 4.4% on the measured system. Adaptively disabling the Office Assistant can
therefore lead to a small but significant extension in battery lifetime.

5.4.4 Autosave

Autosave frequency is another potential dimension of energy-aware adaptation. After a
document is modified, PowerPoint periodically saves an AutoRecovery file to disk in order
to preserve edits in the event of a system or application crash. Autosave may be optionally
enabled or disabled—if it is enabled, the frequency of autosave is a configurable parameter.
Since autosave is performed as a background activity, it often will have little effect upon
perceived application performance. However, the energy cost is not negligible: the disk
must be spun up, and, for large documents, a considerable amount of data must be written.

Since periodic autosaves over the wireless network would be prohibitively slow, | as-
sumed that documents are stored on local disk. I created a Visual Basic program to help
quantify the energy impact of autosave. The program loads a PowerPoint document, makes
a small modification (adds one slide), and then performs no further activity for twenty
minutes. To avoid spurious measurement of initial activity associated with loading and
modifying the presentation, | waited for ten minutes after the modification was made to the
document before | began measuring power usage.

Figure 5.8 shows power usage for three autosave frequencies. For each presentation, the
first bar shows power usage when the full-quality version of the document is modified and a
one minute autosave frequency is specified. The next bar in each data set shows the effect of
a five minute autosave frequency. The final bar shows the effect of disabling autosave—this
is the maximum power reduction that can be achieved by modifying autosave parameters.

As can be seen by the difference between the first two bars of each data set, changing
the autosave frequency from 1 minute to 5 minutes reduces power usage 5-12%, with
an average reduction of 8%. The maximum possible benefit is realized when autosave is
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This figure shows how the frequency of PowerPoint autosave affects power usage. The
three bars in each data set show power use with a 1 minute autosave frequency, with a 5
minute autosave frequency, and with autosave disabled. Each bar represents the mean of
five trials—the error bars show 90% confidence intervals.

Figure 5.8: Effect of autosave options on application power usage

disabled. As shown by the difference between the first and last bars in each data set, this
reduces power usage 7-18% with an average reduction of 11%. Thus, depending upon
the user’s willingness to hazard data loss in the event of crashes, autosave frequency is a
potentially useful dimension of energy-aware adaptation.

5.5 Summary

I began this chapter by asking several questions: Can one show significant energy reduc-
tions for office applications commonly executed on laptop computers? Is it possible to add
energy awareness without access to application source code? Is this approach valid for
applications executing on source-code unavailable operating systems (i.e. Windows)?

As the results of Section 5.4 show, the answer to all these questions is “yes”. Using
Puppeteer’s component-based adaptation approach, one can add energy-awareness without
application or operating system source code. Distillation reduces the energy needed to
load PowerPoint presentations from a remote server by 49%. Distillation can also lead to
significant energy savings when editing and saving presentations. Finally, I showed how
modifications such as disabling the Office Assistant and lowering autosave frequency can
lead to further energy conservation.
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Chapter 6

System support for energy-aware
adaptation

The previous two chapters demonstrated the feasibility of energy-aware adaptation. They
showed that applications can modify their behavior to significantly reduce the energy usage
of the platforms on which they execute. However, since energy-aware adaptation comes at
the cost of degraded fidelity, applications should only adapt their behavior when neces-
sary. This chapter explores how system support can guide applications to make appropriate
adaptation decisions.

The next section explores goal-directed adaptation, a feedback technique which esti-
mates the importance of reducing energy usage. By measuring energy supply and demand,
the operating system is able to determine the correct balance between energy conservation
and application fidelity. Section 6.2 then shows how the system can improve the agility of
adaptation decisions by learning from a history of past application energy usage.

6.1 Goal-directed adaptation

Current operating systems provide little support for energy management. Typically, the
system reports the expected remaining battery lifetime at the current rate of energy usage.
In addition, the system usually provides a limited number of device-specific parameters
that modify hardware power management policies.

Users who wish to extend their computer’s battery lifetimes must manually adjust sev-
eral parameters such as the screen brightness and disk spin-down timeout to select the
correct level of energy conservation. In order to set these parameters correctly, they must
develop an intuitive notion of how each parameter affects energy use. Further, they must
periodically observe the estimate for remaining battery lifetime in order to verify that the
chosen settings are correct.

Goal-directed adaptation inverts this process by making energy management the re-
sponsibility of the operating system. The user specifies only desired battery lifetime. The
system assumes responsibility for making the correct tradeoffs between quality and energy

69



70 CHAPTER 6. SYSTEM SUPPORT FOR ENERGY-AWARE ADAPTATION

conservation that ensure that the battery lasts for the specified duration. Rather than adjust-
ing power management parameters, the system adjusts application fidelity, using feedback
to determine correct settings. The system also performs the task of monitoring remaining
battery lifetime to ensure that the chosen fidelity settings are correct.

6.1.1 Design considerations

The most important consideration in the design of goal-directed adaptation is ensuring that
the specified time goal is met whenever feasible. Clearly, users will only trust the system to
manage their battery energy if it proves that it can reliably meet the specified goals. When
a user specifies an infeasible duration, one so large that the available energy is inadequate
even if all applications run at lowest fidelity, the system should detect the problem and alert
the user as soon as possible.

An important secondary goal is providing the best user experience possible. This trans-
lates into two requirements: first, applications should offer as high a fidelity as possible
at all times; second, the user should not be jarred by frequent adaptations. Goal-directed
adaptation balances these opposing concerns by striving to provide high average fidelity
while using hysteresis to reduce the frequency of fidelity changes.

When the user specifies a battery lifetime, it is important to recognize that the duration
represents the amount of work the user wishes to accomplish while on battery power. Adap-
tive strategies that extend battery lifetime but accomplish less total work should therefore
be avoided. For example, consider a workload of scientific calculations performed on the
Itsy v1.5. Reducing processor clock frequency decreases the average power used to per-
form a calculation, but increases total energy consumption. Thus, although battery lifetime
is extended, the total number of calculations performed will be decreased. This scenario
makes it clear that fidelity should only be reduced when applications use less total energy
per unit of work at the reduced fidelity. All of the fidelity reductions studied in the previous
two chapters have this property.

6.1.2 Implementation

The Odyssey platform for mobile computing, described in Section 2.3, provides the basis
for implementing goal-directed adaptation. | created a simple user interface that allows
users to specify goals for battery duration and receive feedback about the feasibility of the
specified goals.

Further, I modified Odyssey to perform three tasks periodically. First, Odyssey deter-
mines the residual energy available in the battery. Second, it predicts future energy demand.
Third, based on these two pieces of information, it decides if applications should change
fidelity and notifies them accordingly.
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Figure 6.1: User interface for goal-directed adaptation

User interface

Often the estimate for needed battery lifetime will be driven by external criteria—for ex-
ample, the expected duration of a flight, commute, or meeting. Since the exact duration
of such events is often unknown, Odyssey allows the user to respecify the time goal when
necessary. Whenever this happens, Odyssey either adapts to meet the new goal or notifies
the user that it is infeasible.

Figure 6.1 shows the user interface for goal-directed adaptation. This interface is de-
signed to be as simple as possible so as to avoid unnecessary user distraction. The user
specifies the goal for battery duration by adjusting the slider in the middle of the dialog.
When conditions change, the user may readjust the slider to specify a new battery goal.
As time passes and the battery drains, the slider moves to the left to express the change in
expected remaining battery lifetime. For example, the dialog in Figure 6.1 shows that the
expected remaining battery lifetime is 138 minutes. After one hour, the dialog will show 78
minutes of remaining lifetime, assuming that the user does not adjust the battery goal in the
meantime. While current operating systems provide similar dialogs, they are output-only;
they do not provide users with the ability to change the expected battery lifetime.

The dialog also displays the state of battery management to the user. Figure 6.1 shows
the normal state; the battery lifetime is being managed by Odyssey and the specified goal
appears feasible. If Odyssey determines that the goal is infeasible, the interface changes
the dialog title and displays a red background. This warns the user that the battery will
expire sooner than the specified time—the user may then decrease activity or specify a
shorter duration. Similarly, when Odyssey determines that the battery will last longer than
the specified duration even if all applications execute at their highest fidelities, the inter-
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face changes the dialog title and displays a green background. If the mobile computer is
connected to wall-power, the slider is disabled since goal-directed adaptation is only mean-
ingful when the battery is discharging.

Determining residual energy

Odyssey determines residual energy by measuring the amount of charge in the battery.
Many modern mobile computers ship with a Smart Battery [79], a gas gauge chip which re-
ports detailed information about battery state and power usage. On such platforms, Odyssey
periodically queries the Smart Battery chip to determine remaining battery capacity.

The specific query interface may be machine-dependent. For example, the Itsy v2.2
contains a Dallas Semiconductor DS2437 Smart Battery chip [12]. Odyssey queries the
battery through a one-wire bus connected to a general purpose input/output (GPIO) pin
of the StrongArm 1100 processor. A Linux device driver for this chip was developed by
Compag Western Research Lab. Once per minute, Odyssey performs an i oct| on the
device to query remaining capacity.

The Advanced Configuration and Power Interface (ACPI) specification [36] provides
a more standard interface to Smart Battery information. The Linux ACPI driver exports
battery status information through the / pr oc interface. On the IBM ThinkPad T20 laptop,
Odyssey reads the remaining capacity through this interface once every ten seconds.

While the above methods are best for deployed systems, they may not be ideal in lab-
oratory settings. Older mobile computers such as the Itsy v1.5 and IBM ThinkPad 560X
lack the necessary hardware support for measuring battery capacity. Additionally, since an
actual battery must be used to obtain measurements, it is difficult to control for non-ideal
battery behavior. Finally, running large numbers of experiments is difficult because one
must recharge the battery after each trial.

To facilitate evaluation, Odyssey can optionally use a modulated energy supply. At the
beginning of evaluation, the initial value for the modulated supply is specified to Odyssey.
As the evaluation proceeds, a digital multimeter samples the actual power usage of the
mobile computer and transmits the samples to Odyssey. When it receives a new sample,
Odyssey assumes constant power consumption between samples and decrements the mod-
ulated energy supply by the product of the sampled power usage and the sampling period.
When the value of the modulated energy supply reaches zero, Odyssey reports that the
battery has expired.

Predicting future energy demand

To predict energy demand, Odyssey assumes that future behavior will be similar to recently-
observed behavior. Odyssey uses smoothed observations of present and past power usage
to predict future power use. This approach is in contrast to requiring applications to ex-
plicitly declare their future energy usage—an approach that places unnecessary burden on
applications and is unlikely to be accurate.
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Odyssey uses methods similar to those described in the previous section to observe
power usage. On the Itsy v2.2, Odyssey queries the Smart Battery to measure current and
voltage levels once per second. It multiplies the two values to calculate power usage. On the
ThinkPad T20, an artifact of the Linux ACPI driver prevents Odyssey from querying cur-
rent and voltage levels. Instead, Odyssey estimates power usage by periodically sampling
remaining battery capacity and dividing the difference in capacity by the sample period.
When the battery supply is modulated, Odyssey uses the power samples collected by the
external digital multimeter.

To smooth power estimates, Odyssey uses an exponential weighted average of the form:

new = (1 — «)(this sample) + («)(old) (6.1)

where « is the gain, a parameter that determines the relative weights of current and past
power usage. Once future power usage has been estimated, it is multiplied by the time
remaining until the goal to obtain future energy demand.

Odyssey varies « as energy drains, thus changing the tradeoff between agility and sta-
bility. When the goal is distant, Odyssey uses a large «. This biases adaptation toward
stability by reducing the number of fidelity changes—there is ample time to make adjust-
ments later, if necessary. As the goal nears, Odyssey decreases « so that adaptation is
biased toward agility. Applications now respond more rapidly, since the margin for error is
small.

Currently, Odyssey sets « so that the half-life of the decay function is approximately
10% of the time remaining until the goal. For example, if 30 minutes remain, « is chosen
so that the present estimate will be weighted equally with more recent samples after ap-
proximately 3 minutes have passed. Specifically, if one sample is collected per second, and
T is the time remaining to the goal:

o = 2—1/(0.1><T) (62)

The choice of 10% is based on a sensitivity analysis, discussed in Section 6.1.4.

Triggering adaptation

When predicted demand exceeds residual energy, Odyssey advises applications to reduce
their energy usage. Conversely, when residual energy significantly exceeds predicted de-
mand, applications are advised to increase fidelity. In this chapter, fidelity reduction is the
sole method of energy conservation—Chapter 7 describes the system support necessary to
support remote execution as a further dimension of energy conservation.

The amount by which supply must exceed demand to trigger fidelity improvement is
indicative of the level of hysteresis in Odyssey’s adaptation strategy. This value is the sum
of two empirically-derived components: a variable component, 5% of residual energy, and
a constant component, 1% of the initial energy available. The variable component reflects
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the bias toward stability when energy is plentiful and toward agility when it is scarce;
the constant component biases against fidelity improvements when residual energy is low.
As a guard against excessive adaptation due to energy transients, Odyssey caps fidelity
improvements at a maximum rate of once every 15 seconds.

To meet the specified goal for battery duration, Odyssey tries to keep power demand
within the zone of hysteresis. Whenever power demand exceeds those bounds, adaptation
is necessary. Odyssey then determines which applications should change fidelity, as well
as the magnitude of change needed for each application. Ideally, the set of fidelity changes
should modify power demand so that it once again enters the zone of hysteresis.

Often, there will be many possible sets of adaptations that yield the needed change
in power demand. In these cases, Odyssey must refer to an adaptation policy to decide
which alternative is best. Although one can implement many different adaptation policies,
my initial prototype used a simple one based on user-specified priorities. Each application
specifies a list of supported fidelities—lower fidelity levels are assumed to use less energy
than higher fidelities. The user assigns static priorities to arbitrate between applications.
Odyssey always degrades a lower-priority application before degrading a higher-priority
one—upgrades occur in reverse order. Once the lowest-priority application is degraded to
its lowest fidelity level, Odyssey degrades the fidelity of the next lowest-priority applica-
tion.

After an application adapts, Odyssey verifies whether the change in power demand is
sufficient. It resets the estimate of power demand to a value that is precisely in the middle of
the zone of hysteresis—this represents an optimistic assumption that the change in fidelity
will prove sufficient. As Odyssey takes new power measurements, the estimate of power
demand will either stay within the zone of hysteresis, indicating that the change in fidelity
was correct, or stray outside the bounds, indicating that additional adaptation is necessary.
In the later case, Odyssey will continue to adapt application behavior until it reaches a value
where power demand stays within the zone of hysteresis.

In the rest of this chapter, this adaptation policy will be referred to as the incremental
policy, because it changes fidelity one step at a time. The incremental strategy is sufficient
to evaluate goal-directed adaptation. However, it is clearly inadequate to model many of the
policies that a user may wish to express. Section 6.2 describes the system support necessary
to support more detailed policies.

6.1.3 Basic validation
Experiment design

To validate goal-directed adaptation, | executed the two energy-aware applications de-
scribed in Section 4.8: a composite application involving speech recognition, map viewing
and Web access, run concurrently with a background video application. To obtain a con-
tinuous workload, the composite application executes every 25 seconds. This has the effect
of holding the amount of work (number of recognitions, image views, and map views)
constant over time.
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The video application supports four fidelity levels: full-quality, Premiere-B, Premiere-
C, and the combination of Premiere-C and reduction of the display window. The speech
recognition component of the composite application supports full and reduced quality
recognition on the local machine. The map component has four fidelities: full-quality,
minor road filtering, secondary road filtering, and the combination of secondary road fil-
tering and cropping. The Web component supports the five fidelities shown in Figure 4.15.
| prioritized these components so that speech had the lowest priority, and video, map, and
Web had successively higher priority.

Client applications execute on the IBM 560X laptop, and communicate with servers
using a 900 MHz 2 Mb/s Lucent WaveL AN wireless network. To isolate the performance
of goal-directed adaptation, Odyssey uses a modulated energy supply. In addition, Odyssey
uses the incremental adaptation policy described in the previous section.

At the beginning of each experiment, | provided Odyssey with an initial energy value
and a time goal. | then executed the applications, allowing them to adapt under Odyssey’s
direction until the time goal was reached or the residual energy dropped to zero. The former
outcome represents a successful completion of the experiment, while the latter represents a
failure. I noted the total number of adaptations of each application during the experiment.
I also noted the residual energy at the end of the experiment—a large value suggests that
Odyssey may have been too conservative in its adaptation decisions and that average fidelity
could have been higher.

All experiments used a 12,000 Joule modulated energy supply. This lasts 19:27 minutes
when applications operate at highest fidelity, and 27:06 minutes at lowest fidelity. The dif-
ference between the two values represents a 39.3% extension in battery life. | deliberately
chose a small initial energy value so that | could perform a large number of experiments in
a reasonable amount of time. The value of 12,000 Joules is only about 14% of the nominal
energy in the IBM 560X battery. Extrapolating to full nominal energy, the workload would
run for 2:18 hours at highest fidelity, and 3:13 hours at lowest fidelity.

Results

Figures 6.2 and 6.3 show detailed results from two typical experiments: one with a 20
minute goal, and the other with a 26 minute goal. Figure 6.2 shows how the supply of
energy and Odyssey’s estimate of future demand change over time during the two exper-
iments. In both trials, Odyssey meets the specified goal for battery duration. In addition,
once the time goal is reached, residual energy is quite low. The graph also confirms that
estimated demand tracks supply closely. The most visible difference between the two trials
is the slope of the supply and demand lines. After an initial adaptation period of approxi-
mately three minutes, Odyssey adjusts power usage in the 26 minute trial in order to extend
battery lifetime.

The four graphs of Figure 6.3 show how the fidelity of each application varies during
the two experiments. For the 20 minute goal, the high priority Web and map applications
remain at full fidelity throughout the experiment; the video degrades slightly; and speech
runs mostly at low fidelity. For the 26 minute goal, the highest priority Web application runs
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This figure shows how Odyssey meets user-specified goals for battery durations of 20 and
26 minutes when running the composite and video applications described in Section 4.8.
It shows how the modulated supply of energy and the estimated energy demand change
over time.

Figure 6.2: Example of goal-directed adaptation—supply and demand

mostly at the highest fidelity, while the other three applications run mostly at their lowest
fidelities. The difference in fidelity levels between the two trials, shown most clearly for
the video application, accounts for the difference in power demand shown in Figure 6.2.
For both time goals, applications adapt less frequently at the beginning of the experiment
and more frequently as the time goal nears. This shows the effect of the variable gain which
makes the system stable when the goal is distant and agile when the goal is near.

Figure 6.4 summarizes the results of five trials for each time goal of 20, 22, 24, and 26
minutes. These results confirm that Odyssey is doing a good job of energy adaptation. The
desired goal was met in every trial. In all cases, residual energy was very low: the largest
average residue, for the 20 minute experiment, is still only 1.2% of the initial energy value.
The average number of adaptations by applications is generally low, but there are some
cases where it is high. However, the cases that exhibit high number of adaptations are an
artifact of the small initial energy value, since the system is designed to exhibit greater
agility when energy is scarce.
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This figure shows how Odyssey meets user-specified goals for battery durations of 20 and
26 minutes when running the composite and video applications described in Section 4.8. It
shows changes in application fidelity. The applications are prioritized with speech having
the lowest priority, and video, map, and Web having successively higher priority.

Figure 6.3: Example of goal-directed adaptation—application fidelity
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Specified | Goal Residue Number of Adaptations

Duration (s)| Met | Energy (J) | Time (s) | Speech Video Map Web
1200 100%|145.2 (25.3)[15.3 (1.9)|10.8 (1.6) [11.0 (4.0)| 0.4 (0.9)|0.0 (0.0)
1320 100% [107.5 (61.5)|12.9 (7.2)| 2.8 (0.4)|28.2 (5.2)| 1.6 (2.6)|0.0 (0.0)
1440 100% (101.2 (22.3)|13.0 (4.5)| 5.0 (7.9)|22.6 (9.8)| 9.6 (3.8)|1.2 (1.8)
1560 100%| 60.2 (28.7)| 8.7 (5.9)| 1.0 (0.0)| 6.0 (2.8)|15.4 (4.6)|7.6 (5.9)

This figure shows system behavior when the composite application executes concurrently
with the video player. Each experiment uses a 12,000 Joule modulated energy supply.
Each row shows the result of specifying a different battery-duration goal. The second
column shows the percentage of trials in which the energy supply lasted for at least the
specified duration. The next two columns show the average residual energy at the end
of the experiment. The remaining columns show the average number of adaptations per-
formed by each application. Each entry represents the mean of five trials with standard
deviations given in parentheses.

Figure 6.4: Summary of goal-directed adaptation

6.1.4 Sensitivity to half-life

The choice of smoothing function is very important in the design of goal-directed adapta-
tion. | therefore examined how changing the half-life parameter used to calculate the gain,
«, affects system performance. | used the same experimental setup as in Section 6.1.3. On
the client, | executed the video application and displayed a half-hour video clip. | used
a modulated energy supply of 13,000 Joules and specified a 30 minute time goal so the
supply would last for the entire video.

Figure 6.5 summarizes the results of five trials each for half-life values of 1%, 5%,
10%, and 15%. A half-life of 1% is clearly too unstable—the system produces the largest
residue with this value, and the video player adapts excessively. For larger half-life values,
the system is more stable. However, with a 15% half-life, the system is insufficiently agile,
failing to meet the goal in one of the five trials. | have also encountered similar results in
less detailed analysis of other adaptive applications. This led me to the current approach of
using a 10% half-life to calculate the value of «.

6.1.5 Validation with longer duration experiments

The short duration (20—-30 minutes) of the experiments in Sections 6.1.3 and 6.1.4 allowed
me to explore the behavior of Odyssey for many parameter combinations. Having es-
tablished the feasibility of goal-directed adaptation, I then ran a small number of longer
duration experiments to confirm its benefits in more realistic scenarios.

I used the same experimental setup as in section 6.1.3. | began each experiment with an
energy supply of 90,000 Joules, roughly matching a fully-charged ThinkPad 560X battery.
I specified an initial time duration of 2:45 hours, but extended this goal by 30 minutes at
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Half-Life | Goal Met | Residue (J) | Adaptations
0.01 100% | 204.6 (17.7) | 93.6 (3.7)

0.05 100% | 124.1 (38.0) | 33.2 (4.0)
0.10 100% | 129.2 (21.6) | 146 (5.4)
0.15 80% 97.6 (222) | 6.8 (2.9)

This figure shows sensitivity to the half-life value used for smoothing. In each experiment,
I assume a 13,000 Joule energy supply. The second column shows the percentage of trials
in which the energy supply lasted for at least the specified duration. The next column
shows the residual energy at the end of the experiment. The final column shows the
number of adaptations performed. Each entry shows the mean of five trials with standard
deviation given in parentheses.

Figure 6.5: Sensitivity to half-life

the end of the first hour. This change reflects the possibility that a user may modify the
estimate of how long the battery needs to last. Finally, | used a simple stochastic model to
construct an irregular workload. During any given minute, each of four applications (video,
speech, map, and Web) may independently be active or idle. An active application executes
a fixed workload for one minute; for example, the video application shows a one minute
video, and the map application fetches five maps with five seconds of think time after each
map display. After each minute, there is a 10% chance of switching states; that is, an active
application stays active, and an idle one stays idle, with probability 0.9.

Figure 6.6 presents the results of five trials of this experiment, each generated with a
different random number seed. In every case, Odyssey succeeded in meeting its time goal.
Four of the five trials ended with a residual energy that was less than 1% of the initial
supply. Only in one trial (trial 3) was the residue noticeably higher (2.8%), implying that
Odyssey was too conservative in its adaptation.

In spite of the bursty workload, Figure 6.6 shows fewer adaptations than Figure 6.4,
which had a steady workload. This is a consequence of two interactions between the hys-
teresis strategy and the longer-duration goal. First, the zone of hysteresis is much larger,
since it is proportional to total energy supply. Second, smoothing is more aggressive when
the goal is distant. Combined, these two factors cause Odyssey to ignore minor fluctuations
in power usage except toward the end of each trial.

6.1.6 Overhead

The power overhead imposed by goal-directed adaptation is the sum of the overhead of
measuring power usage and the overhead of using these measurements to predict energy de-
mand. The measurement overhead is quite low. Most Smart Battery solutions can provide
power measurements at the frequency Odyssey requires using less than 10 mW. [12, 88].
Additionally, if a mobile computer already includes a Smart Battery (as with the IBM T20
laptop and Itsy v2.2), Odyssey imposes minimal additional measurement overhead.
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Trial | Goal | Residual Number of Adaptations
Met | Energy (J) | Speech | Video | Map | Web
1 Yes 345 1 5 5 1
2 Yes 381 1 10 7 11
3 Yes 2486 8 13 5 0
4 Yes 554 2 10 6 8
5 Yes 464 5 6 14 0

This figure shows system behavior for bursty workloads. In each trial, I assume an energy
supply of 90,000 Joules. After one hour, the initial goal of 2.75 hours is extended by a
half hour. Each row shows the result of a trial using a different randomly-generated work-
load. The second column shows whether the energy supply lasted for at least the specified
duration. The next column shows the residual energy at the end of the experiment. The
remaining columns show the number of adaptations performed by each application.

Figure 6.6: Longer duration goal-directed adaptation

I have measured Odyssey’s prediction overhead and found it to be only 4 mW. There-
fore, the total power overhead imposed by goal-directed adaptation is less than 14 mW.—
only 0.25% of the background power consumption of the IBM 560X.

6.2 Use of application resource history

The previous section showed that goal-directed adaptation can be successfully implemented
without needing to anticipate how changes in application fidelity affect power usage. The
incremental adaptation policy allows Odyssey to eventually converge on the fidelity level
that correctly balances energy use and application quality. Yet, when Odyssey can antic-
ipate the relationship between fidelity and power use, it can be more agile in adapting to
changes in power demand. In addition, anticipating this relationship allows applications
specify a more natural range of fidelities and adaptation policies.

This section describes how Odyssey obtains these benefits by maintaining a history
of application energy usage. The work on which this section reports was done jointly
with Dushyanth Narayanan [64]. As applications execute, Odyssey monitors and logs the
fidelities at which they operate and their corresponding energy consumption. From the data,
Odyssey learns functions which relate fidelity and energy usage. From these functions,
Odyssey predicts how power usage changes with fidelity.

Next, | examine in more detail the benefits of using application resource history to
predict future behavior. Section 6.2.2 describes how Odyssey measures and logs energy
usage. Section 6.2.3 describes how Odyssey uses the data to learn functions which predict
application energy use; Sections 6.2.4 and 6.2.5 show how the learned functions are used
to improve adaptation decisions. Section 6.2.6 then demonstrates how Odyssey uses the
history of application energy usage to increase the effectiveness of goal-directed adaptation.
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6.2.1 Benefits of application resource history

If Odyssey cannot determine the relationship between fidelity and energy use, it will not be
able to anticipate the magnitude of change in power usage that will result when applications
change fidelity. Thus, when Odyssey desires to increase or decrease power use, it must
adapt application fidelity one discrete step at a time. Further, after each adaptation, it must
pause to assess how much power usage has changed.

This means that application fidelities must be carefully chosen, since the number of
fidelities affects the agility of the system. If a large number of fidelities are specified,
Odyssey is sluggish to react to changes in power supply and demand. Before arriving at the
correct fidelity, it must transition through many intermediate fidelity levels, pausing at each
one to assess the impact of the adaptation on power usage. Potentially, Odyssey may even
miss the specified goal for battery duration if it is not sufficiently agile in adapting when a
decrease in power usage is needed. At the other extreme, if only a small number of fidelities
are specified, the system may oscillate between two widely-separated fidelity levels because
no intermediate value is available, leading to an excessive number of adaptations.

However, when Odyssey can predict how fidelity changes will affect energy usage,
it can calculate the exact change in application fidelity that will yield a desired change
in power usage. It can then adjust fidelity directly to the new value without traversing
through intermediate values. With this approach, the number of fidelity levels specified by
an application will not directly impact system agility.

Use of energy history also lets applications support a more natural range of fidelities and
adaptation policies. Applications can specify continuous dimensions of fidelity, whereas if
Odyssey uses the incremental policy, only a single, discrete dimension of fidelity can be
specified (since Odyssey can only adapt in discrete steps). Applications can also specify
adaptation policies which directly relate fidelity and energy use. For example, applications
may wish to specify policies such as “Choose the best fidelity that uses no more than x%
of the energy of the highest fidelity” or “Degrade fidelity if the decrease in energy use
is greater than the corresponding decrease in fidelity”. Odyssey can only evaluate such
policies if it is able to predict the amount of energy that will be used at different fidelities.

6.2.2 Recording application resource history

Odyssey’s fundamental unit of history is an operation: a discrete unit of work performed by
an application at one of possibly many fidelities. For example, each application described
in Chapter 4 performs one basic operation: the video player displays videos, the speech
recognizer recognizes utterances, the map viewer displays maps, and the Web browser
displays images.

Odyssey and applications collaborate to generate a history of application energy use.
Applications initially describe the operations that they plan to execute, including possible
fidelities and input parameters, variables that affect the complexity of the operation. They
then signal Odyssey when the execution of each operation begins and ends. During execu-
tion, Odyssey measures energy usage. Later, when the operation completes, Odyssey logs
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register fidelity (char* conf _file,
int* optype_id);

begin fidelity op (const char* dat anane,
int optype_id,
i nt num _par arms,
fid _paramval t* parans,
int numfidelities,
fid paramval _t* fidelities,
int* opidp);

int end fidelity op (int optype_id,
i nt opid,
int failed);

Figure 6.7: Odyssey multi-fidelity API

its energy usage, fidelity, and input parameters.

Figure 6.7 shows the relevant portion of Odyssey’s multi-fidelity API, through which
applications provide the information Odyssey needs to log resource usage. Initially, appli-
cations call regi ster fidelity() todescribe the types of operations that they plan
to execute. For each operation type, the application specifies the name of a configuration
file. Odyssey returns a unique identifier for the operation type—the application uses the
identifier in future calls.

Figure 6.8 shows the configuration file for the Web browser described in Section 4.7.
The first line specifies the names of the application and operation type. The next line names
a file to which resource history will be logged. The third line describes the single input
parameter to the operation, the number of bytes in the uncompressed image. The fourth
line describes the single fidelity, which is the degree of JPEG compression to be employed.
The configuration file specifies that this dimension of fidelity is continuous and ranges in
value between 5 and 100. Odyssey also allows applications to specify discrete parameters
or fidelities which can take on one of several enumerated values. The remainder of the
configuration file is not relevant to history logging, and will be described in Section 6.2.4.

Before executing an operation, applications call begi n_fi del i t y_op(), which has
two purposes. It asks Odyssey which fidelity should be used for the operation. It also
signals Odyssey to begin measuring resource usage for the operation. The application
specifies the name of the data object being manipulated (i.e. the title of a video, the name
of a Web image, etc.), as well as the type of operation to be performed. The application
also specifies the specific values of input parameters to the operation. For example, the Web
browser obtains the number of bytes of the image to be fetched from the HTML headers
and passes the information to Odyssey. Odyssey returns the fidelity at which the operation
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description web: fetchi nage

| ogfile /usr/odyssey/etc/web. fetchi mage. | og
param i magesi ze ordered 0-10000000

fidelity conpression ordered 5-100

node nor el

hintfile /usr/odyssey/lib/web fetchimge hints.so
utility web fetchimage utility

Figure 6.8: Sample configuration file for a Web browser

should be performed, as well as a unique handle by which the application can refer to the
operation.

After an operation completes, the application calls end_f i del i t y_op. This causes
Odyssey to write an entry in the appropriate log file. Each entry includes resource usage
information, such as the time and energy to execute the operation. Each entry also contains
the value of each input parameter and the fidelity at which the operation was performed.

Odyssey measures energy usage as described in Section 6.1.2. If the hardware platform
supports ACPI, Odyssey queries the amount of energy remaining in the battery at the start
and end of each operation. The difference between the two values is the total energy used
by the operation. If battery level information is not available, Odyssey samples power us-
age during operation execution, and calculates energy usage by multiplying average power
usage by execution time. For example, when executing on the Itsy v2.2, Odyssey reads cur-
rent levels from the DS2437 Smart Battery chip six times per second. These measurements
are multiplied by the last voltage reading and the duration of the sample period to calculate
the total energy use during the measurement period. Odyssey accumulates the energy mea-
surements taken during operation execution, and logs the sum as the total energy usage of
the operation.

Both methods for measuring operation energy use are inadequate if more than one oper-
ation executes simultaneously. With concurrent operations, it is unclear what percentage of
the total energy expenditure should be attributed to each operation. One possible method
for apportioning energy usage would be to allocate energy usage according to the per-
centage of CPU, disk, network, and other resources used by the operation. However, this
method requires detailed resource accounting, as well as per-platform calibration of the
energy costs of activities such as network transmissions and disk accesses. | have there-
fore chosen the simpler approach of excluding from the history log any operation which
overlaps with another simultaneous operation. This sacrifices some data, but increases the
accuracy of the logged values.
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6.2.3 Learning from application resource history

From the history of application resource usage, Odyssey learns functions which relate in-
put parameters and fidelity to energy usage. As the study of application energy usage in
Chapter 4 shows, simple linear models provide a good fit for many applications. Odyssey
supports this common case by providing library routines which generate linear models of
energy use from log data.

Odyssey reads the previously logged data whenever an application registers a new op-
eration type. From the data, Odyssey generate a linear model of energy usage. If the
operation type has a continuous dimension of fidelity or a continuous input parameter, a
model is generated using linear regression. If more than one continuous dimension exists,
multiple variable linear regression is used. When the operation type has one or more dis-
crete dimensions, Odyssey generates a different linear model for each possible combination
of enumerated values. For example, the speech application discussed in Section 4.5.1 has
one discrete dimension of fidelity: it can use either a full-sized or reduced vocabulary for
recognition. For this application, Odyssey develops two separate linear models, one for
each possible fidelity.

Later, Odyssey queries the model to determine how much energy an operation is likely
to use if it is performed with different combinations of fidelity and input parameters. Some-
times, there will not be enough data to return a specific prediction, for example, if the op-
eration has not yet been performed for one of the possible values of an enumerated type.
In this case, the predictor returns a more generic prediction for energy use, one that is
generated from a model that ignores the enumerated type.

In theory, for some applications, the relationship between energy use and fidelity may be
quite complex. Odyssey supports such applications by allowing them to supply application-
specific functions for predicting energy usage. In practice, | have found that the default
linear models suffice for all applications that | have studied, including those described in
Chapter 4.

6.2.4 Using application resource history to evaluate utility

Odyssey uses the history of application resource usage to determine the best fidelity at
which to execute operations. For each operation, Odyssey chooses the one that maximizes
the value of an application-specific utility function specified in the configuration file. For
example, in Figure 6.8, the last two lines specify that the Web application’s utility function
isweb_fetchimge.utility() inthelibrary web_f et chi mage_hi nts. so.

A utility function takes as input specific values for each input parameter and fidelity
dimension, and returns a numerical result that represents the desirability of executing the
operation with those values. When an application calls begi n_fi del i t y_op, Odyssey
searches the space of possible fidelities to select the fidelity which maximizes the value of
the utility function. Input parameters are fixed to those specified by the application in the
begi n_fidel i ty_op call; fidelity varies as the search progresses.
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extern fidelity desired fidelity;

int utility (fidelity f)

{
if (f == desired_fidelity) {
return (1);
} else {
return (0);
}
¥

Figure 6.9: Utility function for the incremental policy

The Odyssey multi-fidelity solver, further described in [64], exhaustively searches dis-
crete dimensions of fidelity and uses gradient-descent heuristics to search continuous di-
mensions. Thus, it is not guaranteed to find an optimal solution in all cases. The solver
iteratively calls an operation’s utility function, and selects the fidelity at which the utility
function returns the highest value.

Energy-aware applications specify utility functions which balance fidelity and energy
use. Goal-directed adaptation determines the current importance of energy conservation;
utility functions express a specific policy for adapting to that importance.

Section 6.1.3 described the simple incremental adaptation policy: each application
specifies a single, discrete dimension of fidelity, and Odyssey increases or decreases fi-
delity by one step whenever supply and demand diverge. One can trivially express this
policy as a utility function, shown in Figure 6.9. Odyssey represents the desired fidelity for
an application with a global parameter, desired_fidelity. The utility function returns 1 if
the fidelity passed into the function is equal to desired_fidelity, and O otherwise. Thus,
the function will be maximized only when the input fidelity is equivalent to the desired
fidelity.

However, this simple policy has a clear drawback: the assumption that all operations
should be performed at the same fidelity, irrespective of the values of the input parameters.
Figure 6.10 illustrates why this assumption is incorrect. Each line shows how Web browser
energy use at a specific fidelity varies with an input parameter, the uncompressed image
size. The highest fidelity, shown by the solid line, occurs when the image is shown without
distillation. The remaining two lines show energy usage when the image is distilled to
JPEG quality levels of 99 and 95. Data points show specific measured energy values for two
image sizes: 3.5MB, and 720 KB. For large images, the highest fidelity uses more energy
since it transmits the most data over the wireless network. However, for small images, the
lower fidelities use more energy because image distillation introduces a significant latency
which results in the client waiting longer for the image to arrive.
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This figure shows how Web browser energy usage varies with fidelity and the size of the
uncompressed image. The three lines show how energy usage changes with image size for
three different fidelities; the data points represent measured energy usage for two specific
image sizes.

Figure 6.10: Web energy use as a function of fidelity and image size

Now consider the following example scenario. Originally, the application can show all
images at the highest fidelity and still meet the specified goal for battery lifetime. However,
when the user extends the goal, the system must adapt to reduce energy usage by a small
amount (5%). If the system lowers fidelity to JPEG-99, it saves energy if a large (3.5 MB)
image is displayed, but uses more energy if a small (720 KB) image is displayed. The sys-
tem could possibly select the JPEG-95 fidelity, which saves energy for both sizes. However,
this needlessly degrades large images—JPEG-99 is sufficient to reduce energy usage 5%.
Also, for images smaller than 500 KB, JPEG-95 uses more energy than the highest fidelity.

The above scenario shows that it is often impossible to select a fidelity which produces
the needed change in energy usage across all possible input parameters. Thus, it is infeasi-
ble for goal-directed adaptation to adjust application fidelity directly; a fidelity choice that
is correct for one set of input parameters may not be correct for another. To surmount this
problem, Odyssey introduces a layer of indirection in the form of a global feedback pa-
rameter, ¢, that represents how critical energy conservation is at the current moment. The
value of the parameter ranges from 0, when energy usage is unimportant, to 1, when it is
of utmost importance. When Odyssey wishes to adjust application behavior, it changes the
value of ¢, rather than adjust application fidelity directly.
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extern doubl e c;
extern fidelity mn_fidelity, max_fidelity;

int utility (fidelity f)

{
if ((energy(f) / energy(max_fidelity)) <= (1-c)) {
return (goodness(f));
} elseif (f == mn_fidelity) {
return (0.01); /* Small value */
{ else {
return (0);
¥
¥

Figure 6.11: Utility function for history-based policy

The utility functions of energy-aware applications use the value of ¢ to decide the cor-
rect tradeoff between fidelity and energy use. For example, one could ask each application
to select the best possible fidelity which uses only (1 — ¢) as much energy as the highest
fidelity. When the value of ¢ is 0.1, each application would reduce its energy usage by
at least 10%. Given a specific fidelity value, the utility function for this policy, shown in
Figure 6.11, uses the history of application energy usage to predict the amount of energy
needed to perform the operation at the specified fidelity. It compares that value to the en-
ergy needed to perform the same operation at the highest possible fidelity. If the ratio of
the two energy values is higher than desired, i.e. greater than (1 — ¢), the function returns
zero, signifying that the input fidelity should not be chosen. When the ratio between the
two values is less than (1 — ¢), Odyssey returns a numerical value corresponding to the
goodness of the fidelity. Thus, the utility function selects the best fidelity supported by
the application that meets the goal for energy reduction. In the event that no fidelity pro-
vides the desired energy reduction, the utility function returns a small positive value for the
fidelity that conserves the most energy, ensuring that it will be selected.

Alternative policies are also possible. For example, one could select the fidelity which
yields the greatest “bang-for-the-buck”, i.e. the one which yields the greatest decrease in
energy usage for the smallest decrease in fidelity. In all such policies, the history of appli-
cation energy usage plays a vital role. Odyssey can correctly evaluate such utility functions
only by anticipating how much energy an operation will consume at various fidelity levels.

An important consideration is whether Odyssey should represent the importance of
energy conservation with a single, global feedback parameter or with one parameter for
each currently running application. Multiple feedback parameters would allow Odyssey to
optimize energy usage across applications. For example, one application may be able to
conserve a large amount of energy with a small decrease in fidelity, and thereby avoid the
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need for other applications to adapt. However, the optimization problem is very complex—
Odyssey would need to search the space of all possible fidelities for all applications si-
multaneously, while possibly considering other important factors such as user-specified
application priorities.

I have therefore chosen to simplify the problem by using only a single, global feed-
back parameter. This allows Odyssey to implement “fair” adaptation policies, for example,
asking each application to decrease energy usage by a fixed percentage. User-specified pri-
orities can be easily incorporated. For instance, one could use an approach similar to lottery
scheduling [95] to prioritize applications; if one application has twice as many tickets as
another, it would be asked to reduce its energy usage only half as much as the other.

6.2.5 Using application resource history to improve agility

Odyssey uses the history of application energy usage to improve the agility of goal-directed
adaptation. During normal operation, predicted energy demand remains close to the avail-
able supply; it stays in a zone of hysteresis with a value no greater than the energy sup-
ply and no lower than the 95% of the current supply minus 1% of the initial energy sup-
ply. When demand strays significantly from supply, Odyssey changes the value of the
global feedback parameter, ¢. When Odyssey increases ¢, application behavior is biased
towards energy conservation; when Odyssey decreases ¢, applications execute operations
with higher fidelity.

Without application energy history, it is difficult for Odyssey to determine the amount
by which it should adjust c¢. The incremental approach, as described in Section 6.1.2,
adjusts ¢ by a small, fixed amount, then pause to assess if the resulting change in power
demand is sufficient. If many small steps are needed, the system is slow to react to changes
in power supply and demand.

However, when application history is available, Odyssey adapts more agilely. Odyssey
first calculates the current power demand as described in Section 6.1.2. It then calculates
the ideal power demand, one that falls in the middle of the zone of hysteresis. If S is the
current energy supply, ¢ the time remaining to the goal, and S; the initial energy supply, the
ideal power demand, P4 iS:

Pigear = (S + (0.95 S — 0.01 5;)) /2t (6.3)

In principle, Odyssey simply predicts the ideal value of ¢, ¢;4eq;, that will produce a
future power drain of P;4.. Then, Odyssey sets the value of ¢ directly to ¢;4..; Without
needing to traverse through intermediate values.

Unfortunately, Odyssey cannot calculate c;q..; directly. Utility functions return the de-
sirability of each fidelity given a specific value of ¢. There exists no inverse function which
reveals what value of ¢ would yield a specified fidelity (and, hence, a specified power drain).
Because utility functions are application-specified, they are, in effect, black boxes, making
the construction of the inverse function prohibitively difficult. Additionally, when diverse
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This figure shows a hypothetical example of how Odyssey calculates the impact of the
choice of the feedback parameter, ¢, on power demand. Odyssey calculates the dynamic
energy usage of each operation performed in the recent past—this is represented by the
boxes labeled “Op 1” through “Op 4”. Odyssey adds each operation’s dynamic power
usage to the background power usage of the hardware platform to generate a waveform
that predicts how power usage would have varied over time, given a specific value of ¢
(0.1 in this case).

Figure 6.12: Example of operation history replay for ¢ = 0.1

operations are being performed by multiple applications, the utility functions for each op-
eration may return different fidelities depending upon operation type and the value of the
input parameters.

Odyssey takes a more indirect route to calculate c;q4eq;. 1t assumes that the recent past
predicts the future, and asks the following question: What (ideal) value of ¢ would have
yielded the ideal power usage in the past?.

Odyssey maintains an in-memory list of operations that have executed recently. Each
list item records the variables previously used to determine operation fidelity, including
input parameters and resource availability. Odyssey can therefore revisit past fidelity de-
cisions, and calculate what its decision would have been if conditions had been different.
Specifically, Odyssey can determine what fidelity it would have chosen for various values
of c.
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This figure continues the hypothetical example of how Odyssey calculates the impact of
the choice of the feedback parameter, ¢, on power demand. It shows predicted power
demand for ¢ = 0.2.

Figure 6.13: Example of operation history replay for ¢ = 0.2

To calculate c¢;q.4;, Odyssey replays the operation log to determine how power demand
varies with ¢. For a given value of ¢, Odyssey first determines the fidelity at which each
past operation would have executed. It then predicts the amount of dynamic energy each
operation would have used. It uses the history of application energy usage to predict the
total energy that would have been used to perform an operation. From this value, it calcu-
lates dynamic energy usage by subtracting out background power usage, i.e. the product
of the background power usage of the mobile computer and the execution latency of the
operation.

Odyssey then constructs a hypothetical waveform that captures its prediction of how
the mobile computer’s power usage would have changed over time for the specified value
of c. The waveform reflects the background power usage of the machine and the predicted
dynamic energy usage of each operation performed in the past. Finally, Odyssey calculates
power demand by applying the exponential smoothing function shown in Equation 6.1 to
the waveform.

Figure 6.12 shows a hypothetical example that helps illustrate this process. Here,
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Odyssey predicts power demand when c is equal to 0.1. There are four recently exe-
cuted operations—consider operation 1 which executed for 4 time units starting at time
-15. Odyssey first determines the fidelity at which operation 1 would have executed if ¢
were equal to 0.1. It then predicts the operation’s dynamic energy usage by consulting the
history of application energy usage. In this example, Odyssey predicts that operation 1’s
dynamic energy usage would be 12 Watts. It also performs similar calculations for the other
three operations.

Odyssey then generates the waveform that represents predicted power usage over time.
Total power usage at any given time is the sum of the background power usage of the
hardware platform and the dynamic power usage of each currently executing operation.
As shown in Figure 6.12, Odyssey makes the simplifying assumption that operation power
usage is constant over the life of an operation. In this figure, the total power usage waveform
is given by the area under all shaded regions.

Odyssey determines what its estimate for power demand would have been if it had seen
power usage equivalent to the generated waveform. It starts at the beginning of the wave-
form and calculates the exponential weighted average of power demand using Equation 6.1.
In the given example, Odyssey would predict power demand to be about 3.81 Watts. This
entire calculation can be thought of as solving a function, D P(c) which maps ¢ to power
demand.

Figure 6.13 shows the same calculation for a different value of c¢. When c increases to
0.2, Odyssey selects lower fidelity levels for each operation. Consequently, the dynamic
energy usage of each operation is lower than in Figure 6.12. For ¢ = 0.2, Odyssey would
predict power demand to be about 3.18 Watts.

Odyssey first determines the impact of the current value of ¢: DP(ceyrrent)- It then per-
forms a binary search on ¢ to determing c;geq; i-€. the value of ¢;4eq; SUch that D P(c;gear) —
DP(Ceurrent) 15 ClOSESt 10 Pjgeqr — Pewrrent- When this value is found, Odyssey sets the new
value of ¢ to be ¢;qeq, and changes its current estimate of power usage by DP(cigear) —
DP(ccurrent)-

In the example given by Figures 6.12 and 6.13, if c.urren: Were 0.1, and Odyssey
needed to reduce power demand by 0.63 Wiatts, then c;4.,; Would be 0.2 since DP(0.1) —
DP(0.2) = 0.63 Watts.

Why does Odyssey use each operation’s dynamic power usage to calculate c;geq;? AS
shown in Section 4.8, when multiple applications execute concurrently, dynamic power
usage is a much better metric than total power usage for calculating each application’s
impact. Thus, dynamic power usage is a better metric for assessing the impact of changing
¢ when operations execute concurrently. Figures 6.12 and 6.13 illustrate this possibility
since the execution of operations 3 and 4 overlap.

The use of dynamic power as a metric makes one important simplification: it assumes
that changing fidelity will not affect when subsequent operations are started. For exam-
ple, when using a speech recognizer, a user may pause a fixed amount of time between
utterances. Lowering fidelity may speed recognition and allow the user to start the next
recognition sooner. Predicting such effects is difficult because the system must anticipate
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This figure shows how energy varies with fidelity level for the Web browser described in
Section 4.7. Fidelities 5-99 show the energy used by the client to wait for a remote server
to distill a 720 KB GIF image to the corresponding JPEG quality level, fetch the image
from the server, and display it to the user. Fidelity 100 shows the energy used to fetch
and display the image without distillation. Each data point shows the average amount of
energy used; the error bars are 90% confidence intervals.

Figure 6.14: Energy use as a function of fidelity for the Web browser

the usage pattern of the application; | have therefore chosen to ignore these effects in cal-
culating c;q.q;. Errors due to this simplification will eventually be detected by the feedback
mechanism of goal-directed adaptation. However, they may cause Odyssey to converge
more slowly on the correct value of c.

6.2.6 Validation
Experimental design

| validated the benefit of application resource history by executing two experimental sce-
narios: one which uses the incremental adaptation policy described in Section 6.1.2, and
one which uses the history-based policy described in Section 6.2.5. Each scenario models
the actions of a user browsing digital photographs from an album stored on a remote server.
The user loads 5 images per minute—each image is approximately 720 KB in size.
Odyssey and the Web browser execute on the client: an IBM 560X laptop computer.
The images are stored on a local server running the Odyssey distiller and an Apache Web
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This figure shows how the supply of energy changes over time when Odyssey uses the
incremental adaptation policy. The solid line shows the actual change in energy usage—
the dashed line shows the hypothetical change that would be achieved by an ideal adaptive

policy.
Figure 6.15: Change in energy supply for the incremental policy

server. The two machines are connected by a 900 MHz 2 Mb/s Lucent WaveLAN wireless
network.

The Web application performs one type of operation: fetching an image from the server.
JPEG quality is the sole dimension of fidelity for the operation. It is specified as a discrete
dimension ranging from 5 to 100. There are 96 discrete fidelities, making this a challeng-
ing scenario for the incremental adaptation policy. Fidelity 100 corresponds to loading an
undistilled image—the remaining fidelities correspond to distilling the image to the equiva-
lent JPEG quality level before fetching it from the remote server. The image size is the sole
input parameter for the operation. However, image size is not relevant in these experiments
since all images are of roughly the same size.

| first obtained a detailed history of energy usage by performing 4000 image loads from
a set of similarly-sized digital photographs. Figure 6.14 summarizes the logged data for
operation energy usage. At any given fidelity, energy use is fairly predictable, with higher
quality levels tending to use more energy than lower ones. There is a discontinuity in the
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This figure shows how Web fidelity changes over time when Odyssey uses the incremental
adaptation policy. The solid line shows actual Web fidelity levels—the dashed line shows
the hypothetical fidelity levels that would be selected by an ideal adaptive policy.

Figure 6.16: Change in fidelity for the incremental policy

data: fidelity 100 uses less energy than fidelities 97-99. The reduction in data transmitted
over the network is small at fidelities 97-99. The energy savings due to reduced network
usage is less than the additional energy the client expends waiting for the server to distill
the image. At this image size, fidelities 97-99 are clearly inferior to fidelity 100 because
they expend more energy to fetch a lower-quality image. Therefore, a correct adaptation
policy should not employ these fidelities.

After gathering resource history data, | executed five trials for each adaptation policy.
I used a modulated energy supply and specified an initial energy value of 90,000 Joules,
roughly equivalent to the amount of energy in the ThinkPad’s battery. | specified an initial
time goal of 2.5 hours. After 1 hour of execution, | modified the time goal by specifying
that the battery should last an additional 15 minutes.
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This figure shows how the supply of energy changes over time when Odyssey uses the
history-based adaptation policy. The solid line shows the actual change in energy usage—
the dashed line shows the hypothetical change that would be achieved by an ideal adaptive

policy.
Figure 6.17: Change in energy supply for the history-based policy

Results

Figures 6.15 and 6.16 show results from one typical trial using the incremental adaptation
policy. The solid line in Figure 6.15 shows how energy supply changes over time; the
dashed line shows the ideal rate of drain that would be achieved by a hypothetical, perfect
adaptive strategy. In the trial, the rate of drain tracks the ideal fairly closely for the first
hour, although energy is used at a slightly higher rate during this time period. Once the
user requests an additional 15 minutes of battery life, the two lines diverge more noticeably.
Odyssey uses too much energy after the adjustment and is never able to recover fully. The
energy supply expires almost 3 minutes too early.

Figure 6.16 gives more insight into why Odyssey misses the time goal. The solid line
shows the fidelity levels used by the Web application throughout the trial. The dashed line
shows the fidelity levels that would be used by the ideal adaptive policy. The ideal policy
uses knowledge of future activity to select the highest constant fidelity which will meet the
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This figure shows how Web fidelity changes over time when Odyssey uses the history-
based adaptation policy. The solid line shows actual Web fidelity levels—the dashed line
shows the hypothetical fidelity levels that would be selected by an ideal adaptive policy.

Figure 6.18: Change in fidelity for the history-based policy

specified goal for battery life. The ideal policy does not have future knowledge of changes
in the specified goal—hence, there is a change in fidelity at the 1 hour mark.

After the user changes the specified time goal at 3600 seconds, Web fidelity decreases
exponentially. Initially, changes in fidelity are relatively infrequent because the goal is
distant. As the goal nears, Odyssey is more agile and fidelity changes are more frequent.
Web fidelity remains higher than ideal for a significant portion of time: from 3600 to 6435
seconds, causing the laptop to expend too much energy during this period. Even though
Odyssey tries to compensate by lowering fidelity for the remainder of the trial, it is unable
to conserve enough energy to meet the specified goal for battery duration.

It is also interesting to note that the incremental adaptive policy chooses Web fidelities
97-99 during the time period lasting from 1845 to 3113 seconds. Without application
history, it cannot know that these fidelities are clearly inferior to fidelity 100. This accounts
for the slight overconsumption of energy during the first hour of the trial.

Figures 6.17 and 6.18 show results from one typical trial using the history-based adap-
tation policy. As can be seen in Figure 6.17, the rate of drain of the energy supply tracks
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Adaptation Goal Expiration Number of

Policy Met? Time (s) Adaptations
Incremental 0% +79.7 (9.7) | 56.8 (11.2)
History-Based | 100% | -146.6 (11.2) | 7.8 (1.3)

This figure compares the effectiveness of adaptation with and without the use of applica-
tion resource history. The first row shows results without application history; the second
row shows results when history is used to guide adaptation. For each scenario, the second
column shows the percentage of trials that met the specified time goal. The third column
shows the average expiration time for the energy supply, relative to the specified time
goal. The final column lists the average number of adaptations per trial. Five trials were
performed for each scenario—standard deviations are given in parentheses.

Figure 6.19: Summary of the effectiveness of application resource history

the ideal quite closely. Odyssey maintains a slight surplus throughout the trial and meets
the goal for battery duration. Once the goal is reached, the amount of residual energy
remaining is small: approximately 1.0% of the initial energy supply.

Figure 6.18 shows the corresponding changes in application fidelity. For the first hour,
Odyssey chooses fidelities that are close to ideal. It also avoids the clearly inferior fidelities
from 97 to 99. When the user respecifies the goal, Odyssey immediately decreases fidelity.
The initially chosen fidelity is slightly less than ideal, reflecting Odyssey’s conservative
bias. However, Odyssey soon detects the discrepancy and readjusts the fidelity to be closer
to ideal. In contrast to the previous scenario, Odyssey is much more agile in converging
upon an acceptable fidelity level. Using application history, Odyssey requires only two
adaptations to reach a good fidelity choice—without application history, Odyssey is too
sluggish, and fails to reach an acceptable fidelity.

Figure 6.19 summarizes the results of the five trials. Use of application resource history
provides a clear benefit. All five trials that used resource history met the time goal—the
energy supply lasted an average of 79.7 seconds longer than the specified duration. When
the incremental policy was used, the energy supply expired too early in all trials—on av-
erage, the supply expired 146.6 seconds before the time goal. Further, the average number
of adaptations is much smaller with the history-based policy because Odyssey converges
much more quickly upon acceptable fidelity levels.

The use of application history incurs some additional overhead, especially when Odyssey
determines a new value for the feedback parameter ¢. During the five trials, Odyssey spent
an average of 0.83 seconds to calculate a new value for c. However, since this calculation
occurs relatively infrequently, an average of 8 times per 3.25 hour trial, the effect on overall
performance is minimal.

It is worth noting that this scenario represents a difficult challenge for the incremental
policy because the Web application has a large number of fidelities and the difference in
energy usage between two consecutive fidelity levels is usually very small. One can poten-
tially avoid the problems encountered in this scenario if one carefully chooses the number
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of potential fidelity levels for the application. For example, in the experiment reported in
Section 6.1.3, | specified only five potential fidelities for the Web application. In addition,
none of the five fidelities were clearly inferior to any other fidelity. Thus, with careful
tuning and a bit of black magic, it is possible to make the incremental policy approach
the performance of the history-based policy. Conversely, one of the main benefits of the
history-based policy is that it is self-tuning—it requires no special adjustments in order to
yield acceptable results.

6.3 Summary

In this chapter, | have shown how goal-directed adaptation allows Odyssey to effectively
manage battery energy as a resource. The user provides hints that specify how long a
mobile computer needs to operate on battery power, and Odyssey meets the specified goals
by adjusting the fidelity of energy-aware applications.

Odyssey monitors energy supply and demand to determine the current importance of
energy conservation. It predicts future energy demand from measurements of past us-
age. When there is substantial mismatch between predicted demand and available en-
ergy, Odyssey notifies applications to adapt. Using this approach, | have demonstrated
that Odyssey can extend battery life to meet user-specified goals that vary by up to 30%.

I have also shown how the use of application resource history improves the effectiveness
of goal-directed adaptation. When energy-aware applications execute, Odyssey monitors
and logs their energy use. From the logged data, it learns functions which relate fidelity and
input parameters to energy usage, allowing it to predict future application energy consump-
tion. With these predictions, Odyssey can support a wider range of adaptation policies,
including those which directly relate energy and fidelity. Further, Odyssey reacts more
agilely to changes in power demand, adjusting application fidelity to appropriate levels
without the need to traverse through intermediate values.



Chapter 7

Remote execution

Whenever there exists the possibility of trading some dimension of quality or performance
for reduced energy usage, energy-aware adaptation is possible. While application fidelity
is an important dimension of energy-aware adaptation, it is by no means the only one.

Remote execution is another such dimension. If applications execute part of their func-
tionality on remote infrastructure, they may reduce their use of local hardware resources
and conserve energy. However, energy reduction can come at a price. Remote execution
can lead to decreased performance, primarily due to the need to transfer data between local
and remote machines. In such cases, energy-aware adaptation is necessary to balance the
competing concerns of energy use and performance.

This chapter describes Spectra, a remote execution system designed for battery-powered
mobile clients used in pervasive computing environments. Spectra enables applications to
combine the mobility of small devices with the greater resources of large, wall-powered
compute servers. Spectra provides applications with a mechanism for executing remote
operations, while ensuring data consistency between local and remote machines. It mon-
itors both application resource usage and the availability of resources in the environment
in order to provide dynamic advice to applications about how and where they can most
profitably execute functionality. Spectra is tightly integrated with Odyssey and leverages
Odyssey’s support for energy-aware adaptation. Its advice lets applications dynamically
balance the competing goals of performance, energy use, and application fidelity.

The next two sections discuss Spectra’s target environment and design considerations.
Section 7.3 describes Spectra’s implementation, and Section 7.4 presents an evaluation of
the system.

7.1 Target environment

Spectra is targeted at pervasive computing environments—such environments are saturated
with computing and communication capability, yet gracefully integrated with human users.
The need for graceful integration leads to smaller, less obtrusive computing devices. Since
people are naturally mobile, these devices are often battery powered, and their size limits
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the amount of energy that can be stored. In addition, device size constrains the availability
of other resources such as compute power and storage capacity. Remote execution using
wireless networks to access compute servers fills a natural role in pervasive computing,
allowing applications to combine the mobility of small devices with the greater resources
of static, wall-powered compute servers

Future support for mobile applications will vary widely with location. Some well-
conditioned environments may provide plentiful wireless bandwidth and powerful compute
servers. Other locations may be resource-impoverished, with poor connectivity and little
infrastructure support. Pervasive applications must therefore adapt to a changing environ-
ment. When little infrastructure exists, they must execute most functionality on the mobile
client. However, when the environment is well-conditioned, they should discover and use
the resources offered.

A broad range of resource-hungry applications such as speech recognition, natural lan-
guage translation, and augmented reality will be important in pervasive computing envi-
ronments. These applications may be executed on a wide range of mobile hardware, from
powerful laptops to wristwatch-sized devices. While customizing these applications for
each platform is possible, it would be more desirable to create a single implementation that
adjusts its behavior to match the platform.

Variation in the environment and in client capability makes it quite difficult for de-
velopers to statically determine which components of an application should be executed
remotely. Instead, location decisions should be made dynamically when applications exe-
cute.

Spectra simplifies the task of developing applications for pervasive computing. Appli-
cations statically specify which code components might possibly profit from remote execu-
tion. When applications execute, Spectra continually monitors resource supply and demand
to advise them how and where they should execute the specified components. Spectra’s ad-
vice lets applications adapt to changes in resource availability without requiring them to
explicitly specify their resource requirements. Instead, Spectra monitors application be-
havior, models their resource usage, and predicts future resource needs.

Spectra targets applications which perform remote operations of one second or more
in duration. Examples of such applications include speech recognition, rendering for aug-
mented reality, and document preparation. Location decisions for these types of applica-
tions significantly impact performance and energy consumption. Thus, it is often beneficial
to invest some effort to ensure that the correct decision is made. Applications which per-
form remote operations of shorter duration, for example, tens of milliseconds, will not ben-
efit from Spectra since system overhead will negate the performance and energy benefits
achieved by making correct location decisions.

7.2 Design considerations

Pervasive computing introduces several unique challenges for remote execution. In this
section, I discuss these challenges and how they are addressed in the design of Spectra.
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7.2.1 Competing goals for functionality placement

In pervasive computing environments, a remote execution system must reconcile multiple,
possibly contradictory goals. Performance remains important, but is no longer the sole
consideration. It is also vital to conserve energy so as to prolong battery lifetime. Quality
must also be considered explicitly, since a resource-poor mobile device may only be able to
provide a low fidelity version of a data object or computation, while a stationary machine
may be able to generate a better version. These goals will often conflict—for example,
executing a code component on a remote server might offer reduced client energy usage at
the cost of increased execution time.

Spectra explicitly considers these competing goals when advising applications where
to place functionality. For each alternative placement, it predicts application performance,
energy use, and quality. It then balances competing goals when selecting from the alter-
natives using the system support for energy-aware adaptation discussed in the previous
chapter. | have therefore chosen to tightly integrate Spectra and Odyssey. One can view
Spectra as an extension to Odyssey that supports remote execution as a second dimension
of energy-aware adaptation.

Together, Spectra and Odyssey advise applications how and where they should exe-
cute functionality. By simultaneously considering both execution location and application
fidelity, they can make better choices than if they considered location and fidelity indepen-
dently.

7.2.2 Variation in resource availability

Pervasive computing is characterized by tremendous variation in resource availability. Net-
work characteristics and remote infrastructure available for hosting computation vary with
location. File cache state and CPU load on local and remote machines significantly im-
pact application performance. Application energy consumption varies depending upon the
specific platform on which the application executes. Thus, variation in any resource can
significantly change the optimal placement of functionality. A remote execution system
must continually monitor resource availability and adapt to changes in the environment.

Spectra includes a set of resource monitors that measure local and remote resource
availability. Each monitor measures a single resource or set of related resources—for ex-
ample, the network monitor reports available bandwidth and latency to remote servers. The
monitors are implemented in a modular framework, which enables developers to easily add
measurement capability for new resources.

7.2.3 Self-tuning operation

To predict the time and energy needed to execute a code component, the remote execu-
tion system must match resource availability with the resource demands of the component.
For example, the time needed to transfer data over a network can be roughly predicted by
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dividing the amount of data that the application will transfer by the available network band-
width. Thus, a remote execution system must have a model of application resource demand
in order to make correct placement decisions.

One possible approach would be to require applications to explicitly specify their re-
source requirements. However, this seems infeasible for most applications. Many resources
are important in pervasive computing, and an application would have to specify models for
each. Also, models for some resources are platform specific—application energy usage,
for instance, depends upon hardware characteristics. The burden of specifying such mod-
els seems too high; few developers would be willing to invest the necessary effort.

Spectra takes an alternate, self-tuning, approach. It observes applications execute, mea-
sures their resource usage, and generates models of resource consumption. It then uses the
models to predict future demand.

7.2.4 Modification to application source code

Systems such as Coign [32] provide remote execution services without source code modifi-
cation by exploiting externally visible object interfaces. This approach is attractive because
it supports closed-source applications and requires little development effort. However, a
little application-specific knowledge can go a long way.

Spectra asks developers to specify possible methods of partitioning applications. Often
there will be only a few useful partitions. While developers will often have an intuitive
notion of which partitions are useful, it may prove difficult to automatically extract such
partitions from source code. First, the best partitions may not occur along object bound-
aries. Second, since the number of potential partitions is exponential with the number of
objects, selecting partitions for large applications may be computationally intractable. Fi-
nally, it will be impossible to support legacy applications which do not provide externally
visible object interfaces.

Application-specific knowledge can also be used to improve models of resource de-
mand. Often resource usage will depend upon a few application-specific parameters—for
example, the amount of CPU cycles required to translate a sentence from Spanish to En-
glish often depends upon the length of the sentence to be translated. Spectra provides an
interface that allows applications to specify the operations they perform and the important
parameters that affect operation complexity. Spectra models consider the effect of these
parameters, leading to more accurate predictions.

I have tried to situate Spectra in a sweet spot of the design space. In exchange for a
minimal amount of source code modification, Spectra provides significantly better advice
about how and where to execute functionality than could be provided by a system that
requires no application modification.

The benefits provided by Spectra increase with the amount of effort that developers
invest. For applications without an interactive interface such as a compiler or Latex, Spec-
tra provides considerable benefit without source code modification. Spectra can execute
such applications entirely on a remote server or on the client. Spectra learns application
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resource requirements and chooses the best location for execution. With some source code
modification, Spectra provides additional benefits. If one identifies specific code compo-
nents that may benefit from remote execution and inserts Spectra calls in the application,
Spectra chooses the best partitioning of functionality between local and remote machines.
If one then adds the ability to execute these components at multiple fidelities, Spectra also
chooses the best fidelity for each component. Finally, one can specify input parameters
for each operation and application-specific prediction algorithms that improve the accu-
racy of Spectra’s decisions. Thus, developers can choose the right amount of source code
modification for each application.

7.2.5 Granularity of remote execution

A key issue in the design of a remote execution system is the granularity of code that can be
executed remotely. Fine-grained remote execution yields increased flexibility since it cre-
ates more opportunities to locate functionality on remote servers. However, coarse-grained
remote execution may lead to better performance since it often reduces the volume of net-
work transmission and amortizes the overhead of deciding where to locate functionality
over a larger unit of execution.

Since Spectra is designed to make intelligent placement decisions that balance com-
peting goals and adjust to changes in resource availability, its decision overhead is non-
negligible. Therefore, Spectra targets applications that perform relatively coarse-grained
operations—currently one second or more in duration. Examples of such applications in-
clude speech recognition and language translation. Applications that perform shorter re-
mote operations, i.e. a few milliseconds in duration, will not benefit from Spectra since
system overhead will negate the performance and energy benefits achieved by making cor-
rect location decisions.

7.2.6  Support for remote file access

Many of Spectra’s target applications access a large amount of file data. For remote execu-
tion to yield correct results, file operations performed on remote servers must produce the
same results that would be produced if the operation were performed on the client. Sys-
tems such as Butler [67] solve this problem by using a distributed file system that presents
a consistent file system image across all machines on which functionality may be executed.

Unfortunately, file consistency comes at significant cost in pervasive computing envi-
ronments. Network connections to file servers often exhibit high latency, low bandwidth, or
intermittent connectivity. When an application modifies files, it will block for long periods
of time waiting for data to be reintegrated to file servers.

This performance consideration led me to adopt the Coda file system [40]. Coda pro-
vides strong consistency when network conditions are good. Under low bandwidth con-
ditions, Coda buffers file modifications on the client to improve performance. Buffered
modifications are reintegrated to file servers in the background. Until a modification is
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This figure shows the typical architecture for a Spectra client. The shaded components
comprise the Spectra remote execution system. The Spectra client is tightly integrated
with the Odyssey platform for mobile computing—the two run as a single process. The
Spectra server runs as a separate process.

Figure 7.1: Spectra architecture

reintegrated, it is not visible on other machines.

Spectra interacts with Coda to provide the requisite amount of consistency for remote
execution. Before it executes functionality remotely, Spectra predicts what files will be ac-
cessed by the application. If any such files have buffered modifications on the client, Spec-
tra triggers their reintegration to file servers before executing the remote operation. Further,
Spectra considers the performance impact of data consistency when deciding where to lo-
cate operations.

7.3 Implementation

7.3.1 Overview

Figure 7.1 shows Spectra’s software architecture—shaded regions are Spectra components.
Spectra leverages the functionality of both Coda and Odyssey. Spectra consists of a client,
which executes on the same machine as the application, and a server, which executes on
machines that may perform work on behalf of clients. It is common for a single machine
to run both the client and server.
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The tight integration between Spectra and Odyssey is reflected in Figure 7.1. The Spec-
tra client and Odyssey execute as a single process. In addition, Spectra and Odyssey share
a common kernel module that is used to intercept and redirect calls made by applications.

The remainder of this section provides a detailed description of Spectra’s implementa-
tion. Section 7.3.2 describes the extensions to the Odyssey API needed to support remote
execution. Section 7.3.3 outlines the Spectra architecture. In Section 7.3.4, | describe
Spectra’s resource measurement mechanism, and in Section 7.3.5, | show how these mea-
surements are used to predict future application resource needs. Section 7.3.6 shows how
Spectra ensures data consistency when operations are executed remotely. Section 7.3.7
discusses how Spectra decides where functionality should be executed. Along with Sec-
tions 7.3.4 and Section 7.3.5, the work reported in this section was performed jointly with
Dushyanth Narayanan. Finally, Section 7.3.8 describes the applications that have been
modified to use Spectra.

7.3.2 Application interface

Spectra’s application interface is an extension of the Odyssey API described in Section 6.2.
A Spectra application identifies code components that may possibly benefit from remote ex-
ecution. It registers these components as operations, using ther egi ster fi del ity _op
call described in Section 6.2.4. Thus, Spectra broadens the definition of an operation to in-
clude code components that may execute at one of possibly many locations, as well as code
components that may execute at one of possibly many fidelities.

When a Spectra application registers an operation, it specifies a set of possible execu-
tion plans that represent different methods of partitioning functionality between local and
remote machines. For example, the speech recognition application described in Section 4.5
has three possible execution plans: local, remote, and hybrid. When the local execution
plan is chosen, the recognition is done entirely on the client. When the remote plan is cho-
sen, the recognition is done entirely on a remote server. When the hybrid plan is chosen,
the computation is split—the first phase is done locally, and the remainder is done on a
remote server.

Prior to executing an operation, the application calls begi n_fi del i t y_op to deter-
mine how and where the operation should execute. Odyssey and Spectra collaborate to
choose the best fidelity and location for execution. Odyssey chooses the fidelity at which
the operation will be executed, and Spectra chooses which execution plan will be used.
When the execution plan involves a remote server, Spectra also chooses a particular server
to use. In the speech example, Spectra chooses a remote server when it uses the hybrid or
remote plan, but does not need to choose a server in the local case.

Spectra applications execute operations by making remote procedure calls (RPCs) to
local and remote machines. Applications invoke remote services using the do_r enot e op
system call provided by Spectra. While applications could theoretically invoke remote
functionality directly, use of this call allows Spectra to precisely measure the amount of
local and remote resources used by the application. Additionally, Spectra acts as a central
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# service type nethod | ocation wor ki ng dir
speech p exec / codal/ rel/ bin/janus / coda/ r e/ speech
| at ex p exec [ codal/ re/ bi n/ | at exs

t est t exec [ usr/odyssey/testsrv

Figure 7.2: Sample Spectra server configuration file

repository for information about server and network status—if one application detects that
a server is unavailable, Spectra can immediately inform all other applications executing
operations on that server.

Spectra provides a similar do_| ocal _op system call that lets applications invoke func-
tionality on the local machine. The syntax of this call is identical to do_r enot e_op—this
simplifies application development by letting local and remote functionality be invoked the
same way. However, for performance reasons, an application may choose to eschew this
call and invoke local functionality with a direct procedure call to avoid crossing protection
boundaries.

An operation often consists of multiple RPCs. For example, when an execution plan
is split between local and remote machines, the application uses both do_| ocal _op and
do_r enot e_op calls to perform the operation. Applications signal the end of operation
execution by calling end_f i del i t y_op. Since the start and end of execution are marked,
Spectra and Odyssey can precisely measure the resources consumed by the operation.

7.3.3 Architecture

Spectra clients maintain a database of servers willing to host computation. The database
indicates whether each server is currently accessible and stores snapshots of recent status
(CPU load, file cache state, etc.). Currently, potential servers are statically specified in a
configuration file. I have designed Spectra so that it could also use a service discovery pro-
tocol [1, 90] to dynamically locate additional servers, but this feature is not yet supported.

Application code components executed on Spectra servers are referred to as services. A
configuration file, such as the one shown in Figure 7.2, specifies the services that a server
may execute. The first column on each line specifies a unique name for the service. The
second column specifies whether the service is persistent or transient. Transient services
exist only to service a single RPC; persistent services may exist for multiple RPCs and may
maintain state between RPCs. Thus, a service which requires substantial initialization is
usually persistent. For example, because the loading and initialization of a speech model is
time-consuming, speech recognition is implemented as a persistent service.

The third column specifies the method of executing each service. Currently, all services
run as separate processes in order to provide protection against malicious or faulty applica-
tion code. When a new service is started, the server forks and execs a child process. The
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service_init (&rgc, &argv);
while (1) {
if (service_getop (&optype, &opid, path,
& ndata, & nlen) < 0) {
return (-1);

}

rc = run_|latex (indata, inlen, &outdata, &outlen);

service_retop (opid, NULL, outdata, outlen);

Figure 7.3: Sample service implementation

Spectra server uses two Unix pipes to communicate with the service.

The last two columns in Figure 7.2 specify the location of the service executable and
the working directory in which it should be executed. Normally, service executables are
placed in the Coda file system. This simplifies deployment: any machine which is a Coda
client will execute the latest version of a service. As the last line shows, it is also possible
to execute services located on local file systems. However, the system maintainer is then
responsible for ensuring consistency.

The Spectra server is multi-threaded, allowing it to accept multiple concurrent requests.
Each RPC is handled by a separate thread, which routes the request to the appropriate
service. When a transient request is received, the server thread dynamically creates a new
service to handle the request. If a RPC requests a persistent service, the server thread
determines if the specified service is currently running. If it is not running, the service can
be created on demand.

A persistent service may choose to handle multiple requests simultaneously. When a
server thread receives a RPC for a service, it assigns a unique identifier to the request and
writes the request to the service’s input pipe. When the service replies, it specifies the
identifier of the request to which it is replying.

Spectra provides an application library which simplifies service implementation. Fig-
ure 7.3 shows the main loop of a simple service. The servi ce_. ni t library function
parses the command line arguments and extracts Spectra-specific information, including
the input and output pipes used to communicate with the Spectra server. In the main loop,
the service calls ser vi ce_get op, which blocks until a request is received. The function
returns the type of operation requested, a unique identifier associated with the request, and
application-specific input data. The sample service has only one request type—services
that handle more than one request type multiplex on opt ype. When processing is com-
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init Initializes the monitor.
term Called on termination.
predi ct _avai l Predicts the amount of resources available
for operation execution.
get _neasur ed_cnt Returns the number of resources measured.
start _op Starts measuring resource usage for an operation.
stop_op Stops measuring resource usage. Returns the amount
of resource consumed.
add_usage Adjusts measurements to account for resources
consumed on a Spectra server.
updat e_predi cti ons Refreshes the cached predictions of a
proxy monitor.

Figure 7.4: Resource monitor functions

plete, the service calls ser vi ce_r et op, passing in the request identifier and application-
specific output data.

7.3.4 Resource monitors

Spectra measures supply and demand for many different resources in order to make correct
remote location decisions. This functionality is implemented as a set of resource monitors,
code components that measure a single resource or a group of related resources. The re-
source monitors are contained within a modular framework shared by Spectra clients and
servers. In pervasive computing environments, it is difficult to anticipate what resources
might impact application execution—Spectra’s measurement framework makes it easy to
add new measurement capability. Further, the modular design allows one to implement
several different methods of measuring a particular resource and choose the appropriate
method for each particular execution environment.

Currently, Spectra’s implementation includes six types of monitors: CPU, network, bat-
tery, file cache state, remote CPU, and remote file cache state. Each monitor provides the
common set of functions shown in Figure 7.4. Prior to executing an operation, Spectra
generates a resource snapshot, which provides a consistent view of the local and remote
resources available for execution. Spectra first generates a list of servers that could possi-
bly execute some portion of the operation; this list may include the local client machine.
For each server in the list, Spectra iterates through the set of resource monitors, calling
predi ct _avai | . Each monitor returns predicted resource availability—for example,
the network monitor returns predicted network bandwidth and latency for communicating
with the specified server. The predictions in the snapshot are used to decide how and where
the operation will execute.

During operation execution, the resource monitors observe application resource usage.
Before executing an operation, Spectra calls st ar t _op, which alerts each monitor to be-
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gin observation. After the operation completes, Spectra calls st op_op, which terminates
measurement and returns the amount of resources consumed. The add_usage function
accounts for resource usage on Spectra servers—the monitor adds reported resource con-
sumption to the total resource usage of the operation.

Spectra logs measured resource consumption and creates models that predict future
resource demand. Thus, the more an operation is executed, the more accurately its resource
usage is predicted.

The CPU monitor

The CPU monitor predicts availability using a smoothed estimate of recent load. The mon-
itor first determines the amount of competition for the local CPU by measuring the per-
centage of CPU cycles recently used by other processes. It then calculates the percentage
of cycles available for operation execution by assuming that background load will remain
unchanged and that the operation will get a fair share of the CPU. It multiplies this value
by the processor speed to predict the number of CPU cycles per second the operation will
receive. Narayanan et al. [64] describe this prediction algorithm in more detail.

The monitor observes CPU usage by associating an operation with the identifier of the
executing process. This distinguishes the CPU usage of concurrent operations. Before
and after execution, the monitor observes CPU statistics for the executing process and its
children using Linux’s / pr oc file system. It returns total cycles used by the operation.

The network monitor

The network monitor predicts network bandwidth and latency using an algorithm first de-
veloped for Odyssey [68]. Predictions are based upon passive observation of communica-
tion between the Spectra client and remote servers. The RPC package logs the sizes and
elapsed times of short exchanges and bulk transfers. The short, small RPCs give an approx-
imation of round trip time, while the long, large bulk transfers give an approximation of
throughput. The network monitor periodically examines the recent transmission logs, and
determines the instantaneous bandwidth available to the entire machine. It then estimates
how much of that bandwidth is likely to be available for communicating with each server,
assuming that the first hop is the bottleneck link in the network. When the network monitor
is queried, it returns the predicted latency and bandwidth available for communicating with
a specified server.

Observing network usage is trivial since all client-server communication passes through
Spectra. Whenever an application performs a RPC, the network monitor records the number
of bytes sent and received. After the operation completes, the monitor returns total bytes
transmitted, total bytes received, and the number of RPCs performed.
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The battery monitor

The implementation details of the battery monitor have already been described in Chap-
ter 6. Each method of observing battery status and energy usage (Smart Battery, ACPI,
and modulation) is implemented as a separate monitor. The modular design of the resource
monitor framework makes it easy to select the appropriate measurement methodology when
compiling for different hardware platforms.

When asked to predict resource availability, the battery monitor returns the amount
of energy remaining in the client’s battery (if the computer is currently battery-powered).
It also returns the global feedback parameter, ¢, which represents the current importance
of energy conservation. During operation execution, the monitor observes energy usage.
After the operation completes, it returns the total amount of energy consumed. Since it
is difficult to distinguish the energy usage of concurrent operations, Spectra ignores data
gathered from concurrently executed operations when modeling demand and predicting
future energy needs.

The file cache state monitor

File cache state is an important resource in pervasive environments because data access
consumes significant time and energy when items are unavailable locally. The file cache
state monitor estimates these costs by predicting which uncached objects will be accessed
by an operation.

The file cache state monitor interacts with the Coda file system to predict cache state.
Coda hides server access latency by caching files on clients. When the data accessed by an
operation is cached locally, the operation will take less time and consume less energy. To
predict this effect, the monitor asks Coda which files are in its cache. The monitor performs
ani oct | onthe Coda pseudo-device, which causes Coda to write a list of currently cached
files to a temporary file. Although it is possible that cache state will change slightly during
operation execution, the changes are unlikely to be significant. The monitor also obtains an
estimate of the rate at which uncached data will be fetched from file servers.

During operation execution, the monitor observes Coda file accesses by listening to a
special Unix port. Upon operation completion, the monitor returns the names and sizes of
accessed files. This method does not yet support concurrent operations. However, a similar
approach to that used by the CPU monitor could be used if Coda were to associate a process
identifier with each file access. Section 7.3.6 describes how this list of file accesses is used
to predict which files will be accessed during future operations.

The remote proxy monitors

Resource monitors on Spectra servers measure remote resource state. They communicate
this information to remote proxy monitors running on Spectra clients. Currently, Spectra
servers execute local CPU and file state monitors, which communicate with remote CPU
and file cache state proxy monitors on clients.
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Prior to operation execution, each proxy monitor predicts resource availability on servers
that could be used for execution. The proxy monitors cache availability information to im-
prove performance. If a server has recently reported availability, the proxy returns the
cached value. Otherwise, the proxy queries the server dynamically. The staleness threshold
is resource-specific—I currently use a one minute timeout for both CPU and file cache data.

Spectra periodically polls servers to determine if they are active. When a server sends
a positive acknowledgment, it also returns its resource snapshot, which includes the avail-
ability of all measured resources. Upon receiving a snapshot, the Spectra client calls the
updat e_pr edi ct i ons function of each proxy monitor. This process lets Spectra update
the resource status of servers that are not in active use.

When Spectra executes a remote RPC, server monitors observe resource usage and
report the total resource consumption as part of the RPC response. The Spectra client passes
this data to proxy monitors by calling their add_usage functions. The proxy monitors
accumulate server resource consumption and report the total when the operation completes.

7.3.5 Predicting resource demand

Spectra uses measurements of application resource usage to generate models that predict
future demand. It assumes that the resources consumed by an operation will be similar to
those consumed by recent operations of similar type.

Spectra provides default predictors that model resource demand. For numerical data
such as CPU and energy consumption, Spectra’s default predictor generates simple linear
models of application behavior. The default file predictor is somewhat more complicated,
and is described in the next section. We believe that Spectra’s default predictors will prove
sufficient for most applications; in fact, we use them for all current Spectra applications.
However, we also recognize that some applications may require more complex predictors
to generate accurate predictions. Spectra therefore provides an interface through which
application-specific predictors can be specified.

When an application callsr egi st er fi del i ty, Spectra creates predictors for each
resource type. Each predictor reads the logged resource usage data and generates a pa-
rameterized model of demand that is stored in memory. When subsequent operations are
performed, Spectra updates the in-memory model in addition to logging resource usage.

Each model predicts resource demand as a function of application fidelity and operation
input parameters. Fidelities and input parameters may be either discrete or continuous. The
default predictor uses binning to model discrete variables: it maintains a separate prediction
for each possible discrete value. The default predictor also maintains a generic prediction
that is independent of any discrete variable—this prediction is used whenever a specific
combination of discrete variables has not yet been encountered. The default predictor uses
linear regression to model continuous variables. It adjusts for changes in application be-
havior over time by giving more recent samples a greater weight in its predictions.

For some applications, resource usage depends heavily upon the specific data on which
an operation is performed. For example, the input document to the Latex document prepa-
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ration system will significantly affect resource usage: a 100 page document consumes more
CPU cycles and battery energy than a 2 page document.

Spectra’s default predictor anticipates this relationship with data-specific models of re-
source usage. Applications such as Latex associate each operation with the name of a
data object. The default predictor maintains a LRU cache of the most recent data objects.
When asked to predict future demand, the predictor uses a data-specific model to predict
resource usage if it finds such a model in its cache. Otherwise, it uses the more general,
data-independent model. The size of the LRU cache is a parameter specified by applica-
tions.

7.3.6 Ensuring data consistency

Since Coda relaxes data consistency under poor network conditions to achieve acceptable
performance, Spectra must interact with Coda to ensure that remotely-executed operations
read the same data that they would have read if they had been executed locally. This is
vital for applications such as compilers and document processors that read files commonly
modified on clients.

Prior to executing an operation, Spectra predicts which files are likely to be accessed.
Spectra provides a default file predictor that builds upon the numerical predictor described
in the previous section. In essence, the file predictor maintains a numerical prediction of
access likelihood for each file that may be accessed by an operation. When updating each
file’s model, the file predictor assigns the value of 1 to a file access, and the value of 0 when
a file is not accessed. Each resulting prediction thus represents the likelihood that a given
file will be accessed.

Spectra uses the file predictor to estimate the cost of servicing cache misses. It compares
the list of files that may be accessed by an operation to the list of cached files. For each
uncached file, it estimates the number of bytes of data that must be fetched from file servers
by multiplying the file size by the predicted access likelihood. Summing this value over
all files that may be accessed yields a prediction for the total number of bytes that must be
fetched to perform an operation. Spectra divides this prediction by the rate at which Coda
will service cache misses to estimate the total amount of time that will be spent servicing
cache misses.

Spectra uses the file predictor to maintain data consistency. Before executing an opera-
tion remotely, Spectra ensures that all modifications to files with non-zero access likelihood
have been reintegrated to file servers. Spectra also ensures that modifications made during
the remote execution of an operation are immediately visible to the client. The file cache
state monitor provides a list of files accessed during an operation. The Spectra server
reintegrates all local modifications to those files and delays its reply to the RPC until the
reintegration completes.

If a large amount of data must be reintegrated in poor network conditions, then data
consistency significantly increases remote operation execution time. Spectra estimates the
added execution time before deciding where to execute an operation. It calculates the
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reintegration cost by multiplying the size of the modifications by the predicted bandwidth
available to the file server. If the predicted reintegration costs are too high, Spectra avoids
them by executing the operation locally.

7.3.7 Selecting the best option

When applications call begi n_fi del i t y_op, Spectra selects a location and fidelity at
which to perform the operation. It first determines which servers could possibly execute
the operation. Then, Spectra and Odyssey poll the resource monitors to obtain a snapshot
of resource availability on the client and potential remote servers. Finally, the Odyssey
multi-fidelity solver, described in Section 6.2.4, is used to decide how and where to execute
the operation. The server selects the alternative that maximizes an input utility function.
Because it uses search heuristics, it is not guaranteed to select the optimal alternative—
however, as the results in Section 7.4 show, it usually selects a very good option.

Spectra provides a default utility function that has so far proven sufficient for all Spec-
tra applications. As with Spectra predictors, applications may override the default utility
function with an application-specific implementation. The default utility function evaluates
execution alternatives by their impact on user metrics. User metrics measure performance
or quality perceptible to the end-user—they are thus distinct from resources, which are not
directly observable by the user (other than by their effect on metrics). Spectra currently
considers three user metrics: execution time, energy usage, and application fidelity.

A utility function represents a specific characterization of the desirability to the user
of each possible alternative for execution. If the utility function poorly characterizes user
preferences, then the alternative selected by Spectra may not be the most desirable (even
when it maximizes the utility function). In my evaluation of Spectra, | assume that the util-
ity function represents a good characterization of user preferences. A qualitative evaluation
of the results in Section 7.4 suggests that the default utility function produces a reasonable
approximation of user preferences—the choices made by Spectra appear to be correct.

As the solver searches the space of possible alternatives, it calls the utility function
with specific input parameters, fidelities, execution plans, and server choices. To evaluate
each alternative, the default utility function first predicts a context-independent value for
each metric: total execution time, total energy usage, and a vector representing application
fidelity. It then weights each value by how important it currently is to the user. It returns
the product of the weighted values as the utility of the alternative.

The default utility function predicts execution time to be the sum of local and remote
CPU time, network transmission time, time to service cache misses, and time to ensure data
consistency. This simple model reflects Spectra’s current implementation, which does not
allow computation and network transmission to overlap.

The utility function uses the models of operation resource usage described in Sec-
tions 7.3.5 to predict resource demand. It matches demand to the prediction of resource
availability contained in the resource snapshot. It calculates local CPU time by dividing
the predicted cycles needed for execution by the predicted amount of cycles per second



114 CHAPTER 7. REMOTE EXECUTION

available on the local machine. Remote CPU time is calculated similarly. Network trans-
mission time is calculated by predicting the number of bytes to be transmitted and dividing
by the available bandwidth. Spectra then adds the affect of latency by multiplying the pre-
dicted number of round trips by the round-trip time. Spectra calculates the time to service
file cache misses and ensure data consistency as described in the previous section.

The importance of execution time is application-specific. Therefore, Spectra requires
each application to provide a function that expresses the desirability of different latency
values. Many Spectra applications use the simple expression, 1/7 where T is the predicted
execution time. This has the nice property that an operation that takes twice as long to
execute is only half as desirable to the user.

The default utility function predicts energy consumption using the history of past ap-
plication energy usage, as described in Section 6.2.3. Spectra weights the importance of
energy conservation by using goal-directed adaptation. The weighted energy component of
utility is calculated as (1/E)*¢, where E is predicted energy usage, c is the global feedback
parameter, and & is a constant (currently set to 10). The exponential function allows ¢ to act
as a weighting factor—high values of ¢ cause energy usage to be the dominant component
of the utility calculation. Thus, when ¢ is 0, energy usage does not impact utility at all, and
when c is 1, energy usage has a very large impact. The value of & limits the maximum im-
pact of energy usage on the utility calculation. Higher values of £ make energy usage more
dominant when energy conservation is extremely critical, but make the utility calculation
very sensitive to slight changes in the value of ¢ when energy conservation is less critical. |
have set the value of £ to 10 to balance these concerns.

Fidelity is a multidimensional metric of application-specific quality. Since fidelity is
fixed as an input to the utility function, no prediction is necessary. However, each applica-
tion must provide a function which specifies the desirability of each fidelity as a numerical
value. Spectra’s default utility function calls the provided function to obtain the application-
specific desirability of the input fidelity.

7.3.8 Applications

Three applications have been modified to use Spectra: the Janus speech recognizer, the
Latex document preparation system, and the Pangloss-lite natural language translator [24].
I modified the first two applications, while Pangloss-lite was modified by SoYoung Park.

Speech recognition

The Janus speech recognizer was previously described in Section 4.5. It has three possible
execution plans: local, hybrid, and remote. It also supports two fidelities: full-quality and
reduced-quality recognition. Janus assigns reduced-quality recognition the value 0.5, and
full-quality recognition the value 1.0. For execution time, Janus specifies that utility is
inversely proportional to the expected latency.

The speech recognizer can use a task-specific vocabulary to recognize utterances in a
particular context. Since the choice of vocabulary influences resource usage, Janus specifies
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the vocabulary name when executing an operation—this allows Spectra to generate data-
specific predictions for recently used vocabularies. Since the data files accessed by Janus
are typically static, there are no data consistency issues for the application.

Document preparation

The Latex document preparation system generates a graphical DVI1 file from multiple input
files. Latex only has a single fidelity, since documents must typically be generated at high-
est quality. The application has two possible execution plans: local, in which all processing
is done on the client, and remote, in which all processing is done on a remote server. As
with Janus, Latex specifies that utility is inversely proportional to the expected latency.

I have modified Latex to use Spectra by creating two minimal code components: a
front-end and a Spectra service. The front-end calls Spectra to select an execution location.
It specifies the name of the top-level input file so Spectra can parameterize its predictions
by document. The service runs Latex as a child process when requested.

Data consistency is a significant consideration when executing Latex. The user will
often have locally modified one or more input files. Spectra must ensure that any modifica-
tions are reintegrated before processing is done remotely,

Natural language translation

Pangloss-Lite translates text from one language to another. It can use up to three transla-
tion engines: EBMT (example-based machine translation), glossary-based, and dictionary-
based. Each engine returns a set of potential translations for phrases contained within the
input text. A language modeler combines the output of the engines to generate the final
translation.

Pangloss-Lite fidelity increases with the number of engines used for translation. Since
the EBMT engine has the largest data set, it is assigned a fidelity of 0.5. The glossary-based
and dictionary-based engines produce subjectively worse translations—they are assigned
fidelity levels of 0.3 and 0.2, respectively. When multiple engines are used, their respective
fidelities are added since the language modeler can combine their outputs to produce a
better translation. For example, when the EBMT and glossary-based engines are used, a
fidelity of 0.8 is assigned.

For Pangloss-Lite, any execution that takes longer than 5 seconds is undesirable—i.e.,
the execution component of the utility function assigns it a value of 0. Conversely, all
translations that take less than half a second are equally good; they are assigned a utility
value of 1. Translations that take time, T, between one half and five seconds are assigned
utility (7" — 0.5) /(5 — 0.5).

All three translation engines and the language modeler may be executed remotely.
While execution of each translation engine is optional, the language modeler must always
be executed. Thus, there are 54 separate execution plans from which Spectra may choose.
Pangloss-Lite seldom modifies its data files, so data consistency is of little concern.
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This figure shows speech recognition execution time for the five resource scenarios de-
scribed in Section 7.4.1. Each data set represents a different scenario. The first six bars
show the execution time for each possible combination of execution plan and fidelity. In
each data set, the alternative selected by Spectra is marked with a “S”. The final bar in
each data set shows execution time when Spectra is used to select the best alternative.
Each bar represents the mean of five trials—the error bars show 90% confidence intervals.

Figure 7.5: Speech recognition execution time

7.4 Validation

My validation of Spectra measured how well Spectra adapts to changes in resource avail-
ability. | executed Janus, Latex, and Pangloss-Lite under a variety of scenarios in which |
varied resource availability. For each scenario, | measured application latency and energy
usage for each possible combination of fidelity, execution plan, and server choice. | also
asked Spectra to choose one of the possible alternatives for application execution. If Spec-
tra chose the best possible alternative, I considered the outcome successful; otherwise, |
considered it a failure. The results of this validation are shown in the next three sections.
Section 7.4.4 provides a more detailed evaluation of the overhead of Spectra execution.

7.4.1 Speech recognition

For the speech recognition validation, | limited possible execution to two machines. The
client machine, an Itsy v2.2 pocket computer, represents the type of small, highly-mobile
devices used for pervasive computing. Spectra used the Smart Battery energy monitor to
measure Itsy energy usage. An IBM T20 laptop with a 700 MHz Pentium I11 processor and
256 MB DRAM served as a possible remote server. Since the Itsy lacks a PCMCIA slot
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This figure shows speech recognition energy usage for the energy resource scenario de-
scribed in Section 7.4.1. The first six bars show energy usage for each possible combi-
nation of execution plan and fidelity. Spectra selected the Remote / Full alternative, so
it is marked with a “S”. The final bar shows energy usage when Spectra is used to select
the best alternative. Each bar represents the mean of five trials—the error bars show 90%
confidence intervals.

Figure 7.6: Speech recognition energy usage

(such as is available on the Compaq iPAQ handheld), the two machines were connected
with a serial link.

| first recognized 15 utterances so that Spectra could learn the application’s resource
requirements. | then measured how well Spectra performed when recognizing a new utter-
ance in five different resource scenarios.

Figure 7.5 shows measured execution time for each scenario. The first data set shows
results for the baseline scenario, in which both computers have no significant CPU activity
and are connected to wall power. The first six bars show execution time for each alternative
available to Spectra. The local execution plan is clearly inferior to the hybrid and remote
plans, taking 3—9 times as long to execute. The large disparity is caused by the speech rec-
ognizer’s substantial use of floating-point instructions, which are emulated in software on
the Itsy’s StrongArm processor. However, using the hybrid execution plan and performing
some computation locally takes less time than using the remote execution plan.

The “S” label in each scenario in Figure 7.5 indicates which alternative was chosen by
Spectra. In the baseline scenario, Spectra correctly chooses the hybrid execution plan and
full vocabulary. This combination takes less time to execute than all but one alternative.
The quicker alternative executes only slightly faster, but has a fidelity only half as desirable
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This figure shows Latex execution time when preparing a 14-page document in each of
the four resource scenarios described in Section 7.4.2. Each data set represents a differ-
ent scenario. The first three bars show the execution time for each possible execution
location—the location selected by Spectra is marked with a “S”. The final bar in each data
set shows execution time when Spectra is used to select the best alternative. Each bar
represents the mean of five trials—the error bars show 90% confidence intervals.

Figure 7.7: Latex execution time for the small document

to the user. The last bar in each data set shows the execution time when Spectra chooses
the best alternative—the difference in height between this bar and the one indicated with
an “S” shows Spectra’s decision overhead. In all scenarios the overhead is minimal—the
difference in height is within the 90% confidence intervals.

Each remaining scenario differs from the baseline by varying the availability of a single
resource. In the energy scenario, the client is battery-powered with an ambitious battery
lifetime goal of 10 hours. The second data set in Figure 7.5 shows latency results for this
scenario, and Figure 7.6 shows measured energy usage. Since energy conservation is crit-
ical, Spectra chooses the remote execution plan and the full vocabulary. Although hybrid
execution takes less time, it consumes more energy because a portion of the computation
is done on the client. As in the baseline scenario, Spectra correctly chooses to avoid the
reduced vocabulary—the small energy and latency benefits do not outweigh the decrease
in fidelity.

The network scenario halves the bandwidth between the client and server. This makes
remote execution especially undesirable, and Spectra correctly chooses to use the hybrid
execution plan and full vocabulary. The CPU scenario loads the client processor by exe-
cuting a CPU-intensive background job. The cost of local computation increases, making
the remote execution plan more attractive. Spectra chooses the remote plan because the



7.4. VALIDATION 119

10
= | OCal

—— Remote A
g == Remote B
=== Spectra

Execution Time (seconds)

Baseline File cache Reintegrate Energy

This figure shows Latex execution time when preparing a 123-page document in each of
the four resource scenarios described in Section 7.4.2. Each data set represents a differ-
ent scenario. The first three bars show the execution time for each possible execution
location—the location selected by Spectra is marked with a “S”. The final bar in each data
set shows execution time when Spectra is used to select the best alternative. Each bar
represents the mean of five trials—the error bars show 90% confidence intervals.

Figure 7.8: Latex execution time for the large document

performance cost of doing the first recognition phase locally now outweighs the benefit of
reduced network usage.

In the file cache scenario, the Spectra server is made unavailable by simulating a net-
work partition. However, the Coda file servers remain accessible. Prior to execution, the
277 KB language model for the full vocabulary is flushed from the client’s cache. This does
not affect reduced-quality speech recognition. However, the execution time of full-quality
recognition increases significantly because the language model must be refetched from a
Coda file server. Spectra anticipates the cache miss, and chooses to use reduced-quality
recognition. Since full-quality recognition would be approximately 3 times slower than
reduced-quality recognition, the decrease in fidelity is acceptable.

7.4.2 Document preparation

I next evaluated how well Spectra supports the Latex document preparation system. Latex’s
resource requirements differ markedly from those of Janus. Latex performs less computa-
tion per operation, but reads and writes a larger number of files. Since some of the input
files are likely to have been modified on the client, data consistency is important.

| executed the Latex front-end and the Spectra client on an IBM ThinkPad 560X laptop.
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This figure shows Latex energy usage when preparing a 14-page document in the energy
resource scenario described in Section 7.4.2. The first three bars show energy usage for
each possible execution location. Spectra selected Remote B, so that alternative is marked
with a “S”. The final bar shows energy usage when Spectra is used to select the best
location. Each bar represents the mean of five trials—the error bars show 90% confidence
intervals.

Figure 7.9: Latex energy usage for the small document

I ran Spectra servers on the laptop and on two remote servers; server A had a 400 MHz
Pentium Il processor, server B had a more powerful 933 MHz Pentium 111 processor. Thus,
there are three possible alternatives: local execution on the laptop, remote execution on
server A, and remote execution on server B. The laptop communicated with the servers
using a 2 Mb/s 2.6 GHz wireless WaveL AN network.

I used two documents for evaluation: the smaller document was 14 pages in length, and
the larger was 123 pages. I first executed Latex 10 times on each document to allow Spectra
to learn application resource requirements. | then measured how well Spectra performed
when preparing the documents in four different resource scenarios.

Figure 7.7 shows the measured execution time for preparation of the smaller document.
The first data set shows the baseline scenario, in which all computers have no significant
CPU activity and are connected to wall power. All files needed for document preparation
are cached on every machine. Since little data is transmitted over the network, CPU speed
is the primary consideration in this scenario. Remote execution proves faster than local
execution, with server B preparing the document more quickly than server A due to its
faster processor. As shown by the “S” above the third bar, Spectra chooses to use server
B. The fourth bar in the data set shows that the time used by Spectra to choose the correct
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This figure shows Latex energy usage when preparing a 123-page document in the energy
resource scenario described in Section 7.4.2. The first three bars show energy usage for
each possible execution location. Spectra selected Remote B, so that alternative is marked
with a “S”. The final bar shows energy usage when Spectra is used to select the best
location. Each bar represents the mean of five trials—the error bars show 90% confidence
intervals.

Figure 7.10: Latex energy usage for the large document

execution plan is minimal. Figure 7.8 shows similar results for the larger document.

In the file cache scenario, server B does not have any document input files cached
locally. The execution of Latex is delayed while it fetches files from the server. Figures 7.7
and 7.8 show that file cache misses greatly increases the time needed to execute Latex on
server B. Spectra correctly anticipates this and switches execution to server A for both
documents.

In the reintegrate scenario, a 70 KB input file for the smaller document is modified on
the client. Before preparing the smaller document on a remote server, Spectra must ensure
that the modified input file is reintegrated to the file servers. As Figure 7.7 shows, rein-
tegration over the wireless network significantly increases execution time for both remote
execution options. Since the modification already exists on the client, the speed of local
execution is unaffected. Spectra therefore chooses to use the local execution plan for the
smaller document.

The modified source file is not an input for the larger document. As Figure 7.8 shows,
Spectra predicts that the modified file will not be needed and does not force reintegration.
Spectra therefore chooses the fastest plan: execution on server B. In this scenario, data-
specific prediction allows Spectra to choose the fastest execution plan for each document.
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This figure shows the accuracy of Spectra’s choices for how and where to execute
Pangloss-Lite operations. It shows results for five different sentences translated in three
resource scenarios. In each case, the 100 possible alternatives available to Spectra are
ranked by their utility—the height of each bar gives the percentile into which Spectra’s
choice falls. Thus, a height of 99 indicates that Spectra’s choice is in the 99th percentile.
Each bar represents the mean of five trials. The error bars show 90% confidence intervals.

Figure 7.11: Accuracy of Spectra choices for Pangloss-Lite

The energy scenario is identical to the reintegrate scenario, except that the client is
disconnected from wall power and a very aggressive goal for battery lifetime is specified.
For the smaller document, Spectra chooses server B, even though this takes more time to
execute. Figure 7.9 shows the reason for this choice: remote execution on server B uses
slightly less energy than the other options. Because energy is of paramount concern due to
the aggressive battery goal, Spectra opts for energy savings over a smaller execution time.
The choice for the larger document is much clearer, since execution on server B saves both
time and energy.

7.4.3 Natural language translation

I evaluated Pangloss-Lite using the same experimental setup as for Latex—this evaluation
was performed with the help of SoYoung Park. | translated a set of 129 sentences from
Spanish to English to allow Spectra to learn application resource requirements. | then
asked Spectra to choose the best option for translating five additional sentences of different
length from Spanish to English.

Pangloss-Lite has more alternatives for execution than either previous application—
Spectra may choose from 100 different combinations of location and fidelity. Due to the
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This figure shows the utility of using Spectra to choose how and where to execute
Pangloss-Lite operations. It shows results for five different sentences translated in three
resource scenarios. Each bar shows the ratio of the utility when Spectra chooses an alter-
native to the utility achieved when an oracle with no overhead makes the optimal choice.
Thus, the ideal height of 1.0 indicates that Spectra has made the best possible choice and
incurred no overhead. Each bar represents the mean of five trials—the error bars show
90% confidence intervals.

Figure 7.12: Relative utility of Spectra choices for Pangloss-L.ite

large number of alternatives, the results are presented in a different format. | rank the
alternatives by the utility they achieved. Each bar in Figure 7.11 shows the percentile into
which Spectra’s chosen alternative falls. A value of 99 indicates that Spectra has made an
optimal choice, while a value of 0 indicates that Spectra has made the worst possible choice.
Each bar in Figure 7.12 compares the utility achieved when Spectra is used to choose an
alternative to the optimal utility that would be achieved if an oracle with no overhead chose
the best possible alternative. Even when Spectra chooses the optimal alternative, it usually
will not achieve a ratio of 1.0 because its overhead increases overall translation time.

In the baseline scenario, all computers have no significant CPU activity, are connected
to wall power, and have all data files cached. For the three smallest sentences, Spectra
executes all three translation engines. For the two larger sentences, Spectra does not ex-
ecute the glossary-based engine. Its choice of which engines to execute is optimal for all
sentences. This scenario shows the importance of modeling operation input parameters—
Spectra correctly predicts that execution time will increase with sentence size and switches
to a lower fidelity to achieve acceptable performance for larger sentences.

Spectra runs the dictionary-based engine locally for the four smallest sentences and ex-
ecutes all other components on server B. Remote execution yields significant performance
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improvements for the glossary-based and EBMT engines because they have large CPU re-
quirements. The location of the dictionary-based engine and the language modeler does not
affect performance much because their processing requirements are small. Thus, although
Spectra’s location choice for these two components is not optimal for all sentences, the
performance penalty is small (less than 0.07 seconds).

The baseline scenario illustrates an important property of Spectra. When alternatives
have significant difference in utility, Spectra almost always makes the correct decision. If
it does choose an alternative that is not best, the utility of its choice is usually very close to
optimal. For the five sentences in the baseline scenario, the utility of Spectra’s choices are
all within 2% of optimal. Even adding in the overhead of picking the correct alternative, as
shown in Figure 7.12, the utility of Spectra’s choices are all within 7% of optimal.

In the file cache scenario, a 12 MB file needed by the EBMT engine was not in server
B’s cache. This made execution of the EBMT engine prohibitively slow on server B. Spec-
tra therefore chose to use server A for remote execution in this scenario. Spectra executed
all engines for the smallest sentence, but did not execute the glossary-based engine for the
others. Because server A is slower than server B, the application more quickly reaches the
crossover point where the the fidelity benefit of executing the glossary-based engine is less
than the performance cost.

As with the baseline scenario, Spectra’s choices of which engines to execute are op-
timal. While it chooses the correct location to execute the glossary-based and EBMT
engines, it sometimes incorrectly places the dictionary-based engine and language mod-
eler. However, the performance impact of these incorrect location decisions is less than
0.1seconds for all sentences. With decision overhead, the utilities achieved by Spectra are
within 7% of optimal.

In the CPU scenario, | varied the file cache scenario by executing two CPU-intensive
processes on server A. This proved to be an interesting scenario, since the optimal choice
of server and engines to execute was different for each sentence. For the 11 and 35 word
sentences, Spectra’s only mistake was in locating the language modeler, and it achieved
utility within 5% of optimal. For the 23 word sentence, Spectra made an optimal choice in
four of five trials, but chose the incorrect server in one trial, leading to the high variance
shown in Figure 7.12. For the 47 word sentence, Spectra consistently chose to use server A
when server B was optimal, and consequently achieved utility only 55% of optimal—this
was the worst decision made by Spectra in any of our experiments. For the largest sentence,
Spectra incorrectly chose to execute the glossary-based and dictionary-based engines in
four trials when the combination of EBMT and dictionary-based engines was best.

In general, Spectra did an excellent job of choosing the best alternative for Pangloss-
Lite execution. On average, it achieved 91% of the optimal utility.

7.4.4 Overhead

I measured Spectra’s overhead by performing a null operation, one which returns immedi-
ately after being invoked. Figure 7.13 shows the amount of time needed to execute the null
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| Activity | No Servers | 1 Server | 5 Servers |
register_fidelity_op 1.2 ms. 1.5 ms. 1.2 ms.
begin_fidelity_op 8.3 ms. 13.1 ms. | 65.5 ms.
file cache prediction* 5.2 ms. 85ms. | 8.5ms.
other resource prediction 0.8 ms. 16ms. | 7.2ms.
choosing an alternative 0.4 ms. 1.0ms. | 43.4ms.
other activity 1.9 ms. 20ms. | 6.4 ms.
do_local_op 5.9 ms. 4.7ms. | 5.1ms.
operation execution 4.9 ms. 40ms. | 4.0ms.
other activity 1.0 ms. 0.7 ms. 1.1 ms.
end_fidelity_op 2.1 ms. 21ms. | 2.2ms.

| total | 184ms. [ 21.4ms. | 74.0ms. |

This figure shows the amount of time Spectra takes to perform a null operation. The three
columns show the amount of time spent on each activity when 0, 1, and 5 remote servers
are available for execution. The times shown represent the mean of ten trials. This figure
shows results for a relatively small local file cache (less than 100 files); for a full cache,
measured time for file cache prediction is 359.6 ms.

Figure 7.13: Spectra overhead

operation when Spectra has 0, 1, and 5 remote servers on which it can choose to locate the
operation.

With no remote servers are available, the null operation takes 18 ms. to execute. The
majority of this time is spent in the begi nfi delity op and do.l ocal _op system
calls. File cache prediction takes 5.2ms. with a relatively empty cache; however, it can
take as long as 359.6 ms. when the file cache is full. The excessive overhead of file cache
prediction is due to the inefficient file system interface—every time a prediction is needed,
Coda writes the entire cache state to a temporary file. If Spectra replaced this interface with
one that sends incremental updates through a Unix socket whenever files are evicted from or
added to the cache, then the overhead of file prediction would be much less. The execution
of the local operation takes 4.9 ms., mostly due to the cost of inter-process communication.

Spectra’s overhead increases with the number of potential servers. As Figure 7.13
shows, the primary reason for the additional overhead is the time taken to choose the best
alternative. With each additional server, Spectra has more possible alternatives from which
to choose. However, total Spectra overhead is only 74 ms. with five servers, which is very
reasonable for the targeted set of applications—those that perform operations of a second
or more in duration.
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7.5 Summary

Remote execution is an important dimension of energy-aware adaptation. Applications
can execute part of their functionality on remote servers to reduce their consumption of
battery energy on a client machine. However, the goal of reducing energy consumption
will often conflict with competing goals such as reducing execution time and maintaining
high application fidelity.

Spectra provides the necessary system support to help applications arbitrate between
these competing goals. Spectra is designed for pervasive environments: it predicts the
availability of battery energy, file cache state, network bandwidth, and CPU cycles. It also
observes application resource usage to predict future needs. Using these predictions, it
evaluates possible locations and fidelities for execution, and advises applications how and
where they can best execute operations.

Evaluation of Spectra using a speech recognizer, a document preparation system, and a
natural language translator shows that Spectra often chooses the best location and fidelity
for execution despite wide variation in resource availability. When Spectra does not make
the best decision, its choice is usually very close to optimal. Further, the overhead of the
system is reasonable for applications which perform remote operations of a second or more
in duration.



Chapter 8

Related work

This dissertation is one of the first comprehensive efforts to address higher-level energy
management. To the best of my knowledge, it includes several novel contributions:

e It has described the design and implementation of PowerScope, the first tool to use
profiling to map energy consumption to program structure.

e It has shown that applications can modify their behavior to conserve significant
amounts of energy when battery levels are critical. The key method of conservation
is reduction of application fidelity.

e |t has demonstrated that the operating system can effectively manage energy as a
resource and meet user-specified goals for battery lifetime.

e It has shown how system support for remote execution can enable applications to
dynamically balance the competing goals of energy conservation, performance, and
high fidelity.

While there is no single research effort which spans all the subjects discussed in this
dissertation, there is a large amount of work that intersects one or more areas. In this chap-
ter, I discuss work related to each part of the dissertation. The next section describes other
approaches to energy measurement. Section 8.2 describes related work in energy manage-
ment, dividing this topic into efforts aimed at the higher levels of the system and efforts
aimed at hardware devices. Section 8.3 summarizes the most relevant work in adaptive
resource management, and Section 8.4 describes work related to Spectra.

8.1 Energy measurement

While PowerScope is the first energy profiler, its development was aided by previous work
in CPU profiling. In particular, the implementation of the System Monitor is closely related
to similar sampling-based profilers designed to run continuously, such as Morph [100] and
DCPI [3].
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Other than the profiling technique used by PowerScope, there are two main approaches
to measuring application energy usage. The first approach, which I shall refer to as energy
accounting, measures the energy consumption of specific system activities. Then, when
applications execute, the energy accounting tool counts the number of times each activity
occurs. By multiplying the number of occurrences by the energy usage per activity, the tool
estimates total application energy usage.

PowerMeasure and StateProfiler, developed by Lorch and Smith [53, 54], provide en-
ergy measurements for Apple Macintosh PowerBook Duo laptops. PowerMeasure bench-
marks the power expended by hardware components such as the disk and CPU while they
operate in various power states. For example, it measures the power expended by the hard
disk when it is spinning and when it is idle. During application execution, StateProfiler
records transitions between power states and uses the benchmark data to estimate total en-
ergy consumption. The tools report average power usage and total energy expended by
each hardware component.

The Millywatt tool, developed by Cignetti et al. [11], estimates energy usage for ap-
plications executing on PalmOS handheld computers. The tool models power usage for
each hardware device state, as well as the cost of transitioning between states. When ap-
plications are executed in a modified simulator, the tool traps system calls to infer when
transitions occur between device power states. From this information, the tool estimates
the energy usage of the simulated application.

Neugebauer and McAuley propose to incorporate energy accounting into the Neme-
sis operating system [66]. They observe that Nemesis already provides accurate resource
accounting of traditional resources such as CPU, network, display, and disk. Bellosa [5]
performs energy accounting using CPU performance counters. He proposes counting the
number of total instructions executed, number of floating-point instructions, and number of
cache misses to estimate the amount of energy consumed by the CPU and memory subsys-
tem.

Energy accounting has several drawbacks. First, correct accounting relies on the com-
pleteness of the energy model. The model developer must benchmark every hardware de-
vice that may be a significant source of power consumption. The model must also include
all possible power states and transition costs for each device. This means that developing
an accurate model is non-trivial. Further, a new model must be developed for each hard-
ware platform on which energy measurements are needed. The second drawback is that
accounting does not capture variance in power expenditure within a single state. For ex-
ample, CPU power usage varies with the instruction mix [87] and wireless network power
usage varies with the amount of channel congestion [77]. Finally, it is difficult to imagine
expending this approach to capture the effects of power management performed entirely in
hardware, such as the 802.11 standard for wireless networks. One significant advantage of
energy accounting is that it can separate out the energy consumption of asynchronous ac-
tivities such as disk spin-up which PowerScope assigns to the currently executing process.
A hybrid approach combining profiling and accounting may therefore be advantageous.

The second main approach to energy measurement is power analysis, which uses a
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model of the energy cost of individual instructions to compute the total energy consumed by
the execution of a program. This approach is further sub-divided into instruction-level and
architecture-level power analysis. Instruction-level power analysis is exemplified by Tiwari
et al. [86, 87, 49], who construct per-instruction energy models for several processors by
measuring the steady-state energy consumption of each instruction as it executes within a
tight loop. They augment their model by measuring the additional energy consumed by
inter-instruction switching costs when two different instructions execute sequentially, and
by measuring the effect of various stalls and cache misses. Klass et al. [42] develop a
model that closely approximates inter-instruction energy effects, but requires much fewer
measurements to construct.

Architecture-level power analysis uses a detailed hardware model to estimate power
and energy consumed by program execution. Two examples of this approach are Simple-
Power [91] and Wattch [6], both of which extend the popular SimpleScalar framework to
provide power estimates. A similar approach is used by Simunic et al. [82] to develop a
cycle-accurate simulator specialized for Hewlett Packard’s SmartBadge platform.

Instruction-level and architecture-level power analysis is targeted at exploring alterna-
tive hardware architectures and compiler optimizations. Unlike PowerScope, power anal-
ysis does not require a physical hardware implementation, allowing hardware designers to
explore many possible architectures. However, because of the detailed nature of the mod-
els, power analysis is most successful when applied to tight kernels of code such as those
found in popular benchmark suites. It is not clear how power analysis can scale to ana-
lyze the behavior of large, dynamic programs such as Web browsers. Power analysis also
does not model the energy effects of hardware components such as the network, disk, and
display—such components constitute a large portion of the total energy consumption of
mobile computers.

Several researchers have used more ad-hoc approaches to perform useful characteri-
zations of the energy and power usage of mobile computers. Warren [96] examines the
relationship between average power consumption and active (non-idle) power consump-
tion, developing a methodology for predicting the active power consumption for applica-
tions which are composed of idle and non-idle phases. Marsh and Zetel [60] measure the
steady state component power consumption for several laptop models, as well as the effect
of several simple power-saving strategies. Ellis [18] measures the power consumption of a
PalmPilot Professional while it operates in several different states, and Ikeda [34] reports
on how the power usage of components of the IBM ThinkPad laptop has changed over time.

8.2 Energy management

Most previous work in energy management has concentrated on the lower-levels of the
system. To date, very few efforts have focused on the operating system and applications.
Next, | describe those efforts that focus on the higher-level of the system. Then, | discuss
previous research in hardware energy management, addressing work in processor, network,
and disk power management. | conclude by detailing comprehensive energy management
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approaches which span multiple layers.

8.2.1 Higher-level energy management

Ellis” Milly Watt project [18, 89] is exploring the development of a power-based API that
allows a partnership between applications and the operating system in setting energy use
policy. They have demonstrated that a power-aware page allocation policy coupled with
dynamic hardware policies can dramatically improve memory energy-efficiency [47]. This
work opens a further dimension for energy-aware applications—by reducing their memory
footprint, applications can allow the operating system to transition unneeded memory banks
to low-power states.

Chase’s Muse architecture [8] reduces the energy needs of a hosting center by manag-
ing server resources. Muse employs an economic model in which customers bid for ser-
vice. When the marginal benefit of increased revenue from customers exceeds the dynamic
cost of energy usage, Muse powers up additional servers. While Muse’s goal, maximizing
service center profit, is very different from Odyssey’s goal of meeting desired battery life-
times, both systems share the general approach of trading reduction of service for energy
conservation.

Several projects have explored the use of compiler optimizations for reducing applica-
tion energy usage. Tiwari et al. [87, 86] examine the energy benefit of instruction-level op-
timizations such as instruction reordering and energy-driven code generation. They achieve
limited gains, mostly by exploiting processor-specific features. Simunic et al. [82] exam-
ine energy-efficient optimizations for a MPEG application executing on a StrongArm 1100
processor. They note that compiler optimizations produce only a 1% energy benefit for the
application, while hand-crafted source code optimizations produce a 35% energy benefit.
However, since their hand-coded optimizations also produce a 32% reduction in execution
time, it is not clear how much of the energy reduction is simply due to the faster execution
achieved by improved software implementation. If compiler optimizations prove success-
ful in reducing application energy usage, it is likely that they will be complementary to
energy-aware adaptation.

8.2.2 Processor energy management

Most processor energy management techniques exploit the energy benefits of reducing the
CPU clock frequency. Burd and Broderson [7] use an analytic model to show that reducing
CPU clock frequency, by itself, does not reduce processor energy usage. However, when
combined with dynamic voltage scaling, reducing the clock frequency can noticeably re-
duce processor energy usage. This approach is used in many modern mobile processors,
including the Transmeta Crusoe chip [63].

Given a processor which can operate at multiple clock frequencies and voltages, the
operating system must balance performance and energy conservation concerns to select the
best processor speed for operation. Scheduling for variable-speed processors is therefore
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another dimension of energy-aware adaptation.

There have been a great number of scheduling algorithms proposed for variable-speed
processors. They can be most easily classified along the axis of application transparency.
At one end are scheduling algorithms which require no application modification. These
transparent algorithms infer application performance needs by observing their behavior. At
the other end of the axis are algorithms which require applications to specify their perfor-
mance requirements.

The first transparent scheduling algorithm was proposed by by Weiser et al. [97]. They
observe that for any given amount of computation to be completed within a specified time
period, the minimum energy is expended when the clock frequency is set so that the com-
putation takes the entire time period. Their algorithm uses observations of recent CPU load
to predict future CPU needs. It adjusts the clock frequency to eliminate projected idle time.
The clock frequency is recomputed at fixed time intervals, limiting the maximum delay
penalty that can be incurred by running at a reduced frequency. Both Govil et al. [27] and
Pering et al. [71] propose several alternatives to this algorithm and simulate their perfor-
mance. They find that complex prediction schemes are often ineffective, but that simple
prediction schemes can outperform Weiser’s algorithm. Martin [62] extends Weiser’s algo-
rithm to account for the effects of non-ideal batteries and memory hierarchies.

Grunwald et al. [29] measure the effectiveness of several transparent algorithms on
an Itsy v1.5 modified to support voltage scaling. They find that predictions based upon
CPU load observations are insufficient to provide energy savings while still meeting the
performance goals for real-time multimedia and interactive applications.

Another class of algorithms attempts to infer application processing requirements with
more detailed monitoring techniques. Flautner et al. [20] monitor inter-process communi-
cation to classify tasks into interactive, periodic, producer, and consumer categories. For
each process, they also monitor processing requirements to predict future CPU needs. They
adjust processor frequency so that each application’s predicted computations will finish
within the inferred deadlines, capping the maximum amount of performance degradation
possible. The PACE system [55], proposed by Lorch and Smith, monitors CPU activity
and 1/0 events to associate processing with specific user interface events. They calculate a
statistical model of the processing requirements for each event, and adjust CPU clock fre-
quency to minimize energy usage while ensuring with high probability that processing for
interactive events completes within a 50 ms. deadline. Flautner notes a serious drawback
of this class of algorithms: when an application performs many different activities, each
of which has different processing requirements, it is very difficult to discriminate between
activities and maintain separate predictors for each activity. For such applications, generic
predictions may simply prove too inaccurate.

A final class of algorithms requires applications to specify their processing require-
ments to the operating system. Pering [72] uses a real-time approach, in which applications
specify either a minimum rate at which they wish to execute, or a deadline by which a
particular unit of work needs to complete. The scheduler attempts to minimize energy
consumption by running at the lowest possible clock frequency and voltage that meets ap-
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plication constraints. Pillai and Shin [73] propose several similar algorithms which target
periodic applications executing on an embedded processor. Shin et al [81] describe an al-
ternative approach, in which the compiler automatically determines application processing
requirements and inserts explicit voltage scaling system calls into the application.

Odyssey’s design falls somewhere between the last two classes of algorithms. Like the
techniques proposed by Flautner and Lorch, Odyssey monitors application activity in order
to determine future processing needs. However, Odyssey requires that applications regis-
ter operations and signal their execution. This allows Odyssey to overcome the difficulty
noted by Flautner—Odyssey can determine which one of many possible activities is oc-
curring and can accurately predict its processing requirements. At the same time, Odyssey
requires significantly less modification to application source code than the real-time class
of algorithms. In particular, Odyssey does not require applications to specify their future
processing requirements. Finally, Odyssey is unique in providing the ability to account for
shifting priorities between energy use and performance. While some voltage scheduling
algorithms provide tunable parameters that could be used to balance these concerns, they
provide no guidance as to how these parameters should be set.

8.2.3 Storage power management

Most efforts to reduce storage energy consumption have concentrated on saving power by
spinning down disk drives when they are not in use. Wilkes [98] first presented the idea of
adaptive disk power management, which uses a history of past disk activity to predict when
the disk can be productively put in a low-power mode. He also hypothesized that a similar
algorithm might be useful for determining when disks should be restored to full-power
mode.

Greenawalt [28] uses a stochastic model to investigate threshold policies for spinning
down the disk. The model assumes that disk requests follow a Poisson arrival pattern,
which may not be particularly realistic. Douglis, Krishnan, and Marsh [17] compare fixed-
threshold and predictive spin-down strategies with an optimal policy. They simulate these
strategies for two traces of disk activity, and conclude that fixed-threshold strategies with
short timeouts are best, and that the performance of predictive strategies is hindered by
the randomizing effect of the buffer cache. Li et al. [51, 50] study several disk power
management parameters. Their results show that spinning down the disk after two seconds
of inactivity saves more energy than any other fixed-timeout strategy, while producing a
small number of spin-up delays.

Douglis, Krishnan, and Bershad [16] explore adaptive strategies for spinning down the
disk. They define a new metric, bumps, to be the number of disk spin-ups that occur
when the disk has been spun down for less than a parameterized multiple of the spin-up
delay. They present simulation results that show that their adaptive strategies can achieve a
better balance between bumps and energy consumption than a fixed spin-down threshold.
However, it is not clear that the bumps metric adequately reflects the adverse effect of spin-
ups on the user. Golding et al. [26] present a taxonomy of algorithms for predicting idle
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time, and apply these algorithms to the task of deciding when to power down the disk.
They describe an implicit power-performance tradeoff where algorithms that are successful
in reducing energy consumption create more spin-up delays, and algorithms that create few
spin-up delays consume more energy. Lu et al. [57, 58, 56] also simulate several adaptive
disk power management algorithms and evaluate their operation under Windows NT.

Like the CPU policies described above, none of these disk algorithms account for dif-
fering priorities between energy use and performance. In addition, the evaluations of these
algorithms all assume that patterns of disk activities are fixed. They do not analyze the
possible beneficial effect of changing application or operating system behavior.

Other work in storage power management has focused on replacing hard-disk drives in
mobile computers with other, low-power media. Douglis et al. [15] study the possibility
of using flash memory as a replacement for hard drives. They report that flash offers low
energy consumption, good read performance, and acceptable write performance. Marsh
et al. [59] examine the possibility of using flash as a second-level buffer cache to reduce
power consumption by allowing the hard disk to be idle more often. Schlosser et al. [80]
note that MEMS-based storage may have significantly less power requirements than tradi-
tional storage devices. If mobile computers contain multiple storage media, Odyssey could
possibly make power-performance tradeoffs by adaptively deciding which media applica-
tions should use.

8.2.4 Network power management

Stemm and Katz [85] measure the power consumption of several wireless network devices
and show that the majority of energy is consumed while these interfaces are idle. They
propose a protocol that shuts down the interface when not in use, creating an implicit trade-
off between energy consumption and the average delay for incoming packets. Kravets and
Krishnan [43] also present a communication protocol for disabling wireless network in-
terfaces when not in use. They discuss the tradeoff between energy consumption and the
average delay for incoming packets, and show that an adaptive strategy performs better
than a strategy with a fixed-length timeout. However, they do not provide any guidance for
how one should set the parameters of such an adaptive strategy.

Kravets, Schwan, and Calvert [44] study how communication protocol parameters, such
as the rate of packet acknowledgment, affect the energy consumption of a mobile host.
They are in the process of developing a framework that monitors network conditions and
adapts communication protocol parameters to reduce energy consumption. This frame-
work is similar in spirit to Odyssey, but concentrates on the network layer rather than the
application level.

In the realm of ad-hoc networking, Xu et al. [99] and Chen et al. [10] both propose
routing algorithms that disable some nodes in the network in order to conserve energy.
Li et al. [52] advocate using a routing algorithm that maximizes the total lifetime of the
network, defined to be the amount of time until which a message cannot be sent due to
insufficient battery energy. Ad-hoc routing allows yet another dimension of energy-aware
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adaptation, in which the routing algorithm trades routing performance for decreased energy
usage.

8.2.5 Comprehensive power management strategies

The Advanced Power Management (APM) specification [35] provides a standard interface
for power management. It allows the operating system to query the power state of de-
vices such as the hard drive and place these devices in low-power modes. More recently,
the Advanced Configuration and Power Interface (ACPI) specification [36] has expanded
the APM interface by allowing detailed power management of individual hardware com-
ponents. These initiatives define mechanisms for power management, but do not dictate
policy. They are therefore complementary to the work described in this dissertation.

Lu, Simunic, and De Micheli [58] describe a software architecture in which user-level
power managers collect utilization information from hardware devices and control the
power state of the devices. Simunic et al. [83] extend this idea by proposing a specific
model of hardware device usage patterns, based upon time-independent semi-Markov de-
cision processes. They show that their approach can achieve better results than alternative
policies when managing processor, hard disk, and wireless network power states. While
their power managers will play a role similar to Odyssey in determining which energy-
performance tradeoffs to make, their work is at an earlier stage of maturity.

8.3 Adaptive resource management

My thesis has two important characteristics which differentiate it from the large body of
previous work in adaptive resource management. First, energy is a largely unexplored re-
source in this area. It differs from more commonly studied resources such as network and
CPU in that present resource allocation decisions have a great impact on future resource
availability. Second, Odyssey does not assume that applications have a-priori knowledge
of their resource (energy) requirements—instead Odyssey observes the behavior of appli-
cations to infer their needs.

In addressing the challenge of managing energy as a resource, Odyssey builds upon sev-
eral previous systems which have provided adaptive resource management. Chen’s work
in the Amaranth project [75, 76, 48] addresses resource management in the presence of
multiple QoS dimensions and multiple resources. This work targets environments in which
applications specify their resource requirements and users specify their preferences with
utility curves. Chen restricts the types of utility functions that users can specify, allowing
her to calculate the optimal fidelity at which applications should execute. Odyssey takes a
different approach, allowing application writers to specify code procedures which encapsu-
late arbitrary utility functions, but not guaranteeing that applications will execute at optimal
fidelities.

Like Amaranth, the ERDoS project [9] also targets multidimensional QoS data, re-
quiring users to specify a benefit function detailing their preferences and applications to
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describe their resource requirements. Odyssey differs from both ERDoS and Amaranth in
that it does not require applications to explicitly specify their resource requirements. This
has considerable benefit when managing energy as a resource, since it is often difficult for
applications to know how much energy they will consume on different platforms and with
different power management settings.

The Rialto operating system [38] provides modular, user-centric resource management
that attempts to dynamically maximize the user’s perceived utility of the entire system.
Although Rialto provides a flexible framework for managing multiple resources, it is not
clear whether battery could fit cleanly into the framework. Rialto makes the simplifying
assumption that resources can be allocated independently; however, an application’s energy
use clearly depends upon its usage of CPU, network, and disk resources. Also, Rialto
requires that applications be aware of their own resource requirements.

Goal-directed adaptation utilizes feedback control to perform resource management.
Feedback-based approaches have been previously used for such resource management prob-
lems as network congestion control [37] and CPU scheduling [84]. The SWIFT toolkit [25]
takes a more general approach by providing a framework for building feedback-based
highly adaptive systems using modular composition of simple building blocks. Odyssey’s
use of feedback is unique in two ways. First, Odyssey extends the use of feedback to a
novel domain, that of energy management. Second, Odyssey adjusts the statistical gain
specifically to reflect dynamically changing relative priorities for stability and agility in the
system.

8.4 Remote execution

Remote execution is a well-established field in systems research. While most remote exe-
cution systems target only performance benefits, a few recent systems have explored how
remote execution can reduce application energy use.

Rudenko et al. [77] demonstrate the potential energy benefits of remote execution by
comparing the energy cost of executing several tasks both locally and remotely. Their
RPF framework [78] assists in migrating tasks and adaptively decides whether a given task
should be executed locally or remotely based upon a history of past power consumption.
Kunz’s toolkit [46] uses similar considerations to locate mobile code.

Although both systems monitor application execution time and RPF also monitors bat-
tery use, neither monitors individual resources such as network and cache state, limiting
their ability to cope with resource variation. The prediction models used in these systems
also seem overly simplistic. Neither accounts for the performance impact of concurrent
processes running on the client or server. In addition, neither exploits the full potential of
the energy-performance tradeoff—they migrate jobs only in cases when both energy usage
and performance are not adversely affected.

Kremer et al. [45] propose using compiler techniques to select tasks that might be exe-
cuted remotely to save energy. At present, this analysis is static, and thus can not adapt to
changing resource conditions. Such compiler techniques are complementary to Spectra, in
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that they could be used to automatically select Spectra operations and insert Spectra calls
into executables.

Vahdat et al. [89] note issues considered in the design of Spectra: the need for application-
specific knowledge and the difficulty of monitoring remote resources.

Butler [67] uses the AFS distributed file system to provide consistency between local
and remote machines. Spectra’s use of Coda reflects a difference in target environments;
AFS is an appropriate choice in fixed environments, but Coda’s support for disconnected
and weakly-connected operation is vital in mobile and pervasive environments.

Several remote execution systems designed for fixed environments analyze application
behavior to decide how to locate functionality. Coign [32] statically partitions objects in
a distributed system by logging and predicting communication and execution costs. Aba-
cus [2] monitors network and CPU usage to migrate functionality in a storage-area network,
and Condor monitors goodput [4] to migrate processes in a computing cluster. Because
these systems are not designed for pervasive environments, they do not monitor the range
of resources considered by Spectra. In addition, they do not support adaptive applications
which modify their fidelity as well as their execution location.



Chapter 9

Conclusion

Energy management has been a critical problem since the earliest days of mobile comput-
ing. There is continuing evidence that it will remain a challenge as the field evolves. A
large research investment in low-power circuit design and hardware power management
has led to more energy-efficient systems. Yet, there is a growing realization that more is
needed—the higher levels of the system, the operating system and applications, must also
contribute to energy conservation.

This dissertation is one of the first detailed explorations of higher-level energy man-
agement. It has put forth the thesis that energy-aware adaptation, the dynamic balancing
of application quality and energy conservation, is an essential part of a comprehensive en-
ergy management strategy. It has validated the thesis with two specific examples. The first
shows that applications can significantly reduce the energy usage of the platforms on which
they execute by degrading their fidelity. The second shows that applications can adapt to
variation in resource availability by changing the location where functionality is executed.
Finally, this dissertation has shown that the operating system can effectively manage battery
energy as a resource. Using goal-directed adaptation, the operating system monitors energy
supply and demand and uses feedback to meet user-specified goals for battery duration.

In the next section, | review the specific contributions of this dissertation in more detail.
Then, in Section 9.2, I discuss some of the possible directions for future research generated
by this work. Section 9.3 concludes by reviewing the major lessons that should be taken
from this research.

9.1 Contributions

This dissertation makes contributions in three major areas. The first area is conceptual—
this consists of the novel ideas generated by this work. The second area is a set of artifacts:
PowerScope, Odyssey, Spectra, and the other software systems that | have constructed to
validate my thesis. The final area of contribution is the energy measurements and experi-
mental results which validate the ideas presented in the dissertation.
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9.1.1 Conceptual contributions

Energy-aware adaptation is the primary concept studied in this dissertation. In order to
achieve reduced energy usage, one must often sacrifice some dimension of performance or
application quality. While energy-aware adaptation has many possible dimensions, | have
studied two specific ones to validate the concept: application fidelity and remote execution.
This dissertation has shown that by embracing the dynamic tradeoffs available through
energy-aware adaptation, mobile systems can significantly extend their battery lifetimes.

Goal-directed adaptation is the second key concept discussed in this dissertation. | have
shown that the operating system can effectively manage battery energy as a resource by us-
ing feedback to meet user-specified goals for battery lifetime. By monitoring energy supply
and demand, the operating system can balance the competing concerns of application qual-
ity and energy conservation. Thus, while energy-aware adaptation provides the mechanism
for achieving significant energy savings, goal-directed adaptation provides the guidance in
deciding when energy conservation is appropriate.

The final important concept contained in this dissertation is the use of application re-
source history to guide adaptation decisions. | have shown that an adaptive system can
respond more agilely and effectively to changes in energy demand by maintaining and con-
sulting a history of previous application energy usage. In addition, the use of history allows
applications to naturally express preferences which directly compare fidelity, performance
goals, and projected energy usage.

9.1.2 Artifacts

In the course of this dissertation, | have developed three major artifacts: the PowerScope
energy profiler, the energy extensions to Odyssey, and the Spectra remote execution system.

PowerScope is the first tool that uses profiling to map energy consumption to applica-
tion structure. It enables developers to optimize their code for energy-efficiency by using
statistical profiling to identify those components responsible for the bulk of energy con-
sumption. As improvements are made, PowerScope quantifies their benefits and helps
expose the next target for optimization. Through successive refinement, developers can
improve a system to the point where energy consumption meets design goals.

I have made several improvements to the Odyssey platform for mobile computing. Pri-
mary among these are the extensions for goal-directed adaptation that enable Odyssey to
monitor energy supply and demand and meet user-specified goals for battery lifetime. |
have also added a modular resource measurement library to Odyssey—this library pro-
vides a clean framework for monitoring all resources of concern to a client operating in
mobile and pervasive environments. In addition to refitting Odyssey’s existing network
measurement into this framework, | have created measurers for energy and file cache state.

Spectra is the first remote execution system to balance the competing concerns of per-
formance, application quality, and energy conservation. It is designed specifically for
clients operating in pervasive environments—it monitors supply and demand of CPU, net-
work, file cache, and energy resources. In addition, it contains mechanisms for ensuring
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the consistency of applications which execute part of their functionality remotely.

9.1.3 Evaluation results

The evaluation results in this dissertation contain several important insights for the de-
velopment of higher-level energy management. First, | have shown that applications can
significantly reduce their energy usage by modifying the quality of data presented to the
user. Further, these reductions are predictable and complementary to existing hardware
power management techniques. These potential savings exist for many types of applica-
tions: open-source and closed-source; CPU-intensive and network-intensive; and multime-
dia and office applications.

The evaluation results also show that remote execution can be a significant source of
energy savings for applications such as speech recognition, document processing, and lan-
guage translation. However, they also reveal that caution must be taken when deciding
where to locate functionality: the energy cost of additional network activity may often be
greater than the savings achieved by reduced CPU usage. Often, the availability of network,
CPU, and file cache resources significantly impacts the optimal placement of functionality.

Finally, the results contained in this dissertation show that goal-directed adaptation can
meet user-specified goals for battery lifetime that vary by as much as 30%. Further, the use
of application resource history improves both the agility and effectiveness of goal-directed
adaptation.

9.2 Future work

Energy management remains a relatively new topic in systems research. Consequently,
each of the systems on which | have worked has opportunities for further improvement. In
the rest of this section, | discuss some of the interesting paths for future research which |
have not yet had the time to explore. Next, | describe possible improvement to the Pow-
erScope energy profiler. In Sections 9.2.2 and 9.2.3, | discuss the possibility of bringing
energy-aware adaptation into the realms of hardware power management and closed-source
operating systems. In Sections 9.2.4 and 9.2.5, | speculate on possible extensions to the
Spectra remote execution system.

9.2.1 Hybrid energy measurement

One of the drawbacks of PowerScope’s profiling approach to energy measurement is that
the tool does a poor job of capturing the effects of asynchronous activity such as disk
accesses. The energy cost of an 1/0 request that triggers disk activity is erroneously charged
to the processes that execute while the request is being serviced, rather than to the process
that originally triggered the disk activity.

PowerScope’s accuracy could therefore be improved by incorporating some degree of
energy accounting, as discussed in Section 8.1. The first step in this process is identifying
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which asynchronous activities are significant sources of energy usage—disk accesses and
the receipt of network packets are obvious candidates. Then, one could develop a bench-
mark suite that measures the energy cost of these activities on each hardware platform.
Finally, kernel modifications would be necessary to identify when each activity occurs.

Whenever PowerScope’s System Monitor takes a sample of system activity, it could
identify which activities were occurring during sample collection. It could also record ad-
ditional information that identifies the amount of each activity generated by a process—for
example, the number of disk accesses and network packets received. The Energy Analyzer
would then subtract the power and energy cost of asynchronous activities from each sam-
ple, so that the energy assigned to a given process reflects only the cost of its own execution.
It would assign energy impact of asynchronous activities to the process that initiated them.

The hybrid approach promises to incorporate the best features of accounting-based and
profile-based energy measurement. Energy accounting provides the ability to correctly
assign the energy costs of asynchronous activities, while profiling provides accurate energy
measurements without the need for complex models of energy consumption. Profiling
also provides the ability to differentiate subtle differences in power measurement within a
single hardware state; for example, the energy cost of executing different instructions. A
combination of the two techniques should therefore prove more accurate than when either
is used in isolation.

9.2.2 Application-aware power management

This dissertation has explored only two dimensions of energy-aware adaptation: application
fidelity and remote execution. Many other possible dimensions exist—of these, the most
obvious is hardware power management.

Current approaches to hardware power management make implicit tradeoffs between
performance and energy conservation. Modern processors reduce their clock frequency to
save energy. Hard disks spin down after periods of inactivity, saving energy but increasing
the time needed to service the next request. Wireless networks interfaces disable receivers
for short periods of time, saving energy at the cost of reduced throughput.

Yet, current approaches to hardware power management typically use only a single
policy for balancing energy and performance, typically hoping to exploit a knee in the
energy-performance curve. For example, the voltage scheduling algorithms discussed in
Section 8.2.2 all attempt to maximally reduce energy consumption without significantly af-
fecting the performance observed by the user. They do not adjust for the user’s dynamically
changing priorities for performance and energy conservation.

Using a single policy seems unnecessarily restrictive. A user who plans to operate on
battery power for only a short time wants to maximize performance. In contrast, a user who
wishes to accomplish the maximum possible quantity of work while operating on battery
power will be willing to sacrifice some performance for decreased energy usage. In ad-
dition, the optimum tradeoff between energy usage and performance may vary depending
upon application workload. For example, when the user is running a remote shell appli-
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cation, the performance impact of disabling the network interface during idle periods may
have a large impact on application quality, but the perceived impact of lowering the client
CPU speed may be negligible. A coordinated policy for trading energy usage and perfor-
mance should therefore consider the possible benefits in terms of reduced energy usage
and the possible costs in terms of reduced application performance before making power
management decisions for individual hardware components.

Since these considerations are essentially identical to those considered in this disser-
tation for application fidelity and remote execution, it seems likely that Odyssey could be
successfully extended to manage hardware power states. Odyssey’s knowledge of desired
battery lifetime and ability to monitor energy supply and demand enable it to make appro-
priate tradeoffs between energy consumption and application performance. For example,
when battery levels are critical, it could use a more aggressive policy for setting clock
frequency, spinning down the disk, and managing network connectivity.

While extending Odyssey to include hardware power management certainly seems fea-
sible, the interaction between data fidelity and hardware power management may be com-
plex. For instance, when the demand for energy exceeds supply, it may be hard to decide
whether to lower application fidelity or use more aggressive power management strategies.
Answering this question precisely will require the ability to estimate the potential energy
benefits of various hardware power management strategies, as well as the ability to estimate
their effect on application performance.

9.2.3 Support for adaptation in closed-source environments

Chapter 5 explored the feasibility of trading application fidelity for energy conservation
in closed-source environments. It showed that for at least one popular application, i.e.
PowerPoint, one can significantly decrease energy usage by lowering fidelity. The next
logical step in this work is to implement system support for energy-aware adaptation in a
closed-source environment, specifically the Windows family of operating systems.

Odyssey currently has two features that would help in the task of porting system sup-
port to Windows. First, the Viceroy is already implemented as a user-level process. One
could replace the system call interface with a library-based implementation that uses IPC
to communicate with the Viceroy process. Second, Odyssey does not currently enforce
its resource decisions—the cooperative model of resource management is much easier to
support in a closed-source environment.

The most challenging part of porting system support for energy-aware adaptation to a
closed-source environment would be the implementation of the resource measurers. Since
these components perform detailed measurements of per-process CPU, network, and power
usage, they are most logically placed in the kernel. However, a user-space implementation
is not infeasible. For example, Odyssey could use ACPI to measure power usage and check
battery status.
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9.2.4 Extensions to Spectra

As Spectra is a relatively young system, there are a number of areas in which it could be
improved. My experience with the system suggests that making predictions often involves
tradeoffs between speed and accuracy. For example, when estimating remote CPU avail-
ability, Spectra can either use a slightly stale cached value, or it can query the server to
obtain more accurate information. If the difference between possible alternatives is slight,
as for example with short-running operations, Spectra would do better to make a “quick
and dirty” decision using the stale, cached data. However, when possible alternatives differ
significantly, Spectra should invest more effort to choose the optimal alternative. This sug-
gests that Spectra itself should be adaptive—it should balance the amount of effort used to
decide between alternatives against the possible benefit of choosing the best alternative.

Another interesting area of future research is server provisioning. When a set of remote
servers is servicing multiple clients, load-balancing may improve performance. Addition-
ally, Spectra might make more accurate predictions if it were to anticipate and adjust for
queueing delays on a server when multiple clients are requesting the same service.

One could also improve Spectra’s execution model by supporting parallel execution of
functionality on multiple machines. This could provide considerable benefit for applica-
tions like Pangloss-lite, which have multiple code components which are not sequentially
dependent. If Spectra were to execute these components in parallel, it could provide results
superior to those achieved in Section 7.3.8.

Since resource logs can grow quite large for complex operations, Spectra would ben-
efit from methods that compress log data without sacrificing significant semantic content.
Finally, there are a number of additional applications which could benefit from Spectra’s
remote execution services, including rendering for virtual reality and compilation.

9.2.5 Proactive service management

Spectra attempts to select the optimal location and fidelity for application execution given
the current availability of resources in its environment. One can imagine a better sys-
tem, one which is proactive. Such a system would not take the resource environment as a
given—instead, it would anticipate how it could change the environment to make it more
favorable for application execution.

For example, consider a situation where Spectra must repeatedly decide to perform
an operation on one of two servers: the first has a faster processor and a cold file cache;
the second has is slower but has necessary files cached locally. Currently, Spectra would
always select the server with the slower processor if cache effects enable it to achieve faster
response times. However, if Spectra were proactive, it would simultaneously execute an
operation on the slower server and also warm the file cache of the faster server. The next
time the operation is executed, Spectra would produce an even faster response than with
either of the options possible before.

The key to such behavior is proactive service management. Traditional service dis-
covery protocols generates a list of candidate servers for a given operation. Given such a
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list, Spectra currently selects the best server to perform the operation. However, Spectra
could be modified to identify possible corrective actions which would improve the desir-
ability of each server. If a set of corrective actions would make a server more desirable
than the one selected, Spectra would initiate those actions. When Spectra next executes the
operation, the application will benefit from the improved resource environment. Possible
corrective actions include warming the file cache, making CPU and network reservations,
and switching to a different network interface.

9.3 Closing remarks

It appears likely that battery energy will continue to be a significant constraint in the design
of mobile systems for the foreseeable future. Since size and weight considerations limit
battery capacity, reducing system energy usage will continue to be a primary concern.

Energy management should be addressed at every layer of the system. Low-power
circuit design and hardware power management provide only a partial solution. The higher
levels of the system can also make considerable contributions towards energy conservation.
The results in this dissertation show that the use of fidelity reduction and remote execution
can significantly extend the battery lifetimes of mobile systems. Further, the results show
that energy conservation efforts at different levels of the system are complementary—for
example, fidelity reduction improves the effectiveness of hardware power management by
increasing the opportunity to put devices in low-power states.

Inevitably, energy management involves implicit tradeoffs between energy conserva-
tion, performance, and application quality. Mobile systems should provide maximum flex-
ibility by embracing these tradeoffs. When battery lifetime is critical, they should optimize
their behavior for energy conservation. When battery lifetime is unimportant, they should
maximize performance and quality. Energy-aware adaptation provides the ability to realize
both of these goals. It therefore will be a vital component of a complete energy manage-
ment solution in future mobile systems.
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