Locality in SearchEngineQueriesandlts
Implicationsfor Caching

Yinglian Xie David O’Hallaron

May 2001
CMU-CS-01-128

Schoolof ComputerScience
Carngjie Mellon University
Pittshurgh, PA 15213

Abstract

Cachingis a populartechniquefor reducingboth sener load anduserresponsdime in dis-
tributedsystems.In this paper we areinterestedn the questionof whethercachingmight be
effectivefor searclenginesaswell. We studytwo realsearcrenginetracesby examiningquery
locality andits implicationsfor caching.Ourtraceanalysisresultsshaw that: (1) Querieshave
significantlocality, with queryfrequeng following a Zipf distribution. Very popularqueries
are sharedamongdifferentusersandcanbe cachedat senersor proxies,while 16%to 22%
of the queriesare from the sameusersand shouldbe cachedat the userside. Multiple-word
gueriesaresharedessandshouldbecachednainly attheuserside.(2) If cachings to bedone
atthe userside, short-termcachingfor hourswill be enoughto cover querytemporallocality,
while sener/proxy cachingshouldbe basedon longerperiodssuchasdays. (3) Most users
have smalllexiconswhensubmittingqueries Frequenuserswho submitmary searchrequests
tendto reusea small subsetof wordsto form queries.Thus,with proxy or usersidecaching,
prefetchingoasedn userlexiconlooks promising.

Effort sponsoredh partby the AdvancedresearclProjectsAgenyy andRomelLaboratoryAir ForceMateriel
CommandJSAF, underagreemenbhumber-30602-96-1-0287n partby the NationalSciencd~oundatiorunder
GrantCMS-9980063andin partby a grantfrom theIntel Corporation.



Keywords: searchenginesguerylocality, caching traceanalysisuserlexicon, prefetching



1 Introduction

Cachingis an importanttechniqueto reducesener workload and userresponsdime. For

example,clientscan sendrequestgo proxies,which thenrespondusinglocally cacheddata.
By cachingfrequentlyaccesse@bjectsin the proxy cache,the transmissiordelaysof these
objectsareminimizedbecausehey aresened from nearbycachesnsteadof remoteseners.
In addition,by absorbinga portion of the workload,proxy cachesanincreasehe capacityof

bothsenersandnetworks therebyenablingthemto servicea potentiallylargerclientele.

We areinterestedn the questionof whethercachingmight be effective for searchengines
aswell. Becauseservinga searchrequestlsorequiresa significantamountof computatioras
well asl/O andnetworkbandwidth ,cachingsearclresultscouldimprove performancen three
ways. First, repeatedjueryresultsarefetchedwithout redundanprocessingo minimize the
accesdateny. Secondpecausef thereductionin senerworkload,scarcecomputingcycles
in the sener aresaved, allowing thesecyclesto be appliedto moreadvancedalgorithmsand
potentiallybetterresults.Finally, by disseminatingiserrequestsamongproxy cacheswe can
distribute partof the computationatasksandcustomizesearclresultsbasedn usercontectual
information.

AlthoughWeb cachinghasbeenwidely studied few researcherbave tackledthe problem
of cachingsearchengineresults. While it is alreadyknown that searchenginequerieshave
significantlocality, severalimportantquestionsarestill open:

¢ Whereshouldwe cachesearchengineresults? Shouldwe cachethem at the sener’s
machine at the users machineor in intermediateproxies?To determinewhich type of
cachingwouldresultin thebesthit rateswe needo look atthedegreeof querypopularity
ateachlevel andthe“sharenessbf thequeriest

¢ How long shouldwe keepa queryin cachebeforeit becomestale?Thatis, do queries
have strongtemporalocality?

¢ Whatotherbenefitanightaccruefrom caching?Sincebothproxyandclientsidecaching
aremore distributedways of servingsearchrequestscanwe prefetchor rerankquery
resultsbasedn individual userrequirements?

In this paper we studytwo real searchenginetracesandinvestigatetheir implicationsfor
cachingsearchengineresultswith respectto the above questions. Our analysisyielded the
following key results:

¢ Querieshave significantlocality. About 30%to 40% of queriesarerepeatedjueriesthat
have beensubmittedbefore. Queryrepetitionfrequeng follows a Zipf distribution. The
popularquerieswith highrepetitionfrequenciesresharecamongdifferentusersandcan

1The shaenessf a query A is computedasthe numberof distinct userswho submittedA over sometime
period.Thus,sharenesis ameasuref a query's popularityacrosamultiple users.



be cachedat senersor proxies. Queriesarealsofrequentlyrepeatedy the sameusers.
About16%to 22%of all queriesarerepeatedjueriesfrom the sameuserswhich should
be cachedat the userside. Multiple-word querieshave lesssharenesandthuscanalso
becachednainly atthe userside.

e Themajority of therepeatedjueriesarereferencecgainwithin shorttime intervals. But
thereremainsa significantportion of queriesthat are repeatedvithin relatively longer
time intervals, which are largely sharedby differentusers. Soif cachingis to be done
at the userside, short-termcachingfor hourswill be enoughto cover querytemporal
locality, while sener/proxy cachingshouldbe basedon longerperiods,on the order of
days.

e Most usershave small lexicons when submittingqueries. Frequentuserswho submit
mary searchrequestdendto reusea smallsubsetof wordsto form queries.Thus,with
proxy or userside caching,prefetchingbasedon the users lexicon is promising. Proxy
or usersidecachingalsoprovide uswith opportunitiedo improve queryresultsbasedn
individual userpreferencesyhichis animportantfutureresearclhdirection.

In therestof the paper we first discusgelatedworksin Sectionl.1. We thendescribehe
traceswe analyzedandsummarizehe generalstatisticsof the datain Section2. In Section3,
we focuson repeatedjueriesanddiscusgjuerylocality in bothtraces.Sectiond presentour
findingsaboutuserlexicon analysisandits implications.Finally, we review analysigesultsand
discusgossiblefutureresearchdirections.

1.1 Reated works

Dueto the exponentialgrowth of the Web, therehasbeenmuchresearcton theimpactof Web
cachingandhow to maximizeits performanceenefits. Most Web browserssupportcaching
documentsn the client’'s memoryor local disk to reducethe responsdime of the client. De-
ploying proxiesbetweerclientsandsenersyieldsa numberof performancdenefits.it reduces
senerload, networkbandwidthusageaswell asuseraccesdateny [5, 8, 11,12]. Prefetching
documentgo proxiesor clientshasalsobeenstudiedfor furtherperformancemprovementoy
utilizing useraccesgatternd4, 7].

Therearealsostudiesof searcrenginetraces.Jaseretal analyzedhe Excitesearchengine
traceto determinenow userssearclthe Webandwhatthey searcHor [6]. Silversteinetal ana-
lyzedtheAltavistasearcltenginetrace[13], studyingtheinteractionof termswithin queriesand
presentingesultsof a correlationanalysisof the log entries. Althoughthesestudieshave not
focusedon cachingsearchengineresults,all of themsuggestguerieshave significantlocality,
which particularlymotivatesour work.

Queryresultcachinghasalsobeeninvestigatedasa way to reducethe costof queryexecu-
tion in distributeddatabassystemsy cachingtheresultsof 'similar’ querieq3, 14]. Recently
Markatoshasstudiedthe querylocality basedon the Excite traceandshavn that20% ~ 30%



of the queriesarerepeatednes[9, 10]. He suggesta sener-sidequeryresultcacheandhas
mainly focusedon leveragingdifferentcachereplacemenalgorithms.Our work builds on this
by systematicallystudyingquerylocality andderving theimplicationsfor cachingsearchen-
gineresults.

2 Thesearch enginequery traces

The two traceswe analyzedare from the Vivisimo searchengine [2] andthe Excite search
engine [1] respectiely. In this section,we briefly takea look at the two searchenginesand
review theirtracedata.

2.1 TheVivisimo and the Excite search engines

Vivisimo is a clusteringmeta-searckenginethat organizesthe combinedoutputsof multiple
searchengines.Uponreceptionof eachuserquery Vivisimo combineshe resultsfrom other
searchenginesandorganizeghesedocumentsnto meaningfulgroups.Thegroupingsaregen-
erateddynamicallybasedon extractsfrom the documentssuchastitles, URLs, andshortde-
scriptions.By default,Vivisimo refersto oneor multiple major searchenginesjncluding(ca.
Feh 2001)Yahoo,Altavista, Lycos, Excite,andreturns200 combinedresultsusinglogic op-
eration’ALL’. Vivisimo alsosupportsadwancedsearchoptionswhereuserscanspecifywhich
searchenginego query the numberof resultsto be returnedandwhich logic operationto be
performedonthequery includingANY, PHRASEandBOOLEAN.

Exciteis abasicsearchenginethatautomaticallyproducesearchresultsby listing relevant
web sitesandinformation uponreceptionof eachuserquery Capitalizationof the queryis
disregardedand the defaultlogic operationto be performedis 'ALL . It alsosupportsother
logic operationdike 'AND’, 'OR’, ’AND NOT'. More adwancedsearchindeaturesof Excite
includewide cardmatching, PHRASE' searchingandrelevancefeedbacks.

2.2 Thequery trace descriptions

TheVivisimo querytracewascollectedfrom Januaryl4,2001to Februaryl 7,2001,soonafter
the Vivisimo launchin early January2001. The tracecaptureshe behaior of earlyadopters
who may not berepresentate of a steadystateusergroup. The Excitetracewascollectedon
Decembel0,1999.In bothtracesgeachentrycontainghefollowing fieldsof interest:

e an anonymous I D identifying the userlP addressFor privagy reasonsye do not have
actualuserIP addressesEachlIP addressn the original traceis replacedby a unique
anorymousiD.

e atimestamp specifyingwhenthe userrequests receved. Thetimestamgs recordedas
thewall clocktime with a1 secondesolution.



Trace Vivisimotrace Excitetrace
Start-time 14/Jan/2001:04:02 20/Dec/1999:09:00
Stop-time 17/Feb/2001:00:00 20/Dec/1999:16:59
Numberof bytes 657,623,865 118,318,788
Numberof HTTP requests 2,588,827 notknown
Number of user queries (including 205,342 2,477,283
next pagerequests)

Number of user queries (excluding 110,881 1,920,997
next pagerequests)

Numberof distinctuserqueries 75,343 1,099,682
Numberof multiple word queries 77,181 1,429,618
Numberof queriesusingdefaultiogic 107,880 1,792,174
operation(ALL)

Numberof users 20,220 520,883
Averagegueriessubmittedperuser 5.48 3.69
Averagenumberof termsin aquery 2.22 2.63

Table1: Tracestatisticalsummary The numberof HTTP requestxannotbeinferredfrom the
Excitetracesincethetracedid not containinformationaboutHTTP requestgrom users.

e aquery string submittedoy theuser If ary advancedjueryoperationsareselectedthey
will alsobespecifiedn this string.

e anumber indicatingwhethertherequesis for next pageresultsor a new userquery

2.3 Statistical summaries of the traces

After extractinga query string from eachtraceentry, we transformthe string to a uniform
formatfor easyprocessingWe remove stopworddrom the querybecausenostsearchengines
discardthem aryway. We corvert all querytermsto lower caseandthe queryis thus case
insensitve, which is alsotypical for searchengines.However, the removal of the stopwords
andthe upperto-lower casecornversionactually have little impacton our analysisresults. It
affectsour statisticsby about1% andthe effect could beignored. In therestof the paper we
use’query’ to denoteall thewordsasa whole enteredby the userin a querysubmissionand
'words’ or 'terms’to denotetheindividualwordscontainedn auserquery Becauseave cannot
distinguishuserswho usedmultiple IP addresseer userswho sharedP addresses thetrace,
we uniformly use’user’ to denotethelP addressvherethe querycamefrom.

Table 1 summarizeghe statisticsaboutthe traces. The Excite tracelastsfor 8 hoursin a
singledayandthe Vivisimo tracewascollectedmorerecentlyover a periodof 35 days. Thus,
the two tracesprovide uswith bothlong-termandshort-termviews to userqueriessincethey



standfor differenttime scales. Several factsare obvious from this summaryfor bothtraces.
First,usergdo notissuemary next-pagerequestsLessthantwo pagesn averageareexamined
for eachquery Secondusersdo repeatgueriesalot. Over 32% of thequeriesn the Vivisimo

tracearerepeatednesthat have beensubmittedbeforeby eitherthe sameuseror a different
user while morethan42% of the queriesarerepeatedjueriesin the Excite trace. Third, the

majority of usersdo not useadvancedqueryoptions: 97% of the queriesfrom the Vivisimo

traceand 93% of the queriesfrom the Excite traceusethe defaultlogic operationofferedby

the correspondingearchengines Fourth,userson averagedo not submita lot of queries.The

averagenumbersof queriessubmittedby a userare5.48 and3.69 respectrely. Finally, about
70% of the queriesconsistof morethanoneword, althoughthe averagequerylengthis less
thanthreeterms,which is short. Figures1 shavs the query length distributions of the two

traces. We canobsenre that mostof the queriesarelessthanfive termslong. Overall, these
resultsareconsistentvith thosereportedn [6] and [13] andthusarenotsurprising.
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Figurel: Userquerydistribution accordingo the numberof wordsin eachquery

3 Quey locality and itsimplications

As mentionedn Section2.3,32%to 42%of thequeriedn thetracearerepeatedjuerieswhich

suggestxachingasa way to reducesener workloadand networktraffic. In this section,we

focuson the studyof repeatedjueries anddiscusshow thelocality in thesequeriesmotivates
differentkindsof caching.

3.1 Query repetition distribution

Amongthe 35,538 querieghatarerepeateanesin theVivisimotrace thereare16,162 distinct
gueries. This meanson average,eachrepeatedjuery was submitted3.20 times. Similarly,
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eachrepeatedjueryin the Excitetracewassubmitted4.49 times,with 235,607 distinctqueries
among821,315 repeatednes.Interestinglywe foundthatthe queryrepetitionfrequenciesan
be characterizedby Zipf distributions. Figure 2 plots the distributions of the repeatedquery
frequenciedor thetraces.Eachdatapointrepresent®nerepeatedjuery with X axisshaving

gueriessortedby therepetitionfrequeng: thefirst queryis the mostpopularone,the second
gueryis thesecond-mostepeatedjuery andsoon until wereachthequerynumberl6,162and
235,607Avhich wereonly repeated singletime.

We arealsointerestedn whetherthe repeatedjuerieswerefrom the sameusersor shared
by differentusers. Out of the 32.05% of the repeatedjueriesin the Vivisimo trace,70.58%
arefrom thesameusers.n the Excitetrace ,we have 42.75% of therepeatedjueriespf which
37.35% arerepeatediy the sameusers. Therefore,about22% and16% of all queriesare
repeatedjueriesfrom thesameusersn theVivisimo traceandthe Excitetracerespectrely.

We thencountedthe numberof distinct queriesthat wererepeatedy morethanoneuser
Thereare5,675 suchqueriesrom the Vivisimo traceand 135,020 suchqueriesrom the Excite
trace. Thedistributionsof thesequeries however, arenon-uniformaccordingto thefrequeng
of the repetitions. Table 2 shawvs that queriesrepeatedat least10 timesaremorelikely to be
sharedoy multiple userghanqueriesepeatedessthan10times.In theVivisimotrace,among
the 404 queriesthat wererepeatedt least10 times, 78.96% were sharedby differentusers.
For the queriesthat wererepeatedessthan 10 times, only 33.99% were shared. The same
trendholdsfor the Excitetrace. Amongthe 12,071 queriesrepeatedat least10 times,asmary
as 99.08% are sharedwhile only 55.05% are sharedover the queriesrepeatedessthan 10
times. Giventhe Zipf distribution followedby the queryrepetitionfrequeng, therearea small
numberof querieghatwererepeatedery frequently whichwerebothsharedy differentusers
andrepeatedy the sameusers.Therealsoexist alarge numberof queriesthatwererepeated
only afew times,which weremostlyfrom the sameusers.

Theseresultssuggesthat we shouldcachequeryresultsin differentways. For the small



Typeof queries Queriegepeated> 10times| Queriegepeatedc 10times

shared notshared, shared notshared
Numberof appearances 319 85 5356 10402
Percentage 78.96% 21.04%| 33.99% 66.01%

Table2 (a) Sharenessf thequeriesdrom the Vivisimo trace

Typeof queries Queriegepeated> 10times| Queriegepeatedc 10times

shared notshared, shared notshared
Numberof appearances 11,960 111| 123,060 100,476
Percentage 99.08% 0.92% | 55.05% 45.95%

Table2 (b) Sharenessf the queriesrom the Excitetrace

Table2: Sharenesef the queriesbasedon their repetitionfrequencies A querywassharedf
it wassubmittedoy morethanoneuserin the exactsameform. Otherwisea querywasonly
submittedby a singleuserandwasnot shared

numberof queriesthat were very popular we could cachethem at searchenginesenersto

exploit the high degreeof sharenesamongdifferentusers. We could also cachethemat the
user side, which would reducethe sener processingoverheadsdue to their high repetition
frequencies.For the othertype of queriesthat are only repeatediy the sameusers,caching
themat senersis not very effective, consideringthe limited sener resourcesandthe diverse
requirement$rom the large numberof users.Insteadwe could considercachingthesequeries
attheusersideaccordingo theuniquerequiremenof eachindividualuser

3.2 Query locality based on individual user

The query sharenesslistribution indicatesthat querylocality exists with respectto the same
usersaswell asamongdifferentusers. More specifically mostof the queriesat the long tail
wererepeatedy the sameusers. Therefore we further explore querylocality basedon each
individualuser

Thereare 20,220 usersrecordedn the Vivisimo trace,of whom 6,628 repeatedjueriesat
leastonce. Eachuseron averagerepeate.36 queries.In the Excite trace,thereare 520,883
userswho submittedqueries. Among them, 136,626 usersrepeatedjueries,with eachuser
repeatings.01 querieson average.Figure 3 plots the percentag®f the repeatedjueriesover
thetotal numberof queriessubmittedoy eachuser For example,if ausersubmittedlO queries
in total,andoutof the10 queries5 wererepeatednesthathadbeensubmittedoefore thenthe
userhas50% of the repeatedjueries.Frombothtraceswe obsenre that,80% to 90% of the
userswho repeatedjuerieshadatleast20% of therepeatedjueriesandaroundhalf of these
usershadatleast50% of therepeatedjueries.

From theseresults,we canseethatnot only a lot of usersrepeatedjueries,but eachuser
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Figure3: Thepercentagef therepeatedjueriesover thenumberof queriessubmittedoy each
user(Only thoseuserswhorepeatedjueriesareplottedhere).

alsorepeatedjueriesa lot. Consideringhat16%to 22% of all querieswererepeatedy the
sameusersandthatsearclenginesenerscancacheonly limited data,cachingthesequeriesand
gueryresultshasednindividualuserrequirements a moredistributedway is thusimportant.
It reducesuserquery submissionoverheadsand accesdatenciesas well assener load. By
cachingqueriesatthe userside,we alsohave the opportunityto improve queryresultsbasedn
individual usercontect, which cannotbe achiezed by cachingqueriesata centralizedsener.

3.3 Temporal query locality

In this section,we quantifythe notion of temporalquerylocality, thatis, thetendeng of users
to repeatquerieswithin a shorttime interval. Figure6 shavs the numberof queriesrepeated
within differenttime intervals. Overall, querieswererepeatedvithin shortperiodsof time. In
the Vivisimo trace,about65% of the querieswererepeatedvithin an hour. Sincethe Excite
tracelastsfor only 8 hours,asmary as83% of thequeriesvererepeatedvithin an hour.

In the Vivisimo trace,thesequerieswere mostly from the sameusers. More specifically
45.5% of the querieswererepeatedy the sameuserswithin 5 minutes, whichis very short.
Therearealsomary queriesthatwererepeatedver relatively longertime intenals; they are
largely sharedby differentusers.Out of the 21.98% of the queriesthatwererepeatedver a
day, only 5.09% camefrom thesameusers.TheExcitetracegenerallyhasasmallerpercentage
of thequeriegepeatedby the sameusers But we still obsene the samepattern:theshorterthe
timeinterval, themorelikely aquerywill berepeatedy thesameuser

Thesestatisticssuggesthatif cachinggueryresultsis to bedoneat senersor proxies,then
we shouldconsiderlonger period of cachingin orderto exploit maximumsharenesamong
differentusers.Usually, cachingqueryresultsfor along time is morelikely to resultin stale
data.Sincethisis to beperformedby thesener, thestaledatacanberemovedin timewheneer
thesenerupdategheresults.If cachingis to be performedattheuserside,thenshortperiodof
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cachingwould beenoughto cover mostof thetemporalquerylocality, whichis alsolesslikely
to resultin staledata.

3.4 Multipleword query locality

Multiple-wordqueriesareimportantbecaus¢hey accounfor about70% of thequeries Multiple-
word queriesalsohave significantlocality, whichwill bediscussedh this section.

Table3 summarizeshe statisticsaaboutmultiple-wordqueries. The Excitetracehasalarger
portionof multiple-wordquerieshantheVivisimo trace but bothtraceshave asmary as62%
of the multiple-word queriesover the repeatednes. We obsenre that multiple-word queries
arerepeatedessfrequentlycomparedwith single-wordqueries. In the Vivisimo trace,each
repeatednultiple-wordquerywassubmitted3.00 timeson average comparedvith 3.63 times
for single-wordcases.In the Excite trace,eachrepeatednultiple-wordquery was submitted
3.77 times,compareadvith 7.12 timesfor single-wordcases.

We alsoobsene thatmultiple-wordquerylocality mostly existsamongthe sameusersthat
is, multiple-wordquerieshave lessdegreeof sharenesslable4 shovs the comparisorbetween
multiple-wordqueriesandsingle-wordguerieswith respecto their degreesof sharenesgrom
both traces,we can seethat multiple-word queriesare lesslikely to be sharedby different
users.Eachsharedmultiple-wordqueryalsotendsto be sharedoy fewer users.Thisis easily
explainedbecausehechancesor differentusersto submitthe samemultiple-wordqueriesare
muchsmallerthanthosefor single-wordqueries.

Fromtheabove resultswe canseethatmultiple-wordquerylocality is significant.Caching
multiple-wordqueriess morepromisingbecausét takesmoretime to computemultiple-word
gueryresults.Sincemultiple-wordquerieshave lessdegreeof sharenessye couldcachethem
mainly atthe userside.



Numberof appearance Percentage
Vivisimo Excite | Vivisimo Excite
Multiple word queries 77,181 1,429,618 69.61% 74.42%
(overthenumberof the queries)
Uniquemultiple word queries 55,193 924,546| 73.26% 84.07%
(over thenumberof the uniquequeries)
Multiple wordquerieghatwere 21,995 505,249| 61.89% 61.52%
repeated (overthenumberof therepeatedjueries)
Unique multiple word queries|| 11,020 182,335| 68.18% 77.39%
that
wererepeated (over the number of unique repeated
queries)
Unique multiple word queries 3,181 101,098 5.76% 11%
that
were submittedby more than (over the numberof uniquemultiple word
oneuser queries)
Table3: Multiple-word querysummary
Typeof queries Sharednultiple-wordqueries| Sharedsingle-wordqueries
Vivisimo Excite | Vivisimo Excite
Percentage 5.76% 10.93%| 12.28% 19.37%
Numberof users 2.53 3.95 3.24 7.38

Table4: The comparisorbetweemmultiple-wordqueriesandsingle-wordquerieswith respect
to thedegreesof thesharenesi bothtraces.Percentageineangheportionof sharednultiple-

word or single-wordqueriesover the total numberof multiple-word or single-wordqueries.
'Numberof users’meanghe averagenumberof userssharingeachsuchquery
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3.5 Userswith shared | P addresses

Someusersusedial up servicessuchasAOL to accesshe Internet. For thoseusers their IP

addressearedynamicallyallocatedoy DHCP seners.Unfortunatelythereis nocommonway

to identify thesekindsof users.Thisimpactsour analysisn two ways. First, becausealifferent
userscansharethe samelP addresat differenttimes,their queriesseemlike they comefrom

the sameuser leadingto an overestimateof the querylocality from the sameusers. Second,
becausehe sameuserscanusedifferent|P addresseat differenttimes, it is alsopossiblefor

us to underestimat¢he querylocality from the sameusers. But sinceAOL clientswill have

keyword’AOL in theiruseragentfields,whichwasrecordedn theVivisimotrace,we areable
to identify AOL usersvho mighthave sharedP addressem theVivisimotrace.We foundthat
amongthe110,881queriegeceved,thereareonly 2,949 queriessubmittedoy 749 AOL clients.
And only threeof themarefrequentuserswho submittedmnorethan70 queries.Thereforewe

believe our resultsaboutthe Vivisimo tracearenot biasedby theseusers.

4 User lexicon analysisand itsimplications

In this section,we analyzethe userquerylexicons. We alsoproposeoossiblewaysto prefetch
gueryresultsfor eachindividual user by recognizingheir mostfrequentlyusedterms.

4.1 Distribution of the user lexicon size

We noticedthatthe word frequeng in the tracecannotbe characterizedyy a Zipf distribution,
which wasalsonoticedin [6]. Thegraphfalls steeplyat the beginningandhasan unusually
long tail.

Insteadof looking at the overall lexicons usedin the trace,we group all the wordsused
by eachuserindividually, andexaminethe userlexicon sizedistribution. Amongthe 249,541
wordsin the queriesfrom the Vivisimo trace,thereare 51,895 distinct words. In the Excite
trace thereare350,879 distinctwordsamongthe 5,095,189 wordsfrom the queries We notice
thatsomeusersin the Excite tracesubmitteda large numberof queriesfor example,oneuser
submitted130,220queriesduring the 8 hours. Theseusersarevery likely to be meta-search
enginesinsteadof normalusers. Thuswe ignorethe 60 userswho submittedmorethan 100
gueriesin the Excite traceandexaminethe remaininguserson their lexicon sizes. Compared
with the overall lexicon size,the userlexicon sizesaremuchsmaller Thelargestuserlexicons
in the two traceshave only 885 wordsand 202 wordsrespectrely. We alsofind thatthe user
lexicon size doesnot follow a Zipf distribution. Figure5 plots the distributions of the user
lexiconsize.Thegraphshave heavy tails,meaninghemajority of theusershave smalllexicons.

We alsolookedat the relationshipbetweenthe numberof queriessubmittedoy eachuser
and the correspondindexicon size. For both traces,the more queriessubmittedby a user
the larger the users lexicon. Figure7 shaws the relationshipbetweenthe numberof queries
submittedby a userandthe correspondingiserlexicon sizebasedon the Vivisimo trace. The
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Figure6: Repeatedjuerydistributionwithin differenttime intervals
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submittedby the correspondingisers.For scalereasonsthis figureis azoomedn partfrom a
completefigure, but the patternshavn hereis generafor thecompletefigureaswell.

userlexicon sizesarein proportionto the numberof queriessubmittedby the users.But there
arealsoa few exceptionswherethe userssubmitteda lot of queriesout of smalllexicons.The
Excitetraceshavs the samepatternandis thusnot plottedhere.
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Numberof fre-users 157
Numberof queriessubmittedoy fre-users 25,722
Numberof fre-userswith fre-lexiconsize> 1 153
Numberof fre-userswith fre-lexiconsize< 20 128

Table5: Fre-usersstatisticsin the Vivisimo trace. Fre-usersare definedas thoseuserswho
submittedat least70 queriesover the 35 days. Thoseusersvisited Vivisimo frequentlyand
submittedatleast2 querieseachdayon average Fre-lexiconis definedasthe setof termsthat
wereusedby the correspondingiserfor atleastfive times.

4.2 Analysisof frequent usersand their lexicons

Thoughsomeusershave large lexicons, they do not useall of the wordsuniformly. We are
interestedn how mary wordsare mostfrequentlyusedin the queriesfor eachuser For the
usergan theVivisimotracewho submittedonly afew queriesoverthe 35days,calculatingtheir
frequentlyusedwordsis not meaningful. Similarly, we do not look at the usersin the Excite
traceeitherbecausehe tracelastsfor too shorta period. Sowe only focuson thosefrequent
usersin the Vivisimo trace. We call a usera fre-userif the usersubmittedat least70 queries.
Thefre-userghussubmittedatleast2 querieseachdayon average We alsodefineafre-lexicon
for eachfre-user Thefre-lexicon consistf the wordsthatwereusedat leastfive timesby the
correspondingisers

Table5 shaws the statisticalsummaryaboutthe fre-userdn the Vivisimo trace. Thereare
157 fre-usersamongwhom, 153 fre-usershave non-emptyfre-lexicons. Although fre-users
accounfor lessthan1% of theusersthey submitted?5,722 queriesn total, which accountor
23.20%, asignificantportionover thetotalnumberof queries Sincetheseusersarenon-trivial,
cachingandimproving queryresultsbasedn theirindividual requirementooks promising.

We alsoobsene from the tablethat mostof the fre-usershadsmall fre-lexicons. Thuswe
areinterestedn how mary queriesweregenerategurely by the wordsfrom fre-lexicons. If
theusergendto re-usea smallnumberof wordsvery oftento form queriesthenwe canpredict
gueriesand prefetchqueryresultsby simply enumeratingall the word combinations.Figure
8 (a) plots the numberof queriesgeneratedrom fre-lexicons. Thereare a small numberof
fre-userswith relatively larger fre-lexicons, from which they submitteda lot of queries. So
prefetchingbasedon fre-lexiconsfor theseuserswill help reducethe numberof queriesto
be submitteddramatically But we alsoneeda large cachesizeto storeall the possibleword
combinationglueto therelatively large fre-lexicon size. Therearealsoquite a few userswho
generateé lot of queriesfrom smallfre-lexicons.For example the userspecifiedn thefigure
generated 06 queriesfrom an 8 word fre-lexicon. For theseusers,prefetchingaccordingto
fre-lexiconswould be mosteffective.

Sincethe majority of querieshave fewer thanfive terms,it is interestingto seehow mary
guerieswith fewerthanfive termsweregeneratedrom fre-lexicons.Figure8 (b) shavsboththe
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Figure 8: (a) The numberof queriesgeneratedrom fre-lexicon and the correspondingre-
lexicon size. Fre-usenDs are sortedby the lexicon sizes. (b) The percentagef the queries
generatedby the fre-lexiconfor eachfre-user Thefre-usernDs aresortedby the percentages.

percentagef thequeriesfrom fre-lexiconsandthe percentagef the queriesfrom fre-lexicons
with lessthanfive terms.Theadditionof the extra constraintsmposedon thenumberof terms
doesnot affect the resultsfor mostof the fre-users. Therefore,we could just enumeratehe
word combinationsisingno morethanfour terms,which would greatlyreducethe numberof
gueriego beprefetched.

5 Discussionson Research directions

Although the Vivisimo trace and the Excite tracewere collectedindependentlyat different
times, over differenttemporalperiods,andwith differentuserpopulationstheir statisticalre-

sultsaresimilar. In this section,we review theseresultsanddiscusstheir implicationson fu-

tureresearcldirections.We focuson threeaspectscachingsearchengineresults prefetching
searchengineresults andimproving queryresultrankings.

5.1 Caching search engineresults

With 30% ~ 40% of repeatedjueries,cachingsearchengineresultsis a non-trivial problem.
Cacheplacements oneof thekey aspect®f the effectivenes®f caching.Queryresultscanbe
cachedon the seners,the proxies,andthe clients. For optimal performancewe shouldmake
decisiondasednthefollowing aspects:

1. Scalability A cacheschemeshouldscalewell with theincreasingizeandthe densityof
thelnternet.
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Level of caching Senercaching| Proxycaching| Usersidecaching
Scalability worst medium best
Performanceémprovement worst medium best
Hit rateandshareness best medium worst
Overhead small large small
Opportunityfor otherbenefits least medium most

Table6: Comparisondetweerdifferentcacheplacemenschemes.

2. Performanceimprovement. This includesthe amountof reductionin sener workload,
useraccessateng, andnetworktraffic.

3. Hit rateandshaenessThehigherthehit rate,the moreefficientthe caching.We would
alsolike cachedqueryresultsto be sharedamongdifferentusersof commoninterests.

4. OverheadTheoverheadsncludethesystenresourceslevotedfor cachingandtheextra
networktraffic induced.

5. Opportunityfor otherbenefits By disseminatingiserrequestamongcacheswhatother
benefitscanwe achieve with the existenceof caching?

Table 6 compareghe prosandconsof differentcacheplacementschemesn the general
case.(1) Sener cachinghasonly limited systemresourceavailable,soit doesnot scalewell
with theincreasingsizeof the Internet.In addition,thoughwe cansave theredundantompu-
tation, we cannotreducethe numberof requestseceved by senersandthereductionin user
accesdatenq is alsovery limited. However, sener cachinghassmall overhead. Moreover,
it allows maximumquery sharenesamongdifferentusersandthe hit rate would be high by
cachingpopularqueries. (2) Proxy cachingis effective to reduceboth sener workload and
networktraffic. In the caseof cachingqueryresults this assumesghatthe usersnearbya proxy
would sharequeriego resultin large hit rate.However, oneof themaindisadantage®f proxy
cachingis the significantoverheadof placingdedicatedproxiesamongthe Internet. (3) User
sidecachinghasthebestperformancémprovementn caseof acachehit becaus¢heredundant
userrequestwill notbesentoutatall. Comparedvith thelimited systenresourcestseners,
the sumof eachindividual userresourcas almostinfinite. So usersidecachingalsoachieses
the bestscalability Becausehe overheadof cachingcanbe amortizedto a large numberof
usersthe overheadat eachusersideis small. More importantly with userside caching,it is
now possibleto prefetchor improve queryresultsbasedon individual userrequirementHow-
ever, no shareneswill be exploitedwith usersidecaching. Thusif queriesare mostly shared
insteadof beingrepeatedy the sameuserswe would have low hit ratein suchcase.

Theabore discussionndicateghatthe degreeof shareness importantto decidewherewe
shouldcachequeryresults. In one extremecasewhereusersnever repeattheir own queries,
we reachthe maximumdegreeof sharenessin suchcase,we shouldcachequeryresultsat
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senersor proxiesbecauseiserside cachingwould resultin zerohit rate. In anotherextreme
casewhereusersnever sharequeriescachingqueryresultsat usersidewould be mosthelpful.

Our traceanalysisresultsshav that,amongall queriesrepeatedjueriesaccountfor 32%
to 42%, while repeatedjueriesfrom the sameusersaccountfor 16%to 22%. The significant
portion of the queriesrepeatedy the sameusersandthe non-trivial differencebetweenthe
aboretwo percentagesuggesbothsener/proxycachingandusersidecaching.For thequeries
repeateabnly by thesameuserswe cancachethematusersidefor efficiency, while therestof
therepeatedjueriescanbecachedat eithersenersor proxies.Sincewe donotknow theactual
IP addressesf the usersin both traces,we cannotfurther distinguishthe queriesthat canbe
sharedoy nearbyusersandthuscanbecachecat proxies.Butit is clearfrom thetraceshatthe
percentagef suchqueriesvould bebetweerl6%and42%. Thereforewe leave proxy caching
asa future work for searchengineshemselesto determinewvhetherandwhereto placesuch
proxies.

Sincemultiple-wordquerieshavelessdegreeof sharenessye alsosuggestachingmultiple-
word queriesmainly at the userside. Therefore by cachingonly popularsingle-wordqueries
atserners/proxiesyve canachiese largerhit ratesandgreatlyreducetherequiredsystemspace.

Anotherimportantquestionaboutcachings how long we shouldcachequeryresults. Tem-
poralquerylocality indicatesthat mostof the queriesarerepeatedvithin shorttime intenvals.
Soin generalcachingqueryresultsfor shortperiodsshouldwork well. More detailedanalysis
in Section3.3shavs thattheshortertime interval, themorelikely for aqueryto berepeatedy
the sameusers.Thusfor usersidecaching,cachingqueryresultsfor hourswill be enoughto
cover the querylocality existing on the sameusers.This alsohelpsto remove or updatestale
gueryresultsin time. Therealsoexist a non-trivial portion of queriesrepeatecdver relatively
longertime intervalsandthesequeriesaremainly sharedamongdifferentusers.Soif caching
is to be doneat senersor proxies,we canconsiderongerterm cachingsuchasa coupleof
days.

5.2 Prefetching search engineresults

Ouruserlexiconanalysign Sectiond suggestshatprefetchingqueryresultsbasedn userfre-
lexiconsis promising. Prefetchinghasalwaysbeenanimportantmethodto reduceuseraccess
lateng. In the caseof prefetchingsearchengineresults,it canbe performedat both userside
or proxies.

Cachingqueryresultsat userside providesusefulinformationaboutuserinterest.For this
reasonysersideprefetchings naturalandworthlooking at. Fromtheuserlexiconanalysiswe
obsere thatthemajority of theuserlexicon sizesaresmall. Frequentusersvho submitteda ot
of querieusuallyuseasmallsubsebf wordsmoreoftenthanotherwords. Soastraightforward
way of prefetchingis to enumeratall the word combinationdrom fre-lexiconsand prefetch
the correspondingueryresults. Sincequeriesare usually short, we canskip querieslonger
thanfour termsto reducethe prefetchingoverheadwhile achiasing approximatelythe same
performancemprovement.For example,a 10 word fre-lexicon needsto prefetch385 queries
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usingthe above nave algorithm,which will costlessthan20 minutesnetworkdownloadtime

using56Kbpsmodemandabout8M disk for storage.Theseoverheadsretrivial considering
thatanormalPCtodayis idle about70%of thetime on averageandthenormaldisk sizeis tens
of Gigabytes.

Prefetchingcan also be performedat proxies. In suchcasessener’s global knowledge
aboutuserquerypatternsanbe utilized to decidewhatto prefetchandwhento prefetch.Since
proxiesallow querysharenesamongdifferentusers,exploring how to achieze maximumhit
ratein suchcasewould alsobe aninterestingoroblemfor futureresearch.

5.3 Improving query result rankings

Althoughtoday’s searchenginesftenreturntensof thousandsf resultsfor a userquery only
afew resultswill beactuallyreviewedby theusers.Section2.3shavsthateachuseronaverage
reviews lessthantwo pagesof results.Thusimproving queryresultrankingsbasedn individ-
ual userrequirements moreimportantthanever. The personahatureof 'relevance’requires
incorporatingusercontext to find desirednformation.Becauseentralizedsearchenginegro-
vide servicesto millions of users,it is impracticalto customizeresultsfor eachuser Some
specializedsearchenginesdo offer searchresultswhich aredifferentthan standardor some
specializediserrequirementsBut noneof themallows usersto definetheir own requirements
atwill. With userside/proxycaching,it is now possibleto re-rankthe returnedsearchengine
resultsbasedon the uniqueinterestof individual user For example,a nawve algorithmwould
beto increasdhe ranksof the Web pagesvisited by the useramongthe next queryresults.We
canalsoexplore otheralgorithmsandintegratethemwith cachingto customizesearchengine
resultsfor individualuser

6 Conclusions

Cachingis animportanttechniquéor reducingsener workloadanduseraccessateng. In this
paperwe investigatedheissueof whethercachingmightwork in the caseof searchenginesas
it doesin mary otherareas.We studiedtwo real searchenginetracesandinvestigatedhe fol-
lowing threequestions(1) Whereshouldwe cachesearchengineresults?At seners,proxies,
or userside?(2) How long shouldwe cachesearchresults?0Or do querieshave strongtemporal
querylocality? (3) Whatarethe otherbenefitsof cachingsearchengineresults?

Our analysisof both the Vivisimo searchenginetraceandthe Excite searchenginetrace
indicatethat: (1) Querieshave significantlocality. Queryrepetitionfrequeng follows a Zipf
distribution. The popularquerieswith high repetitionfrequenciesare sharedamongdifferent
usersandcanbe cachedat senersor proxies. Therearealsoabout16%to 22%of the queries
repeatedy the sameuserswhich shouldbe cachedat userside. Multiple-word querieshave
lessdegree of sharenesand shouldbe cachedmainly at userside. (2) The majority of the
repeatedjueriesare referencedagainwithin shorttime intervals. Thereis also a significant
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portion of queriesthat are repeatedvithin relatvely longertime intervals, which are largely
sharedoy differentusers.Soif cachingis to be doneat userside,short-termcachingfor hours
will be enoughto cover query temporallocality, while sener/proxy cachingshouldbaseon
longerperiodssuchasdays.(3) Most of theusershave smalllexiconswhensubmittingqueries.
Frequentuserswho submitteda lot of searchrequestgendto re-usea small subsetof words
to form queries. Thuswith proxy or userside caching,prefetchingbasedon userlexicon is
promising. Proxy or userside cachingalso provide us with opportunitiesto improve query
resultsbasedn individual userrequirementyhichis animportantfuture researcldirection.
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