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Abstract

Todays Internetprovidesonesimpleservice:besteffort datagrandelivery. This minimalistservice
allows thelnternetto be statelessthatis, routersdo not needto maintainary fine grainedinforma-
tion abouttraffic. As aresultof this stateles@rchitecturethe Internetis both highly scalableand
robust However, asthe Internetevolvesinto a global commercialinfrastructurethatis expected
to supporta plethoraof new applicationssuchas|P telephow, interactve TV, and e-commerce,
the existing besteffort servicewill nolongerbe suficient. In consequencehereis anurgentneed
to provide more powerful servicessuchas guaranteedervices differentiatedservices,and flow
protection.

Overthepastdecadetherehasbeenintenseresearctiowardachieving this goal. Two classe®f
solutionshave beenproposedthosemaintainingthe statelespropertyof theoriginal Internet(e.g.,
DifferentiatedServices)andthoserequiringa new statefularchitecturge.g.,IntegratedServices).
While statefulsolutionscanprovide morepowerful andflexible servicesuchasperflow bandwidth
anddelayguaranteeghey arelessscalablehanstatelessolutions.In particular statefulsolutions
requireeachrouterto maintainand manageper flow stateon the control path,andto performper
flow classificationschedulingandbuffer managemendn the datapath. Sincetodays routerscan
handlemillions of active flows, it is difficult, if notimpossibleto implementsuchsolutionsin a
scalablefashion. On the otherhand,while statelessolutionsare muchmorescalable they offer
wealer services.

The key contritution of this dissertatioris to bridge this long-standinggap betweenstateless
and statefulsolutionsin paclet switchednetworks suchasthe Internet. Our thesisis that “it is
actually possibleto provide servicesas powerful and as flexible as the onesimplementeddy a
statefulnetworkusing a statelessetwork”. To prove this thesis,we proposea novel technique
called Dynamic Paclet State(DPS). The key ideabehindDPS s that, insteadof having routers
maintainper flow state pacletscarrythe state.In this way, routersarestill ableto procesgaclets
on a per flow basis,despitethe fact thatthey do not maintainary per flow state. Basedon DPS,
we develop a network architecturecalled Stateles€Core (SCORE)in which core routersdo not
maintainary perflow state. Yet, usingDPSto coordinateactionsof edgeand coreroutersalong
the pathtraversedby aflow allows usto designdistributedalgorithmsthatemulatethe behaior of
abroadclassof statefulnetworksin SCOREnetworks.

In this dissertationwe describecompletesolutionsincluding architecturesalgorithmsandim-
plementationsvhich addresghreeof the mostimportantproblemsin todays Internet: providing
guaranteedervices differentiatedservices andflow protection. Comparedo existing solutions,
our solutionseliminatethe mostcomplex operationn both the dataandcontrol pathsin the net-
work core,i.e., paclet classificationon the datapath, and maintainingper flow stateconsisteng
on the control path. In addition, the complities of buffer managemenand paclet scheduling
are greatlyreduced. For example,in our flow protectionsolutiontheseoperationgake constant
time, while in previoussolutionstheseoperationsnaytake time logarithmicin the numberof flows
traversingtherouter
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Chapter 1

Intr oduction

Todays Internetprovides one simple service: besteffort datagramdelivery. Sucha minimalist
serviceallowsroutersto bestatelessthatis, exceptfor theroutingstate whichis highly aggregated,
routersdo not needto maintainary fine grainedstateabouttraffic. As a consequencepday’s
Internetis bothhighly scalableandrobust It is scalablébecauseoutercompleity doesnotincrease
in eitherthe numberof flows or the numberof nodesin the network, andit is robustbecauséhere
is little state,if ary, to updatewhenarouterfails or recorers. Thescalabilityandrobustnesaretwo
of themostimportantreasondehindthe successf todays Internet.

However, asthelnternetevolvesinto aglobalcommerciainfrastructurethereis agrowving need
to provide more powerful serviceghanbesteffort suchasguaranteedervicesdifferentiatedser
vices,andflow protection. Guaranteedervicesvould malke it possibleto guarantegoerformance
parametersuchasbandwidthanddelayon a per flow basis. An examplewould be to guarantee
thata flow recevesat leasta specifiedamountof bandwidth,ensuringthat the delayexperienced
by its pacletsdoesnot exceeda specifiedthreshold. This servicewould provide supportfor nev
applicationssuchasIP telephon, video-conferencingandremotediagnostics Differentiatedser
viceswould allow usto provide bandwidthandlossrate differentiationfor traffic aggreatesover
multiple granularitiegangingfrom individual flows to the entiretraffic of a large organization.An
examplewould beto allocateto oneorganizationtwice asmuchbandwidthon every link in thenet-
work asanotherorganization.Flow protectionwould allow diverseend-to-enccongestiorcontrol
schemeso seamlesslygoexistin theInternet,protectingthewell behaedtraffic from themalicious
orill-behavedtraffic. For example,if two flows sharehe samdink, with flow protection,eachflow
will getat leasthalf of the link capacityindependenbf the behaior of the otherflow, aslong as
theflow hasenoughdemand.In contrast,n todays Internet,a maliciousflow thatsendgraffic at
a higherratethanthelink capacitycanprovoke paclet losseso anotherflow no matterhow little
traffic thatflow sends!

Providing theseservicesin paclet switchednetworks suchasthe Internethasbeenone of the
majorchallengesn the network researctover the pastdecadeTo addresshis challengea plethora
of techniqguesand mechanismsave beendevelopedfor paclet scheduling buffer management,
andsignaling. While the proposedsolutionsare ableto provide very powerful network services,
they comeat a cost: compleity. In particular thesesolutionsusually assumea statefulnetwork
architecturethatis, a network in which every routermaintainsper flow state.Sincetherecanbea
largenumberof active flowsin thelnternet,andthis numbeiis expectedo continueto increasetan
exponentiakate,it is anopenguestionwhethersuchanarchitectureanbeefficiently implemented.
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a) Reference Stateful Network b) SCORE Network

Figure1.1: (a) A referencestatefulnetwork whosefunctionality is approximatedy (b) a StatelessCore
(SCORE)network. In SCOREonly edgenodesmaintainper flow stateandperformperflow management;
corenodesdo not maintainary perflow state.

In addition,dueto the complex algorithmsrequiredto setandpresere the stateconsisteng across
thenetwork, robustnesss muchharderto achieve.

In summarywhile statefularchitecturesanprovide moresophisticatesgserviceghanthe best
effort service statelessrchitecturesuchasthe currentinternetaremorescalableandrobust. The
naturalquestionis then: Canwe achieze the bestof the two worlds? Thatis, is it possibleto
provideservicesaspowerfulandflexible astheonesmplementedby a statefulnetworkin a stateless
network?

In this dissertatiorwe answerthis questionaffirmatively by shaving that someof the most
representate Internetserviceghatrequirestatefulnetworkscanindeedbeimplementedn amostly
statelessietwork architecture.

1.1 Main Contribution

The main contritution of this dissertationis to provide the first solution that bridges the long-
standinggapbetweerstatelesand statefulnetworkarchitectues In particular we shav thatthree
of themostimportantinternetservicegproposedn literatureduringthe pastdecadeandfor which
the previous known solutionsrequire statefulnetworks, can be implementedn a statelesscore
network. Theseservicesare: (1) guaranteedervices(2) servicedifferentiationfor largegranularity
traffic, and(3) flow protectionto provide network supportfor congestiorcontrol.

Themaingoalof oursolutionis to pushthestateandthereforehecompleity outof thenetwork
core,withoutcompromisingnetwork ability to provide perflow services.Thekey ideasthatallow
usto achieve thisgoalare:

1. insteadof having corenodesmaintainperflow state have pacletscarrythis state,and

2. usethe statecarriedby the pacletsto implementdistributed algorithmsto provide network
servicesaaspowerful andasflexible asthe onesimplementedy statefulnetworks
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Figurel.2: An illustrationof the DynamicPacket State(DPS)techniqueausedto implemeniperflow services
in a SCOREnetwork: (a-b)upona paclet arrival theingressnodeinsertssomeflow dependenstateinto the

paclet header;(b-c) a core nodeprocesseshe packet basedon this state,and eventually updatesboth its

internal stateand the paclet statebeforeforwardingit. (c-d) the egressnoderemovesthe statefrom the

pacletheader

Thefollowing paragraphgresenthe maincomponentsf our solution:

The StatelessCore (SCORE) Network Architecture Thebasicbuilding block of our solutionis
theStateles€ore(SCORE)omain.We definea SCOREdomainasbeingatrustedandcontiguous
region of network in which only edgeroutersmaintainperflow state;the coreroutersdo not main-
tainary perflow state(seeFigurel.1(b)). Sinceedgeroutersusuallyrun atamuchlower speedand
handlefar fewer flows thancorerouters this architecturds highly scalable.

The “State-Elimination” Approach Ourultimategoalis to provide powverful andflexible network
servicedn a statelessietwork architecture.To achiese this goal, we proposean approachcalled
“state-elimination"approachthatconsistof two stepqseeFigurel.1). Thefirst stepis to definea
referencestatefulnetwork thatimplementshe desiredservice. The secondstepis to approximate
or, if possibleto emulatethefunctionalityof thereferencenetwork in a SCOREnetwork. By doing
this,we canprovide servicesaspowerful andflexible astheonesimplementedy a statefulnetwork
in amostly statelesmetwork architecturej.e.,in a SCOREnetwork.

The Dynamic Packet State (DPS) Technique To implementthe approachwe proposea novel
techniguecalled Dynamic Paclket State(DPS). As shavn in Figure 1.2, with DPS, eachpaclet
carriesin its headersomestatethatis initialized by the ingressrouter Coreroutersprocessach
incomingpacletbasednthestatecarriedin thepaclet’'s headerupdatingbothits internalstateand
the statein the paclet's headebeforeforwardingit to the next hop. In thisway, routersareableto
procespacletson aperflow basis,despitethefactthatthey do not maintainperflow state.As we
will demonstraté thisdissertationby usingDPSto coordinateheactionsof edgeandcorerouters
alongthe pathtraversedby aflow, it is possibleto designdistributedalgorithmsto approximatehe



behaior of abroadclassof statefulnetworksusingnetworksin which coreroutersdo not maintain
perflow state.

The “Verify-and-Protect” Approach While our solutionsbasedon SCORE/DPShave mary
adwantagesver traditionalstatefulsolutions,they still suffer from robustnessandscalabilitylim-
itationswhencomparedo statelessolutions. The scalability of the SCOREarchitecturesuffers
from thefactthatthe network corecannottranscendrustboundariegsuchasboundariebetween
competinginternetServiceProviders),andthereforehigh-speedouterson theseboundariesnust
be statefuledgerouters. Systemrobustnesss limited by the possibility thata singleedgeor core
routermay malfunction,insertingerroneousnformationin the paclet headersthusseverely im-
pactingperformancef the entirenetwork.

In Chapter7 we proposeanapproachgalled“v erify-and-protect’thatovercomeghesdimita-
tions. We achieve scalabilityby pushingthe compleity all the way to the end-hostseliminating
thedistinctionbetweeredgeandcorerouters.To addresshetrustandrobustnessssuesall routers
statisticallyverify thattheincomingpacletsarecorrectlymarked. This approactenablesoutersto
discover andisolatemisbehaing end-hostandrouters.

1.2 Other Contributions

To achieve the goal of providing the samelevel of servicesn a SCOREnetwork asin traditional
statefulnetworks, we proposeseveral novel distributed algorithmsthat useDPSto coordinatethe
actionsbetweertheedgeandcorenodes. Amongthesealgorithmsare:

Core-Statelesg-air Queueing(CSFQ) This is thefirst algorithmto approximateahe band-
width allocationachievzed by a statefulnetwork in which all routersimplementFair Queue-
ing [31, 79] in acorestatelessetwork. As discussedh Chapted, CSFQallows usto provide

perflow protectionin a SCOREnetwork.

Core Jitter Virtual Clock (CJVC) This is the first algorithmto provide the sameworst-
casebandwidthanddelayguaranteeasJitterVirtual Clock [126] andWeightedFair Queue-
ing [31, 79]in anetwork architecturén which coreroutersmaintainno perflow state.CJVC
implementghefull functionalityonthedatapathto provide guaranteedervicesn aSCORE
network (seeChapters).

Distrib uted admissioncontrol We proposea distributed per flow admissioncontrol proto-
col in which coreroutersneedto maintainonly aggrgatereseration state. To maintainthis
state,we develop a rohust algorithmbasedon DPSthat providesthe sameor even stronger
semanticghanthoseprovided by previously proposedstatefulsolutionssuchasthe ATM
Userto-Network (UNI) signalingprotocoland Reseration Protocol(RSVP)[1, 12§. Ad-
missioncontrolis a key componendf providing guaranteedervices.It allows usto resere
bandwidthandbuffer spaceat eachrouteralonga flow pathto make surethatflow bandwidth
anddelayrequirementsrremet.

Route pinning We proposea light-weight protocol and mechanismgo bind a flow to a
specificroute (path) througha network domain,without requiring core routersto maintain

4



per flow state. This can be viewed as an alternatve to Multi-Protocol Label Switching
(MPLS) [17]. Our solutionsfor guarantee@nddifferentiatedservicesuseroute pinningto
malke surethatall pacletsof aflow traversethe samepath(seeChapters and6).

A majorchallengén implementinghe DPS-basedlgorithmsis to find extraspacen thepaclet
headeto encodeheperflow state.Sincethis extraspaces atpremium,especiallyin thecontext of
IPv4, we needto encoddhe stateasefficiently aspossible.To addresghis problem,we introduce
two generalmethodgo achiare efficient stateencoding.

In thefirst method theideais to leverageknowledgeaboutthe statesemanticsin particular to
sa/e spacewe canusethis knowledgeto storea valueasa functionof anothewalue. For example,
if avalueis known to be alwaysgreaterthananothemalue,we canusean accuratefloating point
representatiomo representhe larger value,and storethe smallervalue asa fraction of the larger
one.

The ideabehindthe secondmethodis to have differentpacletsof a flow carry differentstate
formats.This methodis appropriatdfor algorithmsthatdo notrequireall pacletsto carrythesame
type of state.For example,analgorithmmayusethe samefield in the paclet headeto inserteither
dataor controlpathinformation,aslong asthis will notcompromiseheservicesemantics.

1.3 Evaluation

In orderto evaluatethe solutionsproposedn this dissertationye try to answetthefollowing three
questions:

1. How scalableare the algorithmsimplementedby core routers? Scalability representshe
ability of the network to grow in the numberof flows (users) the numberof nodes,andthe
traffic volume.To answetthis questionwe expresghecompleity of theproposealgorithms
asafunctionof theseparametersin particular we will shav thatour DPSbasedalgorithms
implementedy coreroutersarehighly scalableastheir compleity doesnotdependneither
thenumberof flows or the network size.

2. How closeis the serviceprovided by our solutionto the serviceprovided by the reference
statefulnetwork? A serviceis usuallydefinedin termsof performanceparametersuchas
bandwidth,delayandlossrate. We answerthis questionby comparingthe performancea-
rametersaachiezed underour solutionandthe referencestatefulsolution. For example,in the
caseof the guaranteederviceswe will shav thatend-to-enddelayboundsof a flow in our
core statelessolutionareidenticalto the end-to-enddelay boundsof the sameflow in the
referencestatefulsolution(seeSection5.3.3).

3. How doesthe serviceprovided by our solutioncompareto similar servicesprovided by ex-
isting statelessolutions? Again, we answerthis questionby comparingthe performance
parametersf serviceprovided by our solutionandthe statelessolutions.However, unlike
the previous questionwherethe goalis to seehow well we emulatethe target serviceimple-
mentedby a referencestatefulnetwork, in this case our goalis to seehow muchwe gainin
termsof servicequalityin comparisonio existing statelessolutions.For example,in thecase



of flow protection,we will shawv thatnoneof the traditionalsolutionsthat exhibit the same
compleity atcoreroutersis effective in providing flow protection(seeSectiord.4).

To addresghe above threequestionswe usea mix of theoreticalanalysis,simulations,and
experimentaresults.In particular to answetthefirst questionwe usetheoreticabhnalysigo derive
thetime andspaceompleity of thealgorithmsperformeddy bothedgeandcorerouters.To answer
the lasttwo questionsve derive worst-caser asymptoticboundsfor the performanceparameters
thatcharacterizéheservice suchasdelayandbandwidth.When&erwe cannotobtainsuchbounds,
orif wewantto relaxtheassumptionto fit morerealisticscenariosye rely onextensve simulations
by usinganaccuratepaclet level simulatorsuchasns-2[78].

For illustration, considerour solutionto provide perflow protectionin a SCOREnetwork (see
Chapterd). To answerthe scalabilityquestionwe shav thatin our solutiona corerouterdoesnot
needto maintainary perflow state andthatthetime it takesto processa paclet is independenof
the numberof flows thattraversetherouter n. In contrastwith the existing solutions,eachrouter
needgo maintainstatefor every flow, andthetime it takesto process pacletincreasesvith log n.
Consequentlyour solutionexhibits an O(1) spaceandtime compleity, ascomparedo existing
solutionsthat exhibit an O(n) spacecompleity, and an O(logn) time compleity. To answer
the secondquestionwe usetheoreticalanalysisto shav that the differencebetweenthe average
bandwidthallocatedto a flow in a SCOREnetwork andthe bandwidthallocatedto the sameflow
in the referencenetwork is bounded.In addition,to answerthe third questionandto studymore
realisticscenariosye useextensve simulations.

Finally, to demonstrat¢heviability of our solutionsandto explorethe compatibilityof theDPS
techniquewith IPv4, we presenta detailedimplementatiorin FreeBSD,aswell asexperimental
resultsto evaluateaccurag andimplementatioroverhead.

1.4 Discussion

In this dissertationye make two centralassumptionsT hefirstis thatthe ability to procespaclets

onaperflow basiss beneficialandperhapsvencrucial,for supportinghen emeging applications
in the Internet. The seconds thatit is very hard,if notimpossiblefor traditionalstatefulsolutions
to supporttheseservicedn high-speedackboneouters.It is importantto notethatthesetwo as-
sumptionsdo not necessarymply thatit is infeasibleto supporttheseemeging servicesin high

speechetworks. They justillustratethe dravbackof existing solutionsthatrequireroutersto main-

tainandmanageerflow state.In this dissertatiorwe eliminatethis problem by demonstratinghat
it is possibleto procesgaclet on a perflow basiswithout requiringhigh-speedoutersto maintain
ary perflow state.

Thenext two sectionanotivatetheseassumptions.

1.4.1 Why Per Flow Processing?

The ability to procesgpaclets on a per flow basisis importantbecausét would allow us simul-
taneously(1) to supportapplicationswith differentperformanceequirementsand(2) to achiee
highresourcesitilization. To illustratethis point considera simpleexamplein which afile transfer



applicationand an audioapplicationsharethe samelink. On onehand,we wantthe file transfer
applicationto beableto usetheentirelink capacitywhentheaudiosourcedoesnotsendary traffic.
Ontheotherhand whentheaudioapplicationstartsthetransmissionwe wantthis applicationto be
ableimmediatelyto reclaimits shareof thelink capacity In addition,sincetheaudioapplicationis
muchmoresensitie to paclet delaythanthefile transferapplicationwe shouldbeableto preferen-
tially treatthe audiotraffic in orderto minimizeits delay As demonstratetdy previous proposals,
suchafunctionalitycanbeeasilyprovidedin astatefulnetwork in which routersprocesgacletson
aperflow basig10, 48, 106].

A naturalquestionto askis whethermperformingpaclet processingt a coarseigranularity that
is, on a perclassbhasis,wouldn't allow usto achiere similar results.With suchanapproachappli-
cationswith similar performanceequirementsvould be aggrgatedin the sametraffic class.This
would make routersmuchsimplerto implement,asthey needto differentiatebetweenpotentially
only a smallnumberof classesratherthana large numberof flows. While this approactcango a
longwayto supportnew applicationsn ascalabl€ashion,jt hasfundamentalimitations. Themain
problemis thatthis approachmplicitly assumeghatall applicationsn thesameclass(1) cooperate,
and(2) have similar requirementsat ead router If assumptior{1) doesnot hold, thenmalicious
usersmay arbitrarily degradethe serviceof otherusersin the sameclass. If assumptior(2) does
not hold, it is very hardto meetall applicationrequirementsand simultaneoushachiare efficient
resourcaudtilization. Unfortunately theseassumptionslo not necessarilyhold in practice. As we
discusdn Chapter4, cooperatioris hardto achiee in todays Internet: evenin the absencef ma-
licious usersthereis a naturalincentive for a userto aggressiely sendmoreandmoretraffic in the
hopeof makingotherusersquit andgrabbingtheir resourcesAssumption(2) maynothold simply
becauseapplicationscareaboutthe end-to-endpberformanceandnot aboutthe local performance
they experienceataparticularrouter As aresult,applicationswith similar end-to-engerformance
requirementsnay endup having very differentperformanceequirementsatindividual routers.For
example,considertwo flows that carry voice traffic andbelongto the sameclass,onetraversing
a 15 nodepath,and anothertraversinga threenodepath. In addition,assumehat, as suggested
by recentstudiesin the areaof interactve voice communicatior{7, 64], the tolerableend-to-end
delayfor bothflows is about100 ms, andthat the propagatiordelay alonealongeachpathis 10
ms. Then,while thefirst flow canafford a delayof only 6 msperrouter the secondlow canafford
adelayof upto 30 ms perrouter But if bothflows traversethe samerouter the routerwill have
to provide a 6 msdelayto bothflows, asit doesnot have ary way to differentiatebetweerthe two
flows. Unfortunatelyaswe shaw in AppendixB.1, evenunderverylow link utilization (e.g.,15%),
it is very difficult to provide smalldelayboundgor all flows.

In summarytheability to procespacletsonaperflow basiss highly desirablenotonly because
it allows usto supportapplicationswith diverseneedshut alsobecausé allows usto maximizethe
resourceutilization by closelymatchingthe applicationrequirementso resourceconsumption.

1.4.2 Scalability Concemswith Stateful Network Ar chitectures

In this section,we argue that the existing solutionsthat enablepaclet processingon a per flow
basis thatis, statefulsolutions have seriousscalabilitylimitations,andthatthesdimitationsmake
thedeplgymentof thesesolutionsunlikely in theforeseeabléuture.



Recallthatby scalabilitywe meantheability of anetwork to grow in thenumberof nodesjn the
numberof usersit cansupport,andthetraffic volumeit cancarry Sincein todays Internetthese
parametergncreaseat an exponentialrate, scalabilityis a fundamentabpropertyof ary protocol
or algorithmto be deplgyed in the Internet. Indeed,accordingto recentstatistics,Internettraffic
doublesevery six months,andit is expectedto do so until 2008[88]. This growth is fueled by
both the exponentialincreasen the numberof hosts,andthe increaseof bandwidthavailableto
endusers.The estimatechumberof hosts reached’2 million in February2000,andit is expected
to reachl billion by 2008[89]. In addition,the replacemenof the ubiquitous56 Kbps modems
with cablemodemsandDigital Subscribet.ine (DSL) connectionsvill increaséhomeusers’access
bandwidthby atleastoneorderof magnitude.

In spiteof sucharapidgrowth, aquestiorstill remainswith thecontinuousncreasen available
processospeedandmemorycapacitywouldnt it befeasibleto implementstatefulsolutionsatvery
high speeds™ theremaindenf this sectionwe answelthis question.In particular we first discuss
why it is hardto implementper flow solutionstoday andthenwe amguethatit will be evenharder
to implementthemin theforeseeabléuture.

Veryhigh-endrouterstodaycanswitchontheorderof terabitspersecondandhandleindividual
links of up to 20 Gbps[2]. With an averagepaclet size of 500 bytes, an input hasonly 25 ns
to processa paclet. If we assumea 1 GHz processothatis capableof executingan instruction
every clock cycle, we have have just 25 instructionsavailableper paclet. During thistime arouter
hasto readthe paclet header classify the paclet to the flow it belongsto basedon the fields in
the paclet headerandthenprocesshe paclet basedon the stateassociatedo the flow. Paclet
processingnay includerateregulation,and paclet schedulingpbasedon somearbitraryparameter
suchasthe paclet deadline.In addition,statefulsolutionsrequiresthe setup of perflow state,and
the maintenancef this stateconsisteng at all routerson the flow’s path. Maintainingthe state
consisteng in a distributed network environmentsuchasthe Internetin which pacletscanbelost
or arbitrarydelayed androuterscanfail is a very difficult problem[4, 117]. Primarily dueto these
technicaldifficulties, noneof the high-endrouterstodayimplementstatefulsolutions.

While throwing more and moretransistorsat the problemwill help, this will not necessarily
solwe the problem. Evenif, asMoore’s law predicts,processoperformancecontinuesto double
every 18 month,thisincreasanaynot beableto offsetthefasterincreaseof theInternettraffic vol-
ume,whichdoublesevery six moths.Worseyet, theincreasen theroutercapacitynotonly reduces
thetime availableto processa paclet, but canalsoincreasehe amountof work the routerhasto
do perpaclet. This is because higherspeedrouterwill handlemoreflows, andthe compleity
of someof the per paclet operationssuchas paclet classificationsand scheduling,dependon
the numberof flows. Evenfactoringout the algorithmiccompleity, maintainingperflow statehas
the disadwantageof requiringa large memoryfootprint, which will negatively impactthe memory
accessimes.Finally, theadwancesn semiconductoperformancesvill dolittle to addresshechal-
lengeof maintainingthe perflow stateconsistenyg, arguablythe mostdifficult problemfacedby
todays proposaldo provide perflow services.

1This numberrepresentsnly hostswith DomainNames.The actualnumberof computerghatareconnectedo the
Internetis muchlarger, but this numberis muchmoredifficult to estimate.



1.5 Organization

Therestof this dissertationis organizedasfollows: Chapter2 providesbackgroundnformation.
In thefirst part, it presentghe IP network modelwhich is the foundationof todays Internet. In
the secondpart, it discusseswo of the mostprominentproposaldo provide betterservicein the
Internet: IntegratedServicesand DifferentiatedServices. The chapteremphasizeshe trade-ofs
betweerproviding strongersemanticservicesandimplementatiorcomplexity.

Chapter3 describeghe main component®f our solution,andgivesthreesimple examplesto
illustratethe DPStechnique.The solutionis thencomparedn termsof scalabilityandrobustness
againstraditionalsolutionsaimingto provide similar servicesn the Internet.

Chapters4, 5, and 6 describethreeimportantnetwork servicesthat can be implementedoy
our solution: (1) flow protectionto provide network supportfor congestiorcontrol, (2) guaranteed
services,and (3) servicedifferentiationfor large traffic aggreates,respectrely. Our solutionis
thefirst to implementflow protectionfor congestiorcontrolandguaranteedervicesn a stateless
corenetwork architectureWe usesimulationsor experimentakesultsto evaluateour solutionsand
compareghemto existing solutionsthatprovide similar services.

Chapter7 describes novel approactcalled*verify-and-protectto overcomesomeof thescal-
ability and robustnesdimitations of our solution. We illustrate this approachin the contet of
providing per flow protection,by developingteststo accuratelyidentify misbeh&ing nodes,and
presensimulationresultsto demonstrat¢he effectivenesof theapproach.

Chapter8 presentour prototypeimplementationwhich provides guaranteedervicesand per
flow protection.lt discussesompatibilityissueswith thelPv4 protocol,andtheinformationencod-
ing in the paclet headerThelatter partof the chapterdiscusses light weightmonitoringtool that
is ableto continuouslymonitorthetraffic onaperflow basiswithoutaffectingreal-timeguarantees.

Finally, Chapter9 summarizeshe conclusionof the dissertationdiscusseshe limitations of
ourwork, andendswith directionsfor futurework.
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Chapter 2

Background

Over the pastdecadejwo classef solutionshave beenproposedo provide betternetwork ser
vicesthanthe existing besteffort servicein the Internet: thosemaintainingthe statelesgproperty
of the original Internet(e.qg., DifferentiatedServices) andthoserequiringa new statefularchitec-
ture (e.g., IntegratedServices). While statefulsolutionscan provide more powerful and flexible
servicessuchasperflow guaranteedervicesandcanachie/e higherresourcautilization, they are
lessscalablethanstatelessolutions. On the otherhand,while statelessolutionsare muchmore
scalablethey offer wealer servicesIn thischapterwe first presentll themechanismghatarouter
needgo implementin orderto supporthesesolutions andthendiscussn detailtheimplementation
compleity of eachsolutionandthe servicequality it achieves.

Theremaindeof this chaptelis organizedasfollows. Section2.1 discusseshetwo maincom-
municationmodelsproposedn the literature: circuit switchingandpaclet switching. Section2.2
presentshe InternetProtocol(IP) network model,the foundationof todays Internet.In particular
the sectiondiscusseshe operationgperformedby existing andthe next generatiorrouterson both
the dataand control paths. Datapathconsistsof all operationgperformedby a routeron a paclet
asthe paclet is forwardedto its destination,andincludespaclet forwarding, paclet scheduling,
andbuffer managemenControlpathconsistf the operationandprotocolsusedto initialize and
maintainthe staterequiredto implementthe datapath functionalities. Examplesof control path
operationsare constructingandmaintainingthe routing tables,and performingadmissioncontrol.
Section2.3present@taxonomyof servicesn apaclet switchingnetwork. Basednthistaxonomy
we discusssomeof the mostprominentservicesproposedn the context of the Internet: the best
effort service flow protection,IntegratedServicesandDifferentiatedServices.We thencompare
thesesolutionsin termsof the quality of servicethey provide andtheir complity. Section2.4
concludeghis chaptey summarizingur findings.

2.1 Circuit Switching vs. Packet Switching

Communicatiometworks canbe classifiedinto two broadcateyories: paclet switchingandcircuit
switching. Circuit switchingnetworks arebestrepresentethy telephonenetworks, first developed
morethan100yearsago.In thesenetworks,whentwo endpointsneedto communicatea dedicated
channel(circuit) is setup betweenthem. The channelremainsopenfor the entiredurationof the
call, no matterwhetherthe channelis actuallyusedor not.
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Paclet switching networks are bestexemplifiedby the AsynchronousiransportMode (ATM)
and InternetProtocol (IP) networks. In thesenetworks informationis carriedby paclets. Each
paclet is switchedandtransmittechroughthe network basedon the informationcontainedn the
paclet header At the destinationthe pacletsarereassembletb reconstructhe original informa-
tion.

Themostimportantadwantageof paclet switchingover circuit switchingis theability to exploit
statisticalmultiplexing. Unlike circuit switchingwhereno onecanusean openchannelif its end-
pointsdonotuseit, with paclet switching,active sourcesanuseary excesapacitynadeavailable
by theinactive sourceslIn a networking environmentwith burstytraffic, allowing sourcedo share
network resourcegansignificantlyincreasenetwork utilization. Indeed,a recentstudyshawvs that
theratio betweerthe peakandthe averagerateis 3:1 for audiotraffic, andashigh as15:1for data
traffic [88].

The main dravback of paclet switching networks is that statisticalmultiplexing canleadto
congestionNetwork congestiorhappensvhenthearrival ratetemporaryexceedghelink capacity
In sucha case the network hasto decidewhich traffic to drop,andwhich to transmit.In addition,
endhostsareeitherexpectedo implementsomeform of congestiorcontrol,thatis, to reducetheir
sendingrateswhenthey detectcongestiorin the network, or to avoid congestiorby makingsure
thatthey do notsendmoretraffic thanthe availablecapacityof the network.

Dueto its superiorflexibility andresourceusage the majority of todays networks arebased
on paclet switchingtechnologies.The mostprominentpaclet switchingarchitecturesare Asyn-
chronousTransfeMode|[3, 12], andinternetProtocol(IP) [22]. ATM usedixedsizepacletscalled
cellsasthe basictransmissionunit, andwasdesignedrom the groundup to provide sophisticated
servicessuchasbandwidthand delay guaranteesin contrast,IP usesvariablesize paclets, and
supportonly onebasicservice:besteffort paclet delivery, which doesnot provide ary timeliness
or reliability guaranteesDespitethe advantageof ATM in termsof quality of service,duringthe
lastdecaddP hasemegedasthedominantarchitectureFor severaltechnicalandpolitical reasons
thattry to explain this outcomeseeTanenbaunf109].

As aresult,our emphasisn this dissertatioris on IP networks. While our SCORE/DPSech-
niquesareapplicableto paclet switchingnetworksin generaljn this dissertatiorwe examinethem
exclusively in the context of IP. In theremaindeiof this chapterwe first presenthe InternetProto-
col (IP) network model,which is the foundationof todays Internet,andthenwe considersomeof
themajorproposalgo provide betterservicesn the Internet,anddiscusgheir trade-ofs.

2.2 |IP Network Model

Themainserviceprovidedby todays IP network is to deliver pacletsbetweerary two nodesn the
network with a “reasonable’probability of success.The key componenthat enableghis service
is therouter Eachrouterhastwo or moreinterfacesthat attachit to multiple networks. Routers
forward eachpaclet basedon the destinatioraddressn the paclet’s headerFor this purposegach
routermaintainsa table, calledrouting table, that mapsevery IP addresdo aninterfaceattached
to the router Routingtablesare constructecand maintainedby the routing protocol. The routing
protocolis implementedy a distributed algorithmwhosemain functionis to let routerslearnthe
reachabilityof ary hostin the Internetalonga “good” path. In generalthetermof “good” applies
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to theshortest pathto anode.Thus,ideally, a paclet travelsalongthe shortespathfrom sourceto
destination.

2.2.1 Router Architecture

As notedin the previous section,a router consistsof a setof input interfacesat which paclets
arrive, andasetof outputinterfacesfrom which pacletsdepart. Theinputandoutputinterfacesare
interconnectedby a high speedfabric that allows pacletsto be transferedrom inputsto outputs.
Themainparametethatcharacterizethefabricis the speedupThe speedups definedastheratio
between(a) the maximumtransferrateacrossthe fabric from aninput to an outputinterface,and
(b) thecapacityof aninput (output)link.

As a paclet traversesa router the paclet canbe storedat input, at output,or at boththe input
and outputinterfaces. Basedon wherea router can store paclets, routersare classifiedas input
queueingputputqueueingpr input-outputqueueing.

In an output-queueingouter whena paclet arrivesat the input, it is immediatelytransferred
to the correspondingutput. Sincepaclets are enqueuednd schedulednly at the outputs,this
architecturds easyto analyzeandunderstandFor this reasonmostanalyticalstudiesassumean
output-queueingoutermodel.

Onthedownside theoutput-queueingouterarchitectureequiresaspeedumshighasn, where
n is the numberof inputs. The worst casescenaricoccurswhenall inputssimultaneouslyeceve
pacletsfor the sameoutput. Sinceinputsarebufferless the outputhasto beableto simultaneously
receve then paclets,hencethe speedupf n. As thenumberof inputsin a modernrouteris quite
large (e.qg.,it canexceed3?2), building high-speedutput-queueingoutersis, in generaljnfeasible.
Thatis why practicallyall of todays routersemplgy somesortof input-outputqueueing By being
ableto buffer pacletsat the inputs, the speedupf the interconnectiorfabric canbe significantly
reduced However this comesat a cost: compl«ity. Sinceonly the outputhascompleteknowledge
of how pacletsare scheduledcomplex distributed algorithmsto control the paclet transferfrom
inputsto outputshave to be implemented Furthermorethis compleity makestherouterbehaior
muchmoredifficult to analyze.

In summarywhile output-queueingoutersaremoretractablefor analysistheinput andinput-
outputqueueingoutersaremorescalableandthereforesasieto build. Fortunatelyrecentwork has
shavn thata large classof algorithmsimplementedy an outputqueueingoutercanbe emulated
by an input-outputqueueingrouter which hasan internal speedumf only 2 [21, 10Z. Thus, at
leastin principle, it is possibleto build scalablenput-outputqueueingoutersthatcanemulatethe
behaior of outputqueueingouters.For this reason,n theremainderof this dissertationwe will
assumen outputqueueingouterarchitectue.

Next, we discussh moredetailtheoutput-queueingouterarchitecture Specifically we present
all the operationghata routerneedgo performonthe dataandcontrol pathsin orderto implement
currentlyproposedsolutionsthataim to provide betterserviceghanthe besteffort service suchas
IntegratedServicesandDifferentiatedServices.

1Themostcommonmetricusedin todays Internetis the numberof routers(hops)on the path.
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Figure2.1: Thearchitectureof arouterthatprovidesperflow quality of service(QoS).Inputinterfacesuse
routing lookup or paclet classificationto selectthe appropriateoutputinterfacefor eachincomingpaclet,
while outputinterfacesimplementpaclet classification puffer managementandpaclket scheduling.In to-
day’s besteffort routers neitherinput nor outputinterfacesmplementpaclet classification.

2.2.2 DataPath

Data path representghe set of operationsperformedby routerson a datapaclet as the paclet
travels from sourceto destination. The main functionsperformedby routerson the datapathare:
(2) routing lookup (2) buffer management and (3) padet scheduling Routinglookup identifies
theoutputinterfacewhereto forward eachincomingpaclet, basedn thedestinatioraddressn the
paclet's headerBuffer managemerandschedulingareconcernedvith managingouterresources
in caseof congestionln particular whenthe buffer overflows, or whenit exceedssomepredefined
threshold,the router hasto decidewhat paclet to drop. Similarly, whenthereis morethanone
pacletin the buffer, the routerhasto decidewhatpaclet to transmitnext. Usually todays routers
implementa simple drop-tail buffer managemenschemethatis, whenthe buffer overflows, the
paclet at the tail of the queueis dropped. Packets are scheduledn a First-In-First-Out(FIFO)
basis.

However, currentlyproposedsolutionsto provide moresophisticatedervicegshanthe bestef-
fort service,suchasperflow bandwidthanddelayguaranteesequireroutersto performa fourth
function: (4) padet classification Packet classificatiorconsistsof mappingeachincomingpaclet
to the flow it belongsto. We usethe termflow to denotea subsef pacletsthattravel from one
nodeto anothemodein the network. Sinceboth routing lookup and paclet classificationcanbe
usedto determineto which outputinterfacea pacletis forwarded,in the remaindeiof this section
we referto boththeseoperationsaspadet forwarding operations.Figure 2.1 depictsthe relation-
ship betweerthe four functionsin an output-queueingouterthat performsper flow management.
In theremaindeof this sectionwe presenthesefunctionsin moredetail. Sincecurrentlyproposed
solutionsto provide per flow servicesemanticgequireroutersto maintainand manageper flow
statewe will elaborateonthecompleity of theserouters.
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2.2.2.1 Packet Forwarding: Routing Lookup and Packet Classification

Paclet forwardingis the main andthe mostcomple function performedby todays routerson the
datapath. This function consistsof forwardingeachincomingpaclet to the correspondingutput
interfacebasedon the fieldsin the paclet header Virtually all routersin todays Internetforward

paclets basedon their destinationaddressesThe processof finding the appropriateoutput port
basedon the paclet destinationaddresds called routing lookup However, to implementmore
sophisticatedunctionalitiessuchasproviding betterservicego selecteccustomersr filtering out

somecatgyoriesof traffic to enterthenetwork, routersmayneedo useadditionalfieldsin the paclet

headerdo distinguishbetweendifferenttraffic classes. Examplesof suchfields are the source
addresgo identify theincomingtraffic of a selecteccustomerandthe destinatiorport numberto

identify the traffic of differentapplications. The processof finding the classto which the paclet

belongsto is called padet classification Note thatrouting lookup is a particularcaseof paclet

classificationin which paclets are classifiedbasedon onefield: the destinationaddress.In the

remaindeof this sectionwe discussn moredetailroutinglookupandpaclet classification.

Routing Lookup With routinglookup,eachroutermaintainsatable,calledroutingtable thatmaps
eachlP addresgo anoutputinterface. At the minimum, eachentryin the routingtable consistsof
two fields. Thefirst field containsan addresgrefix, andthe secondield containsthe identifier of
anoutputinterface. The addresrefix specifieshe rangeof all IP addressethat sharethe same
prefix. Upona paclet arrival, theroutersearchefts routingtablefor thelongestprefix thatmatches
the paclet’s destinationraddressandthenforwardsthe paclet to the outputinterface specifiedby
thesecondield in the sameentry Thus,routinglookupconsistof asearchoperatiorthatretrieves
thelongestprefix match.

To minimizethesizeof theroutingtable,|P addresseareassignedn blocksbasedntheir pre-
fixes[41]. As aresult,thesizeof thelargestroutingtablestodayis about70,000entrieq122], which
is threeordersof magnitudesmallerthanthetotal numberof hosts whichis about72 million [89].

Traditionalalgorithmsto implementthe routing lookup arebasedon Patriciatries[72]. In the
simplestform, Patricia tries are binary treesin which eachnoderepresents binary string that
encodeshe pathfrom thetrees rootto thatnode.As anexample,considersuchatreein which all
left branchesrelabeledby 0, andall right branchesarelabeledby 1. Then,string010corresponds
to the nodethat canbereachedy walking dowvn thetreefrom theroot, first alongtheleft branch,
thenalongtheright branch,andfinally alongthe left branch. In the caseof Patriciatries usedto
implementroutinglookup, eachleaf noderepresentan addresgrefix. Sincethe heightof thetree
is boundedby the addressize s, the worst casetime complexity of the lookup operationis O(s).
However, recentdevelopmentshave significantlyreducedhis compleity. In particulay Waldwogel
etal. [115 proposes routinglookup algorithmthatscaleswith the logarithmof the addressize,
while Degermarketal. [30] proposes routinglookupalgorithmtunedfor IPv4 thattakeslessthan
100instructionson anAlpha processqrandusesonly up to eightmemoryreferenceskFurthermore,
by usinga hardwareimplementationGuptaet al. [50] proposes pipelinedarchitectureghat can
performaroutinglookupevery memorycycle. However, theseémprovementsido notcomefor free.
The complity of updatingthe routing tablein thesealgorithmsis muchhigherthanin the case
of the algorithmsbasedon Patriciatries. Neverthelessthis tradeof is justified by the factthat,in
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practice updatesaremuchlessfrequenthanlookups.

In summarytodayit is possibleto performa routing lookup at the line speedthatis, without
slowing down a routerthat otherwiseperformsonly paclet queuinganddequeuing.Furthermore,
thisis expectedto remaintruein theforeseeabléuture. Evenif the Internetcontinuedo expandat
its currentrate,dueto addressaggreation,theroutingtablesarelikely to remainrelatively small.
Assumingthatthe currentratio betweerthe numberof hostsandthe size of the routing tableswiill
not change,andthat, as predicted,the numberof hostswill reachone billion by 2008[88], we
expectthatroutingtablesizewill increaseby afactorof aboutl6 over the next eightyears.While
this increasamight seemconsiderableit shouldbe morethancompensateébr by theincreasen
computerprocessingoover and memorycapacity Indeed,accordingto Moore’s law, during the
sametime spanthe semiconductoperformancegareexpectedo improve 40 times.

Packet Classification Currentproposedsolutionsto provide Quality of Service(QoS)suchas
bandwidthand delay guaranteesiequireroutersto maintainand manageper flow state. Thatis,
upona paclet arrival, the routerhasto classifyit to the classor flow the paclet belongsto. A
classis usuallydefinedby afilter. A filter consistsf a setof partially specifiedfieldsthatdefinea
regionin the paclet space Commonfieldsusedfor paclet classificatiomresourceanddestination
IP addressessourceanddestinationport numbers andthe protocoltype. An exampleof filter is
(src_addr = 128.16.120.x, dst_addr = 234.16.120.x, dst_port = x, src_port =1000-1200 ,
proto_type = x), wherex standsfor “don’t care”. This filter representshe entiretraffic going
from subnet123.16.120.x  to subnet234.16.120.x  with the destinationport in the range
1000-1200 . As anexample, the pacletidentifiedby (src_addr = 123.16.120.12, dst_addr =
234.16.120.2, dst_port = 21, src_port =1080, proto_type = TCP) belongsto this class,while
a paclet sentby a hostwith the IP addressl5.14.51.12 doesnot. It is worth noting thatrouting
is just a particularcaseof paclet classificationjn which eachfilter is specifiedby only onefield:
dst_addr.

It shouldcomeas no surprisethat the classificationproblemis inherentlydifficult. Current
solutiong[51, 66,96, 97] work well only for arelatvely smallnumberof classesi.e.,nomorethan
se/eralthousand.This is becauseasnotedby GuptaandMcKeawn [51], the paclet classification
problemis similar to the point location problemin the domainof computationgeometry Given
apointin an F' dimensionakpace this problemasksto find the enclosingregion amonga setof
regions. In the caseof non-overlappingregions,the bestboundsfor n regionsin an F' dimensional
spaceareO(logn) in time andO(nf") in spaceopr, alternatvely, O(log”~! n) in time andO(n) in
spaceThissuggests cleartrade-of betweerspaceandtime compleities. It alsosuggestshatit is
very hardto simultaneoushachiere both speedandefficient memoryusage Worseyet, the paclet
classificatiorproblemis even moredifficult thanthetraditionalpointlocationproblemasit allows
class(region) overlapping.

2.2.2.2 Buffer Management

IP routersarebasedbn a store-and-fonard architecturej.e., whena paclet arrivesat a router the
pacletis first storedin a buffer, andthenforwarded.Since,in practice buffersarefinite, therouters
have to copewith the possibility of paclet loss. Evenwith infinite buffer capacity theremight be
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the needto drop paclets,assomecongestiorcontrolschemessuchasTCP, rely on paclet lossto
detectnetwork congestion.

Any buffer managemenéchemehasto answenwo questions:(1) whenis a paclet dropped?,
and(2) which pacletis droppedn addition,per flow buffer managemergchemesave to answer
athird question:(3) which queueto dropfrom? Examplesf policiesthatanswetthefirst question
are:dropapaclet whenthebuffer overflows (e.g.,drop-tail),or whenthe averageoccupanyg of the
buffer exceedssomethreshold. Examplesof policiesthatanswetthe secondquestionare: dropthe
lastpaclet in the queue thefirst pacletin the queue,or a randompaclet. Finally, an exampleof
policy thatanswerghelastquestionis to dropa paclet from thelongestqueue.

While simple network servicescanbe implementedby usinga single queuewhich is shared
by all flows, solutionsthat provide more powerful servicessuchasperflow bandwidthanddelay
guaranteesequireroutersto maintainand managea separateyueuefor eachflow. In this case,
the mostexpensve operationis usuallyto answerquestion(3), thatis, to choosethe queueto drop
from. As anexample,analgorithmthatimplementsa policy thatdropsthe paclet from thelongest
queuehasO(log n) compleity, wheren is thenumberof non-emptyqueuesHowever, in practice,
this complity canbe significantlyreducedoy groupingthe queueghat have the samesize,or by
approximatinghealgorithm[108].

2.2.2.3 Packet Scheduling

Thejob of the paclet scheduleiis to decidewhat paclet to transmit,if ary, whenthe outputlink
becomesdle. In routersthatmaintainper flow statethis is accomplishedn two steps:(1) selecta
flow thathasa pacletto send,and(2) transmita paclet from the flow’s queue.

Paclet schedulingdisciplinesare classifiedinto two broad cateyories: work conservingand
non-workconserving In a work conservingdiscipline,the outputlink is busy aslong asthereis
at leastone paclet in the systemdestinedfor that output. In contrast,in a non-work conserving
disciplineit is possiblefor an outputlink to beidle, despitethe factthat thereare pacletsin the
systemdestinedfor that output. Virtually all routersin todays Internetarework-conservingand
implementa simpleFIFO schedulingdiscipline. However, solutionsto supportbetterserviceghan
besteffort, suchasbandwidthanddelayguaranteesequiremoresophisticategbaclet scheduling
schemesExamplesof suchschemeshatarework conservingare: StaticPriority [123], Weighted
RoundRobin[52], Virtual Clock [127], WeightedFair Queueind31], andDelayEarliestDeadline
Due[124]. Similarly, examplesof non-work conservingdisciplinesare: Stop-and-Gd44], Jitter
Virtual Clock [126], HierarchicalRoundRobin[63], andRateControlledStaticPriority [123].

Many of the simplerdisciplinessuchasFIFO, StaticPriority, andWeightedRoundRobincan
be easilyimplementedy constantime algorithms,i.e., algorithmsthattake O(1) time to process
eachpaclet. In contrastthe moresophisticatedchedulingdisciplinessuchas Virtual Clock and
WeightedFair Queueingare significantlymore complex to implement. In general the algorithms
to implementthesedisciplinesassociatevith eachflow a unique parametethatis usedto select
the flow to be sened. Examplesof sucha parameteiarethe flow’s priority, andthe deadlineof
the paclet at the headof the queue. Flow selectionis usuallyimplementeday selectingthe flow
with the largestor the smallestvalue. This canbe accomplishedy maintaininga priority queue
datastructurein which thetime compleity of selectinga flow is O(log n), wheren representshe
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numberof flowsin thequeue.

Non-work-conservinglisciplines,aswell assomeof the more complex work-conservinglis-
ciplines, may emplg/ a secondparameter The purposeof the secondparameteis to determine
whetherthe flow with a non-emptygueueis allowedto sendor not. An exampleof sucha param-
eteris the eligible time. The paclet at the headof the queuecanbe transmittedonly if its eligible
time is smalleror equalto the systemime. Obviously, theadditionof a seconcparametemcreases
the implementationcompleity. In mary casesthe implementationis divided into two parts: a
ratecontrollerthatstorespacletsuntil they becomeeligible, anda schedulethatselectgheflow’s
paclet to be transmittedoasedon the first parametefe.g., deadline). Sincethe rate controlleris
usuallyimplementedy constantime algorithms[10], the overall compleity of selectinga paclet
is generallydominatedy theschedulingalgorithm.

Onceaflow is selectedpneof its pacletsis transmitted- usuallythe paclet at the headof the
gueue- andthe parameter(syssociateavith theflow areeventuallyupdated.

2.2.3 Control Path

The contrwol path consistsof all functionsandoperationgperformedby the network to setup and
maintainthe staterequiredby the datapath. Thesefunctionsareimplementeddy routing andsig-
naling protocols.

2.2.3.1 Routing Protocol

The purposeof routingprotocolsis to setup andmaintainroutingtablesof all routersin a network.
Routingprotocolsareimplementedy distributedalgorithmsthattry to learnthereachabilityof ary
hostin the network. In the Internet,routing protocolsareorganizedn atwo level hierarchy

At the higherlevel, the Internetconsistsof a large numberof interconnectedutonomousys-
tems(ASs). An AS representsa distinctroutingdomain,which is usuallyadministratedby a single
organizationsuchasa compary or university ASs are connectedvia gatavays, which useinter-
domainroutingprotocolsto exchangeroutinginformationaboutwhich hostsarereachabldyy each
AS. As aresult,eachgatavay constructa routingtablethatmapseachlP addresso aneighborAS
thatknows a pathto thatlP addressThe mostcommoninterdomainrouting protocolin usetoday
is BorderGatevay Protocol(BGP)[86].

At the lower level within an AS, routerscommunicatevith eachotherusingan intra-domain
routing protocol. The purposeof theseprotocolsis to enableroutersto exchangdocally obtained
informationso thatall routerswithin an AS have coherentand up to dateinformationneededo
reachary hostwithin the AS. Examplesf intra-domairrouting protocolsareRoutinginformation
Protocol(RIP) [54], andOpenShortesPathFirst (OSPF)[73].

Thedivision of routing protocolsinto intra- andinter-domainis crucialfor the scalabilityof the
Internet.Ononehand thisallowsthedeplgmentof sophisticateihterroutingprotocolswhichcan
gatheranaccuratepictureof the hostreachabilitywithin anAS. Ontheotherhand theinterdomain
routing protocolspresenta muchcoarseiinformationabouthostreachability Unlike intra-domain
routing protocolsthat specifythe pathat the routergranularity theseprotocolsspecifythe pathat
the AS granularity This tradeof givesan organizationmaximumflexibility in managingts own
resourceswithout compromisingrouting scalability at the level of the entire Internet. Somekey
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factorsaffecting routing scalability aswell assomebasicprinciplesof designingscalablerouting
protocolsarepresentedby Yo [122)].

In summaryasproved by the Internets own existence the hierarchicalrouting architectures
bothscalableandrobust. However, it shouldbenotedthatoneof themainmotivationsbehindthese
desirablepropertieds the weaksemantiof the besteffort service. Thebesteffort servicedoesnot
provide ary reliability or timelinessguaranteesis long asa “reasonable’humberof pacletsreach
their destinationspaclet loss and paclet reorderingare acceptable.As a result, route changes,
routeoscillations or evenrouterfailuresdo notnecessargompromiseheservice.ln contrastwith
strongerservicesemanticsuchasthe guaranteedervice,existing routing protocolsare not good
enough.Thenext sectiondiscussetheseissuesn moredetail.

2.2.3.2 Signaling Protocol

To implementmore sophisticatedservicessuchas per flow delay and bandwidthguaranteesye
needthe ability to performadmissioncontiol and route pinning The task of admissioncontrol
is to resere enoughresource®n the pathfrom sourceto destinationin orderto meetthe service
requirements.In turn, route pinning makes surethat all paclets of the flow traversethe pathon
which resourcediave beenresered. Traditionally thesetwo functionalitiesare implementecby
signallingprotocolssuchas TenetReal-Time ChannelAdministrationProtocol(RCAP)[8, 34], or
RSVP[128]. Thecomplity of signalingprotocolsis primarydueto the difficulty of maintaining
thestateconsistenin adistributedervironment.In theremaindenof this sectionwe discusthisissue
in the context of bothadmissiorcontrolandroutepinning.

Admission Control Admissioncontrol makes surethat thereare enoughnetwork resourcesn
the pathfrom sourceto destinatiorto meetthe servicerequirementssuchasdelayandbandwidth
guaranteesTo betterunderstandhe issueswith admissioncontrol considerthe following exam-
ple. AssumehostA requestdandwidthreseration for a flow thathasdestinatiorB. Onepossible
methodo achieve thisis to sendacontrolmessagembeddinghereserationrequestlongthepath
from A to B. Uponreceving this messagegachrouteralongthe pathcheckswhetherit hasenough
resourceso accepthereseration. If it does,it allocateghe requiredresourcesndthenforwards
themessageWhenhostB recevesthismessagéat senddackanacknavledgemento A. Thereser
vationis consideredsuccessfuif andonly if all routersalongthe pathhave acceptedt; otherwise
thereserationis rejected.While simple,this proceduredoesnot accountfor variousfailuressuch
aspaclet lossandpartialreserationfailures. Partial reseration failuresoccurwhenonly a subset
of routersalongthe pathacceptheresenation. In this casethe protocolhasto undothereseration
at the routersthat have acceptedt. To handlepaclet loss, whena routerreceves a reseration
requesimessagetherouterhasto beableto tell whetherit is a duplicateof amessagalreadypro-
cessedr not. To handlepartialresenationfailures,a routerneedso remembethe decisionmade
for thereserationrequesin a previous pass.For thesereasonsall existing solutionsmaintainper
flow reserationstate beit hardstateasin ATM UNI [1], TenetReal-Time ChannelAdministration
Protocol(RCAP)[8, 34], or soft stateasin RSVP[128]. However, maintainingconsistenanddy-
namicstatein a distributed ervironmentis in itself a challengingproblem. Fundamentallythis is
becausadmissiorcontrolassumes transaction-lik semanticwhichis very difficult to achieve in
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adistributedsystemin thepresencef messagéossesandarbitrarydelayg4, 117).

Route Pinning Oncea flow’s reseration requests acceptedthe sourcecanstartsendingdata
paclets. However, to meetthe performanceaequirementsiegotiatedduring the admissiorcontrol,
we have to male surethatall pacletsof a flow traversethe samepath. Otherwise,a paclet can
traversea paththatdoesnot have enoughresourceswhichwill leadto serviceviolation. The oper
ation of bindinga flow to a path(route)is calledroute pinning Wheneer the underlyingrouting
protocoldoesnot supportroute pinning, this functionality canbe provided by the signallingproto-
colstogethemvith theadmissiorcontrol. For example,in RSVE whenanodeacceptaresenration,
it alsostoreghenext hopontheflow’s pathin its databaseSincetheseprotocolsmaintainperflow
state, augmentinghis stateto storethe next hopdoesnotincreaseheir compleity.

Alternatively, routepinningcanbeseparateffom admissiorcontrol. Oneexampleis ATM [12]
whoserouting protocolnatively supportsoute pinning. Anotherexampleis Multi-Protocol Label
Switching (MPLS), recentlyproposedo performtraffic engineeringn the Internet[17]. In both
ATM andMPLS, the mainideais to performrouting basedon identifiersthathave local meaning,
insteadof identifiersthathave global meaningsuchas|P addressesEachroutermaintainsa table
which mapseachlocal identifier (label) to an outputinterface. Eachpaclet carriesa label that
specifieshow the paclet is to be routedat the next hop. Before forwarding a paclet, a router
replaceghe existing labelwith a new labelthatis usedby the next hopto routethe paclet. Note
thatthis requiresarouterto alsostorethe labelsusedby its neighbors.Besidesoutepinning,one
othermajoradwantageof routing basedon labels,insteadof IP addressess performancelnstead
of searchindor thelongestprefix match,we only have to searctfor anexactmatch,whichis much
fasterto implement.

Onthedownside theseroutingschemesieedaspecialprotocolto distribute andmaintainlabels
consistent. While in this caseroutersdo not needto maintainper flow state,they still needto
maintainperpathstate.However, in practice the numberof pathsthatcantraversea coreroutercan
be still quitelarge. In theworstcase this numberincreasesvith the squareof the numberof edge
nodes.Thus,in the caseof anAS thathashundredf edgenodesthis numbercanbeontheorder
of hundredof thousandsFinally, labeldistribution protocolshave to addresshesamechallengess
otherdistributedalgorithmsthatneedto maintainstateconsistentn the presencef link androuter
failures,suchasTenetRCAPandRSVP

2.2.4 Discussion

Among all the operationgperformedby routerson the datapath, paclet classificationis arguably
themostcomple. As discussedh Section2.2.2.1 algorithmsto solwe this problemrequireat least
O(logn) time andO(n!") spacepr, alternatvely, atleastO(logf 1) time andO(n) spacewhere
n representghe numberof classesand F' representshe numberof fieldsin afilter.

In contrastmostbuffer managemerandpaclet schedulingalgorithmshave O(n) spacecom-
plexity and O(logn) time compleity. By tradingresourceutilization for speedwe can further
reducethe time compleity to O(loglogn) or even O(1). For example,[98] proposesanimple-
mentationof WeightedFair Queueingvith O(1) time compleity.

Theimportantpointto notehereis thatour DPStechniquerivially eliminategshemostcomple
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operationperformedby corerouterson the datapath: paclet classification.This is becausewith
DPS, the staterequiredto processpacletsis carriedby the pacletsthemseles, insteadof being
maintainedy corerouters(seeSectionl.1). Consequentlgoreroutersdo notneedto performary
paclet classification.

On the control paththe mostcomplex operationis arguably the admissioncontrol for which
currentsolutionsrequireroutersto maintainper flow state. The main difficulty is to maintainthe
consisteng of the distributed statein the presenceof paclet lossesarbitrary paclet delays,and
routerfailures.

Again,themainbenefitof usingDPSis thatby eliminatingthe needfor coreroutersto maintain
perflow statewetrivially eliminatethe needof maintainingthis stateconsistent.

2.3 Network Sewice Taxonomy

In this sectionwe present generataxonomyof servicesn a paclet switchingnetwork, andthen
usethis taxonomyto describethe traditionalbesteffort service andtherecentlyproposedervices
to enhanceodays Internet.We thendescribeandcompardaheexisting solutionsto implementhese
services.

The primary goal of a network is to provide servicesto its end-hosts. Servicesare usually
classifiedalongtwo axes: (a) the granularityof the network abstractiorto whichtheserviceapplies,
and(b) the“quality” of theservice.

As the namesuggestspaclet switchingnetworksarecenteredaroundthe padket abstractionA
paclet representshe smallestpieceof informationthat canbe routedthroughthe network. At a
higherlevel of granularity we have the concepof aflow. A flow representa subsebf pacletsthat
travel betweertwo nodesn thenetwork. If thesenodesarerouterswe will alsousetheterminology
of macio-flow An exampleof aflow is thetraffic of aTCPconnectionwhile anexampleof amacro-
flow is thetraffic betweertwo sub-netwrks. At anevenhigherlevel of abstractionye have traffic
aggregatesover multiple destination®r sources Exampleof traffic aggr@atesarethe entireweb
traffic of auser or the entireoutgoing/incomingraffic of anorganization.

Along the secondhxis,a serviceis describedy a setof propertieghatcanbeeitherqualitative
or quantitative Examplesof qualitative propertiesarereliability andisolation Isolationrefersto
the ability of the network to protectthetraffic of a flow againstmalicioussourceghat may flood
the network. Quantitatve propertiesare describedn termsof performanceparametersuchas
bandwidth,delay delayjitter and loss probability Usually theseparametersre reportedon an
end-to-endbasis. For example,the delayrepresentshe total time it takesa paclet to travel from
sourceto its destination. Similarly, the delayjitter representthe maximumdifferencebetweerthe
maximumandthe minimumend-to-endlelaysexperiencedy ary two pacletsof aflow. Notethat
thetwo quantitatve andqualitative propertiesarenot necessarprthogonal For example,a service
thatguaranteea zerolossprobabilityis trivially areliableservice.

Quantitatve servicescan be further classifiedinto absoluteand relative services. Absolute
servicespecifyprecisequantitieghatboundtheserviceperformancg@arametersuchasworstcase
bandwidthor delay In contrastrelative servicesspecifytherelative differenceor ratio betweerthe
performancgarametersExamplesof absoluteservicesare: “flow A is guarantee@d bandwidthof
2 Mbps”, and“the lossprobability of flow A is lessthan10~6". Examplesof relative servicesare:
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Sewice Network Abstraction Sewice Description
Besteffort paclet connectiity
Flow Protection flow protectwell-behaedflows
againsill-behaved ones

Intserv | Guaranteed flow bandwidthanddelayguarantees

Controlled-Load| flow “weak” bandwidthguarantees
Diffserv | Premium macro-flav bandwidthguarantees

Assured traffic aggreateover multiple | “weak” bandwidthguarantees

destinations/sourse

Table2.1: A taxonomyof servicesn IP networks.

“flow A hastwice the bandwidthof flow B”, and“flow A hasa paclet losstwice assmall asflow
B”.

Next, we discusssomeof the mostprominentservicegproposedn the contet of the Internet:
(1) the besteffort service(2) flow protectionto provide network supportfor congestiorcontrol, (3)
IntegratedServicesand(4) DifferentiatedServicesTable2.1 shavs ataxonomyof theseservices.

2.3.1 BestEffort Sewice

Todays Internetprovidesonesimpleservice:the besteffort service. This is fundamentallya con-
nectvity servicewhichallows ary two hostsin thelnternetto communicatdy exchangingpaclets.
As the namesuggeststhis servicedoesnot make ary promiseof whethera paclet is actuallyde-
liveredto the destination or whetherthe pacletsaredeliveredin orderor not. Sucha minimalist
servicerequireslittle supportfrom routers. In general routersjust forward paclets on a First-In
First-Out(FIFO) basis.Thus,exceptingthe routingstate which is highly aggreated,arouterdoes
not needto maintainandmanageary fine grainedstateabouttraffic. This simplearchitecturenas
se/eraldesirableproperties:

Scalability Sincethe only statemaintainedby routersis the routing state,todays Internet
architecturds highly scalable.In particulay addressaggreationallows routersto maintain
little stateascomparedo the numberof hostsin the network. For example,a typical router
todaystoreslessthan70, 000 entries[122] which is several ordersof magnituddower than
thenumberof hostsin theInternet,whichis around72 million [89].

RobustnessOne of the mostimportantgoalsin designingthe Internetwasrobustnesg22].

In particular the requirementvasthattwo end-hostshouldbe ableto communicatelespite
routerandlink failures,and/ornetwork reconfiguration.The only casein which two hosts
canno longercommunicatds whenthe network betweenthe two hostsis partitioned. The
fact that the stateof a flow is maintainedonly by end-hostsand not by routersmalkes it

significantlyeasierto ensurerobustnessasrouterfailuresdo not compromisehe flow state.
Hadtheflow statebeenkeptby routers,complex algorithmsto replicateandrestorethis state
would be neededo handlefailures. Furthermoresuchalgorithmswould be ableto provide
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protectionagainstfailuresonly if the numberof routersfailing is smallerthanthe numberof
replicasthatfailed.

Thereis one caveatwith respecto the Internetrobustnesghough. It canbe aguedthat, to

alarge extent, todays Internetis robust mainly becausét providesa weakservicesemantic.
Indeed aslongasthe“majority” of pacletsstill reachtheirdestinationrouteror link failures
do not compromisethe service. In contrast,it is fundamentallymore difficult to achieve

robustnessn the caseof a strongsemanticservicesuchasthe guaranteedervice. In this

case,a routeror link failure caneasilycompromisethe service. Note that evenif back-up
pathswere usedto restorethe service time sensitve parametersuchasdelay may still be
affectedduringtherecovery process.

PerformanceThesimplicity of therouterdesignallows efficientimplementatioratvery high
speedsUsually theseroutersimplementthe FIFO schedulingdisciplineanddrop-tail buffer
managementyhich arebothconstant-timeperations.

2.3.2 Flow Protection: Network Support for CongestionControl

Becausef their relianceon statisticalmultiplexing, datanetworks suchasthe Internetmustpro-
vide mechanismio controlcongestionThecurrentinternetreliesonend-to-enatongestiorcontrol
mechanism@ whichsenderseduceheirtransmissiomateswhen&erthey detectcongestionn the
network. Themostwidely utilizedform of congestiorcontrolis theadditive-increase/multif ative-
decreasschememplementedby TCP [57, 83], a schemewhich hasprovento be highly success-
ful in preventing congestioncollapsé. However, the viability of this approachdependson one
fundamentabssumption:all end-hostoopeate by implementingequivalentcongestiorcontrol
algorithms.

While this wasa reasonablassumptiorwhenthe Internetwas primarily usedby the research
community andthe vastmajority of traffic wasTCP basedthisis nolongertruetoday Theemer
genceof new multimediaapplicationssuchlP telephow, audioandvideo streamingwhich use
more aggressie UDP basedprotocols,negatively affects the still predominanfTCP traffic. Al-
thoughthereareconsiderabl®ngoingefforts to develop protocolsfor the new applicationghatare
TCPfriendly[6, 84, 85] — protocolsthatimplementTCPlik e congestiorcontrolalgorithms-these
efforts fail to addresghe fundamentaproblem: in an economicervironmentcoopeation is not
alwaysoptimal In particularin caseof congestionthe naturalincentive of asendeiis to sendmore
traffic in thehopethatit will forceothersenderso back-of, andasaresultit will beableto usethe
extrabandwidth.This incentive translatesnto a positve feed-backbehaior, i.e.,themorepaclets
thataredroppedn the network, the morepacletsthe usersendswhich canultimatelyleadto con-
gestioncollapse.lt is interestingto notethatthis problemresembleshe “tragediesof commons”
problem,well known in theeconomiditerature[53].

Two approachesvere proposedo addresshis problem: (1) flow identificationand (2) fair
bandwidthallocation Both of theseapproachesequirechangesn the routers. In the following
sectionswe discusgheseapproaches moredetail.

2Congestiorcollapseoccurswhensourcesncreaseheir sendingrateswhenthey experiencdossesin the hopethat
more of their pacletswill getthrough. Eventually this will leadto a furtherincreasen the paclet loss,andresultin
consistenbuffer overflon atthe congestedouters.
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2.3.2.1 Identification Approach

Themainideaof this approachadwcatedby Floyd andFall [36], is to identify andthenpunishthe
flowsthatareill-behaved In short,routersemploy asetof teststo identify ill-behased flows. When
aflow is identifiedasbeingill-behaved, it is punishedby preferentiallyhaving its pacletsdropped
until its allocatedbandwidthbecomesmallerthanthe bandwidthallocatedo a well-behaed flow.

In this way, the punishmentreateghe incentive for end-hostgo sendwell-behaed traffic. The
ohviousquestionis how to identify anill-behased flow.

To answetthis questionFloyd andFall [36] proposea suiteof testswhichtry to detectwhether
aflow is TCPfriendly or not, i.e., whetherthe behaior of aflow is consistento the behaior of a
TCPflow undersimilar conditions.In particular thesetestsestimatehe round-triptime (RTT) and
the paclet droppingprobability andthencheckwhetherthethroughputof aflow andits dynamics
are consistentto thoseof a TCP flow having the sameRTT and experiencingthe samepaclet
droppingprobability

While this approachcan be efficiently implementedjt hastwo significantdravbacks. First,
thesetestsaregenerallyinaccurateasthey arebasedon parametershatarevery hardto estimate.
For example,it is very difficult if notimpossibleto accuratelyestimatehe RTT of anarbitraryflow
basedonly on the local information available at the router asassumedy Floyd and Fall [36]. 3
Becaus®f this, currentproposalsimply assumehatthe RTT is twice the propagatiordelayonthe
outgoinglink. Clearly dependingon therouterpositionon the pathof the flow, this procedurecan
leadto majorunderestimationsnegatively impactingthe overallaccurag of thesetests.

Second this approachmakes the implicit assumptiorthat all existing and future congestion
protocolalgorithmsaregoingto be TCPfriendly. Fromanarchitecturaktandpointthis assumption
considerablyeduceshefreedomof designingandbuilding new protocols.This canhave significant
implications,asthefreedomallowedby theoriginal datagranservice pneof thekey propertieghat
hascontritutedto the succes®f thelnternet,is lost.

2.3.2.2 Allocation Approach

In this approaciroutersemplo/ specialmechanismshatallocatebandwidthin a fair manner Fair
bandwidthallocationprotectswell-behaed flows from ill-behaved ones,andis typically achiered
by usingperflow queueingnechanismsuchasFair Queueind31, 79] andits mary variants[10,
45, 94).

Unlike the identificationapproachthe allocationapproachallows variouscongestiorpolicies
to coeist. Thisis becausao matterhow muchtraffic a sourcewill sendin the network, it is not
goingto getmorethanits fair allocation.Unfortunatelythis flexibility doesnotcomefor free. Fair
allocationmechanismare comple to implement,asthey inherentlyrequireroutersto maintain
stateand perform operationson a per flow basis. In contrast,with the identificationapproach,
routersneedto maintainstateonly for theflows which arepunishedij.e., theill-behaved flows.

3While a possiblesolutionwould beto have theend-hostsendingthe estimatedRTT to routersalongtheflow’s path,
therearetwo problemswith this approach Firstit requiresthatchangese madeto the end-hostsandsecondthereis
the questionof whetheraroutercantrustthis information.
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2.3.3 Integrated Sewices

As new applicationssuchaslP telephow, video-conferencinggudioandvideostreaminganddis-
tributedgamesaredeplg/edin thelnternet,serviceamoresophisticatedhanbesteffort areneeded.
Unlike previous applicationssuchasfile transfey thesenew applicationshave muchstrictertimeli-
nessandbandwidthrequirementsFor example,to enablenaturalinteraction the end-to-endielay
needgo bebelov humanperception Previousstudiesconcludedhatfor naturalhearingthis delay
shouldbe around100ms[64]. Sincein a globalnetwork the propagatiordelayaloneis about100
ms, meetingsuchtight delayrequirementss a very challengingask[7].

To supportthesenew applications|ETF hasproposeda new servicemodelcalled Integrated
Serviceor Intserv[82]. Intservusedlow abstractionTwo servicesveredefinedwithin thelntserv
framevork: GuaranteedandContolled-Loadservices.

2.3.3.1 GuaranteedSerwice

Guaranteedserviceis the strongestsemanticserviceproposedn the context of the Internetso
far [93]. Guaranteedervicehasthe ability to provide per flow bandwidthand delay guarantees.
In particular a flow canbe guaranteec minimum bandwidth,and, given the arrival processof
the flow, a maximumend-to-enddelay This way, Guaranteederviceprovidesideal supportfor
real-timeapplicationssuchaslP telephow.

However, thiscomesatthecostof asignificantincreasén compleity: currentsolutionsrequire
routersto maintainandmanageper flow stateon both dataandcontrol paths. On the datapath,a
routerhasto performper flow classification buffer managemenand scheduling.On the control
path, routershave to maintainper flow forwarding stateand performper flow admissioncontrol.
Duringtheadmissiorcontrol,eachrouterontheflow’s pathreseresnetwork resourcessuchasthe
link capacityandbuffer spaceto make surethatthe flow’s bandwidthanddelayrequirementgre
met.

2.3.3.2 Controlled-Load Sewvice

For applicationsthat do not require strict serviceguarantees|ETF has proposeda wealer se-
mantic servicewithin the Intservframavork: the Controlled-Loadservice. As definedby Wro-
clawski [121], the Controlled-Loadservice“tightly approximatesthe behaviorvisible to applica-
tions receivingbestefort service*under unloadedconditions*from the sameseriesof network
elements” More precisely the Controlled-Loadserviceensureghat (1) the paclet lossis not sig-
nificantly largerthanthe basicerrorrateof the transmissioomedium,and(2) the end-to-endielay
experiencedy a very large percentagef pacletsdoesnot greatlyexceedthe end-to-endropaga-
tion delay The Controlled-Loadserviceis intendedto provide bettersupportfor a broadclassof
applicationghathave beendevelopedfor usein todays Internet. Amongthe applicationghatfall
into this classarethe “adaptive andreal-timeapplications”suchasvideoandaudiostreaming.
While the Controlled-Loadservicestill requiresroutersto performperflow admissioncontrol
onthecontrolpath,andpaclet classificationpuffer managemengndschedulingon the datapath,
someof theseoperationganbe significantlysimplified. For example theschedulingcanbeimple-
mentedby a simply weightedroundrobin discipline,which hasO(1) time compleity. Thus,the
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Controlled-Loadradesa lower quality of servicefor a simplerimplementation.

In summaryalthoughintservprovidesmuchmorepowerful andflexible serviceghantodays
Internet— serviceghatwould answerthe needsof the new emeging applications- concernswith
respecto its compleity andscalabilityhave hamperedts adoption. In fact, exceptin smalltest-
beds,Intservsolutionshave yetto bedeplgred.

2.3.4 Differentiated Sewices

To alleviatethe scalabilityproblemshathave plaguedntsery recentlya nen servicemodel,called
DifferentiatedServiceqDiffserv), hasbeenproposed13, 75]. The Diffservarchitecturedifferen-
tiatesbetweenedgeandcorerouters. Edgeroutersmaintainperflow or peraggregatestate. Core
routersmaintainstateonly for a very smallnumberof traffic classesthey do not maintainary fine
grainedstateaboutthe traffic. Eachpaclet carriesin its headera six bit field, calledthe Differ-
entiatedService(DS) field, which specifiesthe classto which the paclet belongs. The DS field
is initialized by the ingressrouter uponthe paclet arrival. In turn, coreroutersusethe DS field
to classify and processthe paclets. Sincethe numberof classesat a corerouteris very small,
paclet processinganbevery efficiently implementedThis makesthe Diffservarchitecturenighly
scalable.

Two serviceswvereproposedn the contet of the Diffservarchitecture:Assued andPremium
services.

2.3.4.1 Assured Selwice

The Assuredservice[24, 55] is a large granularityservice,thatis, the serviceis associatedvith
theaggreatetraffic of acustomerfrom/to multiple hosts.The servicecontractbetweera customer
andthe Diffservnetwork or ISPis calledthe serviceprofile. A serviceprofile is usuallydefinedin
termsof absolutebandwidthandrelative loss. As anexample,anlSP canprovide two servicelevels
(classes)silver andgold, wherethe gold servicehasthe lowestlossprobability A possibleservice
profile would offer transmissiorof 10 Mbpsof customers webtraffic by usingthesilver service.

In the Assuredservicemodel, ingressroutersperformthreefunctions. They (a) monitor the
aggreatetraffic from eachuserto make surethatno userexceedsts traffic profile, (b) downgrade
theuserstraffic to alower servicelevel if the userexceedsts profile, and(c) initialize the DS field
in the paclet headerawith the code-pointassociatedo the service. Thus,ingressroutersneedto
keepstatefor eachprofile or user In contrastcoreroutersdo not needto keepsuchstate astheir
functionreducego procesghe pacletsbasedn the code-pointsarriedby the paclets.

While the fixed bandwidthprofile makesthe Assuredservicevery compelling,it alsomalesit
very challengingo implement.Thisis dueto afundamentatonflict betweermmaximizingresource
utilization andachiering high serviceassuranceSincea serviceprofile doesnot specifyhow the
traffic is distributed throughthe network, the network hasto make conserative assumptiongo
achieve high serviceassuranceAt thelimit, to guaranteeeroloss,the network hasto assumehat
theentireassuredraffic traversegheslowestlink in thenetwork! Clearly suchanassumptioreads
to averylow resourcautilization, which canbe unacceptable.

An alternateapproachs to defineserviceprofilesin relative ratherthanabsoluteaerms.Suchan
exampleis the UserShareDifferentiation(USD) approact{116]. With USD eachuseris assigned
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a share(weight) that specifieshe relative fraction of the capacitythata useris entitledto receve
on eachlink in the network. This is equivalentto a network in which the capacityof eachlink
is allocatedby a WeightedFair Queueingalgorithm. The problemwith suchan approachs that
the coreroutersneedto maintainper userstate,which cannegatethe scalabilityadwantageof the
Diffservarchitecture.ln addition,with USD, thereis little correlationbetweerthe shareof a user
andtheaggreatethroughpuit will receve. For example two userghatareassignedhesameshare
canseedrasticallydifferentaggr@atethroughputs.A userthat hastraffic for mary destinations
(thustraversemary differentpaths)canpotentiallyreceve muchhigheraggrgatethroughputhan
auserthathastraffic for only afew destinations.

2.3.4.2 Premium Sewice

Unlike the Assuredservicewhich can be associatedvith an aggreatedtraffic to/from multiple
hosts Premiumserviceprovidesthe equivalentof a dedicatedink of fixedbandwidthbetweertwo
edgerouters[60]. To implementthis service,the network hasto performadmissioncontrol. The
currentproposalsassumea centralizedarchitecture:eachdomainis associatedvith a database,
calledBandwidthBroker (BB), thathascompleteknovledgeaboutthe entiredomain. To setup a
flow acrossadomain thedomains BB checkdirst whetherthereareenougtresourcebetweerthe
two endpointsof theflow acrosgshedomain.If yes,therequests grantedandthe BB's databasés
updatedaccordingly

On the data-pathjngressroutersperformtwo functions. They (a) shapethetraffic associated
to a serviceprofile, thatis, make surethat the traffic doesnot exceedthe profile by delayingthe
excesspaclets, and(b) insertthe Premiumservicecode-poinin the DS-files. In turn, corerouters
forwardthe premiumtraffic with high priority.

As aresult,the Premiumservicecanprovide effective supportfor real-timetraffic. A natural
questionto askis whatis the differencebetweerthe Premiumserviceandthe Guaranteedervice
proposedy Intserv Thoughatthesurfacethey arequitesimilar, therearetwo importantdifferences
betweerthem.

First, while the Guaranteedervicecanprovide both perflow bandwidthanddelaydifferentia-
tion, thePremiumservicecanprovide only perflow bandwidthdifferentiation.This is becaus&ore
routersdo not differentiatebetweerpremiumpacletson a perflow basis- all premiumpacletsare
simply processedh a FIFO order Thus,the only possibilityto meetdifferentdelayrequirements
for differentflowsis to guarante¢hesmallestelayrequiredby ary flow to all flows. Unfortunately
this canresultin very low resourceutilization for the premiumtraffic. In particular asshavn by
StoicaandZhang[105], evenif thefractionthatcanbeallocatedo premiumtraffic oneverylink in
thenetwork is very low (e.g.,10%),the worstcasequeueingdelayacrossa large network (e.g.,15
routers)canberelatively large (e.g.,240ms). In contrast)ntservcanachis/e both higherresource
utilization andtighterdelaybounds py bettermatchingflow requirementso resourcaisage.

Secondthe centralizedbandwidthbroker architecturgoroposedo performadmissioncontrol
in the caseof the Premiumserviceis adequatenly for coarsegrainedflows that are active over
long time scales.In contrastbecausehe Guaranteederviceusesa distributed admissioncontrol

“Notethatthisis differentfrom the Assuredservice wherethe excesstraffic is let into the network, but its priority is
downgraded.
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architectureit cansupporftfine grainedreserationsover smalltime scales.
Theprice paid by the Guaranteederviceis againcompleity. Unlike the Premiumservice the
Guaranteedervicerequiregoutersto maintainperflow stateon boththedataandthecontrolpaths.

2.4 Summary

In the first part of this chapter we have discussedhe IP network model. In particularwe have
presentedhe router architectureand discussedhe implementatiorcompleities of both the data
andcontrol paths.

In the secondpart of this chapterwe have presentedhe best-knavn proposaldo improve the
besteffort servicein todays Internet:(a) flow protectionto provide effective supportfor congestion
control, (b) IntegratedServicegIntserv)model,and(c) DifferentiatedServicegDiffserv) model.
Of all thesemodels,only Diffserv admitsa known scalableimplementationas core routersare
not requiredto maintainary per flow state. However, to achieve this, Diffserv malkes significant
compromisesln particular the Assuredservicecannotachiee simultaneoushhigh serviceassur
anceandhigh resourceutilization. Similarly, the Premiumservicecannotprovide per flow delay
differentiationandit is notadequatdor fine grainedandshorttermresenrations.

In this dissertationwve addresgheseshortcomingdy developinga novel solutionthatcanim-
plementall of the above per flow services(i.e., flow protection,guaranteednd controlled-load
services)in the Internetwithout compromisingits scalability In the next chapter we presentan
overview of our solution.
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Chapter 3

Overview

The main contritution of this dissertatioris to provide the first solutionthat malkesit possibleto
implementservicesaspowerful andasflexible astheonesimplementedy a statefulnetwork using
astatelessorenetwork architectureln this chapterwe give anoverview of oursolutionandpresent
a perspectie of haw this solutioncomparego the two mostprominentsolutionsproposedn the
literatureto provide betterservicesn thelnternet:IntegratedServicesandDifferentiatedServices.

The chapteris organizedasfollows. Section3.1 describeshe maincomponent®f our solution
andusesthreeexamplesto illustratethe ability of our key technique calledDynamicPacket State
(DPS),to provide perflow functionalitiesin a statelesgorenetwork. Section3.2 briefly describes
our implementatiomprototype,andgivesa simple exampleto illustrate the capabilitiesof our im-
plementation.Section3.3 presentsa comparisorbetweenour solutionandthe two main network
architectureproposeddy InternetEngineeringTask Force (IETF) to provide more sophisticated
servicedn the Internet: IntegratedServicesandDifferentiatedServices.Finally, Section3.4 sum-
marizesour findings.

3.1 Solution Overview

This sectionpresentshethreemaincomponentsf our solution.Section3.1.1defineghe Stateless
Core (SCORE)network architecture which representshe basicbuilding block of our solution.
Section3.1.2presents novel approactthatallows usto emulate/approximatie serviceprovided
by a statefulnetwork with a SCOREnetwork. Section3.1.3describeghe key techniquewe use
to implementthis approach:Dynamic Paclket State(DPS). To illustrate this techniquewe sketch
how it canbeusedto implementthreeperflow mechanismi a SCOREnetwork: (1) approximate
Fair Queueingschedulingdiscipline,(2) provide perflow admissiorcontrol,and(3) performroute
pinning.

3.1.1 The StatelessCore (SCORE) Network Ar chitecture

The basichuilding block of our solutionis called StatelessCore (SCORE).Similar to a Diffserv
domain,a SCOREdomainis acontiguousandtrustedregion of network in which only edgerouters
maintainper flow state,while coreroutersmaintainno per flow state(seeFigure1.1(b)). Since
edgeroutersusuallyrun at muchlower speedsand handlefewer flows thanthe corerouters,this
architecturas highly scalable.
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3.1.2 The “State-Elimination” Approach

Ourultimategoalis to provide betterservicesn todays Internetwithoutcompromisingts scalabil-
ity androbustnessTo achieve thisgoal,we proposeatwo stepapproachc¢alledState-Elimination”
approachseeFigurel.1). In thefirst stepwe definea refeencestatefulnetwork that providesthe
desiredservice. In the secondstep,we try to approximateor, if possibleto emulatethe service
provided by the referencestatefulnetwork in a SCOREnetwork. In this way we areableto pro-
vide servicesaspowerful andasflexible asthe onesimplementedy statefulnetworksin a mostly
statelessetwork, i.e., in a SCOREnetwork. In Chapters4, 5 and 6, we illustrate this approach
by consideringthree of the mostimportantservicesproposedo enhancgodays Internet: flow
protection guaranteedservicesandrelativeservicedifferentiation

We notethatsimilar approachefiave beenproposedn the literatureto approximatehe func-
tionality of anidealizedrouterthatimplementsa bit-by-bit round-robinschedulingdisciplinewith
a statefulrouterthatforwardstraffic on a perpaclet basis[10, 31, 45, 79]. However, our approach
differsfrom theseapproachem two significantaspectsFirst, thestate-eliminatiompproachs con-
cernedwith emulatingthe functionality of anentire network, ratherthanof a singlerouter Second,
unlike previousapproachethataimto approximateanidealizedsystemwith a statefulsystemour
goalis to approximatehe functionality of a statefulsystemwith a statelesgoresystem.

3.1.3 The Dynamic Packet State (DPS) Technique

DPSis thekey techniquehatallows usto implementhe abore servicesn a SCOREnetwork. The
mainideabehindDPSis very simple:insteadof havingroutes install and maintainper flow state
havepadetscarry the per flow state This stateis insertedby ingressrouters,which maintainper
flow state. In turn, a corerouterprocessegachincomingpaclet basedon (1) the statecarriedin
thepaclet's headerand(2) therouters internalstate.Beforeforwardingthe paclet to the next hop,
the corerouterupdatedothits internal stateandthe statein the paclet’'s headern(seeFigure 1.2).
By using DPSto coordinateactionsof edgeand core routersalongthe pathtraversedby a flow,
distributed algorithmscan be designedto approximatethe behaior of a broadclassof stateful
networksusingnetworksin which coreroutersdo not maintainperflow state.

To give anintuition of how the DPStechniques working, next we presenthreeexamples:(1)
approximateghe Fair Queueingalgorithm, (2) estimateghe aggr@atereseration for admission
controlpurposesand(3) bindsa flow to a particularpath(i.e., performroute-pinning).

3.1.3.1 Examplel: Fair Bandwidth Allocation

Flow protectionis oneof the mostdesirableenhancementsf todays besteffort service.Flow pro-
tectionallows diverseend-to-endcongestiorcontrolschemeso seamlesslgoeist in theInternet,
andprotectwell behaed traffic againstmaliciousor ill behaed traffic. The solutionof choiceto
achieve flow protectionis to have routersimplementfair bandwidthallocation[31]. In anidealized
systemin which aroutercanprovide servicesatthebit granularity fair bandwidthallocationcanbe
achiered by usinga bit-by-bit roundrobindiscipline.

For clarity, considerthree flows with the arrival ratesof 8, 6, and 2 bits per second(bps),
respectiely, thatsharea 10 bpslink. Assumethatthetraffic of eachflow arrivesonebit atatime,
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Figure 3.1: Exampleillustrating the CSFQalgorithmat a corerouter An outputlink with a capacityof
10is sharedby threeflows with arrival ratesof 8, 6, and2, respectiely. The fair rateof the outputlink in
this caseis a = 4. Eacharrival paclet carriesin its headettherateof the flow it belongsto. Accordingto
Eq. (3.3)thedroppingprobabilityfor flow 1 is 0.5, while for flow 2 it is 0.33. Droppedpacletsareindicated
by crosses Beforeforwardinga paclet, its headelis updatedo reflectthe changein the flow’s ratedueto
pacletdropping(seethe pacletsat theright-handsideof therouter).

andit is periodicwith period1/r, wherer is the flow rate. Thus,during one secondexactly 16
bitsarereceved,andexactly 10 bits canbetransmitted During eachround,the scheduletransmits
exactly onebit form every flow thathasa paclet to send.Sincein the worstcase flow 3 is visited
onceevery 3/10 sec,andit hasanarrival rate of only onebit every 0.5 sec,it follows thatall of
its traffic is sened. This learesthe othertwo flows to sharethe restof 8 bpsof the link capacity
Sincearrival ratesof bothflows 1 and2 arelargerthanhalf of theremainingcapacity eachflow will
receve half of it, i.e., 4 bps. As aresult,underthe bit-by-bit roundrobin discipline the threeflows
areallocatedbandwidthof 4, 4, and2 bps,respectrely. Themaximumrateallocatedo a flow ona
congestiorink is calledfair rate In this examplethefair rateis 4.

In generalgivenn flows thattraversea congestedink of capacity C, thefair rate« is defined
suchthat

Xn:min(ri,a) =C, (3.1)
i=1

wherer; representshearrival rateof flow i. By applyingthis formulato the previousexample,we
have min(8, &) + min(6, &) + min(2, @) = 10, whichgivesusa = 4. If thelink is notcongested,
thatis, if >°7", m < C, thefair rate,q, is by corventiondefinedasbeingthe maximumamongall
arrival rates.

Thus,with thebib-by-bitroundrobin,theservicerateallocatedo aflow, ¢, with thearrival rate,
75, IS

min(r;, @). (3.2)
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Thefirst algorithmto approximatehe bit-by-bit roundrobin in a paclet systemwasproposed
by Demerset al. [31], andit is called Fair Queueing.Eq. (3.2) directly illustratesthe protection
propertyof Fair Queueingthatis, a flow with enoughdemands guaranteedo receve its fair rate
a, irrespectivef thebehaior of theotherflows. To putit in anothemway, aflow cannotdery service
to otherflows becausano matterhonv muchandwhattype of traffic it pumpsinto the network, it
will notgetmorethana onthecongestedink.

While fair gueueingcanfully provide flow protectionjt is morecomplex to implementhantra-
ditional FIFO queueingwith drop-tail, which is the mostwidely implementecanddeplog/ed mech-
anismin routerstoday For eachpaclet thatarrivesat the router the routersneedso classifythe
pacletinto aflow, updateperflow statevariablesandperformperflow scheduling.

Our goalis to eliminatethis compleity from the network core by usinga SCOREnetwork
architecturdo appioximatethe functionalityof areferencenetwork in which every routerperforms
Fair Queueingln thefollowing sectionsye describea DPSbhasedhlgorithm,calledCore-Stateless
Fair Queueing CSFQ)thatachieesthis goal.

The key ideaof CSFQis to haveeat padket carry the rate estimateof the flow it belongsto.
Let7; denotetherateestimatecarriedby a paclet of flow i. Therateestimatdas computedy edge
routersandtheninsertedn the paclet header Uponreceving the paclet, a corerouterforwardsit
with the probability

p = min (1, g) , (3.3)
T
anddropsit with the probability1 — p.

It is easyto seethat by forwarding eachpaclet with the probability p, the router effectively
allocatesto flow, 7, arater; x p = min(7;, «), which is exactly the rate the flow would receve
underFair QueueingseeEg. (3.2)). If p < 1, therouteralsoupdateshe pacletlabelto «. Thisis
to reflectthefactthatwhentheflow’s arrival rateis largerthanc;, theflow’srateaftertraversingthe
link dropsto « (seeFigure3.1).

It is alsoeasyto seethatwith CSFQcoreroutersdo notrequireary perflow state.Uponpaclet
arrival, a corerouterneedso computeonly thedroppingprobability p, which dependsxclusively
ontheestimatedatecarriedby the paclet, andthefair rate thatis locally computedoy therouter
(In Chapterd, we shaw thatcomputinga doesnotrequireperflow stateeither)

Figure3.1 shavs an examplein which threeflows with incomingratesof 8, 6, and2, respec
tively, sharealink of capacityl0. Withoutgoinginto details,we notethatin this casex = 4. Then,
from Eq. (3.3), it follows thatthe forwarding probabilitiesof the threeflows are0.5, 0.66,and 1,
respectiely. As aresult,ontheaverageoneout of two pacletsof flow 1, oneout of threepaclets
of flow 2, andno pacletsof flow 3, aredropped Notethatbeforeforwardingthe pacletsof flows 1
and?2, therouterupdategherateestimatesn theirheadergo 4. Thisis to reflectthe changeof the
flow ratesasaresultof paclet dropping.

3.1.3.2 Example2: Per Flow Admission Control

In this examplewe considerthe problemof performingper flow admissioncontrol. The role of
the admissioncontrolis to checkwhetherthereare enoughresourcesn the datapathto granta
reserationrequestFor simplicity, we assumehatadmissiorcontrolis limited to bandwidth.When
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Figure3.2: Exampleillustrating the estimationof the aggrejateresenation. Two flows with reserations
of 5, and2, respectiely, sharea commonlink. Ingressroutersinitialize the headeiof eachpacletaccording
to Eq. (3.4). The aggregjateresenationis estimatedasthe ratio betweenthe sum of the valuescarriedin

the paclets’ headergluring an averagingtime interval of lengthT'. In this casethe estimatedesenationis

65/10 = 6.5.

anew flow malesaresenation requestgeachrouteron the pathfrom sourceto destinationchecks
whetherit hasenoughbandwidthto accommodatéhe new flow. If all routerscanaccommodatéhe
flow, thentheresenrationis granted.

It is easyto seethatto decidewhethera new reseration request-sv canbe acceptedr not,
arouterneedsonly to know the currentaggregatereseration, R, on the outputlink, thatis, how
muchbandwidthit hasreseredsofar. In particular if the capacityof theoutputlink is C, thenthe
routercanacceptareseration,rsv, aslongasrsv + R < C. Unfortunatelyit turnsoutthatmain-
tainingthe aggrgatereseration, R, in the presencef paclet lossandpartial reseration failures
is nottrivial. Intuitively, thisis becauséhe admissioncontrolneedso implementtransaction-like
semanticsA reserationis grantedf andonly if all routersalongthe pathaccepthereseration. If
aroutercannotaccepta reseration, thenall routersthathave acceptedhe reseration have to roll
backto the previous state,so they needto remembethat state. Similarly, if a reserationrequest
messagés lost, andthe requests resent,thena router hasto remembemvhetherit hasreceved
the original requestandif yes,whetherthe requestwasgrantedor denied. For all thesereasons,
thecurrentproposedsolutionsfor admissiorcontrolsuchasRSVP[128 andATM UNI [1] require
routersto maintainperflow state.

In theremaindeiof this sectionwe shav thatby usingDPSit is possibleto performadmission
controlin a SCOREnetwork, thatis, without coreroutersmaintainingary perflow state.

At thebasisof our schemdies a simpleobseration: if all flowsweresendingattheirresered
rates,thenit is trivial to maintainthe aggreatereseration R; eachrouteronly needsto measure
the rate of the aggr@atetraffic. Considerthe examplein Figure3.2, andassumehatflow 1 has
a resenation of 5 Kbps, andflow 2 hasa reseration of 2 Kbps. If the two flows were sending
exactly attheirreseredratesj.e.,flow 1 at5 Kbps,andflow 2 at2 Kbps, the hi-lightedrouter(see
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Figure3.2) cansimply estimatethe aggr@ateresenration of 7 Kbps, by measuringhe rate of the
aggregatearrival traffic.

Theobvious problemwith the abore schemas thatmostof thetime flows do not sendat their
resered rates. To addresghis problem,we associate virtual lengthto eachpaclet. The virtual
lengthis suchthatif thelengthsof all pacletsof aflow whereequalto theirvirtual lengths thenthe
flow sendsatits reseredrate. More preciselythevirtual lengthof a paclet representtheamountof
traffic thattheflow wasentitledto sendaccordingto its resered ratesincethe previous paclet has
beentransmitted Let rsv; denotethereseration of flow 7, andlet t{ andt{+1 denotethedeparture
timesof the j-th and(j + 1)-th pacletsof flow i. Thenthe(; + 1)-th pacletwill carryin its header
avirtual length

vlg+1 = rsv; X (tg+1 —#). (3.4)

2

Thevirtual lengthof thefirst paclet of the flow is simply the actuallengthof the paclet. The
virtual lengthis computedandinsertedin the paclet headelby theingressrouteruponthe paclet
departureln turn, coreroutersusethe paclet virtual lengthsto estimatethe aggrgateresenration.
For illustration, consideragainthe examplein Figure3.2,whereflow 1 hasareserationrsv; of 5
Kbps. For the purposeof this example,we neglectthe delayjitter, andassumehatno pacletsare
droppednsidethecore. Supposgheinterarrival timesof thefirst four pacletsof flow 1 are2 sec,
3 sec,and4 sec,respectiely. Sincein this casethe paclet interarrival timesat coreroutersare
equalto the pacletinterdeparturdimesattheingressaccordingo Eq. (3.3),the 2nd, 3rd, and4th
paclet of flow 1 will carryin theirheader®i? = rsv; x 2 = 10 Kb, vl = rsv; x 3 = 15 Kb, and
vl = rsv; x 4 = 20 Kb, respectiely.

Next, notethatthe sumof thevirtual lengths,B;(T), of all pacletsof flow : thatarrive atacore
routerduringanintenval of lengthT’, providesa fair approximatiorof theamountof traffic thatthe
flow s entitledto sendduringtime T at its reservedate Then,the resered bandwidthof flow 4,
canbeestimateds

(3.5)

By extrapolation,a coreroutercanestimatethe aggr@atereseration R on the outgoinglink
by simply computingB(T")/T', whereB(T') representshesumof thevirtual lengthsof all paclets
thatarrive duringanintenal of lengthT. Finally, it is worth notingthatto performthis computation
coreroutersdonotneedto maintainary perflow state-they justneedto maintainaglobalvariable,
B(T), thatis updatedevery time anew pacletarrives.

In theexampleshawn in Figure3.2,assumeanaveragingintenal T = 10 sec(representethy
the shadedarea). Thenwe have B(T') = B1(T') + By(t) = 65 Kb, which givesusan estimateof
the aggr@atereseration of R = B(T)/T = 6.5 Kbps,whichis “reasonably’closeto the actual
aggr@atereseration R = 7 Kbps.

In Chaptel5 we derive anupperboundof theaggregatereserationalongallink, insteadof just
anestimate By usingthe upperboundwe canguarante¢hatthelink is never overprovisioned.

3.1.3.3 Example 3: Route pinning

Many applicationssuchastraffic engineeringand guaranteedervicesrequirethat all paclets of
a flow to follow the samepath. To achieve this goal, mary solutionssuchas TenetRCAP [8]
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Figure3.3: Exampleillustratingthe route pinning algorithm. Eachpaclet containsin its headetthe path’s
label,definedasthexor overtheidentifiersof all routerson the remainingpathto the egress.Upon paclet
arrival, thepaclet'sheadeis updatedo thelabelof theremainingpath. Theroutingdecisionsareexclusively
basednthe paclet’slabel (herethelabelsareassumedo be unique).

andRSVP[128] requireroutersto maintainper flow state. In this sectionwe presentan alternate
solutionbasedn DPSin which coreroutersdo not needto maintainary perflow state.

Thekey ideais to labela pathby xor -ing theidentifiersof all routersalongthe path. Consider
apathidy,idy,...,id,, whereid; representshe identifier of the j-th routeralongthe path. The
labell of this pathatrouteridy is then

l=idy ®idy ® ... ® idy. (3.6)

In the examplein Figure 3.3, the label of flow 1 that entersthe network at the ingressrouter
0010,andtraversesouters1100,1011and0011is simply 1100 ® 1011 ® 0011 = 0100.

The DPSalgorithmin this caseis asfollows: Eachingressroutermaintainsa labell for every
flow thattraversesit. Upon paclet arrival, ingressroutersinsertthe label in the paclet headet
Uponreceving a paclet, a corerouterrecomputeshe label of the remainingpathby xor -ing the
label carriedby the paclet to its identifier For example,whenthe first corerouter identified by
idy, recevesa paclet with labell, it recomputes new labelas! = [ ® id;. Note thatby doing
sotheneaw labelrepresentsxactly theidentifierof theremainingpath,i.e.,ids ® ids ® ... ® id,.
Finally, thecorerouterupdateshelabelin thepacletheaderandusegheresultinglabelto forward

!Notethatfor simplicity, we do not presenherehow ingressroutersobtaintheselabels. Also, we assumehatpath
labelsare unique,andthereforethe routing decisionscan be exclusively basedon the pathlabel. Finally, we do not
discusgheimpactof our schemeon addressaggr@ation. We remove all thesdimitationsin Chapters.
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the paclet. Thus,a corerouteris notrequiredto maintainperflow state asit forwardseachpaclet
basednthelabelin its header

Figure3.3 givesanexampleof threeflows thatarrive to corerouter1100,andexit the network
throughthe sameegressrouter0011. However, while flows 1 and2 areroutedon identicalpaths,
flow 3 is routedon a differentpath. Whena paclet arrives,thelabelin the paclet headeiis updated
by xor -ing it with the routeridentifier Subsequentlythe new labelis usedto routethe paclet.
Notethatonly oneentryis maintainedor bothflows 1 and2.

3.2 Prototype Implementation

To demonstratéhatit is possibleto efficiently implementanddeplo/ our solutionsin todays IPv4
networks, we have developeda prototypeimplementatiorin FreeBSDv2.2.6. The prototypefully
implementghe guaranteederviceasdescribedn Chapters, aguablythe mostcomple of all the
solutionswe describen thisdissertationWithoutgoinginto detail,we notethatour solutionto pro-
vide guaranteedervicedriesto closelyapproximateanidealizedmodelin which eachguaranteed
flow traversesdedicatedinks of capacityr, wherer is theflow reseration. Thus,in theidealized
systema flow with areserationof 1 Mbpsbehaesasif it is the only flow in a network in which
all links areof 1 Mbps.

Theprototyperunsin atest-bedconsistingof 300MHz and400MHz Pentiumll PCsconnected
by point-to-pointLl00MbpsEthernetsThetest-bedallows the configuratiorof apathwith upto two
corerouters.Althoughwe hadcompletecontrolof ourtest-bedand,dueto resourceonstraintsthe
scaleof our experimentsvasrathersmall (e.g.,the largestexperimentinvolved just 100 flows), we
have devotedspecialattentionto makingour implementatiorasgeneralas possible.For example,
while in the currentimplementationwe re-useprotocol spacein the IP headerto storethe DPS
state ,we make surethatthe modifiedfields canbefully restoredby the egressrouter In this way;
thechange®peratedy theingressaandcoreroutersonthepacletheadearecompletelytransparent
to the outsideworld. Similarly, while the limited scaleof our experimentswvould have allowed us
to usesimpledatastructurego implementour algorithms,we go to greatlengthto make surethat
ourimplementationis scalable For example,insteadof usinga simplelinkedlist to implementthe
paclet schedulerwe usea calendargueuetogetherwith a two-level priority queueto efficiently
handlea very large numberof flows (seeSection8.1).

For deluggingandmanagemenpurposeswe implementedull supportfor paclet level moni-
toring. This allows usto visualizesimultaneoushandin real-timethe throughputsaandthe delays
experiencedy flows at differentpointsin the network. A key challengevhenimplementingsuch
afine grainedmonitoringfunctionalityis to minimizethe interferencesvith the systemoperations.
We usetwo techniquedo addresshis challenge First, we off-load asmuchaspossibleof the pro-
cessingf log dataonanexternalmachine Secondye useraw IP to senddirectlythelog datafrom
routers kernelto the externalmachine. This way, we avoid contet-switchingbetweenthe kernel
andtheuserlevel.

To easilyconfigureour systemwe have implementeda commandine configuratiortool. This
tool allows us (1) to configureroutersasingressegressor core,(2) set-up,modify, andteardown
a resenation, and (3) set-upthe monitoring parameters.To minimize the interferencedetween
the configurationoperationsand data processingwe implementour tool on top of the Internet
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Control ManagemenProtocol(ICMP). Again, by usinglCMP, we avoid contet-switchingwhen
configuringarouter

3.2.1 An Example

To illustratehow our entire packageds working, in this sectionwe presenta simple example. We
considerthreeflows traversinga threehop pathin our test-bed(seeFigure 3.4). The first router
on the path (i.e., aruba.cmcl.cs.cmu.edu ) is configuredas an ingressrouter while the next
router (i.e., cozumel.cmcl.cs.cmu.edu ) is configuredasa corerouter Thelink betweenthe
two routersis configuredto 10 Mbps. Thetraffic of eachflow is generatedby a differentend-host
to eliminatethe potentialinterferencesAll flows areUDP, andsend1000byte datapaclets. Flows
1 and2 areguaranteedyhile flow 3 is best-effort. More precisely

e Flow 1is aconstant-bitate(CBR) flow with anarrival rateof 1 Mbps,andaresenrationof 1
Mbps.

e Flow 2 is ON-OFF with the ON andOFF periodsof 10 seceach.During the ON periodthe
flow sendsat 3 Mbps,while duringthe OFF periodtheflow doesnot sendarything. Theflow
hasaresenrationof 3 Mbps.

e Flow 3 is CBRwith anarrival rateof approximately8 Mbps. Unlike flows 1 and2, this flow
is best-efiort, i.e., it doesnothave ary reseration.

Note that when all flows are active, the total offeredload is about12 Mbps, which exceeds
thelink capacityby 2 Mbps. As a result,during thesetime periodsthe ingressrouteris heaily
congested.

To obsenre thebehaior of ourimplementatiorduringthis experimentwe useanexternalma-
chine(i.e., an IBM ThinkPad 560E notebook)to monitor the threeflows at the end-pointsof the
congestedink: aruba andcozumel . Figure3.5shavs a screersnapshobf our monitoringtool
that plotsthe arrival ratesandthe delaysexperiencedoy the threeflows at aruba , andcozumel ,
respectiely, over a 56 sectime intenal. The top-left plot shavs the arrival ratesof the threeflows
ataruba , while thetop-rightplot shavs theirarrival ratesatcozumel . All ratesrepresentverages
overa200mstime period.As expectedflow 1, which hasareserationof 1 Mbps,andsenddraffic
at1 Mbps, getsall its traffic throughthe congestedink. This s illustratedby the straightline at 1
Mbpsthatappearsn both plots. The sameis true for flow 2; wheneer it sendsat 3 Mbpsit gets
its reseration. Thatis why the arrival rate of flow 2 looks identicalin the two plots. In contrast,
asshawn in thetop-rightplot, flow 3 getsits serviceonly whenthelink is uncongested,e., when
flow 2 doesnot sendanything. Thisis becausélow 3 is best-efort, andthereforewhenbothflows
1 and2 fully usetheirreserations,flow 3 getsonly theremainingbandwidthwhichin this cases
about6 Mbps.

The bottom-leftandthe bottom-rightplotsin Figure 3.5 shav the delaysexperiencedy each
flow ataruba , andcozumel , respeciiely. Eachdatapoint representshe maximumdelayamong
all pacletsof a flow over a 200 mstime period. Note the differentscaleson the y-axis of the two
plots. Next, we explainin moredetailthe resultsshawvn by thesetwo plots.
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Figure3.4: Thetopologyusedin theexperimentreportedn Section3.2. Flow 1 is CBR, hasanarrival rate
of 1 Mbps,andaresenationof 1 Mbps. Flow 2 is ON-OFF;it sends3 MbpsduringON periodsanddoesnt
sendarything during OFF periods. The flow hasa resenationof 3 Mbps. Flow 3 is best-efort andhasan
arrival rateof 8 Mbps. Thelink betweeraruba andcozumel is configuredto 10 Mbps.
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Figure 3.5: A screen-shobf our monitoringtool that displaysthe real-timemeasurementesultsfor the
experimenshovnin Figure3.4. Thetoptwo plotsshow thearrival rateof eachflow ataruba andcozumel ;
thebottomtwo plotsshav the delayexperiencedy eachflow atthetwo routers.

38



Consideraflow ¢ with reserationr; thattraversesalink of capacityC. Assumethatthearrival
rateof the flow never exceedsts resenationr;, andthatall pacletshave lengthl. Then,it canbe
shavn thattheworstcasedelayof a paclet atarouteris?

[ l

- + Yok (3.7)
Intuitively, thefirstterm,/r;, representiow muchit takesto transmitthepacletin theidealmodel
in which theflow traversesdedicatedinks of capacityequalto its reserationr;. Theseconderm,
1/C, representshe factthatin a real systemall flows sharethe link of capacityC, andthatthe
paclet transmissions not preemptie.

Sincein our case ~ 8400 bits (thisincludesthe paclet headers)( ~ 10 Mbps,r; = 1 Mbps,
andry = 3 Mbps, respecitiely, accordingto Eqg. (3.7), theworstcasedelayof flow 1 is about9.2
ms,andthe worstcasedelayof flow 2 is about3.6 ms. Thisis confirmedby the bottomtwo plots.
As it canbeseengespeciallyin the bottom-rightplot, the measuredlelaysfor both flows areclose
to the theoreticalvalues. The reasonfor which the measuredraluesare consistentlycloseto the
worst caseboundsis dueto the non-work conservingnatureof CJVC; evenif the outputlink is
idle, apacletof flow i canwait for upto I /r; timein therate-rgulatorbeforebecomingeligible for
transmissiotjseeSectiorb.3). Thefactthatthemeasuredelaysoccasionallyexceedthetheoretical
boundds becaus&reeBSDis notareal-timeoperatingsystemsAs aresult,paclet processingnay
take occasionallyjongerbecauseinexpectednterrupts,or systemcalls.

Finally, it is worth notingthatwhenflow 2 is active, flow 3 experiencesery large delaysatthe
ingressrouter i.e., over 80 ms. This is becausauring thesetime periodsflow 3 is restrictedto 6
Mbps,while its arrival rateis about8 Mbps. In contrastat the subsequentouter the paclet delay
of flow 3 is muchsmalleri.e.,under2 ms. Thisis becauséhe corerouteris no longercongested
aftertheingresshasshedthe extra traffic of flow 3. Thereasorthe delayexperiencedy flow 3 is
evenlowerthanthedelaysexperiencedy theguaranteeflows is becauseunlike theseflows, flow
3is notregulated,andthereforeits pacletsareeligible for transmissiorassoonasthey arrive.

3.3 Comparisonto Intserv and Diffserv

To enhancehebesteffort servicein theInternet,over the pastdecadeheInternetEngineeringrask
Force(IETF) hasproposedwo major servicearchitecturesintegratedServiceqIntserv)[82] and
DifferentiatedservicegDiffserv)[32]. In thissectionwe compareour SCOREarchitecturdo both
IntservandDiffserv

3.3.1 Intserv

As discussedn Section2.3.3, Intservis ableto provide powerful andflexible services,suchas
GuaranteefP3] andControlled-Loadserviceg121], onaperflow basis.Howeverthiscomesatthe
expenseof a substantiaincreaséan the complity ascomparedo todays best-efort architecture.
In particulay traditionallntservsolutionsrequireroutersto performperflow admissiorcontroland

2This resultfollows from AppendixB.2, which shaws thatthe worst casedelayof our paclet schedulercalledCore
JitterVirtual Clock (CJVC)is identicalto theworstcasedelayof WeightedFair Queueing WFQ)[79].
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maintainperflow stateon the control path,andto performper flow classificationschedulingand
buffer managemern the datapath. This compleity is aguablythe maintechnicalreasorbehind
thefailureto deplg Intservin thelnternet.

3.3.1.1 SCOREAdvantages

Most of theadvantage®f SCOREover Intservderive from thefactthatin a SCOREnetwork, core
routersdo notneedto maintainary perflow state. Theseadwantagesre:

e Scalability Thefactthatin a SCOREnetwork routersdo not needto maintainperflow state,
significantlysimplifiesboththe controlandthe datapaths.

On the datapath,routersareno longerrequiredto performper flow classificationwhich is
arguably the mostcomple operationon the datapath (seeSection2.2.4). In addition, as
we will shav in Chapters, the compleity of buffer managemerandpaclket schedulingare
greatlyreduced.

On the control path, aswe have briefly discussedn Section3.1.3.2,and aswe will shav
in moredetailin Chapters, by usingDPSit is alsopossibleto performper flow admission
controlin aSCOREnetwork. Ultimately, theabsencef perflow stateat corerouterdtrivially
eliminatesoneof the biggestchallengedacedby statefulsolutionsin generalandIntservin
particular:maintainingthe consisteng of perflow state.

In summarythefactthatcoreroutersarenotrequiredto performary perflow management,
malkesthe SCOREarchitecturehighly scalablewith respecto the numberof flows thattra-
versearouter

e RobustnessEliminatingthe needto maintainperflow stateat coreroutershasanothermdesir
ableconsequencehe SCOREarchitecturds morerobustin the presencef link androuter
failures® This is dueto the inherentdifficulty of maintainingthe consisteng of dynamic,
andreplicatedstatein a distributed ervironment. As pointedout by Clark [22]: “because
of thedistributednature of the replication,algorithmsto ensue robustreplicationare them-
selvedifficult to build, andfew networkswith distributed stateinformationprovide any sort
of protectionagainstfailure” While soft-statemechanismsuchasRSVP canalleviate this
problem,thereis a fundamentatrade-of betweermessageompleity andthe time period
duringwhichthe systemis “allowed” to bein aninconsistenstate:the shorterthis periodis,
thegreaterthe signallingoverheads.

3.3.1.2 Intserv Advantages

While in this dissertatiorwe shav that SCOREcanimplementthe strongessemanticservicepro-
posedy Intservsofar, i.e.,theguaranteederviceijt is still uncleawhetherSCOREcanimplement
all possibleperflow serviceghatcanbeimplementedy Intserv To offer intuition asto whatmight
bedifficult toimplementin a SCOREnetwork, considera servicein which aflow is allocateda dif-

ferentshareof thelink capacityateachrouteralongits path.In suchaserviceaflow will receve on

3In thecaseof arouter herewe consideonly fail-stoptypeof failures,i.e., thefactthattherouter(processhasfailed
is detectabldoy otherrouters(processes).
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eachlink bandwidthin proportionto its share.To implementhis servicein SCORE pacletswould
have to carry completeinformationaboutflow sharesat all routers. Unfortunately this may com-
promisethe DPSalgorithms’scalabilityasthe statewill increaseawith the pathlength.In Chapterd
we discusgn moredetailthe potentiallimitationsof SCOREwith respecto perflow solutions.

In additionto the potentialbenefitof beingableto implementmoresophisticategberflow ser
vices,Intservhastwo otheradwvantagesover SCORE:

e RobustnessWhile the SCOREarchitecturds morerobustin the caseof fail-stopfailures,
Intservis morerohustin the caseof partialreseration failures. To illustratethis point, con-
sideraroutermisbehaior thatinsertserroneoustatein thepacletheadersSincecorerouters
procesgacletsbasedn this state suchafailure can,atthelimit, compromiseheservicein
anentireSCOREdomain.As anexample,if in thenetwork shavn in Figure3.3,router1100
misbehses by writing arbitraryinformationin the paclet headersthis will affect not only
thetraffic thattraversesouter1100,but alsothetraffic thattraversesouter1001! Thisis due
to theincorrectstatecarriedby thepacletsof flow 3 thatmayultimatelyaffecttheprocessing
of pacletsof otherflows thattraverserouter1100.In contrastwith perflow solutionssucha
failureis strictly confinedto thetraffic thattraverseghefaulty router

However, in Chaptef7 we proposeanapproactcalled“verify-and-protectthataddressethis
problem.Theideais to have routersstatisticallyverify thattheincomingpacletscarry con-
sistentstate.This enablegoutersto discorer andisolatemisbehaing end-host@&ndrouters.

¢ Incremental Deployability Sinceall routersin a domainhave to implementthe sameal-
gorithms,SCOREcanbe deplg/ed only on a domainby domainbasis. In contrast,Intserv
solutionscanbe deplo/ed on a routerby routerbasis. However, it shouldbe notedthat for
end-to-endservicesthis distinctionis lessimportant,asin the latter case(at least)all con-
gestedoutersalongthe pathhave to deplg the service.

3.3.2 Diffserv

While at the architecturalevel both Diffservand SCOREare similar in thatthey bothtry to push
compleity out of the network core,they differ in two importantaspects.

First, the approachadwcatedby the two architecturego implementnew network servicesis
different. The SCORE/DPSapproachis top-down We startwith a serviceandthenderive the
algorithmshathave to beimplementedy a SCOREnetwork in orderto achieve thedesiredservice.
In contrastDiffserv proposes bottom-upapproach.Diffserv standardizea small numberof per
hopbehaiors (suchaspriority serviceamongavery smallnumberof classes)o beimplementedy
routervendorst is thentheresponsibilityof thelnternetServiceProviders(ISPs)to configuretheir
routersin orderto achieve thedesiredservice.Unfortunatelyconfiguringtheseroutersis adaunting
task. At this point we are aware of no generalframeavork that allows us to build sophisticated
servicessuchasproviding flow protectionby simply configuringa network of Diffservrouters.

Secondwhile in Diffsery pacletheadergarryonly limited informationto differentiateamong
a small numberof classesjn SCORE,paclets carry fine grainedper flow statewhich allows a
SCOREnetwork to implementfar moresophisticatedervices.

Next we discusghe advantagesanddisadantage®f SCOREascomparedo Diffserv
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3.3.2.1 SCOREAdvantages

The adwantageof SCOREover Diffservderive from the factthatthe DPSalgorithmsoperateat a
muchfiner granularitybothin termsof time andtraffic aggrgates:the stateembeddedn a paclet
canbe highly dynamic,asit encodeghe currentstateof theflow, ratherthanthe staticandglobal
propertiessuchasdroppingor schedulingoriority.

e Sewice Granularity While SCORE like Intsery canprovide serviceson a per flow basis,
Diffserv providesa coarseilevel of servicedifferentiationamonga small numberof traffic
classesAs aresult,Diffservcannotprovide someusefulservicesuchasperflow bandwidth
anddelayguaranteesr perflow protection.

¢ RobustnessThe extra statecarriedby the pacletsin SCOREcanhelpto identify andisolate
malfunctionsin the network. In particular with SCOREit is possibleto detecta routerthat
misbehaesby insertingerroneoustatein thepacletheadersTo achigre this,in Chaptei7 we
proposeanapproachcalled“verify-and-protect’in whichroutersstatisticallyverify whether
theincomingpacletsarecorrectlymarked. For example,in the caseof CSFQ,a routercan
monitoraflow, estimatéts rate,andthencheckthis rateagainstheratecarriedby the paclet
headerslf thetwo ratesfall outsidea “tolerable”range thisis anindicationthatanup-stream
routermisbehaes. Thus,the problemis confinedto the routerson the pathfrom theingress
wheretheflow enterghe network up to the currentrouter

In contrastwith Diffservit is not possibleto infer suchaninformation. If, for example,a
corerouterstartsto drop a high percentag®f premiumpacletsthis canbe attributedto any
routeralongary pathfrom theingressroutersto the currentrouter

3.3.2.2 Diffserv Advantages

e Data Path ProcessingOverhead In Diffservcoreroutersprocesgacletsbasedon a small
numberof traffic classesUponpacletarrival, arouterclassifiegshepaclet, andthenperforms
perclassbuffer managemerandscheduling Sinceusuallythe numberof classess nolarger
than 10, paclet processingcan be very efficiently implemented. In contrast,in SCORE,
paclet processingcanbe morecomple. For example,in the caseof providing guaranteed
serviceseachpaclethasanassociatedieadlineandthe pacletsaresenedin theincreasing
order of their deadlines. However, aswe will shav in Chapter5, the numberof paclets
that have to be consideredat onetime is still much smallerthanthe numberof flows. In
particular whenthe numberof flows is larger thanone million, the numberof pacletsis at
leasttwo ordersof magnitudesmallerthanthenumberof flows. We believe thatthisreduction
is enoughto allow paclet processingttheline speed.Moreover, our othertwo solutionsto
provide perflow servicesi.e., flow protection andservicedifferentiationof traffic aggrgates
over alarge numberof destinationsareno morecomple thantodays Diffservsolutions.

3.4 Summary

In thissectiorwe have describedhemaincomponentsf our solutionto provide perflow servicesn
a SCOREnetwork architectureTo illustratethekey techniqueof our solution,i.e., DynamicPaclet
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State(DPS), we have presentedhe implementationof three per flow mechanismsn a SCORE
network that (1) approximatdrair Queueingschedulingdiscipline,(2) provide perflow admission
control,and(3) performroutepinning. In addition,we have comparedur solutionto two network

architectureproposeddy IETF to enhancehe best-effort service(IntservandDiffserv),andcon-

cludethatour solutionachievesthe bestof thetwo worlds. In particular it canprovide servicesas
powerful andasflexible asthe onesimplementedy Intsery while having similar compleity and
scalabilityasDiffserv
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Chapter 4

Providing Flow Protectionin SCORE

In this chaptemwe presenthefirst illustration of our generalsolutiondescribedn Chapter3. The
goal is to provide flow protection which is one of the mostdesirableenhancementsf todays
best-efort service.If deploed, flow protectionwould allow diverseend-to-endcongestiorcontrol
schemeso seamlesslyoeist in the Internet,andprotectwell behaedtraffic againstmaliciousor
ill-beharedtraffic. Thesolutionof choiceto achiere flow protectionis to have routeramplementair
bandwidthallocation.Unfortunately previous known implementationsf fair bandwidthallocation
requirestatefulnetworks, thatis, requireroutersto maintainper flow stateand performper flow
managementin this chapterwe present solutionto addresshis problem.In particularwe usethe
DynamicPaclet State(DPS)techniqueo provide fair bandwidthallocationan a SCOREnetwork.
To the bestof our knowledgethis is the first solutionto provide fair bandwidthallocationin a
statelesgorenetwork.

The restof this chapteris organizedas follows. The next sectionpresentghe motivations
behindthe flow isolationand describeghe fair bandwidthallocationapproachto implementthis
service. Section4.2 outlinesour solutiondevelopedin the SCORE/DPSramework, called Core-
Stateles$air Queueing(CSFQ).Section4.3 focussesn the detailsof CSFQandits performance
both absoluteand relative, while Section4.4 presentssimulationresultsand compareCSFQto
several other schemes.Finally, Section4.5 presentgelatedwork, and Section4.6 concludeghe
chaptelby summarizingour results.

4.1 Background

Becausef theirrelianceon statisticaimultiplexing, datanetworkssuchasthelnternet mustprovide
somemechanisnio control network congestion.Network congestioroccurswhenthe rateof the
traffic arriving atalink exceedghelink capacity The currentinternet,which primarily usesFIFO
gqueueinganddrop-tailmechanisma its routers relieson end-to-endcongestiorcontrolin which
end-hostseducetheir transmissiomateswhenthey detectthatthe network is congestedThe most
widely utilized form of end-to-endcongestioncontrol is TransportControl Protocol (TCP) [57],
which hasbeentremendouslguccessfuin preventingcongestiorcollapse.

However, the effectivenesf thisapproachdepend®n onefundamentahssumptionend-hosts
coopeate by implementinghomaeneousongestiorcontrol algorithms. In otherwordstheseal-
gorithmsproducesimilar bandwidthallocationsf usedin similarcircumstancedn todays Internet

45



thisis equivalentto flowsbeing“TCP-friendly”, whichmeanghat“their arrival ratedoesnotexceed
thatof any TCP connectiorin the samecircumstances[36].

While this was a reasonablessumptiorin the pastwhenthe Internetwas primarily usedby
theresearcttommunity andthe vastmajority of traffic wasTCP basedjt is no longertrue today
In particular this assumptiorcanbe violatedin threegeneralways. First, someapplicationsare
unresponsivén thatthey dont implementary congestioncontrol algorithmsat all. Most of the
early multimediaand multicastapplicationsjike vat [59], nv [40], vic [70], wb [58] andRealAu-
dio fall into this catggory. Anotherexamplewould be malicioususersmountingdenialof service
attacksby blastingunresponse traffic into the network. Secondsomeapplicationsusecongestion
controlalgorithmsthat,while responsie, arenot TCP-friendly An exampleof suchanalgorithmis
Recever-driven LayeredMulticast(RLM) [69].1 Third, someuserswill cheatandusea non-TCP
congestiorcontrolalgorithmto getmorebandwidth.An exampleof thiswould beusingamodified
form of TCPwith, for instancea largerinitial window andwindow openingconstants.

Startingwith Nagle[74], mary researchersbseredthattheseproblemscanbeovercomewnhen
routershave mechanismshatallocatebandwidthin a fair manner Fair bandwidthallocationpro-
tectswell-behaed flows from theill-behared (unfriendly) flows, and allows a diversesetof end-
to-endcongestioncontrol policiesto co-exist in the network [31]. To differentiateit from other
approacheéseeSection4.5for analternatve approach}hatdealwith the unfriendlyflow problem
we call this approactthe allocation approach.lt is importantto notethatthe allocationapproach
doesnot demancahatall flows adoptsomeuniversally standardend-to-enctcongestiorcontrol al-
gorithm; flows canchooseo respondo the congestiorin whaterer mannetbestsuitsthemwithout
harmingotherflows. Assumingthatflows prefernotto have significantlevelsof pacletdrop,these
allocationapproachegive an incentive for flows to useend-to-endcongestioncontrol, because
beingunresponsie hurtstheir own performance.

While the allocationapproacthasmary desirablepropertiesor congestiorcontrol, it hasyet
to bedeplo/edin the Internet.Oneof the mainreasondehindthis stateof affairsis theimplemen-
tation compleity. Until now, fair allocationsweretypically achiered by usingper flow queueing
mechanisms- suchas Fair Queueing[31, 79] andits mary variants[10, 45, 94] — or per flow
droppingmechanismsuchasFlow RandomEarly Drop (FRED)[67]. Thesemechanismsaresig-
nificantly more comple to implementthanthe traditional FIFO queueingwith drop-tail, whichis
the mostwidely implementedand deplg/ed mechanisnin routerstoday In particular fair allo-
cationmechanisménherentlyrequirethe routerto maintainstateand performoperationson a per
flow basis. For eachpaclet thatarrives at the router the routersneedsto classifythe paclet into
aflow, updateper flow statevariables.andperformcertainoperationdasedon the per flow state.
The operationanbe assimpleasdecidingwhetherto drop or queuethe paclet (e.g.,FRED), or
ascomple asmanipulationof priority queuege.g.,Fair Queueing) While a numberof techniques
have beenproposedo reducethe compleity of the per paclet operationq9, 94, 99|, andcom-
mercialimplementationsreavailablein someintermediateclassrouters,it is still unclearwhether
thesealgorithmscanbe cost-efectively implementedn high-speedackboneroutershecausell
thesealgorithmsstill requirepaclet classificatiorandperflow statemanagement.

IAlthough our datain Section4.4 shaved RLM receving lessthanits fair share,whenwe changethe simulation
scenaricsothatthe TCPflow startsafterall theRLM flows, it thenreceveslessthanhalf of its fair share This hysteresis
in theRLM versusTCP behaior wasfirst pointedoutto usby Steve McCanng69].
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Figure4.1: (a) A referencestatefulnetwork thatprovidesfair bandwidthallocation;eachnodeimplements
theFair Queueingalgorithm.(b) A SCOREnetwork thatapproximateshe serviceprovidedby thereference
network; eachnodeimplementsour algorithm,calledCore-Stateles$air Queueing CSFQ).

In this chapterwe addresshe compleity problemby describinga solutionbasedon Dynamic
Paclet Stateto provide fair bandwidthallocationwithin a SCOREdomain. We call this solution
Core-StatelesBair Queueing(CSFQ)sincethe corerouterskeepno perflow state but insteaduse
thestatethatis carriedin the pacletlabels.

4.2 Solution Outline

Existingsolutionsto provide fair bandwidthallocationrequireroutersto maintainperflow state[10,
31, 45, 79, 94]. In this chapterwe presenthefirst solutionto achieve fair bandwidthallocationin
a network in which coreroutersmaintainno per flow state. Our solutionis basedon the generic
approachdescribedn Section3.1.2. This approactconsistof two steps.n thefirst stepwe define
areferencenetwork thatprovidesfair bandwidthallocationby having eachnodeimplementhe Fair
Queueing(seeFigure4.1(a))algorithm. In the secondstep,we approximatehe serviceprovided
by thereferencenetwork within a SCOREnetwork (seeFigure4.1(b)). To achieve this we usethe
DynamicPacket State(DPS)techniqueto implementa novel algorithm,calledCore-Stateles$-air
Queueing CSFQ),which approximateshe behaior of Fair Queueing.

With CSFQ,edgeroutersuseperflow stateto estimatethe rate of eachincomingflow. Upon
a paclet arrival, the edgerouter classifiesthe paclet to the appropriateflow, updatesthe flow’s
rateestimateandthenlabelsthe paclet with this estimate.In turn, corerouter$ implementFIFO
queueingwith probabilisticdroppingon input. The probability of droppinga paclet asit arrivesat
thequeusds afunctionof therateestimatecarriedin thelabelandof thefair sharerateatthatrouter
which is estimatedbasedon measurementsf the aggregatetraffic. Whenthe paclet is forwarded
theroutermay updatethe estimatecarriedby the paclet to reflectthe eventualchangen the flow's
ratedueto paclet dropping.In this way, CSFQavoids boththe needto maintainperflow stateand
theneedto usecomplicatedpaclet schedulingandbuffering algorithmsat corerouters.

2NotethatExamplel in Section3.1.3outlinesthe CSFQalgorithmasimplementedy corerouters.
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4.3 Core-Statelesg-air Queueing(CSFQ)

In this sectionwe presentour algorithm, called Core-StatelesBair Queueing{CSFQ),which ap-

proximateghebehaior of Fair Queueingn a SCOREnetwork. To offer intuition abouthow CSFQ
works,we first presentheidealizedbit-by-bit or fluid versionof the probabilisticdroppingscheme,
andthenextendthealgorithmto a practicalpaclet-by-packt version.

4.3.1 Fluid Model Algorithm

We first considera bufferlessfluid modelof a routerwith outputlink speed’', wheretheflows are
modelledasacontinuousstreanof bits. Weassumeachflow’s arrival rater;(¢) is known precisely
Max-minfair bandwidthallocationsarecharacterizety thefactthatall flows thatarebottleneclkd
(i.e., have bits dropped)y this routerhave the sameoutputrate. We call this ratethefair shaerate
of thesener; let a(t) bethefair sharerateattime¢. In generaljf max-minbandwidthallocations
areachieved, eachflow i recevesserviceat arategiven by min(r;(t), a(t)). Let A(¢) denotethe

totalarrival rate: A(t) = Y_i=; i(t). If A(t) > C thenthefair sharex(t) is theuniquesolutionto
C= Z min(r;(t), a(t)), (4.1)
i=1

If A(t) < C thennobitsaredroppedandwe will, by corvention,seta(t) = max; 7;(t).

If r(t) < aft), i.e., flow i sendsno morethanthe sener’s fair sharerate,all of its traffic will
beforwarded.If r;(t) > «(t), thenafractlonﬂf%El of its bits will be droppedsoit will have
anoutputrateof exactly a(t). This suggests very simpleprobabilisticforwardingalgorithmthat
achiavesfair allocationof bandwidth:eachincomingbit of flow 7 is droppedwith the probability

max (o, 1— Z((?)) (4.2)

Whenthesedroppingprobabilitiesareused thearrival rateof flow ; atthenext hopis givenby
min[r;(t), a(t)].

4.3.2 Packet Algorithm

The above algorithmis definedfor a bufferlessfluid systemin which the arrival ratesare knovn
exactly. Ourtasknow is to extendthis approacho the situationin realrouterswheretransmission
is pacletized,thereis substantiabuffering, andthe arrival ratesarenot known.

We still emplg/ a drop-on-inputscheme exceptthat nowv we drop paclets ratherthan bits.
Becausé¢herateestimationdescribedelow) incorporateshepaclet size,the droppingprobability
is independenof the paclet sizeanddepend®only, asabove, on therater;(t) andfair sharerate
a(t).

We areleft with two remainingchallengesestimatingheratesr; (¢) andthefair sharen(t). We
addresghesetwo issuesn turnin the next two subsectionsandthendiscusshe rewriting of the
labels.Pseudocode=flectingthis algorithmis describedn Figures4.3and4.4.
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Figure4.2: Thearchitecturef the outputport of anedgerouter anda corerouter respectiely.

4.3.2.1 Computation of Flow Arri val Rate

Recallthatin our architecturetheratesr;(¢) areestimatedat the edgeroutersandthentheserates
areinsertednto the pacletlabels.At eachedgerouter we useexponentiabveragingto estimatehe
rateof aflow. Let t*¥ andi¥ bethearrival time andlengthof the k%" paclet of flow i. Theestimated
rateof flow 1, r;, is updatedevery time anew pacletis receved:
k Ik k
,r;(zew _ (1 _e T /K)ﬁ + e~ Ti /K,r;)ld’ (43)
2

whereT} = ¥ — t*~1 andK is aconstantWe discusgherationalefor usingtheform e~ T/ K for
theexponentiaweightin Sectiord.3.7.

4.3.2.2 Link Fair Rate Estimation

In this section,we presentan estimationalgorithmfor «(¢). To give intuition, consideragainthe
fluid modelin Section4.3.1wherethe arrival ratesareknowvn exactly, andassumehe systemper
forms the probabilisticdroppingalgorithmaccordingto Eq. (4.2). Then,the rate with which the
algorithmacceptgacletsis a function of the currentestimateof the fair sharerate, which we de-
noteby a(t). Letting F'(a(t)) denotethis acceptanceate,we have

F(a(t)) = min (r;(t),a(t)). (4.4)
=1

Notethat F'(-) is a continuousnondecreasingsoncae, andpiecavise-linearfunctionof a. If the
link is congestedA(t) > C) we choosen(t) to bethe uniquesolutionto F(z) = C. If thelink
is not congestedA(t) < C) we take &(t) to bethe largestrateamongthe flows thattraversethe
link, i.e.,&(t) = max<i<n(ri(t)). FromEq. (4.4) notethatif we knew the arrival ratesr;(¢) we
couldthencomputex(t) directly. To avoid having to keepsuchperflow state we seekinsteadto
implicitly computex(¢) by usingonly aggrgatemeasurementsf F' and A.

We usethe following heuristicalgorithmwith threeaggregatestatevariables:a, the estimate
for thefair sharerate;ﬁ, the estimatedaggreatearrival rate;ﬁ, the estimatedateof theaccepted
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on pacletp arrival
if (edgerouter)
1 =classify(p);
p.label = estimaterate(r;, p); /* useEq. (4.3) */
prob =max(0, 1 — a/p.label);
if (prob >unif_rand(0, 1))
a =estimatea (p, 1);

drop(p);
else

o =estimatea (p, 0);

enqueuép);
if (prob > 0)
p.label = «; [« relabelp %/

Figure4.3: Thepseudocodef CSFQ.

traffic. Thelasttwo variablesareupdateduponthearrival of eachpaclet. For Awe useexponential
averagingwith a parametee—7/Ke whereT is the interarrival time betweerthe currentandthe

previous paclet:

~ l ~
Anew = (1= e 7)o e T Ao (45)

whereA,,, is thevalueof A beforethe updating.We useananalogougormulato updateF.

The updatingrule for & depend®n whetherthelink is congestear not. To filter out the esti-
mationinaccuracieslueto exponentialsmoothingwe useawindow of size K. A link is assumed
to becongestedif A > C atall timesduringanintenal of length K. Conversely alink is assumed
to beuncong@sted if A < C atall timesduringanintenal of length K.. Thevaluea is updated
only at the end of anintenal in which the link is eithercongestedr uncongestedccordingto
thesedefinitions. If thelink is congestedhena is updatedoasedon the equationF'(a) = C. We
approximateF'(-) by alinearfunctionthatintersectgheorigin andhasslopeﬁ/@old. Thisyields

~ . C
Apew = aold? (46)

If thelink is not congestedai,.., is setto the largestrate of ary active flow (i.e., the largestlabel
seen)duringthelast K. time units. Thevalueof d,,.,, is thenusedto computedroppingprobabil-
ities, accordingto Eq. (4.2). For completenessye give the pseudocodef the CSFQalgorithmin
Figure4.4.

We now describewo minor amendmentto this algorithmrelatedto how the buffersareman-
aged.Thegoalof estimatinghefair sharer is to matchtheacceptedateto thelink bandwidth.Due
to estimationinaccuraciedpadfluctuationetweerty’'s updatesandtheprobabilisticnatureof our
algorithm,the acceptedate may occasionallyexceedthe link capacity While ideally the routers
buffers canaccommodat¢he extra paclets, occasionallythe routermay be forcedto drop thein-
comingpaclet dueto lack of buffer space.Sincedrop-tailbehaior will defeatthe purposeof our
algorithm,andmay exhibit undesirablgropertiesn the caseof adaptve flows suchasTCP[37], it
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estimate« (p, dropped)
estimaterate(fl, p); /= est.arrival rate (useEqg. (4.5)) /
if (dropped == FALSFE)
estimaterate(f?’, p); /* est.acceptedraffic ratex/
if (4> C)
if (congested == FALSE)
congested = TRUE,
start_time = crt_time,

else
if (crt_time > start_time + K.)
a=axC/F;

start_time = crt_time,;
else/x A<Cx /
if (congested == TRUE)
congested = FALSE;
start_time = crt_time;
tmp_a = 0; /* useto computenew a */
else
if (crt_time < start_time + K_.)
tmp_a =max(tmp_a, p.label);
else
a = tmp_a;
start_time = crt_time;
tmp_a = 0;
return a;

Figure4.4: The pseudocodef CSFQ(fair rateestimation).

is importantto limit its effect. To do so,we usea simpleheuristic: every time the buffer overflows,
a is decreasetly a smallfixed percentagétakento be 1% in our simulations) Moreover, to avoid
overcorrectionwe male surethat during consecutie updatesa doesnot decreasdoy morethan
25%.

In addition,sincethereis little reasorto consideralink congestedf thebuffer is almostempty
we apply the following rule. If the link becomeaincongestedby the testin Figure 4.4, thenwe
assumehatit remainsuncongestea@slong asthe buffer occupang is lessthansomepredefined
threshold.In the currentimplementatiorwe useathresholdhatis half of thetotal buffer capacity

4.3.2.3 Label Rewriting

Ourrateestimationalgorithmin Section4.3.2.1allows usto labelpacletswith their flow's rateas
they enterthe SCOREdomain.Our paclet droppingalgorithmdescribedn Sectiond.3.2.2allows
usto limit flowsto their fair shareof the bandwidth.After a flow experiencesignificantlossesata
congestedink insidethe domain,however, the paclet labelsareno longeranaccurateestimateof
its rate. We cannotrerunour estimationalgorithm,becausét involves perflow state.Fortunately
asnotedin Sectiord.3.1,theoutgoingrateis merelytheincomingrateor thefair rate,a;, whichever
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is smaller Thereforewe rewrite thethe pacletlabel L as

Lnew = min(Lolda a)a (47)

By doingso,the outgoingflow rateswill be properlyrepresentety the pacletlabels.

4.3.3 WeightedCSFQ

The CSFQalgorithmcanbe extendedto supportflows with differentweights. Let w; denotethe
weightof flow i. Returningto our fluid model,the meaningof theseweightsis thatwe saya fair
allocationis onein whichall bottleneckd flows have thesamevaluefor t. Then,if A(t) > C, the

normalizedfair ratea(t) is theuniquevaluesuchthat}"?* ; w; min (a, 5)—) = C. Theexpression

for the droppingprobabilitiesin the weightedcaseis max (0, 1-— a“;’—:_'). The only other major
changes thatthelabelis now r; /w;, insteadsimply r;. Finally, without goinginto detail we note
thatthe weightedpaclet-by-packt versionis virtually identicalto the correspondingersionof the
plain CSFQalgorithm.

It is alsoimportantto notethatwith weightedCSFQwe canonly approximatea referencenet-
work in whicheachflow hasthesameweightatall routersalongits path. Thatis, ouralgorithmcan-
not accommodatsituationswherethe relative weightsof flows differ from routerto routerwithin
adomain.However, evenwith this limitation, weightedCSFQmay prove a valuablemechanisnin
implementingdifferentialservicessuchastheoneproposedn [116].

4.3.4 PerformanceBounds

Wenow presenthemaintheoreticalesultfor CSFQ.For generalitythisresultis givenfor weighted
CSFQ.Theproofis givenin AppendixA.

Ouralgorithmis built aroundseveralestimatiorproceduresandthusis inherentlyinexact. One
naturalconcernis whethera flow canpurposely‘exploit” theseinaccuracieso get morethanits
fair shareof bandwidth.We cannotanswerthis questiorwith full generality but we cananalyzea
simplified situationwherethe normalizedfair sharerate,«, is heldfixed andthereis no buffering,
sothedropprobabilitiesarepreciselygivenby Eqg. (4.2). In addition,we assumehatwhena paclet
arrives,afractionof thatpaclet equalto the flow’s forwardingprobabilityis transmitted Note that
during ary time intenal [t1,t2) a flow with weightw is entitledto receve at mostwa(ts — t1)
servicetime; we call ary amountabore this the excessservice This excessservicecanbe bound,
independenof boththe arrival processaandthelengthof thetime intenal duringwhich theflow is
actve. Thebounddoesdependtrucially onthe maximalrate, R, atwhich aflow pacletscanarrive
atarouter(limited, for example by the speedf theflow’s accesdink); thesmallerthisrate R, the
tighterthebound.

Theorem 1 Considera link with a constanhormalizedrair ratea, anda flowwith weightw. Then,
theexcessservicereceivedy a flowwith weightw thatsendsat aratenolarger than R is bounded
above by

roK (1 + |n§> + lmass (4.8)

Ta
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wheer, = aw, andl,,,; representshe maximumnengthof a padet.

By boundingthe excessservice,we have shavn thatin this idealizedsetting,the asymptotic
throughputcannotexceedthe fair sharerate. Thus, flows canonly exploit the systemover short
time scalesthey arelimited to theirfair shareoverlongtime scales.

4.3.5 Implementation Complexity

At corerouters poththetime andspacecompleity of ouralgorithmareconstantvith respecto the
numberof competinglows, andthuswe think CSFQcouldbeimplementedn very high speectore
routers.At eachedgerouterCSFQneedgo maintainperflow state.Uponthearrival of eachpaclet,
theedgerouterneeddo (1) classifythe pacletto aflow, (2) updatethefair sharerateestimatiorfor
the correspondingutgoinglink, (3) updatethe flow rate estimation,and(4) labelthe paclet. All
theseoperationavith the exceptionof paclet classificatiorcanbe efficiently implementedoday

Efficientandgeneral-purposgaclet classificatioralgorithmsarestill underactive researchWe
expectto leveragetheseresults We alsonotethatpaclet classificatioratingressnodess neededor
anumberof otherpurposessuchasin the contet of Multiprotocol Label Switching(MPLS) [17]
or for accountingpurposes.Therefore the classificationrequiredfor CSFQmay not be an extra
cost. In addition,edgerouterstypically not on the high-speedackbondinks poseno problemas
classificatiorat moderatespeedss quite practical.

4.3.6 Architectural Considerations

We have usedthe term flow without definingwhatwe mean. This wasintentional,asthe CSFQ
approackcanbe appliedto varying degreesof flow granularity;thatis, what constitutesa flow is
arbitraryaslong asall pacletsin the flow follow the samepathwithin the core. For corvenience,
flow asusedhereis implicitly definedasa source-destinatiopair, but onecould easilyassignfair
ratesto mary othergranularitiessuchassource-destinatioperts. Moreover, the unit of “flow” can
vary from domainto domainaslong astheratesarere-estimatedvhenenteringa nev domain.

Similarly, we have not beenpreciseaboutthe size of the SCOREdomains.In oneextreme,we
couldtake eachrouterasa domainandestimateratesat every router;this would allow usto avoid
the useof complicatedper flow schedulingand droppingalgorithms,but would require per flow
classification.Anotherpossibilityis thatISPscould extendtheir SCOREdomainto the very edge
of their network, having their edgeroutersat the pointswherecustomers paclets enterthe ISP’s
network. Building on the previous scenario,multiple ISPscould combinetheir domainsso that
classificatiorandestimationdid not have to be performedat ISP-ISPboundariesThekey obstacle
hereis oneof trustbetween SPs.

4.3.7 MiscellaneousDetails

Having presentedhebasicCSFQalgorithm,we now returnto discussa few aspectsn moredetail.

We have usedexponentialveragingio estimatehearrival ratein Eq. (4.3). However, insteadf
usinga constanexponentiaeightwe usede~7/%, whereT is theinter-paclet arrival ime and K
is a constant Our motivationwasthate=2/% morecloselyreflectsa fluid averagingprocessvhich
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is independenbf the pacletizing structure. More specifically it canbe shavn thatif a constant
weightis used,the estimatedatewill be sensitve to the paclet lengthdistribution andthereare

pathologicakcasesvherethe estimatedatediffersfrom therealarrival rateby a factor;this would

allow flows to exploit the estimationprocessaand obtainmorethantheir fair share.In contrastby

usinga parameteof e~7/X | the estimatedratewill asymptoticallycorverge to the real rate,and

thisallows usto boundtheexcessservicethatcanbeachieved (asin Theoreml). We useda similar

averagingprocessn Eq. (4.5)to estimatethetotal arrival rate A.

Thechoiceof K in theabove expressiore—T/X presentsiswith severaltradeofs. First, while
asmallerK increasesystenresponsienesso rapidratefluctuationsalarger K betterfiltersnoise
andavoids potentialsysteminstability Second, K shouldbe large enoughsuchthatthe estimated
rate, calculatedat the edgeof the network, remainsreasonablyaccurateafter a paclet traverses
multiple links. Thisis becaus¢he delay-jitterchangeshe paclets’ inter-arrival patternwhich may
resultin anincreasedliscrepang betweerthe estimatedate (receved in the paclets’ labels)and
therealrate. To counteracthis effect, asa rule of thumb, K shouldbe one order of magnitude
largerthatthe delay-jitterexperiencedy a flow over atime intenal of the samesize, K. Third, K
shouldbe no larger thanthe averagedurationof a flow. Basedon this constraintsan appropriate
valuefor K would bebetweenl00and500ms.

4.4 Simulation Results

In this sectionwe evaluateour algorithmby simulation. To provide somecontet, we compare
CSFQs performanceo threeadditionalalgorithms.Two of these FIFO andRED, represenbase-
line caseswvhereroutersdo not attemptto achieve fair bandwidthallocations.The othertwo algo-
rithms,FREDandDRR, representlifferentapproaches achieving fairness.

e FIFO (FirstIn First Out) - Packetsaresenedin afirst-in first-outorder andthe buffers are
managedisinga simpledrop-tailstratgy; i.e.,incomingpacletsaredroppedvhenthe buffer
is full.

¢ RED (RandomEarly Detection) Packetsaresenedin afirst-in first-outorder but the buffer
managemeris significantlymoresophisticatedhandrop-tail. RED [37] startsto probabilis-
tically drop pacletslong beforethe buffer is full, providing early congestiorindicationto
flows which canthen gracefully back-of beforethe buffer overflovs. RED maintainstwo
buffer thresholdsWhenthe exponentiallyaveragedouffer occupang is smallerthanthefirst
threshold,no paclet is dropped,andwhenthe exponentiallyaveragedbuffer occupang is
larger thanthe secondthresholdall paclets are dropped. Whenthe exponentiallyaveraged
buffer occupang is betweenthe two thresholdsthe paclet droppingprobability increases
linearly with buffer occupang.

e FRED (Fair RandomEarly Drop) - This algorithmextendsRED to provide somedegreeof
fair bandwidthallocation[67]. To achieve fairness FRED maintainsstatefor all flows that
have atleastonepacletin the buffer. Unlike RED wherethe droppingdecisionis basednly
on the buffer state,in FRED droppingdecisionsare basedon this flow state. Specifically
FRED preferentiallydropsa paclet of a flow thathaseither (1) had mary pacletsdropped
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in the past,or (2) a queudargerthanthe averagequeuesize. FRED hastwo variants(which
we will call FRED-1and FRED-2). The main differencebetweernthe two is that FRED-2
guaranteeto eachflow a minimumnumberof buffers. As agenerakule, FRED-2performs
betterthanFRED-10only whenthe numberof flowsis large. In the following data,whenwe
dont distinguishbetweerthetwo, we arequotingtheresultsfrom theversionof FREDwhich
performeahebest.

¢ DRR (Deficit RoundRobin) - This algorithmrepresentsn efficient implementatiorof the
well-knowvn weightedfair queueing(WFQ) discipline. The buffer managemenschemeas-
sumeghatwhenthe buffer is full the paclet from the longestqueueis dropped.DRR is the
only oneof thefour to usea sophisticategerflow queueingalgorithm,andthusachieesthe
highestdegreeof fairness.

Thesefour algorithmsrepresentour differentlevels of complity. DRR and FRED have to
classifyincomingflows, wheread=IFO and RED do not. In addition, DRR hasto implementits
paclet schedulingalgorithm (whereasthe rest all use first-in-first-out scheduling). CSFQ edge
routershave compleity comparableo FRED,andCSFQcoreroutershave compleity comparable
to RED.

We have examinedthe behaior of CSFQundera variety of conditions.We useanassortment
of traffic sourcedmainly CBR and TCR but alsosomeon-of sourceshndtopologies.For space
reasonsye only reporton asmallsamplingof the simulationsve have run; afuller setof testsand
thescriptsusedto runthem,is availableathttp://www.cs.c mu.edu/ i st oic a/ csfq . All
simulationswere performedn ns-2[78], which providesaccurateaclet-level implementatiorfor
variousnetwork protocols,suchasTCP andRLM (Receverdriven LayeredMulticast) [69], and
variousbuffer managemerandschedulingalgorithms suchasRED andDRR.

Unlessotherwisespecifiedwe usethe following parametergor the simulationsn this section.
Eachoutputlink hasa lateny of 1 ms, a buffer of 64 KB, anda buffer thresholdfor CSFQof 16
KB. In the RED andFRED casesthefirst thresholds setto 16 KB, while the secondoneis setto
32KB. Theaveragingconstanusedin estimatingheflow rateis K = 100 ms,while theaveraging
constanusedn estimatiorthefair ratea is K, = 200 ms. Finally, in all topologiesve usethefirst
router(gatevay) onthe pathof aflow is alwaysassumedo bethe edgerouter;all otherroutersare
assumeavithout exceptionto becorerouters.

We simulatedthe otherfour algorithmsto give us benchmarksgainstwhich to assesshese
results.We useDRR asour modelof fairnessandusethe baselinecasesFIFO andRED, asrepre-
sentingthe (unfair) statugquo. Thegoalof thesexperimentss determinavhereCSFQsitsbetween
thesetwo extremes.FRED is a moreambiguousenchmarkpeingsomevhat morecomplex than
CSFQ,but notascomplex asDRR.

In general,we find that CSFQachieves a reasonablelegree of fairness,significantly closer
to DRR thanto FIFO or RED. CSFQ5 performancas typically comparabldo FRED’s, although
thereareafew situationsvhereCSFQsignificantlyoutperformd=RED. Therearealargenumberof
experimentandeachexperimeninvolvesrathercomplex dynamics Dueto spacdimitations,in the
sectionghatfollow we will merelyhighlightafew importantpointsandomit detailedexplanations
of thedynamics.
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Figure4.5: (a)A 10Mbpslink sharedby N flows. (b) Theaveragethroughpubver 10 secwhenN = 32,and
all flows areCBRs. Thearrival ratefor flow i is (i + 1) timeslargerthanits fair share. Theflows areindexed
from 0.

4.4.1 A SingleCongested.ink

Wefirst considerasinglecongestedink sharedoy N flows (seefFigure4.5(a)).We performedhree
relatedexperiments.

In thefirst experimentwe have 32 CBR flows, indexed from 0, whereflow i sendsg + 1 times
morethanits fair shareof 0.3125Mbps. Thusflow 0 send€0.3125Mbps, flow 1 send9).625Mbps,
andsoon. Figure4.5(b) shavs the averagethroughputof eachflow over a 10 secintenal; FIFO,
RED, andFRED-1fail to ensurdairnesswith eachflow gettinga shareproportionako its incoming
rate,while DRRis extremelyeffective in achieving afair bandwidthdistribution. CSFQandFRED-
2 achieve alessprecisadgyreeof fairnessfor CSFQthethroughputof all flows arebetween-11%
and+12% of theidealvalue.

In the secondexperimentwe considerthe impactof anill-behared CBR flow on a setof TCP
flows. More preciselythetraffic of flow 0 comesrom aCBR sourcethatsendsat 10 Mbps,while all
the otherflows (from 1 to 31) are TCPs.Figure4.6(a)shavs the throughputof eachflow averaged
over a 10 secintenal. The only two algorithmsthat can most effectively containthe CBR flow
areDRR andCSFQ.UnderFRED the CBR flow getsalmost1.8 Mbps — closeto six timesmore
thanits fair share- while the CBR only gets0.396Mbpsand0.355MbpsunderDRR andCSFQ,
respectiely. As expected FIFO andRED performpoorly, with the CBR flow gettingover 8 Mbps
in bothcases.

In the final experiment,we measurehow well the algorithmscan protecta single TCP flow
againstmultiple ill-behaved flows. We perform31 simulations,eachfor a differentvalue of NV,
N = 1...31. In eachsimulationwe take one TCP flow and N CBR flows; eachCBR sendsat
twice its fair sharerate of Nl—ﬂleps. Figure4.6(b) plotsthe ratio betweerthe averagethroughput
of the TCP flow over 10 secandthe total bandwidthit shouldreceve asa function of the total
numberof flows in the systemN + 1. Therearethreepointsof interest. First, DRR performs
very well whenthereare lessthan 22 flows, but its performancesliecreasesfterwardsbecause
thenthe TCPflow’s buffer shareis lessthanthreebufferswhichis known to significantlyaffectits
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Figure4.6: (a) The throughputsof one CBR flow (0 indexed) sendingat 10 Mbps, and of 31 TCP flows
sharinga 10 Mbps link. (b) The normalizedbandwidthof a TCP flow that competesvith N CBR flows
sendingat twice their allocatedrates asafunctionof V.

throughput. Second CSFQperformsbetterthan DRR whenthe numberof flows is large. Thisis
becaus€SFQis ableto copebetterwith the TCPburstinessdy allowing the TCPflow to have more
thantwo pacletsbufferedfor shorttime intenvals. Finally, acrosghe entirerange,CSFQprovides
similar or betterperformancescomparedo FRED.

4.4.2 Multiple Congested.inks

We now analyzehow thethroughpuof awell-behaedflow is affectedwhentheflow traversesnore
thanonecongestedink. We performedwo experimentdasednthetopologyshavnin Figure4.7.
All CBRs,exceptCBR-0,sendat2 Mbps. Sinceeachlink in thesystemhas10 Mbps capacitythis
will resultin all links betweerroutersbeingcongested.

In the first experiment,we have a CBR flow (denotedCBR-0) sendingat its fair sharerate
of 0.909Mbps. Figure4.8(a)shaws the fraction of CBR-0's traffic thatis forwarded,versusthe
numberof congestedinks. CSFQandFRED performreasonablyvell, althoughnot quite aswell
asDRR.

In thesecond=xperimentwe replaceCBR-0with a TCPflow. Similarly, Figure4.8(b)plotsthe
normalizedT CP throughputagainsthe numberof congestedinks. Again, DRR andCSFQprove
to be effective. In comparisonFRED performssignificantlyworsethoughstill much betterthan
RED andFIFO. Thereasoris thatwhile DRR and CSFQtriesto allocatebandwidthfairly among
competingflows during congestionFRED tries to allocatethe buffer fairly. Flows with different
end-to-endcongestiorcontrol algorithmswill achieve differentthroughputsevenif routerstry to
fairly allocatethe buffer. In the caseof Figure4.8(a),all sourcesareCBR, i.e., noneareadopting
ary end-to-endcongestiorcontrol algorithms,FRED provides performancesimilar to CSFQand
DRR.In thecaseof Figure4.8(b),aTCPflow is competingwvith multiple CBR flows. Sincethe TCP
flow slows down during congestiorwhile CBQ doesnot, it achigres significantlylessthroughput
thanacompetingCBR flow.
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Figure4.8: (a) The normalizedthroughputof CBR-0 asa function of the numberof congestedinks. (b)
The sameplot whenCBR-0is replacedoy a TCPflow.

4.4.3 Coexistenceof Differ ent Adaptation Schemes

In thisexperimentve investigateaheextentto which CSFQcandealwith flows thatemploy different
adaptatiorschemesRecever-drivenLayeredMulticast(RLM) [69] is anadaptve schemeén which
thesourcesendgheinformationencodednto a numberof layers(eachto its own multicastgroup)
andthe recever joins or leavesthe groupsassociateavith the layersbasedon how mary paclet
dropsit is experiencing.We considera 4 Mbpslink traversedby one TCP andthreeRLM flows.
Eachsourceusesa sevenlayerencodingwherelayeri send2/t* Kbps;eachlayeris modeledoy
aCBRtraffic source.Thefair shareof eachflow is 1IMbps.In theRLM casethiswill correspondo
eachrecever subscribingo thefirst five layers 3

The averagereceving ratesaveragedver 1 secintenals for eachalgorithmareplottedin Fig-
ure4.9. We have conductedwo separatesimulationsof CSFQ? In thefirst one,we have usedthe
sameaveragingconstantsin therestof this chapter:K = 100 ms,and K, = 200 ms. Here,one

*More preciselywe have 377 _, 2+ Kbps= 0.992 Mbps.
4Seealso[69] for additionalsimulationsof RLM andTCP
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RLM flow doesnot getits fair share(it is onelayerbelonv whereit shouldbe). We think thisis due
to the bursty behaior of the TCP thatis not detectedby CSFQsoonenough allowing the TCPto
opportunisticallygrabmorebandwidththanits shareat the expenseof lessaggressie RLM flows.
To testthis hypothesisye have changedheaveragingtime intenalsto K = 20 ms,and K, = 40
ms, respectiely, which resultin TCP flow bandwidthbeingrestrictedmuchearlier As shavn in
Figure4.9(d),with theseparameterall flows receve roughly 1 Mbps.

An interestingpoint to noticeis that FRED doesnhot provide fair bandwidthallocationin this
scenarioAgain,asdiscusseth Sectiond.4.2 thisis dueto thefactthatRLM andTCPusedifferent
end-to-endcongestiorcontrolalgorithms.

Finally, we notethatwe have performedtwo othersimilar experimentgnot includedheredue
to spacdimitations): onein which the TCP flow is replacedby a CBR thatsendsat 4 Mbps, and
anothein whichwe have boththe TCPandthe CBR flowstogethemlongwith thethreeRLM flows.
Theoverallresultsveresimilar, exceptthatin bothexperimentsll flowsrecevedtheirsharesinder
CSFQwhenusingthe original settingsfor theaveragingintenals,i.e., K = 100 msandK, = 200
ms. In addition,in someof theseotherexperimentsvherethe RLM flows are startedbeforethe
TCPR, theRLM flows getmorethantheir shareof bandwidthwhenRED andFIFO areused.

4.4.4 Different Traffic Models

So far we have only consideredCBR and TCP traffic sources. We now look at two additional
sourcemodelswith greaterdegreesof burstiness.We againconsidera single 10 Mbps congested
link. In thefirst experimentthis link is sharedoy one ON-OFFsourceand19 CBRsthat sendat
exactlytheirshare0.5Mbps. TheON andOFFperiodsof the ON-OFFsourcearebothdravn from
exponentialdistributionswith meansf 200msand19*200msrespectiely. Duringthe ON period
the ON-OFFsourcesendsat 10 Mbps. Notethatthe ON-timeis on the sameorderasthe averaging
intenal K = 200ms for CSFQ5rateestimatioralgorithm,sothis experiments designedo testto
whatextent CSFQcanreactover shorttime scales.

Algorithm | delivered| dropped
DRR 1080 3819
CSFQ 1000 3889
FRED 1064 3825
RED 2819 2080
FIFO 3771 1128

Table4.1: Statisticsfor an ON-OFFflow with 19 CompetingCBRsflows (all numbersarein paclets)

The ON-OFFsourcesent4899pacletsover the courseof the experiment.Table4.1 shavs the
numberof pacletsfrom the ON-OFFsourcedroppedat the congestedink. The DRR resultsshav
whathappensvhenthe ON-OFFsourceis restrictedto its fair shareat all times. FREDandCSFQ
alsoareableto achiere a high degreeof fairness.

Ournext experimentsimulatedVebtraffic. Thereare60 TCPtransfersvhoseinterarrival times
areexponentiallydistributedwith themeanof 0.1 ms,andthelengthof eachtransferis dravn from
a Paretodistribution with a meanof 40 paclets(1 paclet = 1 KB) anda shapingparameteof 1.06.
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Thesevaluesareconsistentvith thosepresentedby CrovellaandBestaros[27]. In addition,there
isasingle10 Mbps CBR flow.

Algorithm | meantime | std.dev
DRR 46.38| 197.35
CSFQ 88.21| 230.29
FRED 73.48| 272.25
RED 790.28| 1651.38
FIFO 1736.93| 1826.74

Table4.2: The meantransfertimes(in ms)andthe correspondingtandardieviationsfor 60 shortTCPsin
thepresencef a CBR flow thatsendsatthelink capacityi.e., 10 Mbps.

Table 4.2 presentghe meantransfertime and the correspondingstandarddeviations. Here,
CSFQandFREDdolesswell thanDRR, but oneorderof magnitudebetterthanFIFO andRED.

4.4.5 LargelLatency

All of our experimentsso far have hadminimal latencies.In this experimentwe againconsidera
single 10 Mbpscongestedink, but now the flows have propagatiordelaysof 100 msin gettingto
the congestedink. Theloadis comprisedof oneCBR thatsendsatthelink capacityand19 TCP
flows. Table4.3 shavs the meannumberof pacletsforwardedfor eachTCP flow duringa 100sec
time intenal. CSFQandFRED bothperformreasonablyvell.

4.4.6 Packet Relabeling

Recallthatwhenthe droppingprobability P of a paclet is non-zerowe relabelit with a new label
whereL,., = (1 — P)L, sothatthelabelof the paclet will reflectthe new rateof theflow. To
testhow well thisworksin practice we considetthetopologyin Figure4.10,whereeachlink is 10
Mbps. Notethataslongasall threeflows attempto usetheirfull fair sharethefair shareof flows 1
and2 arelessonlink 2 (3.33Mbps)thanonlink 1 (5 Mbps),sotherewill bedroppingonbothlinks.
Thiswill testtherelabelingfunctionto make surethattheincomingratesareaccuratelyreflectecon
the secondink. We performtwo experimentgonly looking at CSFQ5 performance)ln thefirst,
therearethreeCBRssendingdataat 10 Mbps each.Table4.4 shawvs the averagethroughputover

Algorithm | mean | std.dev
DRR 5857.89| 192.86
CSFQ 5135.05| 175.76
FRED 4967.05| 261.23
RED 628.10| 80.46
FIFO 379.42| 68.72

Table4.3: The meanthroughput(in paclets)andstandardieviation for 19 TCPsin the presencef a CBR
flow alonga link with propagatiordelayof 100ms. The CBR sendsatthelink capacityof 10 Mbps.
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Figure4.10: Simulationscenaridor the packet relabelingexperiment.Eachlink has10 Mbpscapacityand
apropagatiordelayof 1 ms.

Traffic | Flow 1 | Flow 2 | Flow 3
CBR 3.267| 3.262| 3.458
TCP 3.232| 3.336| 3.358

Table4.4: The throughputgesultingfrom CSFQaveragedover 10 secfor the threeflows in Figure4.10
alonglink 2.

10 secof the threeCBR flows. As expected theseratesare closedto 3.33 Mbps. In the second
experiment,we replacethe threeCBRsby threeTCPs. Again, despitethe TCP burstinesswvhich
may negatively affect therateestimationandrelabelingaccurag, eachTCP getsits fair share.

4.4.7 Discussionof Simulation Results

We have testedCSFQundera wide rangeof conditions;conditionspurposelydesignedo stress
its ability to achieve fair allocations. Thesetests,and the otherswe have run but cannotshav
herebecausef spacdimitations, suggesthat CSFQachieresa reasonabl@approximatiorof fair
bandwidthallocationan mostconditions.CertainlyCSFQis far superiorin this regardto the status
qguo (FIFO or RED). Moreover, in all situationsCSFQis roughly comparablevith FRED, andin
somecasesdt achievessignificantlyfairer allocations. Recallthat FRED requiresperpaclet flow
classificationwhile CSFQdoesnot, sowe areachieving theselevels of fairnessn amorescalable
manner However, thereis clearlyroomfor improvementn CSFQ Wethink ourbuffer management
algorithmmay not be well-tunedto the vagariesof TCP buffer usageandso arecurrentlylooking
atadoptingan approacttloserin spirit to RED for buffer managementyhile retainingthe useof
thelabelsto achieve fairness.

45 RelatedWork

An alternatve to the allocationapproachwasrecentlyproposedo addresgshe problemof theill-

behaed (unfriendly) flows. This approachis calledthe identificationapproachandit is bestex-
emplifiedby Floyd andFall [36]. In this approachyoutersusea lightweight detectionalgorithm
to identify unfriendly flows, andthenexplicitly managehe bandwidthof theseunfriendly flows.
This bandwidthmanagementanrangefrom merelyrestrictingunfriendly flows to no morethan
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Simulationl Simulation2
UDP | TCP-1| TCP-2| TCP-1| TCP-2
REDI 0.906| 0.280| 0.278| 0.565| 0.891
CSFQ 0.554| 0.468| 0.478| 0.729| 0.747

Algorithm

Table4.5: Simulation1 — Thethroughputsn Mbpsof one UDP andtwo TCPflows alonga 1.5 Mbpslink
underREDI [36] andCSFQ respectiely. Simulation2 — Thethroughput®f two TCPs(whereTCP-2opens
its congestiorwindow threetimesfasterthanTCP-1),underREDI andCSFQ respectiely.

the currentlyhighestfriendly flow’s shareto the extremeof severely punishingunfriendly flows by
droppingall of their paclets.

Comparedo CSFQ thesolutionto implementingheidentificationapproactdescribedy Floyd
andFall [36] hasseveral dravbacks.First, this solutionrequiresroutersto maintainstatefor each
flow that hasbeenclassifiedas un-friendly In contrast, CSFQdoesnot requirecore routersto
maintainary perflow state. Seconddesigningaccuratdédentificationtestsfor unfriendly flows is
inherentlydifficult. Finally, theidentificationapproachrequireghatall flowsto implementasimilar
congestiorcontrolmechanismi.e.,to be TCPfriendly. We believe thatthisis overly restrictize asit
severelylimits thefreedomof designingnew congestiorprotocolsthatbestsuit applicationneeds.

Next, we discussn moredetail the difficulty of providing accurateédentificationtestsfor un-
friendly flows. Onecanthink of the processof identifying unfriendly flows as occurringin two
logically distinct stages.Thefirst andrelatively easystepis to estimatethe arrival rate of a flow.
Thesecondandharder stepis to usethis arrival rateinformation(alongwith thedroppingrateand
otheraggrgatemeasurementsd decideif theflow is unfriendly Assumingthatfriendly flows use
a TCP-like adjustmenmethodof increase-by-onanddecrease-by-halhnecanderive an expres-
sion (see[36] for details)for the bandwidthshareS asafunctionof thedroppingratep, round-trip
time R, andpacletsizeB: § =~ g—Bp for someconstanty. Becauseoutersdo not know theround
trip time R of flows, they usethelower boundof doublethe propagatiordelayof the attachedink.
Unfortunately this allows flows further away from the link to behae more aggressiely without
beingidentifiedasbeingunfriendly

To seehaw this occursin practice considetthefollowing two experimentausingtheidentifica-
tion algorithmdescribedby Floyd andFall [36], which we call RED with Identification(REDI).
In eachcasetherearemultiple flows traversinga 1.5 Mbpslink with a lateny of 3 ms;the output
buffer sizeis 32 KB andall constantsk, K,, and K., respectiely, aresetto 400ms. Table4.5
shavs the bandwidthallocationsunderREDI andCSFQaveragedover 100sec.In thefirst experi-
ment(Simulationl), we considera 1 MbpsUDP flow andtwo TCPflows;in thesecondexperiment
(Simulation2) we have a standardlr CP (TCP-1)anda modified TCP (TCP-2)thatopensthe con-
gestiorwindow threetimesfaster In bothcasedREDI fails to identify theunfriendlyflow, allowing
it to obtainalmosttwo-thirdsof the bandwidth. As we increasehe lateny of the congestedink,
REDI startsto identify unfriendlyflows. However, for somevaluesashigh as18 ms, it still failsto
identify suchflows. Thus,theidentificationapproactstill awaitsa viablerealizationand,asof now,

SWe aregratefulto Sally Floyd who providedusherscriptimplementinghe REDI algorithm. We useda similar script
in our simulation,with theunderstandinghatthis is a preliminarydesignof the identificationalgorithm.Our contention
is thatthedesignof suchanidentificationalgorithmis fundamentallydifficult dueto the uncertaintyof RTT.
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theallocationapproachs theonly demonstratechethodableto dealwith the problemof unfriendly
flows.

The problemof estimatingfair-sharerate hasalso beenstudiedin the context of designing
AvailableBit Rate(ABR) algorithmsfor ATM networks. While the problemsaresimilar, thereare
alsoseveralimportantdifferences First,in ATM ABR, thegoalis to provide explicit feedbacko
endsystemdor policing purposesothatcell lossinsidethe network canbe prevented.In CSFQ,
thereis no explicit feedbackandedgepolicing. Packetsfrom a flow may arrive at a muchhigher
ratethantheflow’s fair sharerateandthe goalof CSFQis to ensurepy probabilisticdropping,that
suchflows do not getmoreservicethantheir shares.SecondsinceATM alreadykeepspervirtual
circuit (VC) state,additionalperVC stateis usuallyaddedto improve the accurag andreducethe
time complity of estimatinghefair sharerate[20, 33, 61]. However, thereareseveralalgorithms
thattry to estimatethe fair sharewithout keepingperflow state[87, 95]. Thesealgorithmsrely on
the flow ratescommunicatedy the end-system Theseestimatesareassumedo remainaccurate
over multiple hops,dueto the accuratexplicit congestiorcontrolprovidedby ABR. In contrastjn
CSFQ,sincethe numberof droppedpacletscannotbe neglected the flow ratesarere-computedat
eachrouter if neededseeSection4.3.2.3).In addition,the estimationalgorithmsarethemseles
quite different. While the algorithmsin averagingover the flow ratescommunicatedy the end-
systems,CSFQuseslinear interpolationin conjunctionwith exponentially averagingthe traffic
aggrgatesattherouter Ourpreliminaryanalysisandevaluationshav thatour estimatioralgorithm
is moresuitedfor our context.

4.6 Summary

In this chapterwe have presentedh solutionthat achieves fair bandwidthallocation, without re-
quiring coreroutersto maintainary perflow state. The key ideais to usethe DPStechniqueto
approximatehe serviceprovided by areferencenetwork — in which every nodeimplementd-air
Queueing- within a SCOREnetwork. Eachnodein the SCOREnetwork implementsa novel al-
gorithm, calledCore-StatelesBair Queueing CSFQ).With CSFQedgeroutersestimatelow rates
andinserttheminto the paclet headersCorerouterssimply performprobabilisticdroppingon in-
put basedon theselabelsandan estimateof the fair sharerate,the computatiorof which requires
only aggrg@atemeasurement®acket labelsarerewritten by the coreroutersto reflectoutputrates,
sothis approactcanhandlemulti-hopsituations.

We have testedCSFQand several other algorithmsundera wide variety of conditions. We
have foundthat CSFQachisresa significantdegreeof fairnessn all of thesecircumstanceswhile
not matchingthe fairnessbenchmarkof DRR, it is comparableor superiorto FRED, andvastly
betterthanthe baselinecasesof RED andFIFO. We know of no otherapproacithat canachieve
comparablédevelsof fairnesswithout ary perflow operationsn thecorerouters.
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Chapter 5

Providing GuaranteedSelwicesin SCORE

In thepreviouschaptemwe demonstratethatusingthe SCORE/DP Srameavork makesit possibleo
implementaservicewith aperflow semantidi.e., perflow isolation)in astatelessorearchitecture.
In this chapter we presenta secondexamplewhich shavs thatit is possibleto provide per flow
bandwidthanddelayguaranteem a corestatelessmietwork. We achiere this goalby usingthe DPS
technigueto implementthefunctionalitiesrequiredby the Guaranteedervice[93] on boththe data
andcontrolpathsin a SCOREnetwork.

Therestof this chaptelis organizedasfollows. The next sectionpresentshe motivationbehind
the Guaranteederviceanddescribeghe problemswith the existing solutions.Section5.2 outlines
oursolutionto implementheGuaranteedervicein aSCOREnetwork. Section$.3and5.4present
detailsof bothour dataandcontrol pathalgorithms.Section5.5 describes designanda prototype
implementatiorof the proposedilgorithmsin IPv4 networks. Finally, Section5.6 describeselated
work, andSection5.7 summarizesur findings.

5.1 Background

As new applicationssuchas IP telephow, video-conferencig, audio and video streaming,and
distributedgamesaredeplg/edin thelnternet thereis agrowing needio supportmoresophisticated
serviceghanthe best-efort service.Unlike traditionalapplicationssuchasfile transfey thesenew
applicationshave much strictertimelinessand bandwidthrequirements.For example,in orderto
provide a quality comparabldo todays telephoneservice the end-to-endelayshouldnot exceed
100ms[64]. Sincein aglobalnetwork the propagatiordelayaloneis aboutl00ms, meetingsuch
tight delayrequirementss achallengingask[7]. Similarly, to provide high quality videoandaudio
broadcastingi is desirablego beableto ensurebothbandwidthanddelayguarantees.

To supportthesenew applicationsthe IETF hasproposedwo servicemodels:the Guaranteed
service[93] definedin the contet of Intserv[82], andthe Premiumservice[76] definedin the
contet of Diffserv[32]. Theseserviceshave importantdifferencesn boththeir semanticandim-
plementatiorcompleity. At the servicedefinitionlevel, while the Guaranteedervicecanprovide
bothper flow delayandbandwidthguaranteef93], the Premiumservicecanprovide only perflow
bandwidthandper aggregatedelayguarantee§/6]. Thus,with the Premiumservice,if two flows
have differentdelayrequirementssayd; andds, the only way to meetboth thesedelayrequire-
mentsis to ensureadelayof d = min(d;, d2) to bothflows. Themaindravbackof this approachs
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thatit canresultin very low resourcautilizationfor thepremiumtraffic. In particulay aswe shav in
AppendixB.1, evenif thefractionthatcanbeallocatedto the premiumtraffic on every link in the
network is very low (e.g.,10%),thequeueingdelayacrossalarge network (e.g.,15 routers)canbe
relative large (e.g.,240 ms). In contrastthe Guaranteedervicecanachiere both higherresource
utilization andtighterdelayboundspy bettermatchingflow requirementso resourcaisage.

At theimplementatiotevel, currentsolutionsto provide guaranteedervicegequireeachrouter
to processper flow signaling messagesnd maintain per flow stateon the control path, andto
performper flow classification schedulingand buffer managemenbn the datapath. Performing
per flow managemennsidethe network affectsboththe network scalabilityandrobustness.The
formeris becauséhe perflow operationcompl«ity usuallyincreasessa function of the number
of flows; the latteris becausét is difficult to maintainthe consisteng of dynamic,andreplicated
per flow statein a distributed network ervironment. While thereare several proposalghataim to
reducethe numberof flows inside the network, by aggrgating micro-flowvs that follow the same
pathinto onemacro-flav [5, 49], they only alleviate this problem,but do not fundamentallysolve
it. Thisis because¢he numberof macroflows canstill be quitelargein a network with mary edge
routers,asthe numberof pathsis a quadratidunctionof the numberof edgenodes.

In contrast,the Premiumserviceis implementedin the contet of the Diffserv architecture
which distinguishedetweenedgeand corerouters. While edgeroutersprocesgacletson a per
flow or per aggr@atebasis,coreroutersdo not maintainary fine grainedstateaboutthe traffic;
they simply forward premium paclets basedon a high priority bit setin the paclet headersoy
edgerouters. Pushingthe compleity to the edgeand maintaininga simple core makesthe data
planehighly scalable However, the Premiumservicestill requiresadmissiorcontrolonthe control
path. One proposalis to usea centralizedbandwidthbroker that maintainsthe topology aswell
asthe stateof all nodesin the network. In this case,the admissioncontrol canbe implemented
by the broker, eliminatingthe needfor maintainingdistributed reseration state. However, sucha
centralizedapproachs moreappropriatdfor an ervironmentwheremostflows arelong lived, and
set-upandteardown eventsarerare.

In summarythe Guaranteederviceis more powerful but hasseriouslimitations with respect
to network scalabilityandrobustness.On the otherhand,the Premiumserviceis more scalable,
but cannotachieve the levels of flexibility andutilization of the Guaranteedervice. In addition,
scalableandrobustadmissiorcontrolfor the Premiumserviceis still anopenresearctproblem.

In this chapterwe shaw that by usingthe SCORE/DPSramevork we can achiare the best
of the two worlds: provide Guaranteedervicesemantiovhile maintainingthe scalabilityandthe
robustnes®f the Diffservarchitecture.

5.2 Solution Outline

Currentsolutionsto implementthe Guaranteederviceassumea statefulnetwork in which each
router maintainsper flow state. The stateis usedby both the admissioncontrol modulein the
controlplaneandthe classifierandschedulein thedataplane.

In this chapterwe proposeschedulingandadmissiorcontrolalgorithmsthat provide the Guar
anteedservicebut do notrequirecoreroutersto maintainper flow state.The mainideabehindour
solutionis to approximatea refeencestatefulnetwork that providesthe Guaranteedervicein a
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Jitter-VC CIVC
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Jitter-¥/C Jitter-VC

Jitter/VC

a) Reference Stateful Network b) SCORE Network

Figure5.1: (a) A referencestatefulnetwork that providesthe Guaranteedervice[93]. Eachnodeimple-
mentsthe JitterVirtual Clock (JitterVC) algorithmon the datapath,andper flow admissioncontrol on the
controlpath.(b) A SCOREnetwork thatemulatesheserviceprovidedby thereferencanetwork. Onthedata
path,eachnodeapproximategitterVC with a new algorithm,called Core-JitterVirtual Clock (CJVC).On
thecontrolpatheachnodeapproximateperflow admissiorcontrol.

SCOREnNetwork (seeFigure5.1). The key techniqueusedto implementthesealgorithmsis Dy-
namic Packet State(DPS). On the control path, our solutionaimsto emulateper flow admission
control,while on the datapath,our algorithmaimsto emulatea referencenetwork in which every
nodeimplementghe Delay-JitterControlledVirtual Clock (JitterVC) algorithm.

Amongmary schedulinglisciplinesthatcanimplementthe Guaranteedervicewe choselitter
VC for severalreasonsFirst, unlike variousFair Queueingalgorithmg31, 79, in whicha paclet's
deadlinecandependon statevariablesof all active flows, in JitterVC a paclet’s deadlinedepends
only onthestatevariablesof the flow it belonggto. This propertyof JitterVC makesthealgorithm
easierto approximaten a SCOREnetwork. In particular the fact that paclet’s deadlinecanbe
computedexclusively basedon the statevariablesof the flow it belongsto, makesit possibleto
eliminatethe needto replicateandmaintainper flow stateat all nodesalongthe path. Instead per
flow statecanbestoredonly attheingressode insertednto the paclet headeby theingressnode,
andretrieved laterby corenodeswhich thenuseit to determinethe paclet’s deadline.Secondby
regulatingtraffic insidethenetwork usingdelay-jittercontrolliers(discussedbelaw), it canbeshavn
thatwith very high probability the numberof pacletsin thesener atary giventime s significantly
smallerthanthe numberof flows (seeSection5.3.3). This helpsto simplify the scheduler

In the next section,we presentechniqueghat eliminatethe needfor dataplanealgorithmsto
useperflow stateatcorenodes.In particular atcorenodespaclet classificatioris nolongerneeded
andpacletschedulings basednthestatecarriedin pacletheadersratherthanperflow statestored
locally at eachnode.In Section5.4,we will shav thatfully distributedadmissiorcontrolcanalso
beachieved withoutthe needfor maintainingperflow stateat corenodes.

5.3 Data Plane: SchedulingWithout Per Flow State

In this section,we first describelitterVC, which is usedto achieve guaranteedervicesin the
referencenetwork, andthenpresenwour algorithm,called Core-JittetVC (CJVC). CIVC usesthe
DynamicPacket State(DPS)techniqueo emulatelitterVC in aSCOREnetwork. In AppendixB.3
we presentan analysisto shav thata network of routersimplementingCJVC providesthe same
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delayboundasa network of routersimplementinghe JitterVC algorithm.

5.3.1 Jitter Virtual Clock (Jitter-VC)

JitterVC is anon-work-conservingersionof theVirtual Clock algorithm[127]. It usesacombina-
tion of adelay-jitterrate-controllef112, 12§ anda Virtual Clock schedulerThe algorithmworks
asfollows: eachpaclet is assignedan eligible time anda deadlineuponits arrival. The pacletis
heldin therate-controlleuntil it becomegligible,i.e.,thesystentime exceedshepaclet’s eligible
time (seeFigure5.2(a)). The schedulethenordersthe transmissiorof eligible pacletsaccording
to their deadlines.

Notation | Comments
pF the k-th pacletof flow i
1k lengthof p¥
ay; arrival time of p¥ atnode;
st time whenp? wassentby node;
ey eligibletime of p¥ atnodej
df deadlineof p¥ atnodej
gt time aheacbf schedulegf , = d¥  + 7, — s¥
5k slackdelayof p¥
T propagatiordelaybetweemodes;j andj + 1
T transmissionime of amaximumsizepacletat nodej

Table5.1: Notationsusedin Section5.3.

For the k" paclet of flow 4, its eligible time, eﬁj, anddeadlinepl;fj, atthe j** nodeonits path
arecomputedasfollows:

1 1
Cij = Gij
ef,j = max(aﬁj —I—gf,j_l,df,;l), i,j>1,k>1 (5.1)
1k
k k "
di,j = €&, T ’f’iz" i,k >1 (5.2)

wherel? is thelengthof thepaclet, ; is thereseredratefor theflow, af’ ; isthepaclet'sarrival time
atthejt" nodetra/erseobythepaclet,andg{fj, stampednto thepacletheadeby thepreviousnode,
is theamountof time the paclet wastransmitteceforeits schedulei.e., thedifferencebetweerthe
paclet’s deadlineandits actualdeparturdime atnodej — 1. To accounffor thefactthatthe paclet
transmissions not preemptie, andasaresulta paclet canmissits deadlineby thetime it takesto
transmita paclet of maximumsize,r; [127], we inflatethepaclet delayby 7; whencomputinggf,j
(seeTableb5.1).

Intuitively, thealgorithmeliminateghedelayvariationof differentpacletsby forcingall paclets
to incur the maximumallowabledelay The purposeof having gf’];l is to compensatat nodej
the variation of delaydueto load fluctuationat the previous node,j — 1. Suchregulationslimit
thetraffic burstinescausedy network loadfluctuationsandasa consequenceeduceboth buffer

spacerequirementandtheschedulecompleity.
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It hasbeenshavn thatif a flow’s long term arrival rateis no greaterthanits resered rate,a
network of Virtual Clock seners canprovide the samedelay guarantedo the flow asa network
of WeightedFair Queueing(WFQ) seners[35, 47, 10(. In addition,it hasbeenshavn thata
network of JitterVC senerscanprovide the samedelayguaranteeasa network of Virtual Clock
seners[28, 42]. Thereforeanetwork of JitterVC senerscanprovide the sameguaranteedervice
asanetwork of WFQ seners.

5.3.2 Core-Jitter-VC (CJVC)

In this sectionwe proposea variantof JitterVC, called Core-JittetVC (CJVC), which doesnot
requireper flow stateat core nodes. In addition, we shav that a network of CJVC senerscan
provide the sameguaranteederviceasa network of JitterVC seners.

CJVCusesthe DPStechnique.Thekey ideais to have the ingressnodeto encodescheduling
parameter$n eachpaclet’s header The corerouterscanthenmale schedulingdecisionsbased
on the parametergncodedn paclet headersthuseliminatingthe needfor maintainingper flow
stateat corenodes.As suggestedby Egs.(5.1) and(5.2), the JitterVC algorithmneedgswo state
variablesfor eachflow i: r;, whichis theresered ratefor flow 7 anddf,j, whichis the deadlineof
thelastpaclet from flow i thatwassened by nodej. While it is straightforvardto eliminater; by
puttingit in the paclet headerit is nottrivial to eliminated’c Thedifferencebetweenr; andd’c
is thatwhile all nodesalongthe pathkeepthe samer; valuefor flow i, al’C is adynamlcvaluethat
is computedteratively ateachnode.In fact,theeligible time andthe deadllneof pk dependonthe
deadlineof the previous paclet of the sameflow, |.e.,de L

A naie implementatiorusingthe DPStechniquewould be to precomputehe eligible times
andthe deadlineof the paclet at all nodesalongits pathandinsertall of themin theheader This
would eliminatethe needfor corenodesto maintaindf,j. The maindisadwantageof this approach
is thattheamountof informationcarriedby the pacletincreasesvith the numberof hopsalongthe
path. The challengethenis to deS|gnalgorlthmsthatcomputed for all nodeswhile requiringa
minimumamountof statein the paclet header

Noticethatin Eq. (5.1),thereasorfor nodej to malntalnd ; isthatit will beusedto compute
the deadlineandthe eligible time of the next paclet. Sinceit is onIy usedin a max operationwe
caneliminatethe needfor cl’c if we canensurethatthe othertermin max is never Iessthancl’c
Thekey ideais thento usea slad< variableassociateavith eachpaclet, denoteds?, suchthatfor
every corenodej alongthepath,thefollowing holds

afj+gf; o+ 0F > diyt, >1 (5.3)
By replacingthefirst term of maxin Eq. (5.1) with ai,j + gzlfj_l + 6%, the computatiorof the
eligibletime reducego

e i=ay ;g +0F, j>1 (5.4)

Therefore by usingoneadditionalDPSvariable,s¥, we eliminatethe needfor maintainingd{-“,j at
thecorenodes.
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Figure5.2: Thetime diagramof thefirst two pacletsof flow i alonga four nodepathunder(a) JitterVC,
and(b) CIVC,respectrely. Propagatiotimes,r;, andtransmissioriimesof maximumsizepaclets,r;, are
ignored.

The derivation of 6% proceedén two steps.First, we @(pressthe eligible time of pacletpz at
anarbitrarycorenodej, ef 'j» asafunctionof the eligible time of pF attheingressnode, ez 1, (see
Eq.(5.7)). Secondye usethis resultandEq. (5.4) to derive a lower boundfor 6%.

We now proceedwith thefirst step. Recallthatgzlfj_1 representghe time by which p¥ is trans-
mitted beforeits scheduleat node;j — 1, i.e., d{{j,l + 71 — sf’jfl, wherer;_; is the maximum
time by which a paclet canmissits deadlineatnodej — 1. Letm;_ 1 denotethe propagatiordelay

betweemodesj — 1 andj. Thenthearrival time of p¥ atnodej, a”, is givenby
af; = sbi 4w+ (5.5)

_ k . .
= dz] 1 9ij-1 +7T]71 +T]71-

By replacinga{{j, givenby theabore expressionjn Eq. (5.4),andthenusingEq. (5.2), we obtain

ef’j = dkj |+ ok + i1+ T (5.6)

1k
k i k _ )
= G- 0 +mj—1+Tj-1.
7

By iteratingovertheabove equationwe @(preSSef - asafunctionof ef’ 1

: Ik
7

7—1

Z T + Tim),

m=1

i>1 (5.7)

We arenow readyto computes®. Recallthatthegoalis to computethe minimumé¥ whichensures
thatEq. (5.3) holdsfor every nodealongthe path.After combiningEq.(5.3),Eq.(5.4)andEq.(5.2)
thisreducedo ensurehat
k—1
dk 1 lc 7

k-1, b
ey > = €ij =€y + r;

j>1 (5.8)

By pluggingef,j andef’;1 asexpressedy Eq.(5.7)into Eq. (5.8),we get

Bl ik

k=1 | jk—1,. k&
ok > gh—1 4 Z el Tl /i €1
7 — 2

Ti (-1 ’
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ingressnode
on pacletp arrival
i = get_flow(p);
if (first paclet.of_flow(p, i))
e; = current_time;
51' =0;
else
d; = max(0,9; + (I; — length(p)) /ri—
max(current_time — d;,0)/(h — 1)); /* EQ.(5.10)x/
e; = max(current_time, d;);
li = length(p);
di =e; + lZ/Tz,
on pacletp transmission
label(p) < (ri,d; — current_time, §;);
core/egressnode
on pacletp arrival
(r,g,0) « label(p);
e = current_time + g + &; /* EQ.(5.4) %/
d = e+ length(p)/r
on paclet p transmission
if (corenode)
label(p) « (r,d — current_time,0);
else/x thisis an egressnodex/
clear_label (p);

Figure5.3: Algorithms performedby ingress,core, and egressnodesat the packet arrival and departure.
Notethatcoreandegressnodesdo not maintainperflow state.

FromEgs.(5.1)and(5.2)wehaveef| > dfy' = ef; ' + 18! /r;. Thus theright-handsidetermin
Eq.(5.9)is maximizedwhenj = h. As aresultwe computeéf as

ot =0, (5.10)

=l gk ek — ekt ikl
P - mn<m$4+z Wl Rl /1, E>1,h>1.

Tr; h—1

In this way, CJVC ensureshat the eligible time of every paclet, p¥, at node; is no smaller
thanthe deadlineof the previous paclet of the sameflow at nodey, i.e., ek > d’C L. In addition,
the Virtual Clock scheduleensureghatthe deadlineof every paclet is not m|ssedby morethan
7; [127].

In AppendixB.2, we have shavn thata network of CJVC senersprovidesthe sameworstcase
delay boundsas a network of JitterVC seners. More precisely we have praven the following

property

Theorem2 Thedeadlineof a padet at the last hopin a networkof CJVCserves is equalto the
deadlineof the samepadket in a correspondingietworkof Jitter-VC serves.
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Theexamplein Figure5.2 providessomeintuition behindthe abore property The basicobser
vationis that,with JitterVVC, notcountingthe propagatiordelay thedifferencebetweertheeligible
time of paclet p atnode; andits deadlineat the previousnode,j — 1, i.e.,ef; — d¥;_,, never
deceasesasthe paclet propagateslongthe path. Considerthe secondpacletin Figure5.2. With
JitterVC, thedifferencegf,j — df,j_l (representebly thebaseof thegraytriangles)increasen j.
By introducingtheslackvariables?, CIVCequalizeghesedelays.While this changemayincrease
thedelayof the paclet atintermediatéhops,it doesnot affectthe end-to-endielaybound.

Figure5.3 shavs the computatiorof theschedulingoarametersf’j anddi-fj by aCJVCsener.

Thenumberof hopsh is computedat theadmissiortime asdiscussedn Section5.4.1.

5.3.3 DataPath Complexity

While our algorithmsdo not maintainper flow stateat corenodes thereis still the needfor core
nodesto perform regulation and paclet schedulingbasedon eligible times and deadlines. The
naturalquestiorto askis: why is this amorescalableschemehanprevious solutionsrequiringper
flow management?

Thereare several scalability bottleneckgor solutionsrequiringper flow managementOn the
datapath,the expensve operationsare perflow classificatiorandscheduling.On the control path,
compleity resultsfrom the maintenancef consistenanddynamicstatein a distributed erviron-
ment. Amongthethree,it is easiesto reducethe compleity of the schedulingalgorithmasthere
is a naturaltradeof betweenthe complity andthe flexibility of the schedulef119]. In fact, a
numberof technique$ave alreadybeenproposedo reduceschedulingcompleity, includingthose
requiringconstantime compleity [98, 120, 125.

We alsonotethatdueto theway we regulatetraffic, it canbe shawvn thatwith very high proba-
bility, thenumberof pacletsin theseneratary giventime is significantlysmallerthanthe number
of flows. Thiswill furtherreducethe schedulingcompleity andin additionreducethe buffer space
requirementMore preciselyin AppendixC we prove thefollowing result.

Theorem 3 Considera servertraveisedby n flows. Assumehat the arrival timesof the padets
from different flowsare independentandthat all padetshavethe samesize Then,for anygiven
probability €, the queuesizeat any instantduring a serverbusyperiod is asymptoticallypounded

aboveby s, whee
Inn Ine

with a probability larger than1 — ¢. For identicalreservationg? = 1; for hetepgeneouseserva-
tionsg = 3.

As anexample,let n = 10%, ande = 107!, which is the sameorder of magnitudeasthe
probabilityof apacletbeingcorruptedatthephysicallayer Then,by Eq.(5.11)weobtains = 4174
if all flows have identicalreserations,ands = 7230 if flows have heterogeneougsenrations.Thus
theprobability of having morepacletsin the queugthanspecifiedoy Eq. (5.11)canbenegglectedat
thelevel of the entiresystemevenin thecontet of guaranteedervices.
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#flows (n) | bound (s) | max. queuesize #flows (n) | bound (s) | max. queuesize
100 31 28 100 53 30

1,000 109 100 1,000 188 95
10,000 374 284 10,000 648 309
100,000 1276 880 100,000 2210 904
1,000,000 4310 2900 1,000,000 7465 2944

(@)

(b)

Table5.2: The upperboundof the queuesize, s, computedoy Eq. (5.11)for ¢ = % (wheren is the
numberof flows) versusthe maximumqueuesize achiezed during the first n time slots of a busy period
over 105 independentrials, duringthefirst n time slotsof a busy period: (a) whenall flows have identical
resenations;(b) whentheflows’ resenationsdiffer by a factorof 20.

In Table5.2 we comparethe boundsgiven by Eq. (5.11) to simulationresults. In eachcase
we reportthe maximumaqueuesize achieved during the first n time slots of a busy period over
10° independentrials. We notethatin the caseof all flows having identicalreserationswe are
guaranteedhatif the queuedoesnot overflon duringthefirst n time slotsof a busy period,it will
notoverflov duringtherestof the busyperiod(seeCorollary 1). Sincethe probabilitythata buffer
will overflow during the first n time slotsis no larger thann timesthe probability of the buffer
overflowing duringanarbitrarytime slot, we usee = 1°n—_5 to computethe correspondindpoundst

Theresultsshaw thatour boundsarereasonablglose(within afactorof two) whenall resera-
tionsareidentical,but aremoreconserative whenthereserationsaredifferent. Finally, we make
threecomments.First, by performingper paclet regulationat every core node,the boundsgiven
by Eq. (5.11)hold for ary corenodeandareindependenof the pathlength. Secondjf the flows’
arrival patternsaarenotindependentye caneasilyenforcethis by randomlydelayingthefirst paclet
from eachbackloggederiodof theflow atingressnodes.Thiswill increaséhe end-to-encpaclet
delayby at mostthe queueingdelayof oneextra hop. Third, the boundsgiven by Eqg. (5.11) are
asymptotic.In particularin proving theresultsin AppendixC we malke theassumptionthatrn > s.
However, this areasonablassumptiornn practice asthe mostinterestingcasesnvolve highvalues
for n, and,assuggestedy Eq. (5.11)andtheresultsin Table5.2, evenfor smallvaluesof ¢ (e.g.,
10~ 1), n is muchlargerthans.

5.4 Control Plane: Admission Control With No Per Flow State

A key componenbf ary architecturehatprovidesguaranteedervicess theadmissiorcontrol. The
main job of the admissioncontrolis to ensurethatthe network resourcesre not over-committed.
In particularit hasto ensurghatthe sumof thereserationratesof all flows thattraverseary link in

thenetwork is nolargerthanthelink capacityi.e., ; r; < C. A new reserationrequesis granted
if it passesheadmissiortestateachhopalongits path.As discussedh this chapters introduction,
implementingsucha functionalityis not trivial: traditionaldistributed architecturedbasedon sig-
naling protocolsarenot scalableandarelessrobustdueto the requirementf maintainingdynamic
andreplicatedstate;centralizedarchitecturesiave scalabilityandavailability concerns.

More formally, let ¢’ be the probability that the buffer doesnot overflow during the first n time slots of the busy
period.Thenby takinge’ = n - ¢, Eq. (5.11)becomes = \/ﬂn(lnn —(Ine)/2 -1).
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Figure5.4: Ingress-gressadmissiorcontrolwhenRSVPis usedoutsidethe SCOREdomain.

In this sectionwe proposea fully distributedarchitecturdor implementingadmissiorcontrol.
Like mostdistributed admissioncontrol architecturesin our solution, eachnode keepstrack of
the aggr@ateresenration rate for eachof its out-goinglinks and makes local admissioncontrol
decisionsHowever, unlike existing reserationprotocolsthis distributedadmissiorcontrolprocess
is achieved without corenodesmaintainingperflow state.

5.4.1 Ingress-to-EgessAdmission Control

We consideran architecturdan which a lightweight signalingprotocolis usedwithin the SCORE
domain.Edgeroutersaretheinterfacebetweerthissignalingprotocolandaninterdomainsignaling
protocolsuchasRSVR For the purposeof this discussionwe consideronly unicastresenations.
In addition, we assumea mechanisniike the one proposedoy StoicaandZhang[103] or Multi-
ProtocolLabel Switching(MPLS)[17] thatcanbeusedto pin aflow to aroute.

Fromthe pointof view of RSVR apaththroughthe SCOREdomainis justavirtual link. There
aretwo basiccontrolmessagei®m RSVP:PathandResv Thesemessageareprocessednly by edge
nodes;no operationsareperformednsidethe domain.For theingressnode,uponreceving a Path
messagédt simplyforwardsit throughthedomain.For theegressnode,uponreceving thefirst Resv
messagédor aflow (i.e., therewasno RSVP statefor the flow at the egressnodebeforereceving
themessage)t will forwardthe messagémessagél” in Figure5.4)to the correspondingngress
node whichin turnwill sendaspeciakignalingmessagémessagé2” in Figure5.4)alongthepath
towardtheegressnode.Uponreceving the signalingmessagesachnodealongthe pathperformsa
localadmissiorcontroltestasdescribedn Section5.4.2.1n addition,themessagearriesacountey
h, thatis incrementedht eachhop. Thefinal valueh is usedfor computingthe slackdelay 6, (see
Eq. (5.10)). If we usethe route pinning mechanisndescribedn Chapters, messagé?2” is also
usedto computethelabelof the pathbetweertheingressandegress.Thislabelis usedthenby the
ingressnodeto malke surethatall datapacletsof theflow areforwardedalongthe samepath.When
the signalingmessagé2” reacheghe egressnode,it is reflectedbackto the senderwhich makes
thefinal decision(messagé3” in Figure5.4). RSVPrefreshmessagefor a flow thatalreadyhas
perflow RSVP stateinstalledat edgerouterswill nottrigger additionalsignalingmessagesiside
thedomain.

SinceRSVPusesraw IP or UDP to sendcontrolmessageghereis no needfor retransmission
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Notation | Comments

T flow i’sresenedrate

bk total numberof bitsflow ¢ is entitledto transmit
during[sf7", s¥],i.e.,bF =ri(sk) — sb1)

R(t) aggreyateresenationattimet

Riouna(t) | upperboundof R(t), usedby admissiortest
Rpps(t) | estimateof R(t), computeddy usingDPS
Ryew(t) sumof all new resenationsacceptedrom the
beginningof currentestimationinterval until ¢
Reu(t) upperboundof R(t), usedto calibrateRpsund,
computedbasedn Rpps and R,

Table5.3: Notationsusedin Section5.4.3.

for our signalingmessagessmessagéosswill not breakthe RSVPsemanticslf thesendeidoes
notreceve areply aftera certaintimeout,it simply dropsthe Resvmessageln addition,aswe will
shav in Section5.4.3,thereis no needfor a speciaterminationmessagénsidethe domainwhena
flow is torn down.

5.4.2 Per-Hop Admission Control

Eachnodeneedsto ensurethat >, »; < C holdsat all times. At first sight, one simple solution
thatimplementshis testandalsoavoids per flow stateis for eachnodeto maintainthe aggregate
reseredrate, R, whereR is updatedo R = R + r whenanew flow with thereserationrater is

admitted,andto R = R — ' whena flow with the reseration rater’ terminates.The admission
control thenreducesgto checkingwhetherR + r < C' holds. However, it canbe easily shavn

that sucha simple solutionis not robust with respecto variousfailure conditionssuchas paclet

loss, partial reseration failures,and network nodecrashes.To handlepaclet loss, whena node
recevesa set-upor teardonvn messagethe nodehasto beableto tell whetherit is a duplicateof a
messagalreadyprocessedTo handlepartialreserationfailures,anodeneedso “remember'what
decisionit madefor theflow in apreviouspass.Thatis why all existing solutionsmaintainperflow

reseration state,beit hardstateasin ATM UNI or soft stateasin RSVP However, maintaining
consistenanddynamicstatein a distributedervironmentis itself challenging.Fundamentallythis

is becausé¢he updateoperationsassume transactionsemanticwhich is difficult to implementin

adistributedenvironment[4, 117].

In theremainingof the sectionwe shawv thatby usingDPS, it is possibleto significantlyreduce
the complity of admissiorcontrolin a distributed ervironment. Beforewe presenthe detailsof
thealgorithm,we pointoutthatourgoalis to estimatea closeupperboundontheaggr@atereserved
rate. By usingthis boundin the admissiontestwe avoid over-provisioning, which is a necessary
conditionto provide deterministicserviceguarantees.This is in contrastto mary measurement-
basedadmissioncontrol algorithms[62, 110, which, in the context of supportingcontrolledload
or statisticalservicespasetheir admissiorteston the measurementf the actual amountof traffic
transmitted. To achieve this goal, our algorithmusestwo techniques.First, a conserative upper
boundof R, denotedRy..nq, IS Maintainedat eachcore nodeandis usedfor makingadmission

75



control decisions. Ryounq IS Updatedwith a simplerule: Ryound = Rbound + 7 Whenaer a new
requesbf arater is acceptedIt shouldbenotedthatin orderto maintaintheinvariantthat Ryoun4
isanupperboundof R, thisalgorithmdoesnotneedio detectduplicaterequesinessagegenerated
eitherdueto retransmissioim caseof pacletlossor retry in caseof partialreserationfailures.Of
course the obvious problemwith this algorithmis that Ryy,,q Will diverge from R. In the limit,
whenRyo.nq reacheshelink capacityC, no new requestsanbeacceptedventhoughtheremight
be availablecapacity

Toaddresshisproblem aseparatalgorithmis introducedo periodicallyestimateheaggreate
reseredrate. Basedon this estimatea secondupperboundfor R, denotedR,,;, is computedand
usedto recalibrateR;,,.q. An importantaspecbof the estimatiomalgorithmis thatthe discrepang
betweenthe upperboundR.,; andthe actualreseredrate, R, canbe bounded.Therecalibration
thenbecomeghe choicebetweenthe minimum of the two upperboundsRy,unqg and R.q;. The
estimationalgorithmis basecon DPSanddoesnotrequirecoreroutersto maintainperflow state.

Our algorithmshave seseralimportantproperties First, they arerobustin the presencef net-
work lossesandpartialreserationfailures.Secondwhile they canover-estimateR, they will never
underestimaté?. This ensureshe semantic®f the guaranteedervice—while over-estimationcan
leadto underutilization of network resourcesinderestimationcanresultin over-provisioningand
violationof performanceguaranteed-inally, the proposedstimatioralgorithmsareself-correcting
in the sensethat over-estimationin a previous periodwill be correctedin the next period. This
greatlyreduceghe possibility of seriousresourcainderutilization

5.4.3 AggregateResewation Estimation Algorithm

In thissectionwe presentheestimatioralgorithmof theaggregatereseredratewhichis performed
at eachcorenode. In particular we will describehow R, is computedand how it is usedto
recalibrateRy,...q4- In designinghealgorithmfor computingR,.,;, we wantto balancebetweertwo
goals:(a) R., shouldbeanupperboundon R; (b) overestimationerrorsshouldbe correctedand
keptto the minimum.

To computeR,,;, we startwith an inaccurateestimateof R, denotedRpps, andthenmale
adjustmentso accountfor estimationinaccuraciesin thefollowing, we first presenthe algorithm
that computesRppg, then describethe possibleinaccuraciesand the correspondingadjustment
algorithms.

TheestimateR p pg is calculatedusingthe DPStechniqueingressnodesinsertadditionalstate
in paclet headersstatewhichis in turnusedby corenodedo estimate¢heaggr@atereseration R.
In particular anew state b¥, is insertedn the headewof paclet p?:

bf =ri(sf) — sih), (5.12)

wheresf’j1 andsf’1 are the timesthe paclets p¥~! andp! aretransmittedby the ingressnode.
Therefore b¥ representshe total amountof bits thatflow i is entitledto sendduring the intenal
[sﬁjl, sﬁl]. The computatiorof Rppg is basedon the following simple obseration: the sumof
b valuesof all paclets of flow 7 during anintenal is a goodapproximationfor the total number
of bits thatflow 7 is entitledto sendduring thatintenal accordingto its resered rate. Similarly,

the sumof b valuesof all pacletsis a good approximationfor the total numberof bits that all
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Figure5.5: Thescenaridn which the lower boundof b;, i.e.,r;(Tw — Tr — Tjy), is achived. The arrovs
represenpaclettransmissionsTyy is the averagingwindow size; T is anupperboundon the pacletinter
departuretime; Ty is an upperboundon the delayjitter. Both m1 andm2 missthe estimationintenal
Tw.

flows are entitled to sendduring the correspondingntenal. Dividing this sum by the length of
theintenal givesthe aggr@atereserationrate. More precisely let usdivide time into intenals of
lengthTw: (ug,uk+1], & > 0. Letb; (ug, ug+1) bethesumof b valuesof pacletsin flow ¢ receved
during (uk, uk+1], andlet B (ug, ux+1) bethesumof b valuesof all pacletsduring (ug, ug+1]. The
estimatds thencomputedatthe endof eachintenal (ug, ux1] asfollows

B(ug,u B(ug,u

While simple,the abore algorithmmay introducetwo typesof inaccuracies First, it ignores
the effectsof the delayjitter andthe paclet interdeparturgimes. Secondjt doesnot considerthe
effectsof acceptingrterminatingaresenrationin themiddleof anestimatiorintenal. In particular
having newly acceptedlowsin theintenal mayresultin theunderestimationof R(t) by Rpps(t).
To illustrate this, considerthe following simple example: thereare no guaranteediows on a link
until anew requeswith rater is acceptedittheendof anestimationntenal (ug, uxy1]. If nodata
paclet from thenew flow reacheshenodebeforeuy1, B(uk, ux+1) would be0, andsowould be
Rpps(uk+1). However, thecorrectvalueshouldber.

In the following, we presentthe algorithmto computean upperboundof R(u. 1), denoted
R.ai(ug+1). In doing this we accountfor both typesof inaccuracies.Let £(¢) denotethe set
of reserationsat time ¢. Our goalis thento boundthe aggr@atereseration at time uy1, i.€.,
R(ugt1) = Yier(up,,) Ti- Considerthedivision of £(ug1) into two subsetsthe subsebf new
reserationsthat were acceptedduring the intenal (uy, ux1], denotedN (ug.1), andthe subset
containingthe rest of reserations which were acceptedho later thanuy,;. Next, we express
R(uk1) as

R(ug41) = > i+ Y, (5.14)
1€L(up41)\N (k1) PEN (k1)
Theideais thento derive an upperboundfor eachof the two right-handsideterms,andcompute

R.q asthesumof thesetwo bounds.To bound} ;¢ £ (u, ,  )\\(uy.4, ) Ti» WE NOtethat
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B(ug, ugy1) > Z bi (ug, Ug+1)- (5.15)
i€L(uk+1)\N (ug41)

Thereasorthat(5.15)is aninequalityinsteadof anequalityis thatwhenthereareflows terminating
duringtheintenal (ug, ug+1], their pacletsmaystill have contritutedto B(uy, ux+1) eventhough
they donotbelongto £(ug+1) \ M (uk+1). Next, we computea lower boundfor b; (ug, uxt1). By
definition,since: € L(ug+1) \ N (uk1), it follows thatflow ¢ holdsareserationduringtheentire
intenal (ug, ug+1]. Let Tr bethe maximuminterdeparturdime betweertwo consecutie paclets
of aflow at the edgenode,andlet T; be the maximumdelayjitter of a flow. T'; representshe
maximumdifferencebetweenthe delaysexperiencedby two paclets betweeningressand egress
nodes.Theingress-gressdelayof apacletrepresentthedifferencebetweerthearrival time of the
paclet atthe egressnodeandthe departurdime of the paclet attheingressnode.In theremainder
of this section,we assumeéhat Ty is chosersuchthatbothT; andT; aremuchsmallerthanTyy .
Now, considerthe scenaricshavn in Figure5.5in which a corenoderecevesthe pacletsm1 and
m?2 just outsidethe estimationwindov. Assumingthe worst casein which m1 incursthe lowest
possibledelay m2 incursthe maximumpossibledelay andthatthe lastpaclet beforem?2 departs
T; second=®arlier it is easyto seethatthatthe sumof the b valuescarriedby the pacletsreceved
duringthe estimationintenal by thecorenodecannotbesmallerthanr;(Tyw — T7 — Ty). Thus,we
have

bi(ug,upt1) > ri(Tw —Tr —Ty), (5.16)
Vi € £(uk+1) \N(uk+1) (5.17)

By combiningEgs.(5.15)and(5.16),andEq. (5.13)we obtain

S D
i€L(uk41)\N (i 41) i€L(uk )W (uigr)
Rpps(ugt1)
—_— 5.18
< oo (5.18)
wheref = (T; + Ty) /Tw .

Next, we boundthe secondight-handsidetermin Eq. (5.14): DieN (upyr) Ti For this, weintro-
duceanew globalvariableR,,..,. Rney is initialized atthe beginningof eachintenal (uy, ug+1] to
zero,andis updatedo R,.., + r everytime anew reseration,r, is acceptedLet R,,.,,(t) denote
the value of this variableat time ¢. For simplicity, herewe assumehata flow which is granteda

reserationduringtheintenal (ug, ux+1] becomesctive no laterthanug. 1 2 Thenit is easyto see
that

Z T < Rnew(uk—l—l)- (519)
iEN(uk+1)

2Otherwise,to accountfor the casein which a resenation acceptediuring the intenal (ux—1,ur] becomesactive
afteruy + RT'T, weneedto subtractRTT X Rpew (ux) from B(ug, uk4+1).
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Per-hop Admission Control

on resenationrequest

if (Rpouna +r < C) /x performadmissiortestx/
Ryew = Rpew + 13
Ryound = Rbound + 15
acceptrequest;

else
denyrequest;

on resenationterminationr /* optionalx/
Ryound = Ryound — 75

AggregateResewation Bound Comp.
on pacletarrival p
b + get_b(p); /+ getb valueinsertedby ingress(Eq. (5.12))x/
L=L+b;
on time-outTy,
Rpps = L/Tw; /* estimateaggregatereservationx/
Ryound = min(Rbound; RDPS/(]- - f) + Rnew);
Ryew =0;

Figure5.6: The controlpathalgorithmsexecutedby corenodes;R,,.., is initialized to 0.

Eq.(5.19)holdswhennoduplicatereserationrequestareprocessedandnoneof thenew accepted
resenationsterminateduringtheintenal. Thenwe defineR.q;(ux+1) as

Rpps(ug+1)

1—f

FromEq. (5.14),andEgs.(5.18)and(5.19),it follows easilythat R ,; (ux1) is anupperboundfor
R(ug+1), i.€., Regi(ug41) > R(ugy1). Finally, we useR.q;(ug+1) to recalibratethe upperbound
of theaggr@atereseration, Ryoynq, atugy1 as

Rcal(uk+1) = + Rnew (uk:—|—1)- (520)

Rbound(uk+1) = min(Rbound(uk)a Rcal (uk—l—l))- (521)

Figure5.6shawvs thepseudocodef thecontrolalgorithmsat corenodes Next we make several
obsenrations.

First, the estimationalgorithm usesonly the informationin the currentintenal. This makes
the algorithmrobust with respectto loss and duplicationof signalingpaclets sincetheir effects
are“forgotten” afteronetime intenal. As anexample,if a nodeprocessedoththe original and
a duplicateof the sameresenration requesturingtheintenal (ug, ug+1], Rpouna Will be updated
twice for the sameflow. However, this erroneousipdatewill notbereflectedn thecomputatiorof
Rpps(uk42), sinceits computatioris basedonly ontheb valuesreceved during (ug.t1, uk-t2]-

As aconsequencanimportantpropertyof ouradmissiorcontrolalgorithmis thatit canasymp-
totically reachalink utilizationof C'(1— f)/(1+ f). In particular thefollowing propertyis proven
in AppendixB.4:
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Figure5.7: Thetestconfiguratiorusedin experiments.

Theorem4 Considera link of capacityC' at timet. Assumehat no reservationterminatesand
there are no reservationfailures or requestiossesafter timet. Thenif thete is suficient demand
aftert thelink utilization approadesasymptoticallyC'(1 — f) /(1 + f).

SecondnotethatsinceR,.,; (ug) is anupperboundof R(uy ), asimplesolutionwould beto use
R (ug) + Rpew, insteadof Ryoung, to performtheadmissiortestduring (ug, ux+1]. Theproblem
with this approacthis that R.,; canoverestimatehe aggreatereseration R. An exampleis given
in Section5.5to illustratethisissue(Figure5.10(b)).

Third, we notethata possibleoptimizationof the admissioncontrol algorithmis to addreser
vationterminationmessageéseeFigure5.6). This will reducethe discrepang betweenthe upper
bound, Ry..n4, andthe aggr@atereseration R. However, in orderto guaranteghat Ryy,nq re-
mainsan upperboundfor R, we needto ensurethat a terminationmessagés sentat mostonce
i.e.,thereareno retransmissions$ the messagés lost. In practice this propertycanbeenforcedoy
edgenodeswhich maintainperflow state.

Finally, to ensurethatthe maximuminterdeparturdime is no largerthanT}, theingressnode
may needto senda dummypaclet in the casewhen no datapaclet arrives for a flow during an
intenal T;. This canbe achiered by having the ingressnodemaintaina timer with eachflow. An
optimizationwould beto aggregateall “micro-flows” betweereachpair of ingressandegressnodes
into oneflow, computeh valueshasedntheaggrgatedreserationrate,andinsertadummypaclet
onlyif thereis no datapaclet of theaggr@ateflow duringanintenal.

5.5 Experimental Results

We havefully implementedhealgorithmsdescribedn thischaptein FreeBSDv2.2.6anddeplged
themin atestbedconsistingof 266 MHz and300MHz Pentiumll PCsconnectedy point-to-point
100MbpsEthernetsThetestbedallows the configuratiorof a pathwith upto two corerouters.The
detailsof theimplementationgndof the stateencodingarepresentedh Chapter8.

In the remainderof this section,we presentresultsfrom four simple experiments. The ex-
perimentsare designedo illustrate the microscopicbehaiors of the algorithms,ratherthantheir
scalability All experimentswvererun onthetopologyshavn in Figure5.7. Thefirst routeris con-
figuredasaningressnode while the secondouteris configuredasanegressnode.An egressnode
alsoimplementghe functionalitiesof a corenode. In addition, it restoreghe initial valuesof the
ip_off field. All traffic is UDP andall pacletsare1000bytes,notincludingthe header

In the first experimentwe considera flow betweenhostsl and3 that hasa reseration of 10
Mbpsbut sendsat a muchhigherrateof about30Mbps. Figures5.8(a)and(b) plot the arrival and
departurgimesfor thefirst 30 pacletsof theflow attheingressandegressnode,respectiely. One
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Figure5.8: Packet arrival anddeparturdgimesfor a 10 Mbpsflow at (a) theingressnode,and(b) the egress
node.

thing to noticein Figure5.8(a)is thatthe arrival rateat the ingressnodeis almostthreetimesthe
departurerate, which is the sameasthe resered rate of 10 Mbps. This illustrate the non work
conservingnatureof the CJVC algorithm, which enforcesthe traffic profile and allows only 10
Mbpstraffic into the network. Anotherthing to noticeis thatall pacletsincurabout).8 msdelayin
the egressnode. This is becausehey aresentby theingressnodeassoonasthey becomeeligible,
andthereforeg ~ [/r = 8 x 1052 bits/10Mbps = 0.84 ms. As aresult,they will be heldin the
rate-controlleffor this amountof time atthe next hop?, which is the egressnodein our case.

In thesecondexperimentwe considetthreeguaranteedflows betweerhostsl and3 with reser
vationsof 10 Mbps, 20 Mbps, and40 Mbps, respectiely. In addition,we considera fourth UDP
flow betweerhosts2 and4 which is treatedasbesteffort. Thearrival ratesof thefirst threeflows
areslightly largerthantheir resenations,while the arrival rateof the fourth flow is approximately
60 Mbps. At time 0, only the best-efort flow is active. At time 2.8 ms, the first threeflows be-
comesimultaneoushactive. Flows 1 and?2 terminateaftersendingl2 and35 paclets,respecitiely.
Figure5.9shavsthe paclet arrival anddeparturdimesfor thebest-efort flow 4, andthepaclet de-
parturetimesfor thereal-timeflows 1, 2, and3. As canbeseenthe best-efort pacletsexperience
very low delayin theinitial periodof 2.8 ms. After theguaranteeflows becomeactive, best-efort
pacletsexperiencdongerdelayswhile guaranteeflows receve serviceattheirreseredrate. After
flow 1 and2 terminatethe best-efort traffic grabsthe remainingbandwidth.

Thelasttwo experimentsllustratethealgorithmsfor admissiorcontroldescribedn Sections.4.3.
Thefirst experimentdemonstratetheaccurag of estimatingheaggregatereserationbasednthe
b valuescarriedin thepaclet headersThe secondexperimentillustratesthe computatiorof theag-
gregateresenationbound,Ry..nq, Whenanew reserationis acceptedr areserationterminates.
In theseexperimentsve useanaveragingntenal, Ty, of 5 secondsandamaximuminterdeparture
time, T, of 500 ms. Becausalll pacletshave thesamesize theingresso egressdelaysexperienced
by ary two pacletsof thesamdlow arepracticallythe same As aresult,we ngglectthedelayjitter,
l.e.,weassumd’; = 0. Thisgivesus f = (T7 + Ty)/Tw = 0.1.

3Notethatsinceall pacletshave thesamesize,§ = 0.
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Figure5.9: Thepaclets’ arrival anddeparturdimesfor four flows. Thefirst threeflows areguaranteedyith
resenationsof 10 Mbps, 20 Mbps,and40 Mbps. Thelastflow is besteffort with anarrival rateof about60
Mbps.

In thefirst experimentwe considertwo flows, onewith areserationof 0.5 Mbps,andtheother
with a reseration of 1.5 Mbps. Figure5.10(a)plots the arrival rate of eachflow, aswell asthe
arrival rate of the aggr@atetraffic. In addition, Figure5.10(a)plots the boundof the aggr@ate
reserationusedby admissiortest, Ryound, theestimateof theaggr@atereseration Rpps, andthe
boundR,,; usedto recalibrateRy,,q. Accordingto thepseudocodan Figure5.6,bothRpps and
R.,; areupdatedat the endof eachestimationintenal. More precisely every 5 secondRppgs is
computedasedntheb valuescarriedin thepacletheaderswhile R.,; iscomputedaisRpps/(1—
f) + Rpew- Notethatsince,in this case,no new reseration is acceptedwe have Ry, = 0,
whichyields R..; = Rpps/(1 — f). Theimportantthing to notein Figure5.10(a)is thattherate
variationof the actualtraffic (representedby the continuoudine) haslittle effect on the accurayg
of computingthe aggrgate reseration estimateRppg, and consequenthof R.,;. In contrast,
traditional measuremenbasedadmissioncontrol algorithms,which basetheir estimationon the
actual traffic, would significantly underestimate¢he aggreate reseration, especiallyduring the
time periodswhenno datapacletsarereceved. In addition,notethatsincein this experimentR,,;
is alwayslarger than Ry,.»4, @andno new reserationsare acceptedthe value of Ry,unq iS Never
updated.

In the secondexperimentwe considera scenarioin which a new reseration of 0.5 Mbpsis
acceptedattime ¢t = 18 secandterminatesapproximatelyattime ¢ = 39 sec. For the entiretime
duration, plottedin Figure 5.10(b), we have backgroundraffic with an aggr@atereseration of
0.5 Mbps. Similar to the previous case,we plot the rate of the aggreatetraffic, and,in addition,
Ryounds Reat, @nd Rpps. Thereare several points worth noting. First, whenthe reseration is
acceptedat time ¢ = 18 sec, Rpoung inCreasedy the value of the acceptedeseration,i.e., 0.5
Mbps(seeFigure5.6). In thisway, Ry.unq IS guaranteetb remainanupperboundof theaggregate
reseration R. In contrastsinceboth Rpps andR.,; areupdatednly atthe endof the estimation
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Figure5.10: The estimateaggreyateresenation R..,;, andthe boundsRp,unq and R.,; in the caseof (a)
two ON-OFFflows with resenationsof 0.5 Mbps,and1.5Mbps,respectrely, andin the casewhen(b) one
resenationof 0.5 Mbpsis acceptedittime ¢t = 18 secondsandthenis terminatedatt = 39 seconds.

Baseline 1 flow 10flows 100flows

ingress egress ingress egress ingress egress

avg| std| avg| std| avg| std| avg| std| avg| std| avg | std| avg

std

enqueue| 1.03| 0.91| 5.02| 1.63| 4.38| 1.55| 5.36| 1.75| 4.60| 1.60| 591 | 1.81| 5.40

2.33

dequeue| 1.52| 1.91| 3.14| 3.27| 2.69| 2.81| 2.79| 3.68 | 2.30| 291 | 2.77 | 2.82| 1.73

2.12

Table5.4: Theaverageandstandardieviation of the enqueuanddequeudimes,measuredn ps.

intenal, they underestimatéhe aggr@ateresenation, aswell asthe aggregatetraffic, beforetime
t = 20 sec.Secondafter R, is updatedattime ¢ = 20 sec,asRpps/(1 — f) + Rpew, thenew

valuesignificantlyoverestimatetheaggrgateresenation. Thisis themainreasorfor whichwe do

notuseR..; (+Rnew), bUt Ryound, t0 dotheadmissiorcontroltest. Third, notethatunlike thecase
whenthereserationwasacceptedRy..»q doesnotchangevhenthereserationterminatesattime

t = 39 sec.Thisis simply becausén ourimplementatiomo teardovn messagés generatedvhen
areserationterminatesHowever, asR,,; is updatedatthe endof thenext estimatiorintenal (i.e.,

attimet = 45 sec),Ryoung dropsto the correctvalueof 0.5 Mbps. This shavs the importanceof

using R.y; to recalibrateR;..,q- 1N addition, this illustratesthe robustnessof our algorithm, i.e.,

the overestimatiorin a previous periodis correctedin the next period. Finally, notethatin both
experimentsRpps alwaysunderestimatethe aggrgatereseration. Thisis dueto thetruncation
errorsin computingboththeb valuesandthe Rppg estimate.

5.5.1 ProcessingOverhead

To evaluatethe overheadof our algorithmwe have performedthree experimentson a 300 MHz
Pentiumll involving 1, 10,and100flows, respectiely. Theresenationandactualsendingratesof
all flowsareidentical. Theaggregatesendingateis about20%largerthantheaggreatereseration
rate. Table5.4 shavs the meansandthe standardieviationsfor the enqueueanddequeudimesat
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bothingressandegressnodes.Eachof thesenumberds basedn a measuremeraf 1000paclets.
For comparisorwe alsoshav the enqueueanddequeudimesfor the unmodifiedcode. Thereare
several pointsworth noting. First, ourimplementatioraddslessthan5 us overheadper enqueue
operationandabout? us perdequeuaperation.In addition,boththe enqueueanddequeudimes
attheingressnodearegreaterthanat the egressnode. This is becauséngressnodeperformsper
flow operations.Furthermoreasthe numberof flows increasesthe enqueudimesincreaseonly
slightly, i.e., by lessthan20%. This suggestshat our algorithmis indeedscalablen the number
of flows. Finally, the dequeudimesactuallydeceaseasthe numberof flows increases.This is
becausdhe rate-controlleris implementedas a calendargqueuewith eachentry correspondingo
a 128 ustime intenal. Packetswith eligible timesfalling betweerthe sameinterval are storedin
the sameentry Thereforewhenthe numberof flows is large, morepacletsarestoredin thesame
calendaqueueentry Sinceall thesepacletsaretransferrediuringoneoperatiorwhenthey become
eligible,theactualoverheadperpaclet decreases.

5.6 RelatedWork

Theideaof implementingguaranteedervicedy usingastatelessorearchitecturavasproposedy
Jacobsoii76] andClark [24], andis now beingpursuedby the IETF Diffservworking group[32].
Thereare several differencesbetweenour schemeandthe existing Diffserv proposals.First, our
DPSbasedalgorithmsoperateat a muchfiner granularitybothin termsof time andtraffic aggre-
gates:the stateembeddedn a paclet canbe highly dynamic,asit encodeghe current stateof the
flow, ratherthanthestaticandglobalpropertiesuchasdroppingor schedulingpriority. In addition,
the goal of our schemas to implementdistributed algorithmsthattry to approximatethe services
providedby anetwork in whichall routersmplementperflow managemenfThereforewe canpro-
vide servicedifferentiationandperformanceguarantees termsof both delayandbandwidthon a
per flow basis. In contrastthe Premiumservicecanprovide only per flow bandwidthguarantees.
Finally, we proposefully distributedanddynamicalgorithmsfor implementingooth dataandcon-
trol functionalitieswhereexisting Diffservsolutionsrely on morecentralizedandstaticalgorithms
for implementingadmissiorcontrol.

In this chapterwe proposea techniqueto estimatethe aggregjatereseration rateandusethat
estimateto performadmissioncontrol. While this maylook similarto measurement-basedimis-
sion control algorithms[62, 110, the objectives andthusthe techniquesare quite different. The
measurement-basedimissioncontrol algorithmsare designedo supportcontrolled-loadtype of
servicesthe estimationis basedon the actualamountof traffic transmittedn the past,andis usu-
ally anoptimisticestimatean thesensehattheestimatedggrgaterateis smallerthantheaggr@ate
reseredrate.While this hasthe benefitof increasinghe network utilization by the controlled-load
servicetraffic, it hastherisk of incurringtransienoverloadghatmaycauseheservicedggradation.
In contrast,our algorithmaimsto supportguaranteedervice,andthe goal is to estimatea close
upperboundonthe aggrgatereservedateevenwhenthetheactualarrival ratemayvary.

Cruz[29] proposednovel schedulinglgorithmcalledSCED+in thecontext of ATM networks.
In SCED+,virtual circuits sharinga samepathsegmentareaggreatedinto a virtual path. At each
switch, only per virtual path stateinsteadof per virtual circuit stateneedsto be maintainedfor
schedulingpurpose. In addition, an algorithmis proposedo computethe eligible timesandthe
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deadlinef a paclet at subsequentodeswhenthe paclet entersa virtual path. We notethat by
doingthis andusingDPSto carrythis informationin the paclets’ headersit is possibleto remove
perpathschedulingstatefrom corenodes.However, unlike our solution,SCED+doesnot provide
perflow delaydifferentiationwithin anaggr@ate.In addition,the SCED+work focuseonthedata
pathmechanismwhile we addressebothdatapathandcontrolpathissues.

5.7 Summary

In this chapterwe have describedwo distributed algorithmsthatimplementQoS schedulingand
admissioncontrolin a SCOREnetwork. Combined,thesetwo algorithmssignificantly enhance
the scalabilityof both the dataand control planes while providing guaranteederviceswith flex-
ibility, utilization, and assurancdevels similar to thosetraditionally implementedwith per flow
mechanisms.The key techniqueusedin both algorithmsis Dynamic Paclet State(DPS), which
provideslightweightandrobustmeandor routersto coordinateactionsandimplementdistributed
algorithms. By presentinga designand prototypeimplementatiorof the proposedalgorithmsin
IPv4 networks, we have demonstratethatit is indeedpossibleto apply DPStechniquesandhave
minimumincompatibilitywith existing protocols.
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Chapter 6

Providing Relative Sewvice Differ entiation in SCORE

In this chaptemwe describea third applicationof the DPStechniqueimplementinga large spatial
granularitynetwork service,calledLocationIndependenResourceéAccounting(LIRA), that pro-
videsrelative servicedifferentiation. Unlike traditional services suchasthe Guaranteedervice,
thataredefinedon a perflow basis, large spatialgranularityservicesaredefinedover a large num-
berof destinationsA simpleexamplewould beto guarante@userl0Mbpsbandwidthirrespectre
of whereor whenthe usersenddraffic.

With LIRA, eachuseris assignecdh rate at which it recevesresourcaokens. For eachLIRA
paclet, a useris chaged a numberof resourceokens,the amountdependingon the congestion
level alongthe paclet’s path. Thegoalof LIRA is to achieze bothhighresourcautilizationandvery
low lossrate.LIRA providesrelatie differentiation:a userwhich recevestwice asmary resource
tokensasanothermserwill receve abouttwice asmuchbandwidth,aslong asbothuserssharethe
samelinks. Notethatin the caseof onelink, LIRA reducedo WeightedFair Queueingj.e., each
active useris allocateda capacitythatis proportionako therateatwhichit recevesresourceokens.

We presentinintegratedsetof algorithmsthatimplementhe LIRA servicemodelin aSCORE
network. Specifically we leveragethe existing routinginfrastructureto distribute the pathcoststo
all edgenodes.Sincethe pathcostreflectsthe congestiorievel alongthe path,we usethis costto
designdynamicrouting andload balancingalgorithms.To avoid paclet re-orderingwithin a flow,
we devise a lightweight mechanisnbasedon DPSthatbindsa flow to a routesothatall paclets
from theflow will traversethe sameroute. To reducerouteoscillation,we probabilisticallybind a
flow to oneof themultiple routes.

Traditionalsolutionsto bind a flow to a route,alsoknowvn asroute-pinningrequireroutersto
eithermaintainperflow state,or maintainstatethatis proportionalwith the squareof the number
of edgerouters. By usingDPS,we areableto significantlyreducethis compleity. In particular
we proposea route-pinningmnechanisnthatrequiresroutersto maintainstatewhich is proportional
only to the numberof egressrouters.

The restof the chapteris organizedasfollows. The next sectionmotivatesthe LIRA service
model,anddiscussehelimitation of the existing alternatves. Section6.3describeshe LIRA ser
vice andoutlinesits implementatiorin a SCOREnetwork. Section6.4 presentsimulationexperi-
mentsto demonstratéhe effectivenesof our solution. Section6.5 justifiesthe new servicemodel
anddiscussegpossiblewaysfor our schemedo implementotherdifferentialservicemodels.Finally,
in Section6.6we presentherelatedwork, andin Section6.7 we summarizeour contrilutions.
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6.1 Background

Traditionalservicemodelsthat proposeto enhancehe best-efort serviceareusuallydefinedon a
perflow basis. Examplesof suchservicesarethe Guaranteednd ControlledLoad serviceg93,
121] proposedn the context of Intserv[82], andthe Premiumservice[76] proposedn the contet
of Diffserv[32]. While theseservicesprovide excellentsupportfor a plethoraof newv point-to-
pointapplicationssuchaslP telephoy andremotediagnosticsthereis a growing needto support
servicesat a coarsemgranularitythanat a flow granularity An examplewould be a servicethatis
definedirrespectie of whee or whena usersendsts traffic. Sucha servicewould be mucheasier
to negotiateby anorganizationsincethereis no needto specifythe destinationgn adwance,usually
adauntingtaskin practice!

An exampleof suchaserviceis the Assuredservicewhich wasrecentlyproposedy Clark and
Wroclawski [23, 24] in the contet of Diffserv With the Assuredservice a fixedbandwidthprofile
is associateavith eachuser This profile describeshe commitmenbf the InternetServiceProvider
(ISP)to theuser In particular the useris guaranteedhat aslong asits aggreatetraffic doesnot
exceedits profile, all users pacletsaredeliveredto their destinationswith very high probability
In the remainderof this chapter we usethe term of serviceassuanceto denotethe probability
with which a pacletis deliveredto its destination.If a userexceedsts profile, the excesstraffic is
forwardedasbest-effort traffic. Notethattheimplicit assumptionn the Assuredserviceis thatthe
thetraffic sentwithin a userprofile hasamuchhigherassurancé.e.,its pacletsaredeliveredwith
amuchhigherprobability)thanthe besteffort traffic.

In this chapterwe proposea novel service,calledLocationindependenResouce Accounting
(LIRA), in whichtheserviceprofile is describedn termsof resourcdokensratherthanfixedband-
width profile. In particulay with LIRA, eachuseris assigneda token bucket in which it receves
resourcaokensat a fixed rate. Whena usersendsa paclet into the network, the useris chageda
numberof resourcegokens,the amountdependingon the congestiorievel alongthe pathtraversed
by the paclet. If the userdoesnot have enoughresourceokensin its token bucket, the paclet is
forwardedasa besteffort paclet. Notethat, unlike the Assuredservicewhich providesanabsolute
service LIRA providesa relativeservice.In particular if a userrecevesresourcdokensat arate
thatis twice therateof anothewuser andif bothuserssenttraffic alongthe samepaths thefirst user
will gettwice asmuchaggr@atethroughput.

A naturalquestionis why usea servicethat offers only relative bandwidthdifferentiationsuch
asLIRA, insteadof a servicethat offers a fixed bandwidthprofile suchasthe Assuredservice?
After all, the Assuredservicearguablyprovidesa more powerful andusefulabstractionjdeally, a
useris guaranteea fixed bandwidthirrespectie of whereor whenit senddraffic. In contrastwith
LIRA, theamountof traffic a usercansendvariesasa resultof the congestioralongthe pathsto
thedestination.

The simple answeris that, while the fixed bandwidthprofile is arguably more powerful, it is
unclearwhetherit canbe efficiently implemented. The main problemfollows directly from the
servicedefinition, as a fixed bandwidthprofile servicedoesnot put ary restrictionon whereor
whena usercansendtraffic. This resultsin a fundamentatonflict betweemrmaximizingresource
utilizationandachiezing a high serviceassurancdn particulay sincethenetwork doesnotknow in

For example for aWebcontentprovider, it is very hardif notimpossibleto specifyits clientsa priori.
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adwancewherethe pacletswill go,in orderto provide high serviceassurancdt needgo provision
enouglresourceso all possibledestinationsin theworstcasewhenthetraffic of all usergraverses
the samecongestedink in the network, an ISP hasto male surethatthe sumof all userprofiles
doesnotexceedthecapacityof thebottlenecKink. Unfortunatelythiswill resultin severeresource
underutilizationwhichis unacceptable practice Alternatively, anISPcanprovisionresource$or
theaverageratherthantheworstcasescenario Sucha stratgy will increasdgheresourcautilization
atthe expenseof serviceassurance.

In contrastLIRA canachie/e bothhigh serviceassurancandresourceutilization. However,
to achieve this goal, LIRA givesup the fixed bandwidthprofile semantics.The bandwidthprofile
of a userdepend®n the congestionin the network: the more congestedhe network, the lower
the profile of a user Thus, while the Assuredservicetradesthe serviceassurancdor resource
utilization, LIRA tradesthe fixed bandwidthservicesemanticdor resourceutilization. Next, we
amguethatthe trade-of madeby LIRA givesa userbettercontrol on managingits traffic, which
malkesLIRA acompellingalternatve to the Assuredservice.

To illustratethis point, considerthe casewhenthe network becomesongested.n this case,
LIRA triesto maintainthe level of serviceassuranc®y scalingbackthe profilesof all usersthat
sendtraffic in the congestegbortion of the network. In contrastjn the caseof the Assuredservice,
network congestionwill causea decreas®f the serviceassurancéor all usersthatsharethe con-
gestedportion of the network. Considemow a compan whosetraffic profile decreasefrom 10
to 5 Mbps, asa resultof network congestion.Similarly, assumethat, in the caseof the Assured
servicethesamecompan experiencestenfold increasen its lossrateastheresultof the network
congestion(while its serviceprofile remainsconstantat 10 Mbps). Finally, assumehatthe CEO
of the compary wantsto make an urgentvideo conferencecall, for which requires2 Mbps. With
LIRA, sincethe bandwidthrequiredby the videoconferencés no largerthanthe compan’s traffic
profile,the CEO caninitiate the conferencéemmediately In contrastwith the Assuredservice the
CEOmaynotbeableto startthe conferencelueto thehighlossrate.Worseyet, if thecongestioris
causedy thetraffic of otherusersthe compan cando nothingaboutit. Thefundamentaproblem
is that,unlike LIRA, the Assuredservicedoesnot provide ary protectionin caseof congestion.

6.2 Solution Outline

We considettheimplementatiorof LIRA in a SCOREnetwork, in whichwe useatwo bit encoding
scheme.Thefirst bit, calledthe preferred bit, is setby the applicationor userand indicatesthe

droppingpreferencef the paclet. The secondbit, calledmarkingbit, is setby theingressrouters
of anISPandindicateswhetherthe pacletis in- or out-of-profile. Whena preferredpaclet arrives
ataningressnode,the nodemarksit, if the userhasnot exceededts profile; otherwisethe paclet

is left unmarked? Thereasorto usetwo bits insteadof oneis thatin anInternetervironmentwith

multiple ISPs,evenif a paclet maybe out-of-profilein somelSPson the earlierportionof its path,
it may still bein-profilein a subsequentSP. Having a droppingbit thatis unchangedby upstream
ISPsonthepathwill allow dowvnstreanmSPsto make the correctdecision.Coreroutersimplement
asimplebehaior of priority-baseddropping.Wheneer thereis a congestiona corerouteralways

2In thischapterwe will usetheterminologyof markedor unmarledpacletsto referto pacletsin or out-oftheservice
profile, respectiely.
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dropsunmarled pacletsfirst. In this chapterwe focuson mechanismsgor implementingLIRA in
asinglelSP. We assumehe following modelfor the interactionof multiple ISPs:if ISP A is using
the serviceof ISP B, thenISP B will treatISP A justlike aregularuser In particulay the traffic
from all ISP A’s userswill betreatedasasingletraffic aggregate.

While the abore forwardingschemecanbe easilyimplementedn a Diffserv network, it turns
out thatto effectively supportLIRA we needthe ability to performroute-pinning thatis, to bind
a flow to a route so that all paclets from the flow will traversethe samepath. Unfortunately
traditionalmechanisms$o achieve routepinningrequireperflow state.Eventherecentlyproposed
Multi ProtocolLabelSwitching(MPLS)requiresoutersto maintainanamountof stateproportional
to the squareof the numberof edgerouters.In alarge domainwith thousand®f edgenodessuch
overheadnaybeunacceptable.

To addresghis problemwe usethe DynamicPaclet State(DPS)technique.With eachpaclet
weassociatalabelthatencodeshepaclet’s routefrom thecurrentnodeto theegressouter Paclket
labelsareinitialized by ingressrouters,andareusedby coreroutersto routethe paclets. Whena
pacletis forwarded,therouterupdatests labelto reflectthe factthatthe remainingpathhasbeen
reducedoy onehop. By usingthis schemewe areableto significantlyreducethe statemaintained
by corerouters. More precisely this statebecomesproportionalto the numberof egressnodes
reachabldrom the corerouter which canbe shavn to be optimal. Theroutepinning mechanisnis
describedn detailin Section6.3.4.

6.3 LIRA: Sewice Differentiation basedon ResouiceRight Tokens

In this section,we presenbur differential servicemodel, calledLIRA (LocationindependenRe-
sourceAccounting),with serviceprofilesdefinedin termsof resourcaokensratherthanabsolute
amountf bandwidth.

With LIRA, eachuser: is assigneda serviceprofile thatis characterizedby a resourcetoken
bucket (r;, b;), wherer; representtheresourcaokenrate,andb; representshedepthof thebucket.
Unlike traditionaltoken buckets whereeachpreferredbit enteringthe network consumesxactly
onetoken, with resourcaoken bucketsthe numberof tokensneededo admita preferredbit is a
dynamicfunctionof the pathit traverses.

Althoughtherearemary functionsthat canbe used,we considera simplecasein which each
link 7 is assigned cost,denoted:;(¢), which representthe amountof resourceokenschagedfor
sendinga marked bit alongthelink attime ¢. The costof sendinga marked pacletis computedas
Yiep L xci(t), whereL is thepacletlengthand P is thesetof links traversedby thepaclet. While
we focuson unicastcommunicationén this chapterwe notethatthe costfunctionis alsonaturally
applicableto the caseof multicast. As we will shaw in Section6.4, chaging a userfor every link
it usesandusingthe costin routing decisionshelpsto increasethe network throughput.In fact, it
hasbeenshavn by Ma etal. [68] thatusinga similar costfunctior? for performingtheshortespath
routinggivesthebestoverall resultswhencomparedvith otherdynamicroutingalgorithms.

It is importantto note that the costsusedhereare not monetaryin nature. Insteadthey are
reflectingthe level of congestiorandthe resourcaisagealonglinks/paths.This is differentfrom a

%It canbe shavn thatwhenall links have the samecapacityour costis within a constantfactor from the costof
shortest-dist(PL) algorithmproposedy Ma et al. [68].
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~ Ingress Router Algorithm

upon packe p arrival:
bit cost=cl+ c2+ c3+ c4,
cost(p) = length(p)*bit_cost;
if (preferred(p) and L > cost(p))
mark(p);
L = L —cost(p);

r = resourcetoken rate
L = current bucket leve
ci = per bit cost of link i

Figure6.1: Whena preferredpaclet arrives,the nodecomputeghe paclet’s cost,andthe pacletis marked
if therearesufiicientresourceokens.

pricing schemeawhich representthe amountof paymentmadeby anindividual user Thoughcosts
canprovide valuableinput to pricing policies,in generalthereis no necessarglirect connection
betweercostandprice.

Figure6. lillustrateshealgorithmperformedoy ingressodes Whena preferredpacletarrives
ataningressnode thenodecomputests costbasednthe pacletlengthandthe pathit traverseslf
theuserhasenoughresourcdokensin its bucket to cover this cost,the paclet is marked, admitted
in the network, and the correspondingiumberof resourcetokensis subtractedrom the bucket
account.Otherwise dependingon the policy, the paclet canbe eitherdropped,or treatedasbest
effort. Informally, our goal at the userlevel is to ensurethat userswith “similar” communication
patterngeceve service(in termsof aggr@atemarkedtraffic) in proportionto theirtokenrates.

The crux of the problemthenis the computationand distribution of the per marked bit cost
for eachpath. In this section,we first presenthe algorithmto computethe costof eachmarked
bit for a singlelink, andnext presenian algorithmthat computesanddistributesthe perpathcost
of onemarled bit by leveragingexisting routing protocols. We thenarguethat this dynamiccost
informationis alsousefulfor multi-pathroutingandloadbalancingpourposesTo avoid routeoscil-
lationandpacletreorderingwithin oneapplication-lgel flow, we introducetwo techniquesFirst, a
lightweightschemas devisedto ensurghatall pacletsfrom thesameapplication-lgel flow always
travel thesamepath. The schemas lightweightin the sensahatno perflow stateis neededn ary
corerouters.Secondratherthanusinga simplegreedyalgorithmthatalwaysselectghe pathwith
the currentlowestcost,we usea probabilisticschemédo enhancesystemstability.

6.3.1 Link CostComputation

A naturalgoal in designingthe link costfunctionin LIRA is to avoid droppingmarked paclets.
Sincein theworstcaseall userscancompetdor thesamdink atthesameime, asuficientcondition
to avoid this problemis to have a costfunction that exceedsthe numberof tokensin the system
whenthelink utilization approachesnity. Without boundingthe numberof tokensin the system,
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this suggesta costfunctionthatgoesto infinity whenthelink utilization approachesanity. Among

mary possiblecostfunctionsthatexhibit this property we choosehefollowing one:
. a

whereaq is thefixedcostof usingthelink* whenit is idle, andu(t) representshelink utilization at

timet. In particular u(t) = R(t)/C, wereR(t) is thetraffic throughputttime ¢, andC represents

the link capacity Recallthatc(¢) is measuredn tokens/bitand representhov mucha useris

chagedfor sendinga marked bit alongthatlink attime¢.

In an ideal system,where costsare instantaneouslylistributed and the rate of the incoming
traffic variesslowly, a costfunctionasdefinedby Eq. (6.1) guaranteethatno marked pacletsare
droppednsidethecore.However, in arealsystemcomputinganddistributing the costinformation
incur overhead,so they are usually doneperiodically In addition, thereis always the issueof
propagatiordelay Becausef thesethecostinformationusedin admittingpacletsatingressnodes
may be obsolete. This may causepaclet dropping,andleadto oscillations. Thoughoscillations
areinherentto ary systemin which the propagatiorof the feed-backinformationis non-zero the
sensitvity of our costfunctionwhenthelink utilization approachesnity makesthingsworse. In
this regime, anincrementallysmall traffic changemay resultin an arbitrarylarge costchange.In
factonemaynotethatEq. (6.1)is similarto the equatiordescribinghe delaybehaior in queueing
systemg65], whichis known to leadto systeminstability whenusedasa congestiorindicationin
aheaily loadedsystem.

To addresshesdssueswe usethefollowing iterative formulato computethelink cost:

~

R(ti, ti—l)
C

whereR(#, ") denoteghe averagebit rateof the markedtraffic duringthetime intenal [¢/, ). It
is easyto seethatif themarkedtraffic rateis constaneindequalto R, theabove iterationcorverges
to the costgiven by Eq. (6.1). The main adwantageof using Eq. (6.2) over Eq. (6.1) is thatit is
morerobust againstiarge variationsin the link utilization. In particular whenthe link utilization
approachesinity the costincreasediy at mosta every iteration. In addition, unlike Eqg. (6.1),
Eq.(6.2)is well definedevenwhenthelink is congested, e., R(t;_1,#;) = C.

Unfortunately computingthe costby usingEq. (6.2) is hot asaccurateasby usingEqg. (6.1).
Thelink maybecomeandremaincongestedor alongtime beforethecostincreasas large enough
to reducethe arrival rate of marked bits. This mayresultin thelossof marked paclets,which we
try to avoid. To alleviate this problemwe useonly a fractionof thelink capacityC = 3C, for the
markedtraffic, theremainingbeingusedto absorbthe unexpectedvariationsdueto inaccuraciesn
the costestimatior?, Here,we choses betweerD.85and0.9.

(6.1)

c(t;) = a+ c(ti-1) . (6.2)

6.3.2 Path Cost Computation and Distrib ution

In LIRA, the costof amarked bit over a pathis the sumof the costsof a marked bit over eachlink
on the path. Oncethe costfor eachlink is computedijt is easyto computeanddistribute the path

“In practice,the network administratorcan malke useof a to encourage/discouragke useof thelink. Simply by
changinghefixedcosta, alink will costproportionallymoreor lessatthe sameutilization.
53 is similarto thepressuréactorusedn someABR congestiortontrolschemesor estimatinghefair sharg61, 87).
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Figure6.2: Exampleof routebindingvia pacletlabeling.

costby leveragingexisting routing protocols.For link statealgorithms the costof eachmarlked bit

canbeincludedaspartof thelink state.For distancevectoralgorithms,we canpassandcompute
the partial pathcostin the sameway the distanceof a partial pathis computedwith respecto the

routingmetric.

6.3.3 Multipath Routing and Load Balancing

Sinceour algorithmdefinesa dynamiccostfunctionthatreflectsthe congestiorievel of eachlink,
it is naturalto usethis costfunction for the purposeof multi-path routing. To achiese this, we
computethe k shortesipathsfor eachdestinatioror egressnodeusingthe unit link metric. While
theobvioussolutionis to sendpacletsalongthe pathwith theminimumcost(in thesenseof LIRA,
seeSection6.3)amongthek pathsthis mayintroducetwo problems:(a) paclet re-orderingwithin
oneapplication-lgel flow, which may negatively affect end-to-endcongestiorcontrol algorithms,
and(b) routeoscillation,which mayleadto systeminstability

We introducetwo techniquedo addressheseproblems.First, we presenta lightweightmech-
anismthat bindsa flow to a route so thatall paclets from the flow will traversethe sameroute.
Secondto reducerouteoscillation,for eachnew flow, aningressnodeprobabilisticallybindsit to
oneof themultiple routes.By carefullyselectingthe probability we canachieve both stability and
load-balancing.

6.3.4 Route Pinning

As discusseckarlier we will maintainmultiple routesfor eachdestination. However, we would
like to ensurethatall paclets belongingto the sameflow are forwardedalongthe samepath. To
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implementthis mechanisnwe usethe DynamicPaclet State(DPS)technique.

Thebasicideais to associatavith eachpathalabelcomputedasthe XOR overtheidentifiersof
all routersalongthe path,andthenassociat¢his labelwith eachpaclet of aflow thatgoesalongthat
path. Herewe usethe IP addresssthe identifier More preciselyapathP = (idy,ids, ... ,id,),
whereid, is the sourceandid,, is the destinationjs encodedat the source(idy) by Iy = id; ®
idy ® ... ® id,. Similarly, the pathfrom id; to id,, is encodedatid;, byl; = idy ® ... ® id,. A
pacletthattravelsalongpath P is labeledwith [y asit is leaving idy, andwith [, asit is leaving d; .
By usingXOR we caniteratively re-computehe labelbasedon the paclet’s currentlabelandthe
nodeidentifier As anexample,considera paclet thatis assignedabell, at nodeid,. Whenthe
pacletarrivesatnodeid; , thenew labelcorrespondingo theremainingof thepath, (id, . . . , id,),
is computedasfollows:

lh = idi®ly= (6.3)
id] ® (Zdl ®’id2®...®’idn) =ide ®...Q1d,.

It is easyto seethatthis schemeguaranteethatthe paclet will beforwardedexactly alongthe path
P. Here,we implicitly assumehatall alternatepathsbetweerntwo end-node$ave uniquelabels.
Althoughtheoreticallythereis a non-zeroprobability thattwo labelsmay collide, we believe that
for practicalpurposest canbeneglected.Onepossiblevayto reducehelabelcollision probability
would be to usea hashfunction to translatethe IP addresseito labels. By usinga goodhash
function, this will resultin a morerandomdistribution of routerlabels. Anotherpossibility would
be to explicitly label routersto reduceor even eliminatethe collision probability Note that this
solutionwill requireto maintainthe mappingbetweerrouterIP addresseandrouterlabels,which
canbedifficult in practice.Onelastpointworth notingis thatevenif two alternatepathshave the
samelabel, this will notjeopardizethe correctnessf our schemethe worstthing thatcanhappen
is analternatepathto beignored,whichwill only leadto a decreasén utilization.

Next we give somedetailsof how this mechanisntanbeimplementedy simply extendingthe
informationmaintainedy eachrouterin theroutingandforwardingtables.Besideghedestination
andtheroutecost,eachentryin theroutingtablealsocontainsthe labelassociatedavith thatpath.

< dst, < costM 1V > < cost®) 1K) >> (6.4)
Similarly, theforwardingtableshouldcontainanentryfor eachpath:
< l(l),dst,nemt_hop(l) >... < l(k),dst,nemt_hop(k) > (6.5)

In Figure6.2we give asimpleexampleto illustratethis mechanismAssumethatnodesid; and
1ds areedgenodesandtherearetwo possiblepathsfrom id; to ids of costs7, and8, respectiely.
Now, assume pacletdestinedo ids arrivesatid; . Firsttheingressodeid; searchetheclassifier
table(notshavn in the Figure)thatmaintainsalist of all flowsto seewhetherthisis thefirst paclet
of aflow. If it is, the routerusesthe informationin the routingtableto probabilisticallybind the
flow to a pathto ids. At the sametime it labelsthe paclet with the encodingof the selectedoute.
In our example,assumehepathof cost7, i.e., (idy, ids, ids, ids), is selectedIf thearriving paclet
is notthefirst paclet of theflow, therouterautomaticallylabelsthe paclet with the encodingof the
pathto which theflow is bound.This canbe simply achieved by keepinga copy of thelabelin the
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classifiertable. Oncethe paclet is labeled the routerchecksthe forwardingtablefor the next hop
by matchingthe paclet’s labelandits destinationln our casethis operatiorngivesusids asthenext
hop. Whenthepaclet arrivesat nodeid, therouterfirst computesa new labelbasednthe current
pacletlabelandtherouteridentifier: label = idy ® label. Thenew labelis thenusedto lookupthe
forwardingtable.

It is importantto notethatthe abore algorithmassumeper flow stateonly at ingressnodes.
Insidethecore,thereis no perflow state.Moreaover, thelabelscanspeed-uphetablelookupif used
ashashkeys.

6.3.5 Path Selection

While the above forwardingalgorithmensureghatall pacletsbelongingto the sameflow traverse
the samepath, thereis still the issueof how to selecta pathfor a new flow. The biggestconcern
with ary dynamicrouting protocolbasedn congestiorinformationis its stability Frequentoute
changesnayleadto oscillations.

To addresshis problem,we associate probabilitywith eachrouteanduseit in bindinga nen
flow to thatroute. The goalin computingthis probabilityis to equalizethe costsalongthe alternate
routes,if possible. For this we usea greedyalgorithm. Every time the route costsare updated
we split the setof routesin two equalsets,whereall the routesin one sethave costslarger than
theroutesin the secondset. If thereis an odd numberof routes,we leave the medianout. Then,
we decreaséhe probability of every routein the first set, the one which containsthe highercost
routes,andincreasehe probability of eachroutein the secondsetby a smallconstan®. It canbe
shavn thatin a steady-stateystem this algorithmcornvergesto the desiredsolution,in which the
differencebetweerthe costsof thetwo alternatepathsis boundedby 6.

6.3.6 Scalability

Asdescribedofar, it is requiredthatour schemenaintainst entriesfor eachdestinatiorin boththe
forwardingtableusedby the forwardingengineandthe routingtable usedby the routing protocol,
wherek is the maximumnumberof alternatepaths. While this factormay not be significantif &
is small, a more seriousissuethat potentially limits the scalability of the algorithmis thatin its
basicform it requiresthatan entry be maintainedor eachdestinationwherein reality, to achieve
scalability routersreally maintainthe longest-prefiof a groupof destinationghatsharethe same
route[41]. Sinceour algorithmworksin the context of onelSP, we canmaintainanentryfor each
egressnodeinsteadof eachdestination We believe this is sufficient asthe numberof egressnodes
in anISPis usuallynotlarge.

However, assumehat the numberof egressnodesin an ISP is very large so that significant
addressaggreationis needed.Thenwe needto alsoperformcostaggreation. To illustratethe
problemconsiderthe examplein Figure6.3. Assumethe addressesf d, andd; areaggregated
at anintermediaterouterr;. Now the questionis how muchto chage a paclet thatentersat the
ingressnoder, andhasthe destinationdy. Sincewe do not keepstatefor the individual routes
to dy, andd; respeciiely, we needto aggrgatethe costto thesetwo destinations.In doing this,
a naturalgoalwould be to maintainthe total chagesthe sameasin areferencesystemthatkeeps
perroutestate. Let R(ry, d;) denotethe averagetraffic ratefrom r; to d;, i = 1,2. Then,in the
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Figure6.3: Topologyto illustratethelabelandcostaggreyation.

referencesystenthatmaintaingerroutestate thetotal chage pertime unit for theaggreatetraffic
from 1 to dy andd; is: cost(ri,dy)R(r1,dp) + cost(ri,d1)R(r1,d1). In asystemthatdoesnot
maintainperroutestate,the chage for the sametraffic is cost(r1, do,d1)(R(r1,do) + R(r1,d1)),
wherecost(r1, dy, d1) denotesheperbit aggrgatecost. Thisyields

cost(ry,do)R(r1, do
R(’r‘l, do) + R(Tl, d1
cost(ry,d1)R(r1, d;
R(r1,dp) + R(r1,d

cost(ry,do,d1) =

(6.6)

) o
)"
)
1)

Thus,ary pacletthatarrivesatr, andhaseitherdestinationi, or d; is chagedwith cost(rg,r1) +
cost(ry,dy,dy). Obviously, routeaggrgationincreasesheinaccuraciesn costestimation.How-
ever, this maybealleviatedby thefactthattherouteaggregationusuallyexhibits high localities.
Anotherproblemwith addressaggreationis thata label canno longerbe usedto encodethe
entirepathto the destination.Instead,t is usedto encodethe commonportion of the pathsto the
destinationsn the aggrgateset. This meanghata paclet shouldbe relabeledat every routerthat
performsaggreationinvolving the paclet’s destination Themostseriousconcernwith thisscheme
is thatit is necessaryo maintainperflow stateandperformpaclet classificatiorata corerouter(r;
in our example).Fortunately this scalabilityproblemis alleviatedby thefactthatwe needto keep
per flow stateonly for the flows whosedestinatioraddresseare aggreatedat the current router
Finally, we notethatthis problemis not specificto our schemeary schemehat (i) allows multiple
pathrouting, (ii) performsloadbalancingand(iii) avoids pacletreorderinghasto addresst.

6.4 Simulation Results

In this sectionwe evaluateour modelby simulation.We conductfour experimentsthreeinvolving
simpletopologieswhich helpto gaina betterunderstandingf the behaior of our algorithms,and
one more realistic example with a larger topology and more comple traffic patterns. The first
experimentshavs thatif all userssharethe samecongestegath,theneachuserrecevesservice
in proportionto its resourcetoken rate. This is the sameresultone would expectfrom usinga
weightedfair queueingscheduleton every link, with the weightssetto the users’token rate. In
the secondexperiment,we shav thatby usingdynamicroutingandload balancingwe areableto
achieve the sameresult— thatis, eachuserreceves servicein proportionto its token rate— in a
moregeneralconfigurationwheresimply usingweightedfair queueingscheduleon every link is
not sufiicient. In the third experiment,we shav how load balancingcansignificantlyincreasethe
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overallresourcautilization. Finally, thefourth experimentshavs how thebehaiors obseredin the
previousexperimentsscaleto alargertopology

6.4.1 Experiment Design

We haveimplemented pacletlevel simulatorwhichsupportdothDistancevector(DV) andShort-
estPathFirst (SPF)routingalgorithms.To supportioad balancingwe extendedhesealgorithmsto
computethe k-th shortestpaths. The time intenal betweentwo route updateds uniformly dis-
tributed between0.5 and 1.5 of the averagevalue. As shavn by Floyd and Jacobsor{38], this
choiceavoids the route-updateself-synchronizatianin SPF whena noderecevesa routing mes-
sage|t first updatests routingtableandthenforwardsthe messagéo all its neighborsgexceptthe
sender Theroutingmessageareassumedo have high priority, sothey arenever lost. In the next
sectionsve comparehefollowing schemes:

e BASE - this schemamodelstodays best-efort Internet,andit is usedasa baselinein our
comparison.The routing protocolusesthe numberof hopsasthe distancemetric andit is
implementedy eitherDV or SPFE This schemaloesnot implementservicedifferentiation,
i.e.,bothmarledandunmarled pacletsareidenticallytreated.

e STATIC —thisschememplementgshesamestaticroutingasBASE. In addition,it implements
LIRA by computingthe link costasdescribedn Section6.3.1,andmarkingpacletsat each
ingressnodeaccordingto thealgorithmshavn in Figure6.1.

e DYNAMIC-k —this schemeaddsdynamicroutingandload balancingto STATIC. Therout-
ing protocolusesa modifiedversionof DV/SPFto find thefirst k£ shortestpaths. Note that
DYNAMIC-1 is equivalentto STATIC.

Eachrouterimplementsa FIFO schedulingdisciplinewith a sharedouffer anda drop-tailman-
agemenscheme.Whenthe buffer occupang exceedsa predefinedhreshold,newly arrived un-
marked pacletsaredropped.Thus,the entirebuffer spacefrom the thresholdup to its total sizeis
reseredto thein-profiletraffic.® Unlessotherwisespecifiedthroughoutll our experimentsve use
abuffer sizeof 256 KB andathresholdof 64 KB.

The two main performancéndicesthatwe usein comparingthe above schemesarethe user
in-profile anduseroverall throughputsTheuserin-profile throughputepresenttherateof theuser
aggr@atein-profile traffic deliveredto its destinationsTheoverall throughputepresenttheusers
entire traffic — i.e., includingboththein- andout-of profile traffic — deliveredto its destinations.
In addition, we useuserdroppingrate of the in-profile traffic to characterizehe level of service
assurance.

Recenstudieshave shavn thatthetraffic in realnetworksexhibitsthe self-similarproperty[27,
80, 81, 11§ — thatis, the traffic is bursty over widely differenttime scales. To generateself-
similar traffic we usethe techniqueoriginally proposedoy Willinger et al. [118], whereit was

5\We note that this schemeis a simplified versionof the RIO buffer managemenschemeproposedby Clark and
Wroclawski [24] In addition,RIO implementsa RandomEarly Detection(RED) [37] droppingpolicy, insteadof drop-
tail, for bothin- andout-of profile traffic. RED providesan efficient detectiormechanisnfor the adaptve flows, suchas
TCR allowing themto gracefullydegradetheir performancesvhencongestioroccurs. However, sincein this studywe
arenot concernedvith thebehaior of individual flows, for simplicity we choseto notimplementRED.
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Figure6.4: (a) Topologyusedin thefirst experiment.Eachlink has10 Mbpscapacity S1, 52, andS3 send
all their traffic to D1. (b) The throughputsof the threeusersunderBASE and STATIC schemes.(c) The
throughputainderSTATIC whenthetokenrateof S2 is twice therateof S1/52.

shavn thatthesuperpositiomf mary ON-OFFflowswith ON andOFFperiodsdravn from aheary
tail distribution, andwhich have fixed ratesduringthe ON periodresultsin self-similartraffic. In
particular Willinger etal. [118] shaw thattheaggreationof severalhundredof ON-OFFflowsis a
reasonablapproximatiorof therealend-to-endraffic obseredin aLAN.

In all ourexperimentswe generatehetraffic by draving thelengthof the ON andOFF periods
from aParetodistribution with thepowerfactorof 1.2. Duringthe ON periodasourcesendgaclets
with sizesbetweenl00and1000bytes. Thetime to senda paclet of minimumsizeduringthe ON
periodis assumedo bethetime unitin computingthelengthof the ON andOFFintenals.

Dueto the high overheadncurredby a paclet-level simulatorsuchasours,we limit the link
capacitieso 10 Mbps andthe simulationtime to 200 sec. We setthe averageintenal between
routingupdatedo 5 secfor thesmalltopologiesusedin thefirst threeexperimentsandto 3 secfor
thelarge topologyusedin thelastexperiment.In all experimentsthetraffic startsattime ¢ = 20
sec. The choiceof this time guaranteeshatthe routing algorithmfinds at leastone pathbetween
ary two nodesby time¢. In orderto eliminatethe transientoehaior, we startour measurementst
timet = 50 sec.

6.4.2 Experiment 1: Local Fairnessand Sewice Differ entiation

This experimentshaws thatif all userssendtheir traffic alongthe samecongestegath,they get
servicein proportionto their tokenrate,aslong asthereis enoughdemand.Considerthetopology
in Figure6.4(a),whereusersS1, 52, andS3 sendraffic to D1. Figure6.4(b)shavstheuseroverall
throughputover the entiresimulationunderBASE. As it canbe seen,S1 getssignificantlymore
thanthe othertwo. In fact,if thetraffic from all sourcesverecontinuouslybackloggedye expect
that S1 will get half of the congestedinks 5 and 6, while S2 and S3 split the otherhalf. This
is becauseventhougheachusersendsat an averagerate higherthan 10 Mbs, the queuesarenot
continuoushbackloggedThisis dueto the bursty natureof thetraffic anddueto thelimited buffer
spaceateachrouter
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Figure6.5: (a) Topologyusedin the secondexperiment. S1, S2, S3, and.S4 sendall their traffic to D1,
D2, andD3, respectiely. (b) Thethroughputf all usersunderBASE, STATIC, andDYNAMIC-2.

Next, we run the samesimulationfor the STATIC scheme.To eachuserwe assignthe same
tokenrate,andto eachlink we associatéhe samefixed cost. Figure 6.4(b)shavs the useroverall
andin-profilethroughputsComparedo BASE, theoverallthroughput@aremoreevenly distributed.
However, the userS1 still getsslightly betterservice,i.e., its in-profile throughputis 3.12 Mbps,
while thein-profile throughputof $2/53 is 2.75Mbps. To seewhy, recallfrom Eq. (6.1) thatlink
costaccuratelyeflectsthelevel of congestioronthatlink. Consequentlyin this casdinks 5 and6
will have the highestcost,followedby link 4, andthenthe otherthreelinks. Thus,S2 andS3 have
to “pay” morethanS1 permarkedbit. Sinceall usershave thesametokenratesthis translatesnto
lower overall throughputdor S2 and.S3, respectrely.

To illustratethe relationshipbetweerthe users token rate andits performancewe doublethe
tokenrateof S2. Figure6.4(c)shavstheoverallandin-profile throughput®f eachuser In termsof
in-profile traffic, userS2 getsroughlytwice thethroughouof S3 (i.e.,4.27Mbpsvs. 2.18 Mbps).

Finally, we notethattherewereno markedpacletsdroppedn ary of theabove simulations For
comparisonmorethan60% of the out-of profile traffic wasdropped.

6.4.3 Experiment 2: User Fairnessand Load Balancing

In this sectionwe shav how dynamicroutingandloadbalancinghelpto improve userlevel fairness
andachieve betterresourcautilization. Consideithetopologyin Figure6.5whereusersS1, 52, S3
andS4 sendtraffic to eachof theusersD1, D2 and D3, respectiely. Againthefixed costsof all
links areequal,andall usersareassignedhe sametokenrate.

Figure6.5(b)shaws the overall andin-profile throughputof S1, S2, S3 andS4 underBASE,
STATIC andDYNAMIC-2, respectiely. WhenBASE andSTATIC areusedeachuseralwayssends
alongtheshortespaths.Thisresultsin S1, S2 andS3 sharindink 1, while S4 aloneusedink 3. As
aconsequenc#4 recevessignificantlybetterservicethantheotherthreeusers.Sinceit implements
thesameroutingalgorithm,STATIC doesnotimprove theoverallthroughputsHowever, compared
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Figure6.6: (a) Topologyusedin thethird experiment.Meanthroughputsvhen(b) loadis balancedand(c)
whenit is unbalanced, e, S3andS4areinactive.

with BASE, STATIC guaranteeshat in-profile paclets are deliveredwith very high probability
(again,in this experimentho markedpacletsweredropped) Ontheotherhand whenDYNAMIC-
2 is used,eachuserreceves almostthe sameservice. This is becausaisersS1, S2 and.S3 can
now useboth routesto sendtheir traffic, which allows themto competewith userS4 for link 3.
User S4 still maintainsa slight adwantage but now the differencebetweenits overall throughput
andthe overall throughputof the otherusersis lessthan7%. In the caseof the in-profile traffic
this differenceis about5%. As in the previous experiment thereasorfor this differenceis because
whencompetingwith 54, the otherusershave to pay, besidedink 3, for link 2 aswell.
Thus, by taking advantageof the alternateroutes,our schemeis ableto achieve fairnessin a
moregeneraketting. At the sametime it is worth notingthatthe overall throughputalsoincreases
by almost7%. However, in this case this is mainly dueto the bursty natureof S4’s traffic which
cannotusetheentirecapacityof link 3 whenit is theonly oneusingit, ratherthanloadbalancing.

This experimentshavs how the load distribution affects the effectivenessof our load balancing
scheme For this purposeconsiderthetopologyin Figure6.6(a). In the first simulationwe gener
ateflows thathave the sourceandthe destinatioruniformly distributedamongusers.Figure6.6(b)
shavsthemeansof theoverallthroughputsinderBASE, STATIC, andDYNAMIC-2, respeciiely.’
Dueto the uniformity of thetraffic pattern,in this caseBASE performsvery well. UnderSTATIC
we getslightly larger overall throughputmainly dueto our congestiorcontrol schemewhich ad-
mits a marked paclet only if thereis a high probability thatit will be delivered. However, under
DYNAMIC-2 the performanceadegrades. This is becausehereare timeswhenour probabilistic
routingalgorithmselectdongerroutes which leadsto inefficientresourcautilization.

"We have alsocomputedstandardieviationsfor eachcase:the largeststandardieviation was 0.342for the overalll
throughputunderSTATIC schemeand0.4 for thein-profile throughputunderDYNAMIC-2.
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Figure 6.7: Topology similar to the T3 topology of the NSFNET backbonenetwork containingthe IBM
NSSnodes.

Next, we consideranunbalancedbadby makingusersS3 andS4 inactive. Figure6.6(c)shavs
throughputmeansunderBASE, STATIC, and DYNAMIC-2, respectiely. As it canbe noticed,
usingDYNAMIC-2 increaseshemeanby 30%. Thisis becauseinderBASE andSTATIC schemes
theentiretraffic betweenS1, S2 andS5, S6 is routedthroughlinks 3 and4 only. Ontheotherhand,
DYNAMIC-2 takesadwantageof thealternateroutethroughlinks 1 and2.

Finally, in anothersimulationnot shavn herewe consideredhe scenaridn which S5, S6, S7,
and S8 sendtheir entiretraffic to S3 and.S4, respectrely. In this caseDYNAMIC-2 outperforms
STATIC andBASE by almosttwo timesin termsof in-profile andoverallthroughputsThisis again
becausBASE andSTATIC exclusively uselinks 3 and2, while DYNAMIC-2 is ableto useall four
links.

6.4.5 Experiment 4: Large ScaleExample

In this sectiorwe consideralargertopologythatcloselyresembleshe T3 topologyof theNSFNET
backbonecontainingthe IBM NSSnodes(seeFigure6.7). The majordifferenceis thatin orderto
limit thesimulationtime we assumel0 Mbpslinks, insteadof 45 Mbps. We considetthefollowing
threescenarios.
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Figure6.8: Thethroughputsvhentheloadis balancedFigure6.7(a)),(b) unbalanced(Figure6.7(b)),and
(c) whenthe network is virtually partitioned(Figure6.7(c)).

In thefirst scenariove assumehatloadis uniformly distributed,i.e., any two userscommuni-
catewith thesameprobability Figure6.8(a)shavstheresultsfor eachschemeavhich areconsistent
with theonesobtainedn the previousexperiment.Dueto the congestiorcontrolwhich reduceghe
numberof droppedpacletsin thenetwork, STATIC achieveshigherthroughputhanBASE.Onthe
otherhand,dynamicroutingandloadbalancingarenot effective in this case sincethey tendto gen-
eratelongerrouteswhich leadsto inefficientresourcautilization. Thisis illustratedby thedecrease
of the overall andthein-profile throughputsinderDYNAMIC-2 andDYNAMIC-3, respectiely.

In thesecondscenariove assumeinbalancedoad. More preciselywe considerl1 usergcov-
eredby theshadedareain Figure6.7(b))which areninetimesmoreactive thantheothersj.e.,they
send/receie ninetimesmoretraffic.2 Unlike the previous scenariojn termsof overall throughput,
DYNAMIC-2 outperformsSTATIC by almost8%, and BASE by almost20% (seeFigure 6.8(b)).
This is becausdDYNAMIC-2 is ableto usesomeof theidle links from the un-shadedartition.
However, asshavn by theresultsfor DYNAMIC-3, asthenumberof alternatepathsincreasedoth
theoverall andin-profile throughputstartto decrease.

In thefinal scenarione considerthe partition of the network shawvn in Figure6.7(c). For sim-
plicity, we assumehatonly usersin the samepartitioncommunicatéetweerthem. This scenario
modelsavirtual privatenetwork (VPN) setting,whereeachpartitioncorrespondso a VPN. Again,
DYNAMIC-2 performsbes? sinceit is ableto make useof somelinks betweenpartitionsthat
otherwisewould remainidle.

Finally, we notethatacrossall simulationspresentedn this section,the droppingratefor the
marked pacletswasnever largerthan0.3%. At the sametime the droppingratefor the unmarled
pacletswasover 40%.

8This might modelthe real situationwherethe eastcoastis moreactive thanthe westcoastbetweer® and12 a.m.
EST

®The meanof the useroverall throughputinderDYNAMIC-2 is 15%largerthanunderSTATIC, and18%largerthan
underBASE.
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6.4.6 Summary of Simulation Results

Althoughthe experimentdn this sectionarefar from beingexhaustve, we believe thatthey give a
reasonablémageof how our schemeperforms.First, our schemes effective in providing service
differentiationat the userlevel. Specifically the first two experimentsshav that userswith simi-
lar communicatiorpatternsget servicein proportionto their token rates. Second at leastfor the
topologiesandthe traffic modelconsideredn theseexperimentsour schemesnsureghat marked
pacletsaredeliveredto thedestinatiorwith high probability

Consistentwith other studies[68], theseexperimentsshav that performingdynamicrouting
andload balancingmale little sensewhenthe load is alreadybalanced.In fact, using dynamic
routingandload balancingcanactuallyhurt, since,asnotedabore, thiswill generatdongerroutes
which may resultin inefficient resourceutilization. However, whenthe load is unbalancedysing
DYNAMIC-k cansignificantlyincreasehe utilization andachieze a higherdegreeof fairness.

Finally, we notethatthein-profile droppingratedecreaseasthe the numberof alternatepaths
increaseskor examplein thelastexperimentn thefirst two scenarioshedroppingrateis nolarger
than0.3%underSTATIC and0% underDYNAMIC-2 andDYNAMIC-3, respectiely, while in the
lastscenariahe percentagelecreasefom 0.129%for STATIC, to 0.101%for DYNAMIC-2, and
to 0.054%for DYNAMIC-3.

6.5 Discussion

In this chapter we have studieda differential servicemodel,LIRA, in which, unlike the Assured
service[23, 24], the serviceprofile is specifiedin termsof resourcetokensinsteadof absolute
bandwidth. Sincethe exact bandwidthof marked bits that a customercan receve from sucha
serviceis not knowna priori, a naturalquestionto askis why sucha servicemodelis interesting?
ThereareseveralreasonsFirst, we believe thatthe apriori specificatiorof anabsoluteamount
of bandwidthin the serviceprofile, thoughdesirablejs not essentialln particular we believe that
the essentiahspectshatdistinguishDiffservfrom Intservarethe following: (a) the serviceprofile
is usedfor traffic aggreyateswhicharemuchcoarsethanperflow traffic, and(b) theserviceprofile
is definedover a timescaldargerthanthe durationof individual flows, i.e. serviceprofile is rather
static Noticethatthe degreeof traffic aggrgationdirectly relatesto the spatialgranularityof the
serviceprofile. On the one hand,if eachserviceprofile is definedfor only one destinationwe
have the smallestdegree of traffic aggr@ation. If thereare N possibleegressnodesfor a user
N independenserviceprofilesneedto be defined. Network provisioningis relatively easyasthe
entiretraffic matrix betweerall egressandingressnodesis knowvn. However, if a userhasa rather
dynamicdistribution of egressnodedor its traffic, i.e.,theamountof traffic destinedo eachegress
nodevaries significantly and the numberof possibleegressnodesis large, sucha schemewiill
significantlyreducethe chanceof statisticalsharing. On the otherhand,if eachserviceprofile is
definedfor all egressnodes,we have the largestdegreeof traffic aggrgation. Only one service
profile is neededor eachuserregardlessof the numberof possibleegressnodes.In additionto a
smallernumberof serviceprofiles,sucha servicemodelalsoallows all the traffic from the same
user regardlesf its destinationto statisticallysharethe sameserviceprofile. Theflip sideis that
it makesit difficult to provision network resourcesSincethetraffic matrixis notknown apriori,the
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best-casescenarids whenthe network traffic is evenly distributed,andthe worst-casescenarias
whenall traffic goesto the sameegressouter

Thereforejt is very difficult, if notimpossible to designserviceprofilesthat(1) arestatic,(2)
supportcoarsespatialgranularity (3) aredefinedin termsof absolutebandwidth,andat the same
time achieve (4) high serviceassurancand(5) highresourcautilization. Sincewe feel that(1), (2),
(4) and(5) arethe mostimportantfor differentialserviceswe decidedo give up (3).

Fundamentallywe want a serviceprofile that is static and path-independent.However, to
achieve high utilization, we needto explicitly addresshefactthatcongestions alocalanddynamic
phenomenonOursolutionis to have two levelsof differentiation:(a) theuseror service-profildevel
differentiationwhichis basednresourcdokenarrival ratethatis staticandpathindependentand
(b) the paclet level differentiation which is a simplepriority betweermarked andunmarled pack-
etsandweightedfair shareamongmarked paclets. By dynamicallysettingthe costof eachmarked
bit asa function of the congestiorievel of the pathit traverseswe setup the linkagebetweerthe
static/path-indep@ent andthe dynamic/path-deperdt component®f the servicemodel.

A secondreasonour servicemodel may be acceptablés that usersmay caremore aboutthe
differential aspecbf the servicethanthe guaranteetbandwidth.For example,if userA paystwice
asmuchasuserB, userA would expectto have roughlytwice asmuchtraffic deliveredasuserB
duringcongestiorif they sharesamecongestedinks. Thisis exactly whatwe accomplishin LIRA.

A third reasorafixed-resource-t@n-rdae-variade-barndwidth serviceprofilemaybeacceptable
is that the usertraffic is usually bursty over multiple time-scaleq27, 80, 11§. Thus,thereis a
fundamentamismatchbetweeranabsolutebandwidthprofile andthe bursty natureof thetraffic.

We do recognizethe fact thatit is desirablefor both the userandthe ISP to understandhe
relationshipbetweerthe users resourcdoken rateandits expectedcapacity This canbe achieved
by measuringherateof markedbits givenafixedtokenrate.BoththeuserandthelSPcanperform
thismeasurementn fact,this suggestswo possiblescenariosn which LIRAcanbeusedo provide
a differentialservicewith an expectedcapacitydefinedin termsof absolutebandwidth.In thefirst
scenariothe serviceis not transparentlnitially, the ISP will provide the userwith the following
relationship

expectedcapacity= f(tokenrate traffic_mix) (6.7)

basedon its own prior measurementThe userwill measurghe expectedcapacityandthenmale
adjustmentdy askingfor anincreaser adecreas its resourceéokenrate.In thesecondscenario,
the serviceis transparent.Both the initial settingand the subsequenadjustment®of the service
profile in termsof tokenratewill be madeby the ISP only.

Therefore,one way of thinking aboutour schemeis that it provides a flexible and efficient
framevork for implementinga variety of AssuredServices. In addition, the dynamiclink cost
informationandthe statisticsof the resourceoken bucket history provide goodfeedbackboth for
individual applicationsto perform runtime adaptation,and for the useror the ISP to do proper
accountingandprovisioning.
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6.6 RelatedWork

The LIRA serviceis highly influencedby Clark and Wroclavski's Assuredserviceproposal[23,
24). The key differenceis that we defineserviceprofilesin units of resourcetokensratherthan
absolutebandwidth.In addition,we proposea resourceaccountingschemeandanintegratedsetof
algorithmsto implementour servicemodel.

Anotherrelatedproposals the UserShareDifferentiation(USD) [116] schemewhich doesnot
assumeabsolutebandwidthprofiles. In fact, with USD, a useris assigneda shareratherthana
token-hucket-basd serviceprofile. For ead congestedink in the network traversedby the users
traffic, theusershareshebandwidthwith otherusersn proportionto its share . Theserviceprovided
is equivalentto onein which ead link in anetwork implementsaweightedfair queueingscheduler
wheretheweightis theusers share With USD, thereis little correlationbetweertheshareof auser
andtheaggregatethroughpuit will receve. For example two userghatareassignedhesameshare
canseedrasticallydifferentaggr@atethroughputs.A userthat hastraffic for mary destinations
(thustraversemary differentpaths)canpotentiallyreceve muchhigheraggrgatethroughputhan
auserthathastraffic for only afew destinations.

Waldspuger andWeihl have proposeda framevork for resourcenanagemertasedon lottery
tickets[113, 114]. Eachclientis assigneé certainnumberof ticketswhich encapsulatés resource
rights. The numberof tickets a userrecevesis similar to the users incomeratein LIRA. This
framewvork was shavn to provide flexible managemenfior varioussingleresourcessuchasdisk,
memoryandCPU.However, they donotgive ary algorithm(s)o coordinateicketallocationamong
multiple resources.

Toincreaseesourcaitilization,in thischaptemwe proposeerformingdynamicroutingandlioad
balancingamongthebestk shortespathsbetweersourceanddestinationIn thiscontext, oneof the
first dynamicrouting algorithms,which usesthe link delayasmetric, wasthe ARPANET shortest
pathfirst [71]. Unfortunately the sensitvity of this metric whenthe link utilization approaches
unity resultedto relatively poor performances.Variousrouting algorithmsbasedon congestion
controlinformationwereproposectlsevhere[43, 46]. Theuniqueaspecbf ouralgorithmis thatit
combinegynamicrouting,congestiorcontrolandloadbalancing We alsoalleviate the problemof
systemnstabilitywhich plaguedmnary of thepreviousdynamicroutingalgorithmsby definingamore
robust costfunction andprobabilisticallybinding a flow to a route. We alsonotethatour link cost
is similar to the oneusedby Ma et al. [68]. In particular it canbe shavn thatwhenall links have
thesamecapacityourlink costis within a constanfactorof the costof shortest-dist(PL) algorithm
presentedla etal. [68]. It is worth notingthatshortest-dist(PL) performedhe bestamongall the
algorithmsstudiedthere.

6.7 Summary

In this chaptemwe have proposedan Assuredservicemodelin which the service-profilds defined
in units of resourceokensratherthanthe absolutebandwidth,andan accountingschemehat dy-
namically determineghe numberof resourceokenschagedfor eachin-profile paclet. We have
presented setof algorithmsthat efficiently implementthe servicemodel. In particular we in-
troducedthreetechniquesi(a) distributing path coststo all edgenodesby leveragingthe existing
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routinginfrastructure(b) bindingaflow to aroute(route-pinning){c) multi-pathroutingandprob-
abilistic bindingof flows to pathsto achiere loadbalancing.

To implementroute-pinning,which is arguably the mostcomplex techniqueof the three,we
have usedDPS.By usingDPS,we have beenableto efficiently implementheLIRA servicemodel
in a SCOREnetwork. We have presentedimulationresultsto demonstratéhe effectvenessof the
approach.To the bestof our knowledge, this is thefirst completeschemehat explicitly addresses
theissueof large spatialgranularities.
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Chapter 7

Making SCORE more Robust and Scalable

While SCORE/DP$asedsolutionsare muchmorescalableand,in the caseof fail-stopfailures,
more robust than their statefulcounterpartsthey are lessscalableand robust than the stateless
solutions. The scalability of the SCOREarchitecturesufiers from the fact that the network core
cannottranscendrust boundariessuchasthe boundarybetweentwo competinginternetService
Providers (ISPs). As a result, the high-speedouterson theseboundarieanust be statefuledge
routers. The lack of robustnesds becausehe malfunctioningof a singleedgeor corerouterthat
insertserroneousstatein the paclet headerscould severely impactthe performanceof an entire
SCOREnetwork.

In this chapterwe discussanextensionto the SCOREarchitecturegalled*v erify-and-protect”,
thatovercomegheselimitations. We achieve scalabilityby pushingthe compleity all the way to
end-hostsandthereforeeliminatethe distinction betweencore and edgerouters. To addresghe
trust and robustnesdssues all routersstatisticallyverify that the incoming paclets are correctly
marked,i.e., thatthey carry consistenstate. This approactenablegoutersto discover andisolate
misbehaing end-host@androuters.While this approachrequiresroutersto maintainstatefor each
flow thatis verified, in practice,this doesnot compromisethe scalability of coreroutersasthe
amountof statemaintainedoy theseroutersis very small. In practice,asdiscussedn Section7.3,
thenumberof flows thata routerneeddo verify simultaneously- flows for which the routerhasto
maintainstate-is ontheorderof tens.Weillustratethe“v erify-and-proteétapproachin thecontext
of Core-StatelesBair Queueing(CSFQ),by developingteststo accuratelyidentify misbeha&ing
nodesandpresensimulationresultsto demonstratéhe effectivenesf this approach.

The remainderof this chapteris organizedasfollows. The next sectiondescribeghe failure
modelassumedhroughoutthis chapter Section7.2 presentghe component®f the “verify-and-
protect” approachwhile Section7.3 describeghe detailsof the flow verificationalgorithmin the
caseof CSFQ.Section7.4 proposesa robust testto identify the misbehaing nodes.Finally, Sec-
tion 7.5 presentsimulationresults while Section7.6 summarizesur findings.

7.1 Failure Model

In this chapter we assumea partial failure modelin which a router or end-hostmisbehaes by
sendingpacletscarryinginconsisteninformation. A pacletis saidto carryinconsisteninformation
(or state),if thisinformationdoesnot correctlyreflecttheflow behaior. In particular with CSFQ,
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Figure7.1: Threeflows arriving at a CSFQrouter: flow 1 is consistentflow 2 is dovnward-inconsistent,
andflow 3 is upward-inconsistent.

apacletis saidto carryinconsistentnformationif the differencebetweerthe estimatedatein its
headerandthe actualflow rate exceedssomepredefinedhreshold(seeSection7.3.2for details).
We usearangetest,insteadof anequalitytest,to accounfor therateestimatiorinaccuracieslueto
thedelayjitter andthe probabilisticdroppingschemeemplo/ed by CSFQ.A nodethatchangeghe
DPSstatecarriedby a paclet from consisteninto inconsistents saidto misbehse. In this chapter
we usethetermof nodefor botharouterandanend-host.

A misbehaing nodecanaffect a subsetor all flows that traversethe node. As an example,
an end-hostor an egressrouter of an ISP may intentionally modify stateinformation carriedby
the pacletsof a subsebf flows hopingthattheseflows will geta bettertreatmentvhile traversing
a down-streamISP. In contrast,a router that experiencesa malfunctionmay affect all flows by
randomlydroppingtheir paclets.

A flow whosepacletscarryinconsisteninformationis calledinconsistentotherwisdt is called
consistentWe differentiatebetweerntwo typesof inconsistenflows. If the pacletsof aflow carry
a rate smallerthanthe actualflow rate,we saythatthe flow is downwad-inconsistent Similarly,
if the paclets carry a ratethatis larger thanthe actualflow ratewe saythatthe flow is upwad-
inconsistent Figure 7.1 shawvs an exampleinvolving threeflows arriving at a CSFQcorerouter:
flow 1 is consistentflow 2 is downward-inconsistentasits arrival rateis 10, but its pacletscarry
an estimatedateof only 5, andflow 3 is upward-inconsistensinceit hasan arrival rateof 3, but
its pacletscarry an estimatedateof 5. As we will shawv in the next section,of the two typesof
inconsistenflows, thedownward-inconsistermnesaremoredangeroussthey canstealbandwidth
from the consistenflows. In contrastupward-inconsistenfiows canonly hurtthemseles.

In summarywe assumennly nodefailuresthatresultin forwardingpacletswith inconsistent
state.We do not considergenerafailuressuchasa nodewriting a paclet IP headere.g.,spoofing
thelP destinatioror/andsourceaddresse®yr droppingall pacletsof a flow.

7.1.1 Example

In this section,we first illustratethe impactof aninconsistenflow on otherconsistenflows that
sharethesamdink. In particular we shav thatadownward-inconsisterftow maydery theservice
to consistenflows. Thenwe illustratethe impactthata misbehaing routercanhave on thetraffic
in theentiredomain.

Considembasicscenaridn whichthreeflowswith ratesof 8, 6, and2 Mbps,respectiely, share
a10Mbpslink. Accordingto Eq. 4.1, thefair ratein this caseis 4 Mbpst. As aresult,thefirst two
flows get4 Mbpseachwhile flow 3 getsexactly 2 Mbps.

Thisiis obtainedby solvingtheequation'min(a, 8) + min(a, 6) + min(a, 2) = 10.
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Figure7.2: (a) A CSFQcoreroutercannotdifferentiatebetweeraninconsistenflow with anarrival rateof
8, whosepacletscarry an estimatedate of 1, and8 consistenflows, eachhaving an arrival rateof 1. (b)
SinceCSFQassumesgmplicitly thatall flows areconsistentt will allocatearateof 8 to theinconsistenflow,
andarateof 1 to consistenflows. Thecrossesndicatedroppedpaclets.

Next, assumehat the first flow is downward-inconsistent.In particular its paclets carry an
estimatedrate of 1 Mbps, insteadof 8 Mbps. It is easyto seethenthatsucha scenariowill break
CSFQ.Intuitively, thisis because coreroutercannotdifferentiate- basednly ontheinformation
carriedby the paclets— betweerthecaseof an8 Mbpsinconsistentlow, andthecaseof 8 consistent
flows sendingat 1 Mbps each(seeFigure7.2(a)). In fact, CSFQwill assumeby default thatthe
informationcarriedby all pacletsis consistentand,asaresult,will computeafair rateof 1 Mbps
(seeFigure7.2(b))? Thus,while theothertwo flows get1 Mbpseachtheinconsistenflow will get
8 Mbps!

Worseyet, a misbehaing routercanaffect not only the traffic it forwards,but alsothe traffic
of otherdown-streanrouters. Considerthe examplein Figure7.3(a)in which the blackrouteron
the pathof flow 1 misbehaesby underestimatingtherateof flow 1. As illustratedby the previous
example thiswill causedown-streanroutersto unfairly allocatemorebandwidthto flow 1, hurting
in thisway the consistentraffic. In this example,flow 1 will affectbothflows 2 and3. In contrast,
in a statefulnetwork, in which eachrouterimplementsFair Queueinga misbehaing routercan
hurtonly theflowsit forwards.In the scenaricshawvn in Figure7.3(b),the misbehaing routerwill
affectonly flow 1, while the othertwo flows will notbe affected.

7.2 The“Verify-and-Protect” Approach

To addresghe robustnessand improve the scalability of the SCOREarchitecturewe considera
“verify-and-protect’extensionof this architectureWe achieve scalabilityby pushingthe comple-
ity all the way to end-hostsaindeliminatethe conceptof the core-edgadistinction. To addresghe

Thisis obtainedby solvingthe equation'min(2, &) + min(6, @) + 8 x min(1, @) = 10.
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Figure7.3: (a) An exampleillustratinghow a misbehaing router(representely the blackbox) canaffect

thedown-streanconsistentraffic in the caseof CSFQ.In particular the misbehaing routerwill affectflow

1, whichin turn affectsflows 2 and3 asthey sharethe samedown-streamlinks with flow 1. (b) In the case
of Fair Queueinghe misbehaing routerwill affectonly flow 1; the othertwo flows arenot affected.

trust and robustnesdssues all routersstatisticallyverify that the incoming paclets are correctly
marked. This approactenablegoutersto discoser andisolatemisbehsaing end-host@&ndrouters.

The “verify-and-protect’extensionconsistf threecomponents(1) identificationof the mis-
behaing nodes(2) protectionof the consistentraffic againstheinconsistentraffic forwardedby
the misbehaing node,and(3) recovery from the protectionmodeif the misbehaing nodeheals.
Next, we briefly discusghesecomponentén moredetail.

7.2.1 Nodeldentification

Nodeidentificationbuilds onthefactthatwith DPSa coreroutercaneasilyverify whetheraflow is
inconsistenbr not. This canbe simply doneby having a router(1) monitoraflow, (2) re-construct
its state,andthen(3) checkwhetherthe reconstructedtatematcheghe statecarriedby the flows’
paclets. We call this procedurdlow verification In the caseof CSFQ,flow verificationconsists
of re-estimatinga flow’s rateandthencomparingt againstthe estimatedatecarriedby the flow’s
paclets. If thetwo ratesarewithin somepredefinedlistancérom eachother(seeSection7.3.2)we
saythattheflow is consistentptherwisewe saythattheflow is inconsistent.

Sincein our casea misbehaing nodeis definedas a nodewhich forwardspaclets carrying
inconsistenstate,a simpleidentificationalgorithmwould be to have eachroutermonitor the in-
comingflows. Then,if therouterdetectsaninconsistenflow, it will concludethatthe up-stream
nodemisbehses?

The dravbackof this approachis thatit requirescoreroutersto monitor eachincomingflow,
whichwill compromisehe scalabilityof our architectureTo getaroundthis problem,we limit the
numberof flowsthataremonitoredto asmallsub-sebf all arriving flows. While thisapproactdoes

3For simplicity, herewe assumethat we can decidethat a node misbehaes basedon a single inconsistentlow.
However, aswewill shaw in Section7.3.2,in thecaseof CSFQwe have to performmorethanoneflow teststo accurately
identify amisbehaing node.

110



not guaranteehatevery inconsistentlow is identified, it is still effective in detectingmisbehaing
nodes.Thisis becauseat thelimit, identifying oneinconsistenflow is enoughto concludethatan
up-strearmodemisbehaes. However, notethatin this casewe canno longerbe certainthatthe
up-streammeighbormisbehaes;it canbethe casethatanothermp-strearmodemisbehaesbut the
intermediatenodedail to identify it.

7.2.2 Protection

Oncea routeridentifiesa misbehaing flow, the next stepis to protectthe consistentraffic against
thisflow. Oneapproactwould beto penalizetheinconsistentlows only. Theproblemwith thisap-
proachis thatit is necessaryo maintainstatefor all inconsistentlows. If thenumberof inconsistent
flowsis large, this approactwill compromisehe scalabilityof the corerouters.

An secondapproactwould beto penalizeall flows which arrive from a misbehaing node. In
particular oncearouterconcludeshatanup-strearmodemisbehaes, it penalizesll flowsthatare
comingfrom that node,no matterwhetherthey areinconsistenor not. While this approachmay
seemoverly conserative, it is consistenwith our failure model, which considersonly node,not
flow, failure.

Finally, a third approachwould be to announcehe failure at a higheradministratie level —
for example to the network administrato— thatcanthentake the appropriateaction. At thelimit,
the network administratorcansimply shut-devn the misbehaing routerandreroutethe traffic. A
variationof this schemevould beto designa routingprotocolthatautomaticallyrerouteghetraffic
whena misbehaing routeris identified.

In theexamplestudiedin thischapteri.e.,in thecaseof CSFQ we assumehesecondapproach
(seeSection?7.5).

7.2.3 Recoery

In mary caseghefailure of anodecanbetransientj.e., afterforwardingmisbehaing traffic for a
certaintime, a nodemay stopdoingso. In this case the down-streanmodeshoulddetectthis, and
stoppunishingthetraffic arriving from thatnode. Again, this canbe easilyimplementedy using
flow verification. If arouterdoesnotdetectary ill-behased flow for a predefinegperiodof time, it
candecidethenthatthe up-streamrmodeno longermisbehaes,andstoppunishingits flows.

7.3 Flow Verification

At the basisof the “verify-and-protect’approacHies the ability to identify misbehaing nodes.In
turn, this builds on the ability to performflow verificationto detectwhethera flow is consistenbr
not. In this sectionwe describeheflow verificationalgorithm,andproposeatestto checkfor flow's
consisteng in the caseof CSFQ.

We assumehat a flow is uniquelyidentified by its sourceand destinationlP addressesThis
malespaclet classificatioreasyto implementat very high speedsFor mostpracticalpurposesywe
canusea simple hashtablewith the hashkeys computedover the sourceand destinationaddress
fieldsin thepaclet's IP header
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upon paclet p arrival:
/1'if flowto which p belongis notmonitoed,
/[l andmonitoringlist is not full, startto monitorit
f = getflow filter(p);
if (f ¢ monitoringlist)
if (sizgmonitoringlist) < M)
/I startto monitorf
insert(monitoringlist, f);
init(f.rate);
f-start_time = f.cri_time,
elsel// updatef state
updatef.state, p);
if (f.crt_time — f.start time > Tpon)
flow_id_test(f.state, p.state);

deletefnonitoringlist, f);

Figure7.4: The pseudocodef theflow verificationalgorithm.

We considerarouterarchitecturén which the monitoringfunctionis implementedat the input
ports. Performingflow monitoringat inputs, ratherthan outputs,allows usto detectinconsistent
flowsassoonaspossibleandtherefordimit theimpactthattheselows mighthase ontheconsistent
flows traversingtherouter Without lossof generalitywe assumenon-line verificationalgorithm.
The pseudocod®f the algorithmis shavn in Figure 7.4. We assumehat an input can monitor
upto M flows simultaneously Upon a paclet arrival, we first checkwhetherthe flow it belongs
to is alreadymonitored. If not, andif lessthan M flows are monitored,we addthe flow to the
monitoringlist. A flow is monitoredfor anintenal of lengthT;,,,,. At the endof this intenal the
routercomputesan estimateof the flow rateandcomparest againsthe ratecarriedby the flow's
paclets.Basedonthis comparisontherouterdecidesvhethertheflow is consistenbr not. We call
thistestthe flow identificationtest.

A flow thatfails this testis classifiedasinconsistentln anidealfluid flow systema flow would
be classifiedas consistentf the rate estimatedat the end of the monitoringintenal is equalto
the rate carriedby the flow’s paclets. Unfortunately in a real systemsucha simpletestwill fail
dueto inaccuraciesntroducedby (1) the rateestimationalgorithm, (2) the delayjitter, and(3) the
probabilisticbuffer managemenschemeemploed by CSFQ.In Section7.3.2we presenta flow
identificationtestthatis robustin the presencef theseinaccuracies.

Oneimportantquestions whetherthe needto maintainstatefor eachflow thatis verifieddoes
not compromisehe scalability of our approach.We answerthis questionnext. Let T,,,, bethe
averagetime it takes a routerto verify a flow (seeTable7.1). Sinceaccordingto the algorithm
in Figure 7.4, a new flow (to be verified) is selectedby choosinga randompaclet, and a router
canverify upto M flows simultaneouslythe expectedtime to selectaninconsistenflow is about
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Notation Comments

M maximumnumberof flows simultaneouslynonitoredataninputport

Tron monitoringinterval

Tine expectedimeto identify aflow asinconsistent

Tine expectedhumberof teststo classifya flow asinconsistent

kow overflowfactor—ratio betweerabelscarriedby flow’s pacletsatthe
entranceof the network andthefair rateon the upstreanbottlenecKink

kine inconsistencyactor—ratio betweerflow’s

arrival rateandlabelscarriedby flow’'s paclets

m numberof pacletssentduring7,,,.,, atthefair rate
(assumindixedpacletsizes)

S. eventthatatestedlow is consistent

Sine eventthatatestedlow is inconsistentPr(S;,.) + Pr(S.) = 1

C. eventthatatestedflow is classifiedasconsistent

Cine eventthatatestedflow is classifiedasinconsistent

De—ine = PACine | Se) probabilitythata consistenflow is misidentified

Dine—ine = P Cine | Sine) | probabilitythataninconsistentlow is identified

Do probabilitythata selectedlow is active long enoughto betested

Dine = PaPHCine) probabilitythata selectedlow is classifiedasinconsistent

Did = P{(Sinc | Cine) probabilityto identify aninconsistenflow, i.e.,
probabilitythata flow classifiedasinconsistents indeedinconsistent

fine fractionof inconsistentraffic

Pr(Sine) probabilityto selectaninconsistenflow; we assumer(Si,..) = fine

Table 7.1: Notationsusedthroughoutthis chapter For simplicity, the notationsdo not include the time
argumentt.

113



Tmon | (M finc), Wheref;,. representthefractionof theinconsistentraffic (seeTable7.1). Thus,

the expectedtime to eventuallycatchaninconsistenflow is T},,0n /(M fine) + Trmon- AS aresult,

it malkeslittle senseto chooseM muchlargerthan1/ fi,., asthiswill only maginally reducethe

time to catcha flow. In fact,if we chooseM =~ 1/ fi,., the expectedtime to eventuallycatchan

inconsistentlow is within a factorof two of the optimalvalueT,,,,. Next, it is importantto note

thatin practicewe canignoretheinconsistentraffic, when f;,,. is small. Indeed,in theworstcase,
ignoringtheinconsistentraffic is equivalentto “losing” only a fraction f;,. of thelink capacityto

the inconsistentraffic. For example,if f;,. = 1%, evenif we ignorethe inconsistentraffic, the

consistentraffic will still receve about99%of thelink capacity Giventhevariousapproximations
in our algorithms,ignoring the inconsistentraffic when f;,. is on the order of a few percentis

acceptablén practice. As a result, we expectthat the numberof flows that are simultaneously
monitored,M , to beontheorder of tens Notethat M doesnotdependnthe numberof flows that

traversea router a numberthat canbe muchlarger, i.e., on the orderof hundredof thousand®r

evenmillions.

7.3.1 BufferlessPacket System

To facilitatethediscussiorof theflow identificationtest,we considera simplifiedbuffer-lesspaclet
systemandignoretheinaccuracieslueto therateestimatioralgorithm. For simplicity, assumehat
eachsourcesendsconstant-biratetraffic, andthatall paclets have the samelength. We consider
only end-hoseind/orroutermisbehaiors thatresultin having all pacletsof aflow carryalabelthat
is kin. timessmallerthanthe actualflow rate,wherek;,. # 1. Thus,we assumehat &;,,., also
calledinconsistencyactor, doesnot changé duringthe life of aflow. In Figure7.1, flow 2 has
kine = 2, while flow 3 hask;,. = 3/5.

We considera congestedink betweenwo routersN; and N,, anddenoteit by (V1:N3). We
assumehat N, forwardstraffic to Ny, andthat N, monitorsit. Let a bethefair rateof (IV1:N5).
Then,with eachflow thatarrivesat N; andwhichis forwardedto N, along(N1:N>), we associate
an overflowfactor, denotedk,,,, that representshe ratio betweenthe labelscarriedby the flow’s
pacletsandthefair ratea along(N;:Ns). For example,in Figure7.1eachflow hask,, = 5/3.

7.3.2 Flow Identification Test

In this sectionwe presenthe flow identificationtestfor CSFQin the bufferlessmodel. First, we
shav why designingsucha testis difficult. In particulay we demonstratehat the probabilistic
droppingschemeemplg/ed by CSFQcansignificantlyaffecttheaccurag of thetest. Thenwe give
threedesirablegoalsfor theidentificationtest,anddiscusghe trade-ofs to achieve thesegoals.

Our flow identificationtestmalkesthe decisionbasedon the relative discrepancybetweerthe
rate of the flow estimatedby the router denotedr, andthe labelscarriedby the flow’s paclets,
denoted . More preciselytherelative discrepang is definedas

—-T

disye; = (7.1)

“Thereasorfor this assumptioris thata constanvalueof k;,. maximizesheexcessservicerecevedby aninconsis-
tentflow withoutincreasinghe probability of theflow to be caught.We shaw thisin Section7.4.1.
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Figure7.5: The probability densityfunction (p.d.f.) of the relative discrepang of estimatingthe flow rate
for differentvaluesof k,,

In anidealizedluid flow systentheflow identificationtestneedonly to seewhethettherelative
discrepang is zeroor not. Unfortunately evenin our simplified buffer-lessmodelthis testis not
good enough,primarily dueto the inaccuraciesntroducedby the CSFQ probabilisticdropping
scheme.Evenif aflow is consistenandit traversesonly well-behaed nodes,it canstill end-up
with a non-zerodiscrepang To illustratethis point considera consistenflow with the overflow
factork,, > 1 thatarrivesat N;. Let r bethe arrival rate of the flow andlet « be the fair rate of
(N1:N3). Notethatk,, = r/a. Assumethatexactly n pacletsof the flow arrive at N; duringa
monitoringintenal T,,,,, andthe paclet droppingprobabilityis independenthdistributed. Then,
the probabilitythat N7 will forwardexactly z pacletsduringTy,,or, iS:

= (o= () (&) (-2 o

wherep = a/r = 1/k,, representshe probabilityto forwarda paclet.

Next, assumehat N, monitorsthis flow. Sincewe ignorethe delayjitter, the probability that
N, recevesexactly z pacletsduringTy,., is exactly the probabilitythat N; will forwardz paclets
duringT,on, i.€.,prwd(n; ). As aresult,N, estimatesheflow rateasr = ! /T,,, With probabil-
ity prwd(n; ), wherel is the pacletlength. Let m denotethe numberof pacletsthatareforwarded
atthefair ratea, i.e.,m = aTn0, /. Therelative discrepang of theflow measuredy N» during
Trmon IS then:

r—7f T—a T—m

disra = —— = - . (7.3)

with the probability p .4 (n; ).
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Figure 7.5 depictsthe probability densityfunction (p.d.f.) of dis;e; for m = 10 anddifferent
valuesof k,,. Thus,evenif theflow is consistentijts relative discrepang asmeasuredy N, can
be significant. This suggests rangebasedestto reducethe probability of falsepositives,i.e, the
probability a consistenflow will be classifiedasbeinginconsistent.n particular we proposethe
following flow identificationtest:

Flow Identification Test(CSFQ) Definetwothresholds:H; < 0, and H,, > 0, respectivelyThen
we saythat a flow is inconsistentf its relative disctepancy(dis..;) is either smallerthan H;, or
larger than H,,.

As shavn in Figure7.5,the overflow factor(k,,) hasa significantimpacton theflow’s relatve
discrepang (dis,.;). The higherthe overflow factorof a flow is (i.e., the moreaggressie a flow
is), themorespreacdbutits relative discrepang is. A spreadout relative discrepang makesit more
difficult to accuatelyidentify aninconsistenflow. AssumeH,, = 0.5, thatis, aflow will beclassi-
fied asinconsistenwheneer the measuredelatve discrepang (dis,¢;) exceedd.5. As shavnin
Figure7.5,in thiscasetheprobabilityaconsistentlow will bemisidentified jncreasesignificantly
with k,,. If k,, < 1.05, this probabilityis virtually 0, while if k,, = 16, this probabilityis about
0.03,whichin practicecanbe unacceptableNote thatwhile we candecreasehis probability by
increasingH,,, sucha simple solutionhasa major dravback: a large H,, will allow flows with a
largerinconsisteng factor i.e., with k;,. < H, + 1, to go by undetected.

To simplify the problemof choosingH,,, we assumehat the overflon factorof a consistent
flow hasanupperbound.This assumptionis motivatedby the obserationthatconsistenflows are
likely to reactto congestionandthereforetheir overflon factorwill besmall. Indeed unlessaflow
is malicious,it maleslittle sensdor thesourceto sendataratehigherthantheavailablerateonthe
bottlenecHink. As aresult,we expectthatk,, to beslightly largerthanl in the caseof aconsistent
flow. For this reasonjn the remainingof this chapterwe assumedhatk,,,, < 1.3. Thevalueof
1.3 is chosensomavhat arbitraryto coincideto the valueusedin [101] to differentiatebetween
well-behaed andmalicious(overly aggressie) flows. Thus,if a consistenflow is too aggressie,
i.e.,its overflow factork,, > 1.3, it will runahighrisk of beingclassifiedasinconsistentHowever,

we believe thatthis s theright tradeof, sinceit will provide anadditionalincentive to end-hostso
implementflow congestiorcontrol.

7.3.3 SettingthresholdH,

The main questionthat remainsto be answereds how to setup thresholdsH, and H;. In the
remainderof this sectionwe give someguidelinesand illustrate the trade-ofs in choosingH,,.
SincechoosingH, facessimilar trade-ofs, we do notdiscusghis here.

SettingH,, is difficult becauseheflow identificationtesthasto meetseveral conflictinggoals:

1. robustness maximizetheprobabilitythata flow identifiedasinconsistents indeedinconsis-
tent. We denotethis probability by p;4.

2. sensitivity- minimizetheinconsisteng factor(k;,.) for whichaflow is still caught.

3. responsivenessminimizethe expectedtime it takesto classifya flow asinconsistentAs a
metric, we considerthe expectednumberof testsit takesto classifya flow asinconsistent.
We denotethis numberby n;,..
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In theremaindeof this sectionwe assumehatrouter N; misbehsesby forwardinga constant
fraction of inconsistentraffic f;,. to N,. Thereasorwe assumehat f;,. is constants because,
aswe will shav in Section7.4.1,this representshe worstcasescenaridor our flow identification
test. In particulay if a maliciousrouterwantsto maximizethe excessbandwidthreceved by its
inconsistentraffic beforebeingcaughtthenit hasto sendinconsistentraffic ataconstanfraction
of its total traffic. Further we assumehatall consistenflows have k,, = 1.3, andall inconsistent
flows have k,, < 1, i.e., no paclet of aninconsistenflow is ever droppedby N;. As aresultthe
relative discrepang of aninconsistenflow will be exactly &;,.. This meanghatour testwill not
be ableto catchaninconsistenflow with &;,. < H, + 1. Again, this choiceof k,, representshe
worse-casacenario.lt canbe shavn thatdecreasinghe k,,, of consistenflows and/orincreasing
thek,, of inconsistenflowswill only improve thetestrobustnesssensitvity, andresponsieness.

Next, we derive the two parametershat characterizehe robustnessandresponsieness:p;q,
andn;,.. By usingBayess formulaandthenotationsin Table7.1we have

pia = PHSinc | Cinc) (7.4)
PI’(SmC)Pr(Cmc|Smc)
Pr(SmC)Pr(Cmc\Smc) + PY(SC)PY(CZ'”C‘SC)
finc X Pinc—inc
.finc X Pinc—inc + (1 - fmc) X Pc—inc .

In addition, the expectednumberof flows that are testedbeforea flow will be classifiedas
inconsistentn;,,., is

. o 1
Tine = Z’L(l _pinc)Z 1pmc =) (75)

wherep;,. is theprobabilitythataselectedlow will beclassifiedasinconsistentWith thenotations
from Table7.1,andusingsimpleprobabilitymanipulationsye have

DPine = Da Pr(Cmc) (76)
pa(Pr(Cinc N Smc) + Pr(Cinc N Sc))
pa,(Pr(Sinc)Pr(Cinc | Smc) + Pr(Sc)Pr(Cinc | Sc))
= Pa X (fznc X Dinc—inc t+ (]- - fznc) X pcfinc)

Finally, by combiningEqgs.(7.5)and(7.6),we obtain

1
Pa X (fznc X Dinc—ine + (1 - fznc) X pcfinc) )

Tine = (7.7)

As illustratedby Egs.(7.4) and(7.7), thefraction of theinconsistentraffic, f;,., hasa critical
impacton both p;; andn;,.. The smaller f;,. is, the smallerp;, is, andthe larger n;,. is. The
reasonn;,. increasesvhen f;,. decreases becausén ary valid flow identificationtestwe have
Pinc—inc > Pe—ines 1-€., the probability aninconsistenflow will beidentifiedis alwayslargerthan
the probabilitya consistentlow will be misidentified.In theremaindeof this chapterwe choosea
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Figure7.6: (a) The probabilityto identify aninconsistenflow, p;4, and(b) the expectednumberof testsit
takesto classifya flow asinconsistenty;,., asfunctionsof H,. (Thevaluesof n,. for k;,. < 1.25 and
H, = 0.3 arenot plottedasthey arelargerthan10°.) All inconsistenflows have k,, = 1, fin. = 0.1, and
m = 10.

somevhatarbitrary f;,. = 0.1. If f;,. < 0.1, we simplyignoretheimpactof theinconsistentraffic
ontheconsistentraffic. Thisdecisions motivatedby thefactthattheinconsistentraffic can“steal”
atmostafraction, f;,., of thelink capacity In theworstcasethisleadsto a 10%degradationn the
bandwidthrecevedby a consistentlow, whichwe considetto beacceptableHowever, it shouldbe
notedthatthereis nothingspecialaboutthis valueof f;,.. Thereasorfor which we usea specific
valuefor f;,. is to make the procedureof choosingH,, moreconcrete.

Withoutlossof generalitywe assume, = 1, i.e.,onceaflow is selectedit remainsactive for
atleastT,,,,. Notethatif p, < 1, thiswill simply resultin scalingup n;,. by 1/p,. Probabilities
Dince—ine @NAp._in. arecomputedbasednthep.d.f. of therelative discrepang Figure7.6(a)plots
thentheprobabilityto identify aninconsistenflow, p;4, while Figure7.6(b)plotstheexpectechum-
ber of teststo classifya flow asinconsistentn;,.. Theseplotsillustratethetrade-ofs in choosing
H,,. Ononehand,theresultsin Figure7.6(a)suggesthatwe have to chooseH,, > 0.2; otherwise,
the probabilityto identify aninconsistenflow becomesmallerthan0.5. On the otherhand,from
Figure7.6(b),it follows thatin orderto make the testresponsie we have to chooseH, < 0.2, as
nine Startsto increasenyperexponentiallyfor H, > 0.2. To meettheserestrictions,we choose
H, = 0.2. Notethatthis choicegivesus the ability to catchary inconsistenflow aslong asits
inconsisteng factor(k;,.) is greatetthanl.2.

7.3.4 IncreasingFlow Identification Test's Robustnessand Responsveness

In the previous sectionwe have assumedhatm = 10, wherem representshe numberof paclets
that can be sentduring a monitoringintenal at the fair rate by the upstreanrouter N;. In this
sectionwe studytheimpactof m ontheflow identificationtestperformances.
Figures7.7(a)and7.7(b) plot the probability to identify aninconsistenflow, p;4, andthe ex-
pectechumberof testsit takesto classifyaflow asinconsistenty;,., versusk;,. for variousvalues
of m. As shawvn in Figure7.7(a),increasingm candramaticallyimprove the testrobustness.In
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Figure7.7: (a) Theprobabilityto identify aninconsistenflow, p;4, and(b) The expectednumberof teststo
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addition,as shawvn in Figure 7.7(b), a large m malkesthe identificationtestmore responsie for
valuesof k;,. closerto H,. However, it is importantto note that, while a large m can signifi-
cantlyreducen;,., thisdoesnot necessaryranslatento areductionof thetimeit takesto classifya
flow asinconsistenti.e., T;,.. In particular if aroutermonitorsM flows simultaneouslywe have
Tine = Tmonnine/M. Thus,anincreaseof m resultsdirectly into anincreasef thetime it takesto
testaflow for consisteng T, anincreasevhich canoffsetthedecreasef n;,..

7.4 Identifying Misbehaving Nodes

Recallthatour maingoalis to detectmisbehaing routersor/andhosts. In this sectionwe present
anddiscusssuchatest.

Like a flow identificationtest, ideally, a nodeidentificationtestshouldbe (1) rohust, (2) re-
sponsie, and(3) sensitve. Unfortunatelyit is very hard,if notimpossibleto achie/e thesegoals
simultaneouslyThis is to be expectedasthe nodetestis basedon the flow identificationtest,and
thereforenve areconfrontedvith thesamedifficult trade-ofs. Worseyet, thefactthattheprobability
of anodemisbeh&ing canbevery low makesthe problemevenmoredifficult.

Arguably the simplestnodeidentificationtestwould be to decidethat an upstrearmodemis-
behaeswheneer aflow is classifiedasinconsistentThekey problemis thatin awell engineered
system,in which the probability of a misbehaing nodeis very small, this testis not enough.As
an example,assumehat we usem = 20, andthat our goal is to detectinconsistentflows with
kine > 1.25. Then,accordingto theresultsin Figure7.7, we have p;q = 0.92. Thus,thereis a
0.08 probability of falsepositives. In addition,assumehatthe probability thatthe upstreanrmode
N; misbehaesis also0.08. This basicallymeansthat wheneer N, classifiesa flow as being
inconsistenthereis only a 0.5 chanceahatthisis becauséV; misbehsaes!

To alleviate this problemwe proposea slightly morecomple nodeidentificationtest: instead
of usingonly oneobserationto decidewhethera nodemisbehaesor not, we usemultiple obser
vations.In particularwe have thefollowing test
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Node Identification (CSFQ): Test1 An upsteamnodeis assumedo misbehavdf at leastn;
flowsout of thelast V; testedflowswere classifiedasinconsistentwhee n; and N, are predefined
constants.

Let P denotethe probability of falsepositives, thatis, the probability that every time we identify
aninconsistenflow duringthe last N; testswe werewrong. Assumingthatthe resultsof the flow
identificationtestsareindependentlylistributed,we have:

Nie (/N . .
P=1-Y < Zf) (1 — pia)'ply . (7.8)
1=Ti¢

In the context of the previous example,assumehat N; = 5, andn; = 3. Thisyields P =
0.0002. Thus,in this case the probability thatwe arewrongis muchsmallerthanthe probability
thatthe nodeis misbehaing. In consequencéf, threeout of thelastfive testedflows areclassified
asinconsistentve candecidewith high probabilitythatthe upstreamrmodeis indeedmisbehaing.

A potentialproblemwith the previoustestis thatalargethresholdH,,, will allow amisbehaing
nodeto inflict substantialamagesvithoutbeingcaught.In particular if anodeinsertsin thepaclet
headeraratethatis &;,,. timeslargerthantheactualflow rate,wherek;,. — 1 < H,, thenodewill
getupto k;,. — 1 timesmorecapacityfor freewithoutbeingcaught.For example,in our casewhen
H, = 1.2, theupstrearmodecangetup to 20% extra bandwidth.

To filter out this attackwe emplgy a secondest. This testis basedon the obserationthatin a
systemin which all nodesarewell-behaed the meanvalueof dis,; is expectedto be zero. In this
case ary significantdeviation of dis,..; from zerois interpretedasbeingcausedy a misbehaing
upstreammode.

Nodeldentification (CSFQ): Test2 Anupsteamnodeis assumedo misbehavéf the meanvalue
of dis,; doesnotfall within [—4, d].

7.4.1 General Properties

In this sectionwe presentwo simple but importantpropertiesof our identificationtest. The first
propertysaysthata misbehaing nodecaninflict maximumof damagewhenit sendsinconsistent
traffic at a constantate. In particular the excessbandwidthreceved by the inconsistentraffic at
adownstreanrouter beforebeingcaught,is maximizedwhentherateof theinconsistentraffic is
constant.This propertyis importantbecausét allows usto limit our studyto the casesn whicha
thefractionof theinconsistentraffic sentby a misbehaing nodeis constant.The secondoroperty
saysthata misbeh&ing nodecannothurtthedownstreantonsistentraffic in a“big” wayfor along
time. In otherwords,the higherthe rate of the inconsistentraffic is, the fasterthe misbehsaing
nodeis caught.Thetwo propertiesaregivenbelow.

Property 1 Let R;,.(t',t") denotethe total volumeof inconsistentraffic receivedby a router at
aninputport duringtheinterval[¢',¢"). Thenthe probability that no inconsistenflow s identified
during [¢', "), is minimizedwhenthe inconsistentraffic arrives at a fixedrate 7;,,c, whee 7;,; =
Rinc(tI, t”)/(t” . t').
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Proof. Let r;,.(t) betherateof the inconsistentraffic attime ¢, andlet C' denotethe input link
capacitywherethetraffic arrives. Then,thefractionof theinconsistentraffic attimet is fi,.(t) >
rinc(t)/C, wherethe equalityoccurswhenthelink is fully utilized. Let ¢y, ¢, ..., t, bethetime
instantswhena new flow is selectedo be monitoredduringtheintenal [¢', t"). By usingEq.(7.6),
the probabilitythatnoneof theseflows will beidentifiedasbeinginconsistentdenotedy, is

n

q = H(l — Pine(ti)) (7.9)
=1
< (1 —p ?zl(finc(ti) X Pinc—inc + (1 - fznc(tz)) X pa—ina))n
>~ a n
_ Zz‘nzl finc(ti) ) o Z?:l 1-— finc(ti) ) "
- (1 — Pa n inc—inc Da n pcznc) .

Sincearouterrandomlyselectsaflow to bemonitored we assumavithoutlossof generalitythat
t1, to, ..., t, areindependentlyistributedwithin [¢’,¢"). By assuminghatr;,.(t) is acontinuous
functionovertheintenal [t', "), we have

e — Exp (W) , (7.10)

In addition,sincefin.(t) > rinc(t)/C, for ary t, thefollowing inequalityfollows trivially

Z?:l finc(ti) > Z?:l 'rinc(ti)
n = nC '
By combiningEqgs.(7.9),(7.11)andEq. (7.10),usingthefactthat f;,., pa, Pinc—inec aNAP._in. are
independentlylistributedvariablesandthefactthatp;ne_ine > Pe_ine, We Obtain

(7.11)

EXp(Q) S <1 - Exp(pa)ricnc Exp(pinc—inc) - EXp(Pa) (1 - TiCnC> Exp(pc—inc)>n (712)

= (1 - Exp(pa) X m X Exp(pinc—inc) - EXp(Pa) X (1 - m) X Exp(pc—inc))n

where fi,. = Tine/C. But the lasttermin the above inequality representgxactly the expected
probability a flow will not be classifiedasinconsistengfter n tests,whenthe inconsistentraffic
arrivesat afixedrate. This concludeghe proof of the property O

Thus,if thefractionatwhich amisbehaing nodesendsnconsistentraffic fluctuatesthe prob-
ability to identify aninconsistenflow canonly increaseThisis exactly thereasorwe have consid-
eredin this chapteronly the casein whichthis fraction,i.e., f.., is constant.

Property 2 Thehigherthe rate of the inconsistentraffic is, the higher the probability to identify
aninconsistentlowis.

Proof. The proof follows immediatelyfrom Eq. (7.4) andthe fact thatin a well designedfow
identificationtest,the probabilityaninconsistentlow will beidentified,p;,._ine, Shouldbelarger
thanthe probabilitya consistenflow will be misidentifiedp. ;.. O

121



7.5 Simulation Results

In this sectiorwe evaluatethe accurag of theflow identificationtestby simulation.All simulations
wereperformedn ns-2[78], andarebasedntheoriginal CSFQcodeavailableathttp://wwwcs.cmu.
edu/"istoica/csfq.

Unlessotherwisespecified we usethe sameparametergsin Section4.4. In particular each
outputlink hasa buffer of 64 KB, andthebuffer thresholdor CSFQis setto 16 KB. Theaveraging
constanto estimataheflow rateis K = 100 ms,andtheaveragingconstanto estimatehefair rate
is K, = 200 ms. In all topologieswe assumehatthefirst routertraversedby eachflow estimates
therateof theflow andinsertsit in the paclet headers.

Eachroutercanverify up to four flows simultaneously Eachflow is verified for at least200
msor 10 consecutie paclets. Coreroutersusethe samealgorithmasedgeroutersto estimatethe
flow rate. However, to improve the corvergenceof the estimationalgorithm,the rateis initialized
to the label of thefirst paclet of the flow thatarrivesduring the estimationintenal. As discussed
in Section7.3.3,we setthe upperthresholdto H,, = 1.2. Sincewe will testonly for dovnward-
inconsistenflows — the only type of inconsistenflows that canstealservicefrom consistenflows
—we will notusethelowerthresholdH;.

In generalwe find thatour flow identificationtestis robustandthatour resultsare quite com-
parableto theresultsobtainedn the caseof the bufferlesssystemmodel.

7.5.1 Calibration

Asdiscusseth Section/.3.2,to designthenodeidentificationtest—i.e., to setparameters; andV;
— it is enoughto know (1) the probabilityto identify aninconsistenflow, p;4, and(2) the expected
numberof testsit takesto classifya flow asinconsistent;,..

Sofar, in designingouridentificationtests we have assumed bufferlesssystemwhichignores
the inaccuraciesntroducedby (1) the delayjitter, and (2) the rate estimationalgorithm. In this
sectionwe simulatea more realistic scenarioby using the ns-2 simulator[78]. We considera
simplelink traversedby 30 flows out of which threeareinconsistentand27 are consistent.Note
thatthis correspondso a f;,. ~ 0.1. Our goalis twofold. Firstwe wantto shav thatthe results
achiered by simulationsarereasonablycloseto the onesobtainedby usingthe bufferlesssystem.
This basicallysaysthat the bufferlesssystemcan be usedas a reasonabldirst approximationto
designthe identificationtests.Secondwe usethe resultsobtainedn this sectionto setparameters
N; andn; for the nodeidentificationtest.

We performtwo experiments.In thefirst experiment,we assumehatall flows areconstanbit
rateUDPs. Figure7.8 (a) plotsthe probability p;4, while Figure7.8 (b) plotsthe expectednumber
of flows thataretestedbeforea flow is classifiedasinconsistent.As expectedwhenk;,. < 1.2,
p;qa — 1. Thisis becausevenin the worst-casescenariowhenall paclets of a consistentlow
areforwarded,the flow's relative discrepang will be no largerthan H, = 0.2. However, ask;,.
exceedsl.2, the probability p;4 reducessignificantly aswe aremoreandmorelikely to classifya
consistenflow asinconsistent.In addition,p;, is stronglyinfluencedby k;,.. Thelargerthe k;,,.
is, thelargerp;4 is. Thisis becauseavhenk;,. increasesve aremoreandmorelikely to catchthe
inconsistentlows. Similarly, asshavn in Figure7.8 (b), n;,. is decreasingn k;,. andincreasing
in k;ne.
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Figure7.8: (a) The probabilityto identify aninconsistentlow, p;4, and(b) the expectednumberof testsit
takesto classifyaflow asinconsistentyn,;,.. We considef30 flows, out of which threeareinconsistent.

kinc Did Nine
13 0.76 25
1.25| 0.45| 63.6
1.2 0.12| 115
1.15| 0.025| 690
11 0| 700
1 0| 720

Table 7.2: p;; andng,. asa function of the parameterk;,. of the inconsistenflows. We consider27
consistenTCPflowsand3 UDP inconsistenflows.

Onething worth noting hereis that theseresultsare consistenwith the onesachieved in the
simplified bufferlesssystem.For example,asshavn in Figures7.6(a)and7.8(a),in both caseghe
probability p;q for kin. = 1.3, kine = 1.25, and H, = 0.7, is somavherebetween).7 and0.8.
This suggestshattuningthe parametersn the bufferlesssystenrepresents reasonabldirst order
approximation.

In thesecondxperimentve assumehatall theconsistenflowsareTCPswhile theinconsistent
flows areagainconstantit rate UDPs. Theresultsare presentedn Table7.2. It is interestingto
notethatalthoughthe TCP flows experiencea droppingrateof only 5%, which would correspond
to kine = 1.05, bothp,;4 andn;,. aresignificantlyworsethantheir correspondingaluesin thecase
of the previous experimentwhenk;,. = 1.05. In fact,comparingthe valueswhich correspond$o
kine = 1.3 in bothFigure7.8(a)andTable7.2,thebehaior of TCPsis muchcloserto ascenaridn
whichthey arereplacedy UDPswith k;,. = 1.3, ratherthank;,. = 1.05. Thisis mainly because
the TCP burstinessegatively affectsthe rate estimationaccurayg, andultimately the accurag of
ouridentificationtest.

In summaryfor bothTCP andUDP flows we take p. = 0.76 andn;,. = 25. This meanghat
by using25 obserations,the probability to identify aninconsistentlow with k;,. > 1.3 is greater
or equalto 0.76.
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Figure 7.9: (a) Topology usedto illustrate the protectionand recovery aspectf our scheme. (b) The
aggrejatethroughputof all flows from router 1 to router 5, and of all flows from router 2 to router 5,
respectiely. All consistentflows are UDPs with k;,. = 1.3. The inconsistentflow is UDP and has
kine = 1.3 = kipe = 1.3.

Finally, for thenodeidentificationtestwe choosen; = 2 andNV; = 25. It canbeshavn thatthis
choiceincreaseshe probabilityto correctlyidentify aninconsistenhodeto over0.9.

7.5.2 Protectionand Recovery

In this sectionwe illustratethe behaior of our schemeduringthe protectionandrecovery phases.
For thiswe consideraslightly morecomple topologyconsistingof five routers(seeFigure7.9(a)).

Thereareten flows from routerl to router4, and anotherl0 flows from router2 to router4. We

assumehatrouterl misbehaesby forwardinganinconsistenflow with &;,. > 1. Again,notethat

in this casethe fractionof theinconsistentraffic is f;,. ~ 0.1. Finally, we assumdhatrouterl’s

misbehaior is transitory i.e., it startsto misbehae attime ¢ = 33 sec,andceases$o misbehae at

timet = 66 sec.Theentiresimulationtime is 100sec.

In thefirst experimentwe assumehatall consistenflows have k;,. = 1.3, andthattheincon-
sistentflow hask;,. = 1.3, andk,, = 1.3. Figure7.9(b)plots the aggr@atethroughputsof all
flows from router1 to router5, andfrom router2 to router5, respectrely. Note that duringthe
intenal (33sec, 66sec), i.e., duringthetime whenrouter1 misbehaes, the flows from router2 to
router5 getslightly higherbandwidth. This illustratesthe factthat evenfor k;,. = 1.3 (whichis
thetheminimumk;,,. we have consideredn designinghenodeidentificationtest),our algorithmis
successfuin identifying thenodemisbehaior, andin protectingthe well-behaedtraffic thatflows
from router2 to router5. In addition,oncerouterl ceases$o misbehae att = 66 secour recovery
algorithmrecognizeshis andstopspunishingthetraffic forwardedby routerl.

In Figures7.10(a) and(b) we plot theresultsfor a virtually identicalscenaridbothin the case
whenall routersemplgy theunmodifiedCSFQ ,andin the casewhentheroutersemploy the“verify-
and-protect'versionof CSFQ.The only differenceis thattheinconsistenflow now hask;,. = 2,
insteadof 1.3. The reasonfor the increaseof k;,. is to make it easierto obsere the amountof
bandwidththatis stolenby the inconsistentflow from the consistenflows whenthe unmodified
CSFQis used. This canbe seenin Figure7.10 (a) asthe aggrgatethroughputof all flows from
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Figure 7.10: Aggregatethroughputsof all flows from router1 to router5, andfrom router2 to router5,
whenall routersimplement(a) the unmodifiedCSFQ,and(b) the“verify-and-protectversionof CSFQ.All
consistenflows areUDPswith k;,. = 1.3. Theinconsistenflow is UDP with k;,,. = 2, andk;,. = 1.

router2 to router5 is slightly lessthan5 Mbps. In contrastwhenthe “verify-and-protect version
is used,theseflows get considerablymorethan5Mbps. This is becausencerouter3 concludes
thatrouterl misbehses,it punishesll its flows by simply multiplying their labelsby &;,,. ~ 2. As
aresult,thetraffic traversingrouterl getsonly 33%, insteadof 50%, of the link capacitiesat the
subsequenbuters.

Finally, Figures7.11(a) and7.11(b)plot the resultsfor the casein which consistenflows are
replacedoy TCPs.As expectedtheresultsaresimilar: the“verify-and-protectversionof CSFQis
ableto successfullyrotectandrecover afterrouterl stopsmisbehaing.

7.6 Summary

While thesolutionsbasedbn SCORE/DP $iave mary advantage®ver traditionalstatefulsolutions
(seeChapter, 5, 6), they still suffer from robustnessandscalabilitylimitationswhencomparedo
the statelessolutions. In particulay the scalabilityis hamperedecausdhe network core cannot
transcendrust boundariegsuchasthe ISP-ISPboundaries)andthereforehigh-speedouterson
theseboundariesnustbestatefuledgerouters.Thelack of robustnesss becauséhemalfunctioning
of a single edgeor corerouter could severely impact the performanceof the entire network, by
insertinginconsistenstatein the paclet headers.

In this chapterwe have proposedan approacho overcometheselimitations. To achiere scal-
ability we pushthe compleity all the way to the end-hosts.To addresdhe trust and robustness
issuesall routersstatisticallyverify whetherthe incomingpaclets carry consistenstate. We call
thisapproacHiverify-and-protect”.Thisapproactenablesoutersto discover andisolatemisbeha-
ing end-hostandrouters.Thekey techniqueneededo implementhis approachs flow verification
thatallows theidentificationof paclets carryinginconsistenstate. To illustratethis approachwe
have describedhe identificationalgorithmsin the caseof Core-StatelesBair Queueing(CSFQ),
andwe have presentedgimulationresultsin ns-2[78] to demonstratés effectiveness.
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Figure7.11: Aggregatethroughputsof all flows from router1 to router5, andfrom router2 to router5,
whenall routersimplement(a) the unmodifiedCSFQ,and(b) the“v erify-and-protectversionof CSFQ.AIl
consistenflows areTCPs.Theinconsistenflow is UDP with k;,,. = 2, andk;,. = 1.

A final obsenrationis thatthe “verify-and-protect’approactcanalsobe usefulin the contet
of statefulsolutions.Basedonly on thetraffic a routerseesthesesolutionsarenot usuallyableto
tell whetherthereis a misbehaing up-streanrouteror not. For example,with Fair Queueinghere
is no way for a routerto discoser an up-streanrouterthat spuriouslydropspaclets, asit cannot
differentiatebetweena flow whosepacletsweredroppedby a misbehaing router anda flow who
just sendsfewer paclets. Thus,the “verify-and-protect’approachcanbe alsousedto effectively
increasdherobustnes®f thetraditionalstatefulsolutions.
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Chapter 8

Prototype Implementation Description

In Chapterst, 5 and6 we have presentedhreeapplicationsof our SCORE/DP$olutionto provide
scalableservicesin a network in which core routersmaintainno per flow state. In this chapteyr
we describea prototypeimplementatiorof our solution. In particular we have fully implemented
the functionalitiesrequiredto provide guaranteedndflow protectionservices.While section5.5
presentseveralexperimentatesults jncludingoverheadneasurementsf our prototype this chap-
terfocusesontheimplementatiordetails.

The main goal of the prototypeimplementatioris to shaw thatit is possibleto efficiently de-
ploy our algorithmsin today’s IPv4 networks with minimumincompatibility To prove this point
we have implementedah completesystem,including supportfor fine grainedmonitoring,andeasy
configuration.Thecurrentprototypeis implementedn FreeBSDv2.2.6,andit is deplg/edin atest-
bedconsistingof 300 MHz and400 MHz Pentiumll PCsconnectedy point-to-point100 Mbps
EthernetsThetest-bedallows the configuratiorof a pathwith up to two corerouters.

Althoughwe had completecontrol of our test-bedand,dueto resourceconstraintsthe scale
of our experimentsvasrathersmall(e.g.,the largestexperimentinvolved just 100 flows), we have
devotedspecialattentionto makingour implementatiorasgeneralaspossible.For example,while
in the currentimplementatiorwe re-useprotocolspacen the IP headetto storethe DPSstate we
male surethatthemodifiedfieldscanbefully restoredby theegressouter In thisway, thechanges
operatedby the ingressand core routerson the paclet headerare completelytransparento the
outsideworld. Similarly, while the limited scaleof our experimentsvould have allowed usto use
simpledatastructurego implementour algorithms,we try to make surethat our implementation
is scalable.For example,insteadof usinga simplelinked list to implementthe CJVC scheduler
we usea calendamueuetogethemwith atwo-level priority queueto efficiently handlea very large
numberof flows (seeSection8.1).

For dehuggingand managemenpurposesye have implementedull supportfor paclet level
monitoring. This allows us to visualizesimultaneoushandin real-timethe throughputsandthe
delaysexperiencedy flows atdifferentpointsin thenetwork. A key challengevhenimplementing
suchafine grainedmonitoringfunctionalityis to minimizethe interferencesvith the systemoper
ations. We usetwo techniquego addresghis challenge.First, we off-load asmuchaspossibleof
the processin@f log dataon anexternalmachine.Secondwe useraw IP to sendthelog datafrom
routers kerneldirectlyto the externalmachine.This way, we avoid contet-switchingbetweerthe
kernelandtheuserlevel.

To easilyconfigureour systemwe have implementeda commandine configuratiortool. This
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tool allows us (1) to configureroutersasingressggressor core,(2) set-up,modify, andteardonn
a resenation, and (3) set-upthe monitoring parameters.To minimize the interferencedetween
the configurationoperationsand data processingwe implementour tool on top of the Internet
Control ManagemenProtocol(ICMP). Again, by usinglCMP, we avoid context-switchingwhen
configuringarouter

Therestof the chapteris organizedasfollows. The next sectionpresentsletailsof the main
operationdmplementedy the dataandcontrol paths. Section8.2 describegncodingtechniques
usedto efficiently storethe DPSstatein the paclet headers.Section8.3 presentur paclet level
monitoringtool, while Section8.4 describeghe configurationtool. Finally, Section8.5 concludes
this chapter

8.1 Prototype Implementation

For all practicalpurposesa FreeBSDPCimplementsanoutputqueueingouter Outputinterfaces
usually emplgy a FIFO schedulingdiscipline, and drop-tail buffer management.Upon a paclet
arrival, therouterperformsaroutingtablelookup,basednthe paclet destinatioraddressto deter
mineto which outputinterfacethe paclet shouldbeforwarded.If the outputlink is idle, the paclet
is passedlirectly to the device driver of thatinterface. Otherwise the paclet is insertedat the tail
of the paclet queueassociatedo theinterface,by usingthelF _ENQUEUEnhacro.

Whenthe outputlink becomesdle, or whenthenetwork cardcanacceptmorepaclets,ahard-
wareinterruptis generatedThisinterruptis processetby the device driver associateavith the net-
work card. As aresult,the paclet at the headof the queueis dequeuedby usingthe IF _DEQUEUE
macro)andsentto the network card.

Ourimplementations modularin thesensehatit requiresfew changego the FreeBSDlegagy
code.Themajorchanges to replaceghequeuananipulatioroperationsmplementedy IF _ENQUEUE
andIF _DEQUEUHN particular we replace

IF_ENQUEUE(&ifp->if_snd, mb_head);
with
if (ifp->node_type)
dpsEnqueue(ifp, (void  **)&mb_head);
else

IF_ENQUEUE(&ifp->if_snd, mb_head);

In otherwords, we first checkwhetherthe routeris configuredasa DPSrouteror not, andif yes,
we call dpsEnqueu¢o enqueuehe paclet! in a specialdatastructuremaintainedoy DPS.If not,
we simply usethedefaultIF _DEQUEUmBnacro.Similarly, we replace

IF_DEQUEUE(&ifp->if_snd, mb_head);

Internally FreeBSDstorespacletsin a specialdatastructurecalledmtuf. An ordinarymbuf canstoreup to 108
bytesof data.If a pacletis largerthan108bytes,a chainof mhufs is usedto storethe paclet. mbh.head representshe
pointerto thefirst mbuf in thechain.
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with

if (ifp->node_type)
dpsDequeue(ifp, &mb_head);
else
IF_DEQUEUE(&ifp->if_snd, mb_head);

In the currentimplementationyve supporttwo device drivers: theIntel EtherExpres®ro/100B
PClFastEthernedriver, andtheDEC 21040PCIEtherneController As aresulttheabose changes
arelimited to threefiles: if_ethesubrc, whichimplementghe Ethernetdevice-dependerfunction-
ality, andif_dec andif_fxp.cthatimplementhe device-dependerfunctionalitiesfor thetwo drivers
we support.

In theremaindef this sectionwe presenimplementatiordetailsfor the operationgperformed
by our solutionon boththe dataandcontrolpaths.All theprocessings encapsulatety the dpsEn-
queueanddpsDequeudéunctions.Theimplementations about5,000lines.

8.1.1 Updating Statein IP Header

Beforeforwarding a paclet, a core router may updatethe information carriedin its header For
example,in thecaseof Core-Stateledsair Queug CSFQ) if theestimatedatecarriedby apacletis
largerthanthelink’ s fair rate therouterhasto updatethestatecarriedby thepaclet (seeFigure4.3).
Similarly, with Core-JitterVirtual Clock (CJVC), a router hasto insertthe “aheadof schedule”
variable g, beforeforwardingthe paclet (seeFigure5.3).

Updatingthe stateinvolvestwo operations:encodingthe state andupdatingthe IP checksum.
Stateencodings discussedh detailsin Section8.2. Thechecksums computedasthe 1's comple-
mentover the IP headerandthereforet canbe easilyupdatedn anincrementafashion.

8.1.2 Data Path

In this sectionwe presenthe implementatiordetailsof the main operationgerformedby ingress
andcorerouterson the datapath: padet classification buffer managementandpadet scheduling
Sincethegoalof oursolutionis to eliminatetheperflow statefrom corerouterswe will concentrate
onoperatiorcompleity attheserouters.(Theexceptionis paclet classificatiorwhichis performed
by ingressroutersonly.)

8.1.2.1 Packet Classification

Recallthatin SCORE/DP®nly ingressroutersneedto performpaclet classification Corerouters
do not, asthey procespacletsbhasednly ontheinformationcarriedin the paclet headers.

Our currentprototypeoffers only limited classificationcapabilities: In particular a classis
definedby fully specifyingthe sourceanddestinationlP addresseshe sourceanddestinatiorport
numbersandthe protocoltype. This allows usto implementpaclet classificatiorby usinga simple
hashtable[26], in whichthekeys arecomputedby xor -ing all fieldsin thelP headethatareused
for classification.

2This canbeeasilyfixed, by replacingthe currentclassifierwith the morecompletepaclet classifierdevelopedin the
context of the Darwin projectat Carngjie Mellon University[19].
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Figure8.1: Datastructuresisedto implementCJVC.Therate-rgyulatorisimplementedy acalendagueue,
while the scheduleis implementedy a two-level priority queue.Eachnodeat the secondevel (andeach
nodein the calendamqueue)represents paclet. The first numberrepresentshe paclet’s eligible time; the
secondts deadline.(a) and(b) shav the datastructuredbeforeandafterthe systemtime advancedrom 5 to
6. Notethatall pacletsthatbecomeeligible aremovedin oneoperatiorto the scheduledatastructure.

8.1.2.2 Buffer Management

With both CIJVC and CSFQ,routersdo not needto maintainary perflow stateto performbuffer

managementln particular with CSFQ, paclets are droppedprobabilisticallybasedon the flow

estimatedatecarriedby the pacletheaderandthelink fair rate(seeFigure4.3and4.4).In thecase
of CIJVC,we simply useasingledrop-tailqueudor all theguaranteetraffic. Thisis madepossible
by thefactthat,aswe have discussedn Section5.3.3,arelatively smallqueuecanguaranteavith

avery high probabilitythatno pacletsareever dropped.For example,for all practicalpurposesa
8,000paclet queuecanhandleup to onemillion flows!

8.1.2.3 Packet Scheduling

With CSFQ,the schedulings trivial asthe pacletsaretransmittedon a Fist-In-First-Outbasis.In
contrast,CJVC,is significantlymorecomple to implement.With CJVC, eachpaclet is assigned
aneligible time anda deadlineuponits arrival. A paclet becomesligible whenthe systemtime
exceedghe paclet’s eligible time. Theeligible pacletsarethentransmittedn the increasingorder
of theirdeadlinesSimilarto otherrate-controlleclgorithmg112, 126, weimplementCJVCusing
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a combinatiorof a calendalqueueanda priority queug10].

The calendamqueueperformsrate-rgulation,i.e., it storespacletsuntil they becomeeligible.
The calendarqueueis organizedas a circular queuein which every entry correspondso a time
intenal [15]. Eachentry storesthe list of all paclets that have the eligible timesin the range
assignedo that entry When the systemtime adwvancespastan entry all paclets in that entry
becomeeligible, andthey aremovedin a priority queue.The priority queuemaintainsall eligible
pacletsin decreasingrderof theirdeadlinesSchedulinganew pacletreduceghento theselection
of the paclet attheheadof the priority queuej.e., thepaclet with thesmallesideadline.

Thealgorithmiccompleity of the calendaiqueuedepend®n how pacletsarestoredwithin an
entry If they aremaintainedn alinkedlist, thentheinsertionanddeletionof a paclet areconstant
time operationsin contrastjnsertionanddeletionof a paclet in the priority queuetakesO(logn),
wheren is the numberof pacletsstoredin the priority queue[26]. Thusthe total costper paclet
manipulations O(log n).

While the abore implementationis quite straightforvard, it hasa significantdravback. As
describedabore, whenthe systemtime adwances all pacletsin an entry becomesimultaneously
eligible, andthey have to be transferredn the schedulepriority queue. The problemis that, at
leasttheoretically the numberof pacletsthatbecomeeligible canbe unboundedMoreover, since
the paclets are maintainedin a simply linked list, we needto move them one-by-one! Thus, if
we have to move m paclets, this will take O(mlogn). Clearly in alarge systemthis solutionis
unacceptableasit may resultin paclets missingtheir deadlinesdueto the large processingime
requiredto move all pacletsfrom acalendaqueueentry

To addresghis problem,we storeall pacletsthatbelongto the samecalendarueueentryin
a priority queueorderedby the paclets’ deadlines This way, whenthesepacletsbecomerligible,
we canmove all of themin the scheduledatastructurein onestep.To achieve this, we changehe
scheduledatastructureto atwo-level priority queue.Figure8.lillustratesthe new datastructures
in the context of a movementoperation.Thus,with the new datastructureswe reducethetime it
takesto move all pacletsfrom a calendaqueueentryinto the scheduledatastructureto O(log n).

A final pointworth notingis thatthe numberof paclets,n, thatarestoredat ary timein these
datastructuress, with a very high probability muchsmallerthanthetotal numberof active flows.
As discussedn Section5.3.3,thisis anartifact of the factthatflows areaggressiely regulatedat
eachnodein the SCOREdomain.

8.1.3 Control Path

Providing per flow isolationdoesnot requireary operationon the control path. In contrastpro-
viding guaranteedervicesequiresa signalingmechanisnto performperflow admissioncontrol.
However, asdescribedn Sections.4,theimplementatiorof admissiorcontrolatthe coreroutersis
quitestraightforvard. For eachoutputlink, a routermaintainsavalue B thatis updatedevery time
a new paclet arrives. Basedon this value, the router periodically updateshe upperboundof the
aggr@ateresenration Ry.nq (Seealgorithmin Figure5.6). Finally, to decidewhetherto accepta
new resenation or not, a corerouterjust needso performa few arithmeticoperationgagain,see
Figure5.6).
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8.2 Carrying Statein Data Packets

In orderto eliminatetheneedfor maintainingperflow stateateachrouter our DPSbasedilgorithms
requirepacletsto carry statein their headersSincethereis limited spacen protocolheadersand
mostheadelbits have beenallocated the main challengeto implementingthesealgorithmsis to
(a) find spacein the paclet headerfor storing DPS variablesand at the sametime remainfully
compatiblewith currentstandardsndprotocols;and(b) efficiently encodestatevariablesso that
they fit in the available spacewithout introducingtoo muchinaccurag. In the remainderof the
sectionwe presenbur approactio addressheabore two problemsn IPv4 networks.

Thereareat leastthreealternatvesto encodehe DPSstatein thepaclet headers:

1. Useanew IP option. (NotethatDPShasbeenalreadyassignedP optionnumber23 by the
InternetAssignmentNumberAuthority (IANA) [56].)

Fromthe protocolpoint of view, this is aguablythe leastintrusive approachasit requires
no changeso IPv4 or IPv6 protocolstacks. The downsideis thatusingtheIP optioncanadd
a significantoverhead.This canhapperin two ways. First, mostof todays IPv4 routersare
very inefficientin processinghe IP options[109]. SecondthelP optionincreaseshepaclet
length,which cancausepaclet fragmentation.

2. Introduceanew headebetweerthelink layerandthe network layer, similarto theway labels
aretransportedn Multi-Protocol Label Switching(MPLS) [17].

Like the previous approach this approachdoesnot requireary changesn the IPv4/IPv6
protocolstack.However, sinceeachrouterhasto knowabouttheexistenceof theextraheader
in orderto correctlyprocesghe IP paclets,this approactrequireschangesn all routers,no

matterwhetherthis is neededo correctlyimplementthe DPSalgorithmsor not. In contrast,
with the IP option approachif a routerdoesnot understand new IP option, it will simply

ignoreit. In practice this canbeanimportantdistinction,asmary of todays coreroutersare
typically uncongestedThus,if we wereto implementa servicelike flow protectionwith the

IP optionapproactwe dont needto touchtheserouters while with this approactwe needto

changeaall of them.

An additionalproblemis thatthis approactrequiresusto devise differentsolutionsfor dif-
ferentlink layertechnologiesFinally, notethatit alsosuffersfrom afragmentatiorproblem,
sincethe additionof the extraheademill increasdhesizeof thepaclet.

Anotheroptionto implementthis approachwould beto leverageMPLS, wheneer possible.
In particular in anetwork thatimplementdMPLS, a solutionwould beto useanextra MPLS
labelto encodehe DPSstate.

3. Insertthe DPSstatein theIP headerThemainadwantageof this approacthis thatit avoidsthe
penaltyimposedby mostIPv4 routersin processinghe IP options,or the needof devising
differentsolutionsfor differenttechnologiesasit would have beenrequiredby introducing
a nev headeretweenthe link andnetwork layers. The main problemhowever is finding
enoughspacedo insertthe extrainformation.
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While the first two approachesire quite generaland can potentially provide large spacefor
encodingstatevariables,dueto performanceand easyof implementatiorreasonswe choosethe
third approachn our currentprototype’

8.2.1 Carrying Statein IP Header

Themainchallengeo carryingstatein the IP headeiis to find enoughspaceto insertthis informa-
tion in the heademvhile remainingcompatiblewith currentstandardsindprotocols.In particular
we wantthe network domainto betransparento end-to-encprotocols,i.e., the egressnodeshould
restorethefieldschangedy ingressandcorenodedo their originalvalues.To achieve thisgoal,we
first usefour bits from thetypeof service(TOS)byte (now renamedheDifferentiatedservice(DS)
field) which arespecificallyallocatedfor local andexperimentaluse[75]. In addition,we obsere
thatthereis anip_off field of 13 bitsin the IPv4 headeto supportpaclet fragmentation/reassenybl
whichis rarelyused.For example,by analyzingthe tracesof over 1.7 million pacletsonanOC-3
link [77], we foundthatlessthan0.22%of all pacletswerefragments.

Therefore,in mostcasest is possibleto useip_off field to encodethe DPSvalues. This idea
canbeimplementedasfollows. Whena paclet arrivesataningressnode the nodecheckswhether
apacletis afragmentor needgo be fragmentedIf neitherof thesearetrue,theip_off field in the
paclet headewill be usedto encodeDPSvalues. Whenthe paclet reacheghe egressnode,the
ip_off is cleared.Otherwise,f the pacletis a fragment,it is forwardedasa best-efort paclet. In
this way, the useof ip_off is transparendutsidethe domain.We believe thatforwardinga fragment
asa best-efort paclet is acceptablen practice,as end-pointscan easily avoid fragmentatiorby
usinga Minimum TransferUnit (MTU) discorery mechanismAlso notethatin theabove solution
weimplicitly assumehatpacletscanbefragmentednly by egressnodes.

In summary we have up to 17 bits availablein the currentlPv4 headerto encodefour state
variableqseeFigure8.4). Thenext sectiondiscussesomegenerakechniqueso efficiently encode
theDPSstate.

8.2.2 Efficient State Encoding

Onesimplesolutionto efficiently encodethe stateis to restricteachstatevariableto only a small
numberof possiblevalues.For exampleif a statevariableis limited to eightvalues,only threebits
areneededo represenit. While this canbeareasonablsolutionin practicejn ourimplementation
we useafloatingpoint like representatioto represena wider rangeof values.To furtheroptimize
theuseof the availablespaceve emplg two additionaltechniquesFirst, we usethefloating point
formatonly to representhelargestvalue,andthenrepresenthe othervalue(s)asa fractionof the
largestvalue.In thisway we areableto represenamuchlargerrangeof possiblevalues.Secondin
the casein which therearestateswvhich arenot requiredto be simultaneoushencodedn thesame
paclet, we usethe samefield to encodehem. Next, we presenthefloating pointlike formatused
to encoddargevalues.

Assumethat a is the largestvalue carriedby the paclet, wherea is a positve integer. To
represent. we useanm bit mantisseandann bit exponent.Sincea > 0, it is possibleto gainan

3This choicecanbe alsoseenasan usefulexercisethatforcesusto aggressiely encodethe statein the scarcespace
availablein the P header
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void intToFP(int val, int *mantissa, int  *exponent)  {

int nbits = get _num_bits(val);
if (nbits <= m) {
*mantissa = val;
*exponent = (1 << n) - 1;
} else {
*exponent = nbits - m- 1;
*mantissa = (val >> *exponent) - (1 << m);
}
}
int  FPTolnt(int mantissa, int exponent) {
int  tmp;
if (exponent == ((1 << n) - 1))
return  mantissa;
tmp = mantissa | (1 << m);
return  (tmp << exponent)

Figure8.2: The C codefor convertingbetweerintegerandfloating pointformats.m representthe number
of bits usedby the mantissa;n representshe numberof bits in the exponent. Only positive valuesare
representedl heexponentis computedsuchthatthefirst bit of themantissas always1, whenthe numberis
> 2™, By omitting this bit, we gainanextrabit in precision.If thenumberis < 2™ we setby corventionthe
exponentto 2" — 1 to indicatethis.

extra bit for mantissa.For this we considertwo casesi(a) if a > 2™ we represent. asthe closest
valueof the form 427, where2™ < u < 2™*1. Then,sincethem + 1-th mostsignificantbit in
thev’s representatiofis always 1, we canignoreit. As anexample,assumen = 3, n = 4, and
a = 19 = 10011. Then19 is representeds18 = u x 2V, whereu = 9 = 1001 andv = 1. By
ignoringthefirst bit in the representationf « the mantissawill store001, while the exponentwill
be 1. (b) Onthe otherhand,if a < 2™, the mantissawill containa, while the exponentwill be
2™ — 1. Forexamplefor m = 3, n = 4, anda = 6 = 110, themantissds 110, while theexponent
is 1111. Convertingfrom oneformatto anothercanbe efficiently implemented Figure8.2 shavs
the cornversioncodein C. For simplicity, we assumehatintegersaretruncatedatherthanrounded
whenrepresentedh floatingpoint.

By usingm bits for mantissaandn for exponent,we canrepresentry integerin the range
[0..(2mF! — 1) x (22"~1)] with arelative error boundedoy (—1/2™+1 1/2m+1). For example,
with 7 bits, by allocating3 for mantissaand4 for exponent,we canrepresentry integerin the
range[l..15 x 2'°] with arelative errorboundeddy (—6.25%, 6.25%). Notethattheseboundsare
not necessaryight. Indeed,in this example,the worst casesoccurwhenencodingthe numbers
271, and 273, which both have a mantissaof 8. In particular 271 = 100001111 is encodedas
u = 1000, v = 5, andhasa relative errorof (8 x 2% — 271)/271 = —0.0554 = —5.54%, while
273 = 100010001 is encodedasu = 1001, » = 5, andhasarelatve errorof 5.55%.

If anothewalueb < a is carriedby thepacletwe storeit asthefraction f = b/a. Assumingthat
we usem; bitsto represenf, theabsoluteerroris boundeddy (—1/(2(2™ —1)),1/(2(2™ —1))).
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ToS byte (DS field fragment offset (ip_off) field

u used w_IPforwarding
Lo !14'1»3'12 ,,a| or by Diffserv
L L [] unused
) T i [] used by DPS
6 312 0

Figure8.3: For carryingDPSstatewe usethe four bits from the TOS byte (or DS field) resened for local
useandexperimentapurposesandupto 13 bits from the IP fragmentoffset.

The—1 in thedenominatorss a resultof mapping2™: valuesto [0, 1], with 2™ — 1 representing
1. Finally, it is easyto shaw thatby representing in floating point formatwith m bits for mantissa
andn bits for exponent,and by usingm; bits to encodeb, the relative error of a + b, denoted
RelErr(a + b), is boundedby

1 1 1 1
— ot~ I 3 < RelErr(a+b) < o1 + gl g

(8.1)

wherewe ignorethesecondrderterm1/(2m+1(2mi+1 _ 2)),
In thenext sectionswe describen detailthe stateencodingn the caseof bothguarantee@nd
flow protectionservices.

8.2.3 StateEncodingfor GuaranteedSelwice

With the Guaranteedervice we usethreetypesof pacletsto carrythe DPSstate:(1) datapaclets,
(2) dummypaclets,and(3) reseration requesipaclets. Below, we describethe stateencodingin
eachof thesecases:

8.2.3.1 Data packet

As describedn Chapterb, therearefour piecesof statethatneedto be encodedn a datapaclet:
(1) theresered rater or equivalently I /r, where! is the paclet length, (2) the slackdelay d, as
computedby Eqg. (5.10), (3) the amountof time g by which the paclet wastransmittedaheadof
scheduleat the previous node,and(4) b, ascomputedoy Eq. (5.12). Thefirst threepiecesof state
areusedto performpaclet schedulingwhile thelastoneis usedto performadmissiorcontrol. All
arepositive values.Figure8.4 shavs the stateencodingn this case.Thefirst two bits representhe
codethatidentifiesthe stateformat. Therestof the 15 bits areallocatedo four fields:

e al-bitflag, calledT, thatspecifieshow thenext field, F'1, is interpreted
e a3-bitfield F1. If T = 0, thenF'1 encodesheb value.Otherwisejt encodegl/r)/F3.
e a4-bitfield F2 thatencodeg /F'3

e a7-bitfield F'3 thatencodes/r + 4.

We malke several obserations. First, since F'3 encodeghe largestvalueamongall fields, we
representt in floating point format. By usingthis format, with seven bits we canrepresentry

135



Service | padket

type type State encoding Var. Types State semantics
16151413 1110 76 0 | T-flag (1 hit) d =current_time+ F3x(F2+1)
ot | 2 |  F3 F1-integer (3 bit) if (T=0)
Data F2 — integer (4 bit) o d-FIxF3
padet F3 —float (3 hit mantissa, | "o = cyrrent time
4 btexponent)| p=fF1
S;\elxirggteej Dummy| 16151413121110 9 o | F1—float (6 bit mantissa, | p= 1
packet | [2[0]2]0]0]o[o] FL | 4 bit exponent)
Rsv. | 161514131211 76 o | D—flag (1 bit) h= F1
packet|[2[0[oo]R[  FL | F2 | R-flaocd b = F2

F1 —integer (5 hit)
F3 —float (3 hit mantissa,
4 bit exponent)

Relative | pyo | 1615141310 o | P—flag (1 bit) prefered = P
diff. padet |0|1|P|M| F1 | M —flag (1 hit) marked = M
(LIRA) F1 - integer (13 ht) label = F1
Flow Data | 16151413121110 9 o | F1—float (5 bit mantissa, | = F1
protedion| packet |o|o|o|o|o|o|o| F1 | 5 hit exponent)

(CSFQ)

Figure8.4: Stateencodingn the caseof providing guaranteedervice andflow protection.

positive numberin therange([1..15 x 2'5], with arelative errorwithin (—6.25%, 6.25%). Second,
sincethe deadlinedetermineshe delayguaranteesye usearepresentatiothattradeseligible time

accuray for deadlineaccurag.* In particularthedeadlindgs computedisd = current_time+F2x*

F3+F3 ~ current_time+g+1/r+4. If Tis0,theeligibletimeis computedhse = d— F1xF3 ~

current_time + g + 6. F'1 usesonly threebits andits valueis computedsuchthat F'1 x F'3 always
overestimate$/r. If T is 1, theeligible timeis computedsimply ase = current_time. Third, we

expressh in 1 KB units. In this way we eliminatethe needfor eachpaclet to carrytheb value. In

fact,if aflow sendsatits resered rate,only onepaclet in every eight pacletsneedsto carry the
b value. This obsenration, combinedwith the factthatthe underestimationof the paclet eligible

time doesnot affect the guaranteedelayof the flow, allows usto alternatvely encodeeitherd or

(I/r)/F3in F1, withoutimpactingthe correctnessf ouralgorithms.

8.2.3.2 Dummy packet

As describedn Section5.4, if a flow doesnot sendary datapaclet for a period of time larger
than Ty, the ingressrouterhasto senda dummy paclet. In practice,this canbe eithera paclet
newly generategaclet by the ingress,or a best-efort paclet that happengo traversethe same
path. The statein thedummypaclet hasthe code1010000andit carriesonly theb valuein the F'1

field. Notethatusinga long codeleavesextra roomfor definingotherstateformatsin the future.
Dummy pacletsareforwardedwith a priority higherthanthe priority of ary othertraffic excepting
theguaranteedraffic.

4As long astheeligible time valueis underestimatedits inaccurag will affectonly theschedulingcompleity, asthe
paclet maybecomeeligible earlier
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8.2.3.3 Resewation requestpacket

This paclet is generatedy an ingressrouteruponreceving a reseration request. The ingress
forwardsthispacletto thecorrespondinggressouterin orderto performtherequestedeseration.
Uponreceving this paclet, a corerouterperformsadmissiorcontrol,andupdateghe statecarried
by the paclet accordingly Whenan egressrouterrecevesa reseration requesipaclet, it sendst
backto theingress.Uponreceving this paclet, theingressoutermalkesthefinal decision.Like the
dummypaclet, thereserationrequespaclketcanbeeitheranewly generateghaclet, or abest-efort
pacletthathappengo traversethe samepath.

The codeof the stateformat carriedby this pacletis 101. The paclet carriesfour fieldsin its
header:

e al-bitfield, D, thatdenotesvhetherthe paclet traverseshe forward or the backward path.
If D =1, thepaclettraversegheforwardingpath;otherwisethe pacletis onits way backto
theingressrouterthatgeneratedt.

e al-bitfield, A, which specifieghe currentstateof the reserationrequest.If A = 1, then
all previous routershave acceptedhe reseration request;otherwiseat leastonerouterhas
deniedit.

e a 5-bit field, F'1, that storesthe numberof hops, k, on the forwarding path. The field is
incrementedy eachcorerouteralongthe path. The numberof hopsis requiredto compute
the slackvariableof eachpaclet at theingressrouter(seekEq. (5.10)). Note thatthe current
implementationallows a path with at most 32 hops. While this value doesnot cover the
lengthsof all end-to-endoutesobseredin todays Internet,this valueshouldbe enoughfor
anISPdomain,whichis thetypical SCOREdomain.

e a7-bitfield that storesthe requestedate. This rateis storedin floating point format, with a
3-bit mantissaanda 4-bit exponentandis expressedn 1 Kbpsunits.

8.2.4 StateEncodingfor LIRA

With LIRA, we useonly onetypeof pacletto carrythe DPSstateinformation. Thefirst two bitsare
always01, andrepresenthe codethatidentifiesthe stateformat. Therestof the 15 bits aredivided
into threefieldsasfollows:

e al-bitflag, P, calledthe preferredbit. Thisbit is setby theapplicationor userandindicates
the droppingpreferenceof the paclet. This bit is immutable,i.e., it cannotbe modified by
ary routerin the network.

e al-bit flag, M, calledthe markingbit. This bit is setby the ingressroutersof an ISP and
indicateswhetherthe paclet is in- or out-of profile. Whena preferredpaclet arrivesat an
ingressnode thenodemarksit if theuserhasnotexceededts profile; otherwisethepacletis
left unmarled. Wheneer thereis a congestiona corerouteralwaysdropsunmarled paclets
first. Irrespectie of thecongestiorstate coreroutersneverchangghemarkedbit. Thereason
we usetwo bits (i.e., the marked andthe preferredbits) insteadof oneis thatin anInternet
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ervironmentwith multiple ISPs,evenif a paclet may be out-of profile in somelSPson the
earlierportionof its path,it maystill bein-profilein asubsequenSP Having the preference
bit thatis unchangedby upstreamSPson the pathwill allow dowvnstreamSPsto make the
correctdecision.

e a 13-bit integer that representshe paclet label. As discussedn Section6.3.4,a label is
computedasthe XOR over theidentifiersof all routersalongtheflow’s path. Thelengthof a
routersidentifieris equalto thelabel’slength,i.e., 13bit. Thepacletlabelis initialized by the
ingresgouterandupdatedy coreroutersasthe pacletis forwarded.Notethatthereis anon-
zeroprobability thattwo labelsmay collide, i.e., thattwo alternatepathsbetweenthe same
routershave the samelabel. If routeridentifiersareuniformly distributed,the probability of
collisionis 1/2'3 = 1/8192. While this probability cannotbe neglectedin practice,there
aretwo pointsworth noting. First, this problemcanbe alleviated by having the ISP choose
the routeridentifierssuchthat the probability of label collision is minimized. Secondhote
thatevenif two alternatepathshave the samelabel, the worst thing that may happenis an
alternatepathwill beignored.Althoughthiswill eventuallyreducethelink utilization, it will
notjeopardizehecorrectnessf our scheme.

8.2.5 StateEncodingfor CSFQ

As discussedh Chaptert, with CSFQ datapacletscarryonly onepieceof state:theestimatedate
of theflow. In this casewe definea codeof 010000,anda 10-bit field thatencodeghe estimated
rate,by usingafloating pointformatwith a 5-bit mantissaanda 5-bit exponent. The estimatedate
is initialized by the ingressrouterandthenupdatedoy corerouterswheneer the estimatedateis
greaterthanthefair rateon the outputlink (seeSectior4.3).

By usingalong codefor the CSFQstate we leave considerableoomfor definingfuture state
formats.

8.2.6 StateEncoding Formats for Future Use

By inspectingthe stateencodingformatsin Figure(8.4), it is easyto seethatthereis significant
roomfor future extensionsln particular ary stateencodingformatthatstartswith 001,111,1011,
0001,10101,00001,101001000001,10100010r 0000001is availablefor futureuse.Thus,evenby
restrictingoursehesto reusingthespacen thelP paclet headerwe canstill designnev DPSbased
algorithmsandmechanismshat (at leastat the level of the stateencoding)arefully compatibleto
thesolutionsproposedn thisdissertationandthatcanuseupto 14 bits for specificstateencoding.

8.3 SystemMonitoring

Whenimplementinga network service a key challenges discoreringwhetherthe serviceis work-
ing or not,and,moreimportantly if it doesnt work, findingoutwhy. To helpanswethesequestions
we needa monitoringtool thatcanaccuratelyexposerouterbehaior. Ideally, we wantthe ability
to monitorrouters behaior in realtime andatthe smallesipossiblegranularity i.e., atthe paclet
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I P Packet Header

4 |HL | Tos total length (16 bits)
identification (16bits)  [flagsffragment offset (13 bits)
TTL | protocol | header checksum (16 bits)

source | P address(32 bits)
destination |P address (32 bits)

+

arrival time (32 bits)
departure time (32 kts)

log type

Figure8.5: Theinformationloggedfor eachpaclet thatis monitored. In additionto mostfields of the IP
headerthe routerrecordsthe arrival anddeparturgimes of the paclet (i.e., the onesthatare shaded).The
type of eventis alsorecordedge.g.,pacletdeparturepr packetdrop. The DPSstateis carriedin the ToSand
thefragmentoffsetfields.

level. A key challengewhenimplementingsucha fine grainedmonitoringfunctionalityis to mini-
mizetheinterferenceso the monitoredsystem.

A possiblesolutionthat fully addressethis challengeis to usea hub or a similar device be-
fore/aftereachrouters interfaceto replicatethe entiretraffic anddivertit to anexternalmonitoring
machinewhereit canbe processedUnfortunatelytherearetwo problemswith this solution. First,
it is very hardto accuratelymeasurahe arrival andthe departurgimesof a paclet. With a simple
hub we caninfer thesetimesonly whenpaclets arrive at the monitoringmachine. However, the
paclet processingverheadat the monitoringmachinecansignificantlyimpactthe accurag of the
time estimates.Even with a specialdevice that caninserta timestampin eachpaclet whenthe
paclet is replicated the problemis not trivial. This is becauseahe arrival anddeparturgimes of
a paclet areinsertedby two differentdevices, so we needa very accuratesynchronizatiorclock
mechanisnto minimize the errors. The secondproblemwith this solutionis that it requiresan
expensve hardvareinfrastructure.

For thesereasonsjn our implementationwe usean alternateapproach.In particular we in-
strumenthekernelto performpaclet level monitoring. For eachpaclet, we recordthe arrival and
the departurgimeswith very high accurag usingthe Pentiumclock counter In additionto these
times,with eachpaclet we log mostof the fields of the IP headerincluding the DPSstatecarried
by the paclet, andafield, calledlog type , which specifiesvhetherthe paclet wastransmittecdor
dropped.To minimize the monitoringoverheadwe usetheip _output functioncall to sendthis
informationdirectly from kernelto an externalmonitoringmachine.Usingip _output , insteadof
ioctl , for transferringog data,avoids unnecessargontext switchingbetweerthe kernelandthe
userlevel. In addition,we off-load asmuchaspossibleof thelog dataprocessindgo the monitoring
machine. The functionsperformedby a routerare keptto minimum: a routerhasonly to (1) log
paclet arrival anddeparturdimes,and(2) sendthelog datato the monitoringmachine.n turn, the
monitoringmachineperformsthe bulk of dataprocessingsuchaspaclet classificationandcom-
putingthe rateand/ordelayof a flow. To furtherreducethe monitoringoverheadwe provide the
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ability to samplethe datatraffic. In particular we canconfiguretherouterto probabilisticallylog
oneout of every 2, 4, 16, or 64 paclets. Finally, to eliminatepossibleinterferencepetweenthe
datatraffic andtransferringthe log data,we usea differentnetwork interfaceto sendout the log
information.

To visualizethe monitoringinformation,we have developeda GraphicalUserInterface(GUI)
written in Java. This tool offersthe possibility of simultaneouslylotting up to ninegraphsin real
time. Eachof thegraphscanbeindependentlgonfigured.In particular the monitoringtool allows
usto specifyfor eachgraph:

¢ the network interfaceto be monitored. This is specifiedby the IP addressf the routerto
whichtheinterfaceis attachedandthe P addres®f the neighboringrouterthatis connected
to theinterface.

o theflows to be monitoredat the selectechetwork interface. In our casea flow is identified
by its sourceanddestinationP addressesdts sourceanddestinationport numbersandthe
protocoltype.

¢ theparameterso monitor Currentlythetool canplot thethroughputandthedelayof aflow.
Thethroughputis averagedover a specifiedtime period. The delaycanbe computedeither
asthe minimum, maximum,or averagepaclet delayover a specifiedperiodof time.

This flexibility allows us, for example,to simultaneouslyisualizethe throughputandperhop
delayof aflow atdifferenthops,to visualizethethroughputandthedelayof aflow atthesamehop,
or to visualizethe throughpuibf a flow at multiple time scales As anexample,Figure3.5shavs a
screersnapshobf our monitoringtool. Thetop two plot shav thethroughputf threeflows attwo
consecutie hops.Thebottomtwo plotsshav the delaysof the sameflows atthe samehops.

8.4 SystemConfiguration

As with ary software systemwe needthe ability to configureour system.In particular we want
the ability to configurea routerasaningress,egress,or core,andto set-upthe variousparameters
of the paclet classifierandpaclet schedulerin addition,in the caseof the guaranteedervice we
wanttheability to set-upmodify, andteardown aflow reseration. Onepossiblesolutionwould be
to useanioctl  functioncall. Unfortunately this approacthasa significantdravback. Sincethe
executionof ioctl  is quite expensve — it requirescontext-switchingbetweerthe kernelandthe
userlevel —it canseriouslyinterferewith the processingf the datatraffic. At thelimit, in the case
of theguaranteedraffic, this canresultin pacletsmissingtheir deadlines.

To avoid this problem we usethe InternetControlManagementiCMP) protocol.In particular
we have written a simple commandline utility, calledconfig _dps, that canbe usedto config-
ureroutersandinitialize their parametersia ICMP. To achieze this, we have extendedthe ICMP
protocolby addingtwo nev messagedCMP_DPSREQandICMP_.DPSREPLY
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8.4.1 Router Configuration

Sofarwe have classifiedoutersasedgeandcorerouters andtheedgeroutersasingressandegress
routers.While atthe conceptualevel this classificatiormalkessensein practice this distinctionis
lessclear For example anedgeroutercanbe eitheraningressor egressdependingnthedirection
of the traffic that traversesit. As a result,we needto configureat a finer granularity i.e., at the
network interfacelevel, insteadof attherouterlevel. We identify aninterfaceby two IP addresses:
theaddres®f therouterto whichtheinterfaceis attachedandtheaddres®f thedownstreanrouter
connectedo theinterface.We thenusethe following commando configurea network interface:

config_ dps 2 node next_node type

Thefirst parameteof the commandthe number2, specifieghatan interfaceis beingconfigured.
The next two parameterspecifytheinterface: node representshe IP addresf therouterwhose
interfaceis being configured,and next _node specifiesthe IP addressof the downstreamrouter
thatis connectedo the interface. Finally type specifieswhetherthis interfaceis configuredas
belongingto aningressgegressor corerouter

8.4.2 Flow Resewation

In the caseof the guaranteedervicewe needthe ability to set-up,modify, andteardown a flow
reseration.
To set-upa new reserationwe usethefollowing command:

config_dps 3 ingress egress src_addr dst_addr src_port  dst _port
proto rsv_rate  (_size

Thefirst parameterthenumber3, specifieghatthis commandequestsa new reseration. Thenext
two parameterspecifytheingressandegressouterswhich aretheend-pointof ourresenation. In
addition,we usetheseparameterto identify theinterfaceof theingress  wheretheflow stateis to
beinstantiatedThenext five parameterssrc _addr , dst _addr , src _port ,dst _port ,andproto ,
respectiely, identify theflow. Finally, the lasttwo parameterspecifytherequestedeseration (in
Kbps),andthebuffer sizeto beallocatedattheingresgor thisflow (in paclets).

To terminateareseration, we usethefollowing command:

config_dps 4 ingress egress src_addr dst_addr src_port  dst _port

Thefirst parameterthe number4, representshe codeof the deletionoperation.The otherparame-
tershave the samemeaningasin the previouscommand.

Finally, thecommando updateareserationis virtually identicalto setting-upareseration. In
fact,this operatioris implementedy tearingdown theexisting reseration,andcreatinganew one.

8.4.3 Monitoring

As describedn Section8.3, our implementatiorprovidessupportfor fine grainedmonitoring. To
startmonitoringthetraffic ata network interface,we usethefollowing command:
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config_dps 0 node next_node mon_node mon_port level

Again, thefirst parameteithenumbelO in this caserepresenttheoperatiorcode. Thenext two pa-
rameterareusedto identify theinterfacethatwe wantto monitor, while monnode andmon port
representhe IP addresgof the monitoringmachine)andthe port numberwherethe log datais to
be transmitted.Finally, level specifiesthe samplinglevel. The routersprobabilisticallylog one
pacletoutof 2'¢ve! consecutie pacletsthatarrive attheinterface. To stopmonitoringthetraffic at
aninterface,we usethe samecommandbput with thesecondbarametesetto 1, insteadof 0.

8.5 Summary

In this chapterwe have presentea prototypemplementatiorof our solutionto provide guaranteed
andflow protectionservicesn anlPv4 network. To thebestof ourknowledgethisis thefirstimple-
mentationthat providestheseservicesn a corestatelessietwork architecture We have described
the operationgperformedby both edgeand corerouterson dataand control paths,aswell asan
approachthatallows to efficiently encodethe DPSstatein the IP headelby re-usingsomeof the
existing fields. In addition,we have describedwo supporttoolsthatallow paclet level monitoring
in real-time,andeasysystemconfiguration.

We have implementedour solutionin FreeBSD2.2.6,anddeplg/ed it in alocal test-bedthat
consistsof four PCroutersandup to 16 hosts. Theresultspresentedn Sections3.2 and5.5 shav
that (1) the overheadintroducedby our solutionis acceptablei.e., we canstill saturatethe 100
Mbps, (2) the overheadncreasewsery little with the numberof flows (at leastwhenthe numberof
flows is no larger than 100), and (3) the schedulingmechanismgrotectthe guaranteedraffic so
thatits performancés not affectedby the best-efort traffic.

While implementingthis prototypewe have learnedwo valuablelessonsFirst,the monitoring
tool provedvery usefulnotonly in deluggingthe systembut alsoin promptly finding unexpected
causef experimentfailures. For example,in more than one instance we were able to easily
discover thatwe do not achigre the expectedend-to-endoerformancesimply becausdhe source
doesnotcorrectlygeneratehetraffic dueto unexpectednterferenc€suchassomeonénadwertently
usingthe samemachine). Second the fact that our solutiondoesnot requirethe maintenancef
distributedperflow statehassignificantlysimplifiedourimplementationin particulay wewereable
to implementheentirefunctionalityof thecontrolpath,whichis notoriouslydifficult to implement
anddehug in the caseof the statefulsolutionssuchasRSVP[128], in justacoupleof days.

However, our implementatiorsuffers from somelimitationsthatwe hopeto addressn thefu-
ture:

e Thecurrenttest-beds alocal areanetwork. Wewouldlike to performsimilartestsin alarger
internetvork ervironmentsuchasCAIRN [16].

e All the experimentswere performedwith syntheticloads. In the future, we would like to
experimentwith realapplicationsuchasvideoconferencingr distributedsimulations.

e Thetest-bedconsistof only PCworkstations We would lik e to implementour algorithmsin
commerciakouters.
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e The currentconfigurationtool doesnot offer ary protection. Anyone who knows the ad-
dressof our routersandthe commandormat, cansendlICMP messageto re-configurethe

routers.Providing anencryptionmechanisnto avoid maliciousrouterre-configuratiorwould
be useful.
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Chapter 9

Conclusionsand Futur e Work

In this chapter we concludethe dissertatiorby (1) summarizingour contrilutions, (2) exposing
somefundamentalimitations of currentsolutions,and (3) proposingseveral directionsfor future
work.

9.1 Contributions

Oneof themostimportantreason$ehindthe overwhelmingsuccessf the Internetis the stateless
natureof its architectureThefactthatroutersdo not needto maintainary fine grainedinformation
abouttraffic makesthe Internetboth scalableand robust However, theseadvantagescomeat a
price: todays Internetprovidesonly a minimalistservice the besteffort datagrandelivery. As the
Internetevolvesinto a global communicatiorinfrastructurethatis expectedto supporta plethora
of new applicationssuchas|P telephow, interactie TV, ande-commercethe existing besteffort
servicewill nolongerbe sufiicient. As aresult,thereis anurgentneedto provide more powerful
servicessuchasguaranteedervicesandflow protection.

Overthepastdecadetherehasbeenintenseresearctiowardachieving this goal. Two classe®f
solutionshave beenproposedthosemaintainingthe statelespropertyof theoriginal Internet(e.g.,
DifferentiatedServices)andthoserequiringa new statefularchitecturge.g.,IntegratedServices).
While statefulsolutionscanprovide morepowerful andflexible servicesuchasperflow guaranteed
servicesandcanachiere higherresourcautilization, they arelessscalablehanstatelessolutions.
In particular statefulsolutionsrequireeachrouterto maintainand manageper flow stateon the
control path,andto performperflow classificationschedulingandbuffer managemeninthedata
path.Sincetherecanbealargenumberof active flowsin thelnternet;t is difficult, if notimpossible,
to implementsuchsolutionsin a scalablefashion.On the otherhand,while statelessolutionsare
muchmorescalablethey offer wealer services.

The main contritution of this dissertatioris to bridge the long-standinggap betweerstateful
andstatelessolutions To achiese this goal, we have describech novel techniquecalledDynamic
Paclet State(DPS).The key ideabehindDPSis that, insteadof having routersmaintainper flow
state,paclets carry the state. In this way, routersare still ableto processpacletson a per flow
basis,despitethefactthatthey do not maintainperflow state.Basedon DPS,we have proposec
network architecturecalled Stateles€ore (SCORE)in which coreroutersdo not maintainary per
flow state. Yet, by usingDPS,we have demonstratedhat, in a SCOREnetwork, it is possibleto
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provide serviceswhich areaspowerful andflexible asthe servicegrovided by a statefulnetwork.
In particular we have developedcompletesolutionsto addressomeof themostimportantproblems
in todays Internet:

¢ Flow protection (Chapterd) We have proposedhe first solutionto provide protectionon a
per flow basiswithout requiringcoreroutersto maintainary perflow state.To achieve this
goal, we have usedDPSto approximatethe functionality of a referencenetwork in which
every routerimplementghe Fair Queueing31] disciplinewith a SCOREnetwork in which
every routerimplementsa novel algorithm,calledCore-StatelesBair Queueing CSFQ).

e Guaranteed sewices (Chapters) We have developedthe first solutionto provide per flow
delayandbandwidthguaranteesWe have achieved this goal by using DPSto emulatethe
functionality of a statefulreferencenetwork in which eachrouterimplementslitter Virtual
Clock[126] onthedatapath,andperflow admissiorcontrolonthe controlpathin aSCORE
network. To this end, we have proposeda novel schedulingalgorithm, called Core-Jitter
Virtual Clock (CJVC),thatprovidesthesameend-to-endlelayboundsasJitter Virtual Clock,
but, unlike JitterVirtual Clock, doesnotrequireroutersto maintainperflow state.

e Large spatial granularity sewice (Chapter6) We have developeda statelessolutionthat
allows us to provide relatve differentiationbetweentraffic aggreatesover large numbers
of destinations.The mostcomplex mechanisnrequiredto implementthis serviceis route-
pinning, for which traditional solutionsrequireroutersto eithermaintainper flow state,or
maintainstatethatis proportionalto thesquareof thenumberof edgerouters.By usingDPS,
we areableto significantlyreducethis compleity. In particulay we proposea route-pinning
mechanisnthatrequiresoutersto maintainstatewhichis proportionalonly to the numberof
egressouters.

While theabove solutionshave mary scalabilityandrobustnessadwantage®ver existing state-
ful solutions,they still suffer from robustnessand scalability limitations in comparison.System
robustnesss limited by the possibilitythata singleedgeor coreroutermay malfunction,inserting
erroneousnformationin the paclet headersseverelyimpactingperformancef the entirenetwork.
In Chapter7, we proposeanapproachcalled“verify-and-prote¢t thatovercomeshesdimitations.
We achieve scalabilityby pushingthe compleity all theway to the end-hoststhuseliminatingthe
distinctionbetweenedgeand corerouters. To addresshe trust and robustnesdssues all routers
statisticallyverify thattheincomingpacletsarecorrectlymarked. This approactenablesoutersto
discover andisolatemisbehaing end-hostandrouters.

To demonstratéhe compatibilityof our solutionswith theexisting protocolswe have presented
the designandprototypeimplementatiorof the guaranteedervicein IPv4 networks. In Chapter8
we proposébothefficient stateencodingalgorithms aswell asanencodingormatfor the proposed
solutions.

The SCORE/DPSdeashave alreadymadean impactin both researctandindustrialcommu-
nities. Sincewe have publishedthe first papers[101, 104, several new and interestingresults
have beenreported. They include both extensionsandimprovementsto the original CSFQalgo-
rithm [18, 25, 111], andgeneralization®f our solutionto provide guaranteederviceq129, 13(Q.
In addition, DPS-like techniquedave beenusedto develop new typesof applicationssuchas|P
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traceback91]. Furthermorewe obsere thatit is possibleto extendthe currentDifferentiatedSer

vice framework [32] to accommodatalgorithmsusing DynamicPacket State. The key extension
neededs to augmentachPerHop Behavior (PHB) with additionalspacein the paclet headeifor

storing PHB specificDynamicPacket State[107]. Sucha paradigmwill significantlyincreasehe
flexibility andcapabilitiesof the serviceghatcanbe built with a Diffserv-like architecture.

9.2 Limitations

While in thisthesiswe have shavn thatby usingthe DPStechniquet is possibleo implementsome
of themostrepresentate Internetservicegfor which previoussolutionsrequiredstatefulnetworks)
in aSCOREnetwork, oneimportantquestiorstill remains:Whatare thelimitationsof SCORE/DPS
basedsolutions?More preciselyis thereary serviceimplementedy statefulnetworksthatcannot
beimplementedy a SCOREnetwork? In this sectionwe informally answerthesequestions.

In a statefulrouter eachflow is associate@ setof statevariablessuchasthelengthof aflow’s
queueandthedeadlineof the paclet at the headof theflow’s queue.n addition,aroutermaintains
someglobal statevariablessuchas buffer occupang or utilization on the outputlink. A router
processea paclet basedon boththe perflow stateandthe global statestoredat therouter As an
example,upona paclet arrival, a routercheckswhetherthe buffer is full, andif not, discardshe
paclet atthetail of thelongestqueueto make roomfor the new paclet.

In contrast,in SCORE,a core router processepaclets basedon the statecarriedin paclet
headersjnsteadof per flow state(astheseroutersdo not maintainary suchstate). Thus,in or-
derto emulatethe functionality of a statefulrouter a statelessouter hasto reconstructhe per
flow statefrom the statecarriedin the paclet headers.The questionof whatarethe limitations of
SCORE/DP®asedsolutionsreduceghento the questionof whattypesof perflow statecannotbe
exactly reconstructedby corerouters. We are awareof two instancesn which currenttechniques
cannotreconstructhe perflow stateaccurately:

1. The stateof a flow depend=on the behaviorof other competingflows. Intuitively, this is
becausd is veryhard,if notimpossibleto encodaheeffectsof thisdependencim the paclet
headers.Indeed,this would requirea routerto know the future behaior of the competing
flows atthe next routerbefoe updatingthe statein the paclet headers.

Considerthe problemof exactly emulatingthe Fair Queueing(FQ) discipline. Recallthat
FQis a paclet level realizationof a bit-by-bit roundrobin: if therearen backloggedlows,
FQ allocatesl /n of thelink capacityto eachflow. In the paclet systemaflow is saidto be
backloggedf it hasatleastonepacletin thequeue.

The challengeof implementingFQ in a statelessouteris that the numberof backlogged
flows, andthereforethe servicereceved by a flow, is a highly dynamicparameteri.e., it
canchangeevery time a new paclet arrivesor departs.Unfortunately it is very hardif not
impossiblefor a routerto accuratelyupdatethe numberof backloggediows whensuchan
eventoccurs.To illustratethis point, considera paclet arrival event.

Whenapaclet of anidle flow arrives,theflow become$ackloggedandthenumberof back-
loggedflows increase®y one. Becauseherouterdoesnot maintainperflow state the only
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way it caninfer this informationis from the statecarriedin the paclet header(asthisis the
only new informationthat entersthe system).However, insertingthe correctinformationin
thepacletheadekvould requireup-streamroutersto know how mary pacletsarein theflow’s
queuewhenthe paclet arrivesat the currentnode. In turn, this would requireknowledgeof
how muchservicethe flow hasreceved at the currentnodeso far, asthis determineshow
mary paclets arestill left in the queue. Unfortunately even if we were usinga feedback
protocolto continuouslyinform the up-streanroutersof the stateof the currentrouter the
propagatiordelay posesfundamentalimitations on the accurag of this information. For
example,duringthetime it takesthe informationto reachthe up-streanrouters,anarbitrary
numberof flows maybecomebacklogged!

2. Thestateof a flow depend®n parametes that are uniqueto ead router Intuitively, thisis
becausaét is very hardto reconstructheseparameterat eachroutergiventhe limited space
in the pacletheaders.

Considerrouterthatimplementdhe WeightedFair Queueing WFQ) schedulingdiscipline.
Similarto FQ,WFQis arealizationof aweightedbit-by-bit roundrobin: aflow 7 with weight
w; receves (w;/ 3 ;cpwj) of the link capacity where B is the setof backloggedfows.
Assumethatthe flow hasa differentweightat every routeralongits path. Then,eachpaclet
hasto encodeall theseweightsin its header Unfortunately in the worst case,encoding
theseweightsrequiresanamountof stateproportionalto the lengthof the path,whichis not
acceptablén practice.

Not surprisingly thesdimitationsarereflectedn our solutions.Thefirst limitation is the main
reasorwhy CoreStatelesgair Queueings only ableto approximatenotemulate the Fair Queue-
ing discipline. Similarly, it is the main reasorwhy our per flow admissioncontrol solutionuses
an upperboundof the aggr@ateresenation, insteadof the actualaggrejatereseration (seeSec-
tion 5.4). Finally, our decisionto usea non-work conservingdisciplinesuchasCore-JitteVirtual
Clock to implementguaranteedervicess preciselybecausef this limitation. In particulay the
factthatthe servicereceved by a flow undera non-work conservingdisciplineis not affectedby
thebehaior of the competingflows, allows usto broke the dependencbetweerthe flow stateand
thebehaior of the competingtraffic. This makesit possibleto computethe eligible timesandthe
deadlinesof a paclet at all corerouters,assoonasthe paclet arrives at the ingressrouter The
potentialdonnsideof a non-work conservingdisciplineis the inability of a flow to useadditional
resourcesnadeavailableby inactive flows.

As aresultof the secondimitation, we only considerthe casesn which a flow hasthe same
resened bandwidthor weightatall routersalongits paththrougha SCOREdomain.In the caseof
providing guaranteedervicesthis restrictioncanleadto lower resourceutilization, asit is difficult
to efficiently matchthe availableresourcest eachrouterwith the flow requirements.

In summary asa resultof theselimitations, our SCORE/DP Sasedsolutionscannotexactly
matchthe performanceof traditional statefulsolutions. In spite of this, aswe have demonstrated
by analysisandexperimentatesults our solutionsarepowerful enoughto fully implementsomeof
themostpopularperflow network services.
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9.3 Future Work

In thenext sectionswe identify severalresearchtirectionsfor futurework. Wheneer possible we
try to emphasizehe maindifficultiesandpossiblesolutionsto addresshe proposedroblems.

9.3.1 DecouplingBandwidth and Delay Allocations

As describedn Chaptel5, our solutionto provide guaranteedervicesassociatea singleparameter
to eachflow: the flow’s resered rate. While we canprovide both perflow delayandbandwidth

guaranteeby appropriatelsettingtheflow reseredrates thefactthatwe arerestrictedo only one

parametemayleadto inefficientresourceautilization.

To illustratethis point, considera flow thatsenddraffic ata constantater, andhasfixed size
pacletsof lengthi. In this casetheworstcasedelayexperiencedy apaclet atonerouteris about
/R, whereR is theflow’s bandwidthreseration. Intuitively, thisis becausén anidealizedmodel
in which the flow traversesonly dedicatedinks of capacityR, it takesa routerexactly I/ R time
to transmita paclet of sizel. Assumethatthe flow requests perhopdelayno largerthanD. To
meetthisrequirementtherouterhasto allocatea bandwidthR, suchthatl/R < D, or alternatvely
R > 1/D. In addition,R shouldbe no smallerthanthe arrival rateof theflow r. As aresult,for a
flow with the arrival rateof » anda perhopdelayboundof D, arouterhasto allocatea bandwidth
of atleastR = max(l/D,r). Considera 64 Kbpsaudioflow thatuses1280bit paclets,andhas
aperhopdelaybudgetof D = 5 ms. To meetthis delayrequirementthe flow needdo resere at
leastR = /D = 1280 bit/5 ms= 256 Kbps,whichis four timesmorethantheflow’srate! Thus,
usingonly oneparametecanresultin seriougresourceunderutilization.

In the statefulworld, several solutionshave beenproposedo addresshis problem[90, 106
124. A futuredirectionwould be to emulatethesesolutionsin the SCORE/DPSramevork. The
problemis that currentsolutionsto decouplebandwidthanddelayallocationsuseat leasttwo pa-
rametergo specifyaflow resenation. This significantlycomplicatesoth the dataandthe control
pathimplementationsk-or example admissiorcontrolrequirescheckingwhetheratwo-piecelinear
functionrepresentinghe new reseration ever exceedsan n-piecelinear functionrepresentinghe
availablelink resourcegcapacity) where,in theworstcase representthe numberof flows [90].
Thus,storingtherepresentationf theavailablecapacityrequiresanamountof stateproportionalto
thenumberof flows, whichis unacceptabléor a statelessolution. A possibleapproacho alleviate
this problemwould beto restrictthe valuestaken by the parametershatcharacterizélow resera-
tions. The challenges doing this without compromisingthe flexibility offeredby decouplingthe
bandwidthanddelayallocations.

9.3.2 ExcessBandwidth Allocation

Our solutionto provide guaranteedervicesis basedon a non-work conservingschedulingalgo-
rithm, i.e.,CIJVC.As aresult,evenif thenetwork is completelyidle, aguaranteeflow will receve
no morethanits resered rate. While this serviceis appropriatfor mary applicationssuchasIP

"More preciselytheworstcasedelayis I/ R + lnaz /C, Wherel ... representthemaximumlengthof ary pacletthat
traverseshelink, andC representthelink capacity Thetermi ... /C accountdor thefactthatthe paclettransmission
is notpreemptve. However, sincein generalC' > r, we ignorethistermhere.
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telephom, otherapplicationsuchasvideostreamingvould prefera moreflexible servicein which

they can opportunisticallytake adwantageof the unusedbandwidthto achieve betterquality. In

the domainof statefulsolutions,thereare several algorithmsincluding variantsof WeightedFair

Queueing[10, 48, 79|, and Fair ServiceCurwe [106] that provide the ability to sharethe excess
(unusedpandwidth.

In this contet, it would be interestingto develop statelesalgorithmsthatare ableto achieve
excesshandwidthsharingwhile still providing guaranteedervices As discusseth Sectior9.2,the
mainproblemis thatit is very hardfor DPSalgorithmssuchasCJVCto adapto veryrapidchanges
of excessbandwidthavailableat corerouters. In the caseof CJVC this is becausehe scheduling
parameterarecomputedvhenthepacletarrivesattheingresgouter apointatwhichit is veryhard
if notimpossibleto accuratelypredictwhatwill be the excessbandwidthwhenthe paclet arrives
ata particularcorerouter Thereareatleasttwo generalapproache$o alleviate this problem: (1)
usea feedbackmechanisnsimilar to LIRA to inform egressroutersaboutthe excessbandwidth
available at corerouters,and (2) have core routerscomputepaclet schedulingparameterdased
on both the statecarriedby the paclet headersand someinternal statemaintainedby the router
Themainchallengeof thefirst approachs to balanceahefreshnessf theinformationmaintainedat
ingressoutersregardingtheexcesshandwidthinsidethenetwork with theoverheadf thefeedback
mechanism.The main challengeof the secondapproachs to maintainthe bandwidthand delay
guaranteesvithout increasinghe schedulingcompleity. This is hardbecausehe compleity of
algorithmssuchasCJVCdependlirectly on the buffer size(seeSection5.3.3),andthe buffer size
atcorerouterswill significantlyincreaseasaresultof allowing flowsto useexcessbandwidth[79].

9.3.3 Link Sharing

While mostof the previous researctdirectedat providing betterservicesn paclet switchingnet-
workshave focusedon providing guaranteedervicesor protectionfor eachindividual flow, several
recentworks[11, 39, 92] have arguedthatit is alsoimportantto supporthierarchicalink-sharing
service.

In hierarchicallink-sharing,thereis a classhierarchyassociatedvith eachlink that specifies
the resourceallocationpolicy for thelink. A classrepresents traffic streamor someaggregate
of traffic streamghatare groupedaccordingto administratie affiliation, protocol,traffic type, or
othercriteria. Figure9.1 shavs anexampleclasshierarchyfor a45 Mbpslink thatis sharedy two
organizationsCarngie Mellon University (CMU) and University of Pittsturgh (U. Pitt). Below
eachof thetwo organizationclassesthereareclassegroupedobasedn traffic types.Eachclassis
associateavith its resourceequirementsin this case a bandwidth which is the minimumamount
of servicethatthetraffic of the classshouldreceve whenthereis enoughdemand.

There are several importantgoalsthat the hierarchicallink-sharing serviceaims to achieve.
First, eachclassshouldreceve a certainminimumamountof resourcdf thereis enoughdemand.
In the example,CMU’s traffic shouldreceie atleast25 Mbps of bandwidthduring a periodwhen
the aggrgatetraffic from CMU hasa higherarrival rate. Secondat eachlevel of the hierarchy
active childrenshouldbe ableto usethe excesshandwidthmadeavailableby theinactive children.
In the casewhenthereis no audioor videotraffic from CMU, the datatraffic from CMU shouldbe
ableto useall the bandwidthallocatedto CMU (25 Mbps). Finally, we shouldbe ableto provide

150



Distinguished Distinguished
lecture lecture

Figure9.1: An Exampleof Link-SharingHierarchy

both bandwidthanddelayguarantee$o leaf classeseventuallyby decouplingthe bandwidthand
delayallocations.In the example, the CMU Distinguished_ecturevideoandaudioclassesaretwo
leaf classeshatrequireboth bandwidthanddelayguarantees.

In short, hierarchicallink-sharingaimsto provide (1) bandwidthand delay guaranteest leaf
classes(2) bandwidthguaranteest interior classesand(3) excessbandwidthdistribution among
childrenclassesDueto the servicecompleity, it shouldcomeasno surprisethatall currentsolu-
tionsrequireroutersto maintainper classstate[11, 39, 92]. A naturalresearchdirectionwould be
to implementhelink-sharingservicein a SCOREnetwork. Providing sucha serviceis challenging
becauseve have to dealwith bothlimitationsdiscussedn Section9.2: thefirst limitation makesit
difficult to provide excesshandwidthdistribution; the secondimitation makesit difficult to encode
the resenration andthe position of eachancestorclassthe paclet belongsto at eachrouteralong
its paths. A possiblesolutionwould be to comeup with “reasonable’testrictionsthat allow effi-
cientstateencodingwithoutsignificantlycompromisingheflexibility andtheutilization offeredby
existing statefulsolutions.

9.3.4 Multicast

The solutionspresentedn this dissertationwvere primarily designedor unicasttraffic. An inter
estingdirectionfor future work would be to extendthemfor multicast. In the caseof CSFQthis
is straightforvard: sincepaclet replicationdoesnot affect the flow rate alonganindividual link,
whena routerreplicatesa paclet, it just needsto copy the DPSstateinto the replicaheaders.In
contrast,extendingour guaranteedervicesolutionto supportmulticastwould be more difficult.
Part of the challengewould beto comeup with acceptableervicesemanticsFor example,dowe
wantto delayall pacletsby the sameamountno matterwhat pathsthey traverse,or dowe wantto
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achieve the minimum delay on eachindividual path? Do we wantto allocatethe minimum band-
width thatis availableto all recevers, or do we want the ability to allocatedifferentbandwidths
on differentpaths?Oneimportantobsenration that simplifiesthe problemis thatin all traditional
multicastsolutions,at leastthe branchingroutersin the multicasttree have to maintainper group
state.By leveragingthis state jt would be possibleto updatethe DPSstatecarriedby the pacletsas
afunctionof the branchthey follow. In theory thiswill allow usto provide servicedifferentiation
onaperpathbasis.

Another future directionin the context of multicastwould be to use DPSto implementthe
multicastserviceitself. A straightforvard approachwould befor the sendetto insertthelist of all
recevers’ IP addressei the paclet headers.This would eliminatethe needfor routersto keep
ary multicaststate:whena paclet arrives, a routerinspectshe list of the addresses the paclet
heademndreplicateghepacletto eachoutputportthatcorrespondso anaddressn thelist. While
simple,this solutionhasafundamentalimitation: the statecarriedby thepacletsincreasesvith the
numberof recevers. In agroupwith hundredf recevers,we caneasilyreachthe situationwhen
we have to transmitmore DPSstatethandatainformation! Note thatthis problemis aninstance
of the secondimitation discussedn Section9.2,i.e., pergroup(flow) routing statemaintainedoy
traditionalmulticastschemess uniquefor eachrouter A possiblesolutionwouldbeto find amore
efficient encodingof the forwarding state,and, eventually partitionit betweerthe paclet headers
andcorerouters.

9.3.5 Verifiable End-to-End Protocols

As describedn Chapter7, the“verify-and-protetf approactcanovercomesomeof therohustness
andscalability limitations of the SCORE/DPSramenork. We believe, however, thatthisis a far
moregenerabndpowerful approactihatcanbeusedto designnew network servicesandprotocols.
Usually wheneerwe implementanetwork servicewithout supportfrom thenetwork, we make the
(implicit) assumptionthatuserscoopeate For example therecentlyproposedtndpointadmission
control algorithmsassumehat (1) eachuserprobesthe network to detectthe level of congestion,
andthen(2) it senddraffic only if thelevel of congestionis sufiiciently low [14]. Unfortunatelyin
an economicervironmentlike todays Internet,thereis no strongincentive for usersto cooperate.
For example,ausermay chooseo sendtraffic, evenif thecongestiorevel is high, in thehopethat
it will forceotherusergo give up andreleaseaheir bandwidth.A naturalwayto createheincentive
for usersto cooperatas to punishthemif they don't. However, this requiresthe ability to identify
amalicioususer i.e., the ability to verify its behaior. We believe thatverifiability shouldbe a key
propertyof ary end-to-engrotocol,andnotanafterthoughtsit happensoday In this context, we
believe thatdesigningprotocolsandalgorithmswith verifiablebehaiors is a very importanttopic
for futurework.

9.3.6 IncrementalDeployability

SCORE/DPSolutionsdescribedn this dissertatiomequirechangeso all routerswithin anetwork
domain.Thisis aserioudimitation thatmaydelayor evenprecludehedeploymentof SCORE/DPS
solutionsin thelnternet.An importantdirectionfor futurework is to alleviateor remore, if possible,
this limitation.
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Oneapproactwould beto developsolutionsthatrequireonly a subsebf routersto bechanged.
Oneexamplewould beto studywhatlevels of bandwidthanddelayguaranteesanbe provided by
a network in which only the edgenodesare changed.The key difficulty would be to coordinate
the actionsof theserouters. Furthermorethis coordinationwould needto happenat a very small
time scale becausef the rapid changesn traffic characteristicsDPSrepresentanideal starting
pointto thedevelopmenbf suchmechanismsasit allows the exchangeof traffic informationatthe
smallestpossiblegranularity:on a perpaclet basis.

Anotherapproachwould beto build an overlay network consistingof high performancesites,
calledPoint-of-Presence’(PoPs),connectedy high quality virtual links. An examplewould be
to provide perflow bandwidthallocationby usingthe Premiumserviceto guaranteeapacityalong
eachvirtual link, anda CJVClike algorithmto managehis capacityamongthe competingflows.
Another examplewould be to monitor the available bandwidthalong eachvirtual link, and use
this informationtogethemwith a CSFQ-like algorithmto provide fair bandwidthallocationacross
the overlay network. One possibleapproachto improve the quality of the virtual links would be
to constructthe overlay suchthat eachvirtual link traversesno morethanonelSP. Therearetwo
reasongor thisrestriction.First, sincethetraffic betweerary two neighborPoPdraversenly one
IPS,andsincean|SP hasgenerallyfull controlof its resourcesit would be mucheasietto provide
a strongsemanticservice.Secondjt would be mucheasierto verify, andthereforeto enforce the
serviceagreemenbetweenthe neighborPoPsandthe ISP that handlegheir traffic. If oneof the
two PoPsdetectghatthe serviceagreemenis broken, thenit canconcludethatthis is becausehe
ISPthatcarriesthetraffic doesnot honorits agreementln contrasthadthetraffic betweerthetwo
PoPdgraversemorethatonelSP, it would have beenvery hardto identify which ISPwasto blame.

9.3.7 General Framework

In this dissertationwe have demonstratedhy examplesthatit is possibleto provide network ser
viceswith per flow semanticdn a statelessietwork architecture. A very interestingtheoretical
questionis: whatis the classof algorithmsand serviceshat can be emulatedor approximatedin
the SCORE/DP&ameavork? In Section9.2we informally discusgwo of thelimitationsof thecur
rentsolutions.The next stepwould beto developatheoreticaframevork thatpreciselyformulates
thelimitationsandanswerghe previousquestion.Suchaframevork would provide uswith amuch
betterunderstandin@f what we canandwhat we cannotdo in the SCORE/DPSramevork. A
relatedquestionof practicalinterestis: canwe comeup with a geneal methodolgy that allowsus
to transforma statefulnetworkinto a statelessietworkwhile preservingts functionality?

9.4 Final Remarks

In this dissertationye have presentedhefirst solutionthatcanprovide servicesaspowerful andas
flexible asthe onesimplementedy a statefulnetwork usinga statelessietwork. To illustratethe

power andthe generalityof our solution,we have implementedhreeof themostimportantservices
proposedn the contet of todays Internet: providing guaranteedervicesdifferentiatedservices,
andflow protection.While it is hardto predictthe exactcourseof researchn this area,we believe

thatthedoorhasbeenopenedo mary newv andchallengingoroblemsof greatpracticalimportance
andtheoreticalnterest.
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Appendix A

PerformanceBoundsfor CSFQ

In this appendixwe give the proof of Theoreml (Sectior4.3.4).Recallthatfor simplicity we make
thefollowing assumptions(1) the fair sharex is fixed, (2) thereis no buffering andthereforethe
dropprobabilityis givenby Eq. (4.2),and(3) whena paclet arrives,a fraction of thatpaclet equal
to the flow’s forwarding probability is transmitted.The proof is basedon two intermediateresults
givenin Lemmasl and 2, respectiely. Lemmal givesthe upperboundfor the excessservice
receved by aflow with weightw duringanarbitrarytime periodin which the estimatedateof the
flow, asgivenby Eq. (4.3),doesnot exceedtheflow’s fair rate,i.e., wa. Similarly, Lemmaz2 gives
the upperboundfor the excessservicereceved by a flow duringan arbitraryperiodin which the
flow’s estimatedateis never smallerthanits fair rate.
First, we give two well known inequalitieghataresubsequentlysedin the proofs:

1_9”6_96 > 1, x>0, (A.1)
—X
13”_"’6% < 1, z>0. (A.2)

Lemmal Considera link with a normalizedfair rate «, and a flow with weightw. Theexcess
servicereceivedby the flow during any interval I = [¢/,t"), whenits estimatedrate » doesnot
exceedts fair rater, = wa, i.e,, r(t) < wa, Vt € I, is boundedabove by

7oK + lmaz, (A.3)
whee . representgshe maximumengthof a padet.

Proof. Without lossof generalityassumehatexactly n pacletsof the flow arereceved duringthe
intenal I. Lett; € I, (1 < i < n) bethearrival time of thei-th paclet, andlet /; denoteits length.
Accordingto Eq (4.3),we have

ey i :
ri=(1—e WS 4y, 1<i<n, (A.4)
i
whereT; = t; — t; 1, andr representtheinitial estimatedate.If 4 > 0, ¢y is assumedo bethe
time whenthelastpaclet wasreceved beforet’. Otherwisejf ry = 0 thenwetakety = —oc.

Sinceby hypothesis; < r, (1 <1 < n) it followsthatall pacletsareforwardedandtherefore
thetotal numberof bits sentduringtheintenal I is 37" ; I;. Thus,our problemcanbereformulated
to be

165



max (i li> , (A.5)
i=1

subjectto
7 <Tq, 1<1<n. (A.6)
FromEqg.(A.4) it follows that
e oTi/K
ri —Ti_ 1€ .
l; = ? - _Ze—Ti/K T, 2<1i1<n. (A.7)

The aborve equationdoesnot apply for ¢ = 1, sinceit is not well definedfor the casein which
ro = 0. Recallthatin this casewetake t; = —o0, andthereforel} = oo. Further define

n
F(ri,ro,...,m) :Zli' (A.8)
1=2

Ourgoalthenisto maximizeF (ry,rs, ..., ). By pluggingl; fromEq.(A.7)into F'(ry,79,...,75)
andtakingthederivatewith respecto r; (2 < 7 < n) we obtain

aF(Tla T2,... 7IrTL) J-IL E—I—le_TH_l/K .
or; T 1_eT/K 11— e Tin/K’ 2si<n. (A-9)
and
OF(r1,79,...,Tn) T,
. = TR (A.10)

By using Egs. (A.1) and (A.2) (and after making substitutionsT; — =1 K, T;11 — z2K, and
T, — z3K) we have
OF(r1,79,...,Tn)

>0, 2<i1<n. (A.11)
8ri
Thus,F(ry,re,---,7y,) IS maximizedwhenry, rs, . .., r, achiee theirmaximumvalue,whichin
ourcaseis r,. Consequentlywe have
n
F(T17T27"'7’rn) = le (A12)
=2
_ X”: Ti — ri_le__Ti/KTi
1—e /K
i=2
_ e~ 12/K _ ~T;/K
7"2 rie Ta — Tt
< _ o T2/K T2+Z _ o Ti/K T
_ Ty /K
T2 1€
i=3
e—TQ/K n
= (ro— Tl)mfﬂ +1oTn 4+ 14 Z?’Tz
1=

n
< Kro+rg ZT’
1=2
Kro +ro(t" —1).

IN
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wherethe next to lastinequalityfollows from thefactthatr; > 0, 2 < 4, andby usingEq. (A.2)
aftersubstitution’y, — z K.
By usingEq.(A.12), andthefactthatl; < l,,,4, We get

n
Zli =1+ F(ri,ra, - r5) < lmae + Kro +ro(t" —1). (A.13)
i=1

Since(t" — t')r, representsxactly theserviceto which theflow is entitledduringtheintenal 1, it
follows thatthe excessserviceis boundedy [, + 7o K. O

Lemma 2 Considera link with a normalizedfair rate «, and a flow with weightw that sendsat a
ratenolarger than R, whee R > r,. Next consideraninterval I = [/, ¢") sud thatt’ represents
thetimejust after a padet hasarrived, andduring which therate estimatorr is never smallerthan
o = wa, i.e., r(t) > rq, Vt € 1. Thentheexcessservicereceivedy theflowduring I is bounded
aboveby

raKln? (A.14)

Proof. Again,assumehatduringtheinterval I theflow sendsexactly n paclets. Similarly, let¢; be

thearrival time of thei-th paclet,andlet/; denotdts length.Sincewe assumehatwhenthepaclet

1 arrives,afractionof thatpaclet equalto flow 7’s forwardingprobability i.e., . /r; is transmitted,
the problemreducedo find anupperboundfor

n
T
> L=, (A.15)
=1
wherer, <7, <R, 1<i<n.
FromEq.(A.4), we obtain
) e o Ti/K
ho_ ririae i (A.16)
Ti ri(l - e‘Ti/K)
. ~T;/K
Ti—1 € .
= T — . 1<i<n.
TZ+<1 7'z'>1—eTi/KTZ lsisn

Note that unlike Eq. (A.7), the abose equationalso appliesfor i = 1. This becauseave are
guaranteedhatthereis atleastonepaclet receved beforet’ andthereforeT; is well defined,i.e.,
from thehypothesisve have Ty =t — tg = t; — t'.

Further by makingsubstitutiorw — T;/K in Eq. (A.2) we have

e~ Til K

Fromtheabove inequalityandEg. (A.16) we obtain

l; .
—f<ﬂ+(1—” 1>K, 1<i<n, (A.18)

T3 T

andfurther
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) < (" — 1)+ Kzn: (1 - ”‘1) . (A.19)

3 T;
=1 g

n lZ n n 712__1
LSS (E
. T . ; T;
1=1 =1 =1

Next, sincethe arithmeticmeanis no smallerthanthe geometricmean,i.e., (37—, z;) /n >
(IT%, =)™, wherez; > 0 (1 < i < n), we have

n ) n o L 1/n
2(1— “‘?) e gn—n<1‘[ ’""F) (A.20)
i=1 !

=1 T i=1 T

1/n 1/n
o Ta
—_{ = < .
(- ()7) = (-G
wherethelastinequalityfollows from the hypothesisi.e.,r, <7, < R (0 <1 < n).

By replacingz — (R/r4)'/™ in thewell known inequalityln(z) > 1—1/z, (z > 1), we obtain
n(l — (ro/R)Y™) < In(R/ry), n > 1. Thus,Eq.(A.19) becomes

n .
(1 - ”‘1> <t (A.21)
i=1 T Ta
Finally, from Eqgs.(A.19) and(A.21) we obtain
il-r—o‘ < ro(t =)+ Ki(l—T“) (A.22)
ST " 5 T .

< ro(t"—=t)+ raKlnE
Ta
Since(t" — t')r,, representgxactly the numberof bits thatthe flow is entitledto sendduring the
intenal I, the prooffollows. O

Theorem 1 Considera link with a normalizedfair rate ., and a flow with weightw. Then,the
excessservicereceivedy a flow with weightw, that sendsat a rate no larger than R, is bounded
above by

roK (1 + |n§) + lmass (A.23)
T

(6]

wheer, = aw, andl,,; representghe maximumengthof thepadet.

Proof. Assumethe flow becomesactive for the first time at¢,. Let ¢, bethe time whenits rate
estimatorexceedsfor the first time r,, i.e., r(ty) > r, andr(t) < ro, V¢ < t. If suchatime
t, doesnot exist, accordingto Lemmal, the excessservicereceved by the flow is boundedby
ro K + Lmaz, Which concludeghe prooffor this case.n thefollowing paragraphsye considerthe
casewhent, exists.

Next, we shav thattheservicerecevedby theflow is maximizedwhenr(t) > r,, Vt > t. The
proofis by contradiction.Assumethereis anintenal I' = [, ¢") C I, suchthatt’ > ¢;, andthat
r(t) < ra, (' <t < t"). Thenusinganidenticalagumentasin Lemmal, it canbe shavn thatthe
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servicethattheflow recevesduring I’ increasesvhenr(t) = r,, V¢ € I'. Theonly changan the
proof of Lemmal is thatnow Eq. (A.7) will alsoapplyfori = 1, asaccordingto the hypothesis
the estimatedatejust beforet’ (i.e., o in Lemmal) is greatethanzero;morepreciselyrg > r,.
Further by includingi; in thedefinitionof F(-) (seeEq. (A.8)) we shaw that F'(-) is increasingn
eachof itsaguments-;, 1 <1 < n.

Thus,the servicereceved by the flow is maximizedwhenthe estimatedateof the flow is no
smallerthanr,, aftertimet,. But then,accordingto Lemmaz2, the excessservicereceved by the
flow aftert, is boundedoy *

roKint. (A.24)

Ta

Similarly, from Lemmal it follows that the excessservicereceved by the flow during the
intenal [t,, 1) is boundedabore by

oK + oz, (A.25)

andthereforeby combining(A.24) and(A.25) thetotal excessserviceis boundedabove by

ro K (1 n |n£) 4 L (A.26)

Ta

lwithoutlossof generalityherewe assumehatt, representthetime justafterr wasevaluatedasbeingsmallerthan
T4 for thelasttime. Sincethis coincideswith a paclet arrival Lemma2 applies.
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Appendix B

PerformanceBoundsfor GuaranteedSewices

B.1 Network Utilization of Premium Sewicein Diffserv Networks

Premiumserviceprovidestheequivalentof adedicatedink of fixedbandwidthbetweeredgenodes
in a Diffservnetwork. In sucha service,eachpremiumflow hasa resered peakrate. In the data
plane,ingressnodespolice eachpremiumservicetraffic flow accordingo its peakreserationrate.
InsidetheDiffservdomain,coreroutersputtheaggregateof all premiumtraffic into onescheduling
gueueand servicethe premiumtraffic with strict priority over besteffort traffic. In the control
plane,a bandwidthbroker is usedto performadmissioncontrol. The ideais that by usingvery
conserative admissioncontrol algorithmsbasedon worst caseanalysis,togetherwith peakrate
policing atingressnodesandstaticpriority schedulingat corenodesit is possibleto ensurehatall
premiumservicepacletsincur very smallqueueingdelay

Oneimportantdesignquestiorto askis how conserative doesthe admissiorcontrolalgorithm
needo be?In otherwords,whatis theupperimit ontheutilization of thenetwork capacitythatcan
beallocatedto premiumtraffic if we wantthe premiumserviceto achiere the sameevel of service
assurancasthe guaranteedervice suchthatthe queueingdelayof all premiumservicepacletsis
boundeduy afixednumberevenin theworstcase?

For the purposeof this discussionwe useflow to referto a subsebf pacletsthattraversethe
samepathinsidea Diffservdomainbetweenwo edgenodes.Thus,with the highestlevel of traffic
aggreyation,a flow consistf all pacletsbetweerthe samepair of ingressandegressnodes.Note
that even in this case,the numberof flows in a network can be quite large as this numbermay
increaseajuadraticallywith the numberof edgenodes.

Let us considera domainconsistingof 4 x 4 routerswith links of capacityC. Assumethat
the fraction of thelink capacityallocatedto the premiumtraffic is limited to y. Assumealsothat
all flows have equalpaclet sizes,andthat eachingressnodeshapesiot only eachflow, but also
the aggreatetraffic at eachof its outputs. Figure B.1(a) shawvs thetraffic patternat the first core
routeralonga path. Eachinput receves 12 identicalflows, whereeachflow hasa resenation of
vC/12 = C/48. Let 7 bethetransmissiortime of onepaclet, thenasshavn in the Figure,the
inter-arrival time betweertwo consecutie pacletsin theeachflow is 487, andtheinterarrival time
betweertwo consecutie pacletsin theaggrgateflow is 4r.

Assumethe first threeflows at eachinput are forwardedto outputl. This will causea burst
of 12 pacletsto arrive at outputl in a 87 long interval andthe last paclet of the burstto incur
anadditionaldelayof 37. Now assumehatthe next routerrecevesat eachinput a traffic pattern
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FigureB.1: Perhopworst-casalelayexperiencedy premiumtraffic in a Diffservdomain.(a) and(b) shav
thetraffic patternatthefirst anda subsequentode.Theblackandall darkgrey pacletsgoto thefirst output;
thelight grey paclketsgoto the otheroutputs.

similar to the one generatedy outputl of the first corerouter asshavn in Figure B.1(b). In
addition,assumehatthelastthreeflows from eachinput burstareforwardedto outputl. This will
causea burstof 12 pacletsto arrive 1 atoutputin a27 longintenval andthelastpacletin theburst
to incur an additional delayof 97. Thus, aftertwo hops,a paclet is delayedby asmuchas12r.
This patterncanberepeatedor all subsequertops.

In generalconsiderak x k router andlet n bethenumberof flows thattraverseeachlink. For
simplicity, assumehat~y > 1/k. Thenit canbe shavn thatthe worstcasedelayexperiencedy a
paclet afterh hopsis

D=(n—l—(%—1>%>7+(h—1)nk;17+h7, (B.1)

wherethefirst termis theadditionaldelayatthefirst hop,the secondermis theadditionaldelayat
all subsequerttops,andthelasttermaccountdor the paclet transmissiortime at eachhop. As a
anumericalexample,let C = 1 Gbps,a paclet sizeof 1500bytes,k = 16, v = 10%, n = 1500
andh = 15. Fromherewe obtainT = 12 pyse¢ andadelayD of over 240ms. Finally, if v < 1/k,
it canbe shavn thatit will take only [log,(1/v)] hopsto achiere a continuousburst. For example,
for v = 1% andk = 16, it takesonly two hopsto obtaina continuousburst.

The abore example demonstrateshat low network utilization and traffic shapingat ingress
nodesalonearenotenoughto guarantea“small” worst-casalelayfor all thepremiumtraffic. This
resultis not surprising.Evenusinga perflow scheduletike WeightedFair Queueing WFQ), will
not helpto reducethe worstcaseend-to-endielayfor all paclets. In fact, if all flows in theabove
examplearegiventhe sameweight,theworstcasedelayunderWFQ s hnt, whichis basicallythe
sameastheonegivenby Eq. (B.1). However, themajoradwantageof usingWFQis thatit allowsus
to differentiateamongflows, which is a critical propertyaslong aswe cannotguarantee “small”
delayto all flows. In addition, WFQ canachiare 100%utilization.
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B.2 Proofof Theorem?2

In this appendixwe shav that a network of CJVC seners provides the sameend-to-enddelay
guaranteeasanetwork of JitterVC seners.In particular in Theoren?2 we shav thatthedeadline
of a paclet at the lasthopin both systemds the same. This resultis basedon Lemmas4 and5
which give the expressionsf the deadlineof a paclet at the lasthop in a network of JitterVC,
andanetwork of CJVCseners,respectiely. First,we present preliminaryresultusedin proving
Lemma4.

Lemma 3 Considera networkof Jitter-VC serves. Let7; denotethe propagation delaybetween
hops; andj + 1, andlet 7; bethe maximuntransmissionime of a padet at nodej. Thenfor any
j > 1landi, k& > 1 wehave

k k k k
dijir —diy = Tj = M) 2 dij —dij_1 = Tj—1 = Tj—1. (B.2)

Proof. The proofis by inductionon k. First, recallthatby definitiongF; = d¥, + 7 — s¥. (see
Table5.1),andthatfor j > 1,a¥; = s¥, | + =; 1. Fromhereandfrom Egs.(5.1) and(5.2) we
have then

iy, oy
diy = max(ag; +gf; 1, di5 ") + L =max(dy;_; + 7 +mo,d) + L (B
K3 2

BasicStep.Fork = 1 andary j > 1, fromEq.(B.3)wehavetrivially d} ; = d} ; 1 +7j 1+m; 1+
lj /ri,¥j > 1, andtherefored; ; — d} ;| —7j_1 —mj_1 =1} /ri,Vj > 1.
InductionStep.AssumeEq. (B.2) is truefor k. Thenwe needto shaw that

k+1 k4l s gkl gkl
dijpn—di; —Tj—mj2di; —di i —Tj_1 — W1 =
k+1 k k+1 k
max(di,j + 7; + 75, di,j—l—l) — max(di’j_l + 71+ T, di,j
k+1 k
) — max(diyj_2 +Tjo+ o, di,j_l) —Tj_1 — Tj_1,

) —Tj— > (B.4)

k+1 ) . k
max(di,j_1 + 71+ o1, dg

wherethesecondnequalityfollows afterusingEqg. (B.3). Next considetwo caseswhetheﬁﬁj}1+
Tj—1 + w1 < df,j or not. Assumedi-“j_l1 +7j1 + i1 < df,j. FromEq. (B.4) andfrom the
inductionhypothesiave obtain

il —dt = max(di—“,;-'1 + 75 + Wj,dﬁjﬂ) - (B.5)

i,5+1 1,5
k+1 k
max(dm- 1+ 7o+, d

- i) = Tj = Tj

k+1 , gk k , .
max(di,j + 75 + 7y, dz’,j—H) —di; —Tj — T

> dfj ., —di; -1 — (inductionhypothesis)
k k

2 diy;—di; — T — Wi

> df —max(d¥tl, 4+ mi,dE ) — o —

= 1,] 1,j—2 Jj-1 J—=1s %51 Jj—1 Jj-1

k41 k
maX(di,jfl + 7o+ o1, di ) —
k41 k
max(dy [y + Tj_g + mj_9,di ;1) = Tj_1 — mj_
k+1  k+l
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Next, assumehat
L TioL T > dE (B.6)

k+1

Fromhereandby usingEg. (B.3) andEq. (B.4) we have

k+1 k41 k41, ok B

diji—dij — dij + 7+ 7 dij) (B.7)
k+1 k

max(dij_l + 71+ T, di,j) — T — T

Tj —m; = max(

k+1 k k+1
max(d; [ + 7 +mj,di ) —di — Tjim1 — W1 — T —
k+1 _ gk+1
iy —di

v

ig—1  Ti—1 — Tj—-1
= d —max(dih o1+, d]) (Eq.(B.3))
[ht
= - (Eq.(B.3))
T
= dicj_ll — max(déi}'_% + Tj—2 + Tj—2, dé'c,jfl)

= max(di-c’;-;ll + Tj—1+ mi—1, dic,]) —Tj—1— Tj—1— (Eq (BG))

k+1 . . k
maux(di,j_2 + Tj—2t+ mjo,d; ;1)

= dif' —dt!

ij—1 — Tj—1 — Tj—1-

This completeghe proof.O

Lemma 4 Thedeadlineof anypadetp?, k > 1, atthelasthoph in a networkof Jitter-VC serves
is

ko Rl Ik
df,h = max <e£1 + hﬁ + Z (Tm + ﬂm),dﬁgl + ri . (B.8)
? m=1 ?

Proof. Let j* > 1 bethelasthopfor which di{j*_l + 71+ o1 < df,;-}. We considertwo
casewhether;* existsor not.

Casel. (j* doesnotexist) FromEq. (5.1)wehaveef; = df; | +7; 1+ m; 1,Vj > 1. Fromhere
andby usingEqg. (5.2) we obtain
dip = efy+ht+ D7 (T + ). (B.9)

t m=1

Becausave assumehat;* doesnotexist we alsohave d¥, = e, + 1 /r; > di;* + 1 /r;, which

concludeghe proof of this case.

Case2. (j* exists) In this casewe shav that j* = h. Assumethis is not true. Thenwe have
ef;=df;_\ +7j_1+m_1,Vj > j*. By usingEq. (5.2) we obtain

J
k h—1
diy = ey + (b= + 1)L+ 3 (T + 7). (B.10)
7 m:j*

174



Ontheotherhand,by thedefinitionof j* andfrom Egs.(5.1) and(5.2) we have

_ 1k
dfpo = max(df ey + T 1+ 7 1,di ) + . (B.11)
k ¥
> dZ]*_1+Tj*,1+7Tj*,1+Tii.
As aresultwe obtaindﬁj* — dﬁj*_l — Tjx_1 — =1 > l; /1. By iteratively applyingLemma3 we
have
1k
iy = A =T = T 2 — b = —mpe > E Vm2 gt (B.A2)
FromEqg.(B.12)we obtain
h—1
> (s — by — T — ) > (h— ) (dF . —dFje ) — T —mj_) (B.13)
m=j*
lk
h—
> (h—y )n
wheretheright-handtermcanbe expresseds
h—1
Z il — Qo — T — ) = db gy — d e — > (T + ). (B.14)
_ m:j*
By combiningEg. (B.13)andEq. (B.14)we get
k h—1
dfy, > diie+ (b= + D (T + Tm) (B.15)
T’L m:]*
= ef+(h—j+ L+ > (T + Tm).
(2 m=j*

But this inequality contradictsEq. (B.10) andthereforeprovesour statementi.e., j* = h. Thus,
e h = d’c ! Fromhereandfrom Egs.(5.1)and(5.2) we get

li I
dby = cby+ L= dit L (B.16)

Now, from Eq. (5.1)it follows trivially that

By iteratingover theabore equatiomandthenusingEg. (5.2) we get

k h—1
dzh>e 1+hl -I—Z (T + Tm)s (B.18)

i m=1

which, togethemwith Eq.(B.16),leadusto Eq. (B.8).
This completegheproofof thelemman
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Lemma5 Thedeadlineof anypadetpk, k > 1, atthelasthoph in a networkof CJVCserves s

kol 1k
di'c,h = max <e§,1 + h% + Z (Tm + ﬂm),dﬁgl + ri . (B.19)
? m=1 7

Proof. We considettwo casesvhethers® = 0 or not.

Casel. (6F = 0) FromEgs.(5.2)and(5.6)it follows that
di-ih :eﬁl +hrii+mz_1(7'm+7rm). (B.20)
On the otherhand, by the definition of 6} (seeEq. (5.3)andEq. (5.4)) we have ef ; = df; | +

Tj1+ i1+ 6F > d¥1, Vi > 1. Fromhereandfrom Eq. (5.2) we obtain

L
dfy > di,t+ £ (B.21)

FromthisinequalityandEqg. (B.20),Eq. (B.19)follows.
Case2. (0¥ > 0) By usingEgs.(5.2)and(5.10)we obtain

i, = ef+ hﬁ +(h=1)8+ > (T + ™) (B.22)
¢ m=1
¥ gk I
= e +ht ((h — ) (h 1) ek e 4 —)
’ T T ’ ’ Ti
h—1
Z (T + ™)
m=1
l]-c_l h—1 lk
— eﬁ{l +h ZT_ + (R =18+ (T + ) + Ti
1 m:l 7

k—1 lk
i - 2

Sinces? > 0, by usingagainEq. (5.2)and(5.7) we get

df, = ej1+ hﬁ +(h=1)6F + Y (T + ) (B.23)

m=1
> el +hE+ > (T + ).

g m=1

which, togethemwith Eq.(B.22),leadto Eq.(B.19).0

Theorem 2 Thedeadlinesof a padeet at thelasthopin a networkof CJVCserves is equalto the
deadlineof the samepadket in a correspondingietworkof Jitter-VC serves.
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Proof. FromEqs(5.1)and(5.2)it is easyto seethatin anetwork of JitterVC senerswe have

dzl,h = ezl,l + hi + Z (Tm + 7Tm)- (B.24)
? m=1

Similarly, in a network of CJVC seners,from Eqgs.(5.1) and(5.7), andby usingthe factthat
8+ = 0 (seeEq.5.8), we obtainanidenticalexpressiorfor d},h (i.e.,Eq.(B.24)).

Finally, since(a) the eligible times of all pacletsp¥ at the first hop, i.e., ef,l (Vk > 1), are
identicalfor bothJitterVC andCJVCseners,andsince(b) the deadlinesf the pacletsat the last
hop,i.e.,df,h (Vk > 1), arecomputedbasednthesameormulae(seeEqgs.(B.8),(B.19)andB.24),
it follows thatdi-“,h, (Vk > 1) areidenticalin botha network of JitterVC, anda network of CJVC
seners.]

B.3 Proofof Theorem3

To prove Theorem3 (seeSection5.3.3)we prove two intermediateesults:Lemma9 which gives
the buffer occupang for the casewhenall flows have identicalrates,andLemmal2 which gives
thebuffer occupanyg for arbitraryflow rates.

B.3.1 Identical Flow Rates

Considerawork-conservingsener with an outputrate of one,which is traversedby n flows with
identicalreserationsof 1/n. Assumethatthetime axisis dividedin unit sizedslots,whereslot¢
correspondso thetime intenal [¢, ¢ + 1). Assumethatat mostonepaclet canbe sentduringeach
slot, i.e., the paclet transmissiortime is onetime unit. Finally, assumehatthe startingtimes of
thebackloggederiodsof ary two flows areuncorrelatedIn practice we enforcethis by delaying
the first paclet of a backloggedoeriod by an amountdravn from a uniform distribution in the
range|torrivals tarrival + 1), Wheretivaq 1S thearrival time of thefirst paclet in the backlogged
period. Notethataccordingto Eq. (5.1), theeligible timesof the pacletsof aflow duringa flow's
backloggedntenal areperiodicwith periodrn. Thus,withoutlossof generalitywe assumehatthe
arrival procesf ary flow duringa backloggedntenal is periodic.

Let r(¢',¢") denotethe numberof pacletsreceved (i.e., becameeligible) during the intenal
[t',t"), andlet s(¢,t") denotethe numberof paclets sentduring the sameintenal. Note that
r(¢',t") ands(t', ") donotincludepacletsreceved/transmittediuringslot¢”. Let ¢(¢) denotethe
sizeof thequeueatthebeginningof slot¢. Then,if no pacletsaredroppedwe have

q(t") = q(t") + r(t',t") — s(t',1"). (B.25)

Sinceat mostonepaclet is sentduring eachtime slot, we have s(¢',¢") < " — t'. Theinequality
holdswhen[t’, ") belongsto a sener busy period. A busy periodis definedasanintenal during
which the sener’s queueis never empty Also, notethatif ¢ is the startingtime of a busy period
q(t’) =0.

Thenext resultshavs thatto computeanupperboundfor ¢(t), it is enoughto considernly the
scenarios$n which all flows arecontinuoushybacklogged.
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Lemma6 Lett; beanarbitrary timeslotduringa serverbusyperiodthatstartsat timet,. Assume
flow i is not continuouslybadlogged during the interval [tg, ¢1). Theng(¢;) canonly increaseif
flow: becomesontinuouslybadlogged during [to, t1).

Proof. Considertwo casesn whichflow 7 is idle duringtheentireintenal [¢o, ¢1), andnot.

If flow ¢ is idle during [to, 1), considerthe modifiedscenarian which flow 7 becomesack-
loggedatanarbitrarytime¢ < ¢y, andremainscontinuouslybackloggediuring|to, ¢1). In addition,
assumehatthe arrival patternsof all the otherflows remainunchangedAs aresult, it is easyto
seethatin the modified scenariothe total numberof pacletsreceved during [ty, 1) canonly in-
creasewhile the startingtime of the busyintenal canonly decreaselLet r’, s’, andq’ denotethe
correspondingaluesin themodifiedscenarioTheng'(to) > g(to) = 0, 7' (to, t1) > r(to, 1), and
s'(to, t1) = s(to,t1) = t1 — to. FromEQq. (B.25)it follows thenthatq’ (1) > ¢(t1).

In the secondcase whenflow i is neitheridle nor continuouslybackloggediuringtheintenal
[to, 1), lett’ denotethetime whenthelastpaclet of flow 7 arrivesduring [to, t1). Next considetthe
modifiedscenaridn whichflow i’s pacletsarrive attimes:t' — na, ..., t' —n,t',t' +n, ..., t +nb,
suchthatt’ — na < tg, andt; < t' + nb. It is easyto seethenthatthe numberof pacletsof flow
i thatarrive during [to, t1) is no smallerthanthe numberof pacletsof flow i thatarrive duringthe
sameintenal in the original scenario.By assuminghatthe arrival patternsof all the otherflows
do not changejt follows thatr’(tg,t1) > r(tg,t1). In addition,sinceat mostt; — ¢, pacletsare
transmittedduring [to, t1) we have s'(tg,t1) < t; — to. Theinequalityholdsif, afterchangingthe
arrival patternof flow ¢, the sener is nolongerbusy duringthe entireintenal [¢o, ¢1). In addition,
we have ¢'(ty) > 0, andfrom the hypothesisqg(ty) = 0. Finally, from Eq. (B.25) we obtain
q'(t1) > q(t1), which concludeghe proofof thelemmanO

As aconsequencén theremaindeof this sectionwe limit our studyto a busyperiodin which
all flows arecontinuouslybacklogged.

Lett; bethetimewhenthelastflow becomedackloggedLett, bethelatesttime nolargerthan
t; whenthesenerbecomebusy i.e., it hasno pacletto sendduring [ty — 1, ¢p) andis continuously
busyduringtheintenal [¢o,¢; + 1). Thenwe have thefollowing result.

Lemma 7 If all flowsremaincontinuoushbadlogged aftertimet;, the serveris busyfor anytime
t > tp.

Proof. By thedefinitionof ¢y, theseneris busyduring|[to, ¢1). Next we shav thattheseneris also
busyfor ary t; > 0.

Considemflow thatbecomedackloggedttimet’, Sinceits arrival processs periodicit follows
thatduringary intenal [t' — n + 4,t" + i), Vi > 0, exactly onepaclet of this flow arrives. Since
aftertime¢; all n flows arebackloggedexactly n pacletsarerecevedduring[t; — n +4,t1 + 1),
Vi > 0. Sinceat mostn pacletsaresentduring eachof theseintenals, it follows thatthe sener
cannotbeidle duringary slot:. O

Considera buffer of sizes. Our goalis to computethe probabilitythatthe buffer will overflow
duringanarbitraryintenal [to, to + d). FromLemma? it followsthatsincetheseneris busyduring
[to, to+d), exactlyd pacletsaretransmittediuringthisintenal. In addition,sincethestartingtimes
of the backloggedberiodsof differentflows arenot correlatedjn the remainderof this sectionwe
alsoassumehatthe startingtimesof a flow’s backloggederiodis not correlatedwith the starting
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time, ¢y, of abusyperiod. Thus,duringtheintenal [to, to + d), aflow receves|d/n]| pacletswith
probabilityp(d) = d/n— |d/n], and|d/n] with probabilityl —p. Sincethis probabilityis periodic
with periodn it will sufice to consideronly intenals of sizeequalto atmostrn. Consequentjywe
will assumel < n. The probabilityto receve onepaclet during[to, to + d) is then

p(d) = —. (B.26)

Let p(m; d) denotethe probabilitywith which exactly . pacletsarereceved duringthetime
intenal [to, %o + d), where

n —
p(m;d) = <m>p(d)m(1 —p(d)"™. (B.27)
Now, let P(z > s, u) denotethe probabilitywith whichthe queuesizeexceedss attimetg + u.

Sincethesenerisidle atty andbusyduring(to, to + u), from Eq. (B.25),it follows thatthesener’s
queueoverflovs whenmorethanu + s pacletsarerecevedduring|to, to + u). Thus,we have

Plz>su)= Y pliju)= Y <?)p(U)i(1—p(U))"_i- (B.28)
1=u+s+1 1=u+s+1

Thenext resultcomputesP (z > s, u).

Lemma 8 Theprobability thata queueof sizes overflowsat timety + u is boundedyy

—(s— n\ % (n+ s)?
P(z > s,u) <ﬁ(n)\/;(i+gs_3§§n> ( 4_;71) . (B.29)

whee g(n) = (n/e)l+1/12n),

Proof. FromEqg. (B.27)we obtain

plu) n—m

1:u) = . .

p(m;u), (B.30)

By pluggingthe abore equatiomandEg. (B.26)into Eq. (B.28) we obtain

n i—1 i—u—s
P(z>su) = plu+s;u) > (H Z;f) (nu ) (B.31)

i=u+s+1 \k=u+

p(u + s;u) zn: (Z_l—[l n;:;s)( u >z’—u—s

N

1=u+s+1 \k=u+ts

" n—u—Ss U i—u=s
= plu+s;u) Z ( e )

1=u+s+1 n—u

Next, it canbe easilyverifiedthatfor ary positve realsa, b, andz, suchthatb — = > 0, we have
a b—x<<a+b—x)2
a+z b a+b+z)
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By takinga = u, b = n —u, £ = s, Eq.(B.31)becomes

n

P(z > s,u) < plu+s;u) Z (n — 5)2(i_u_8) < p(u+ s;u) i (Z :L z>2i(B.33)

i=u+s+1 n+s 1=0
(n+s)?
4sn

< p(u+ s;u)

Next, it remaingto boundp(u + s;u). FromEqgs.(B.26)and(B.30)we have

s—1 . s—1 .

U n—u—1 u n—u—1
ju) = ; : - < - - . B.34
plut siu) p(uu)il;[o(n—u u—i—z—i—l) z.l;lo(u—l—z n—u) ( )

By usingEq.(B.32)with a = u, b = n — u, andz = 7, we obtain

s—1 s—1

pot ss) = pls) [ (20) =gt [T (20 22D @)

bt n-+1 bt n+1 n+s—1—1

Again, by applyingEq. (B.32)to thepairs(n —i)/(n +i) and(n —s + 1 +1i)/(n + s — 1 —1),
Vi < s/2, we have

_ o (2n—(s—D\® /1 (s—1)/2n\*
p(u+ s;u) < p(u;u) (m) = p(u;u) (m> . (B.36)

Toboundp(u; u) weuseStirlinginequalitieg26], i.e.,v/2rn(n/e)" < n! < v/2rn(n/e)?t1/120),
Vn > 1. Fromherewe have

n /27Tn(n/e)"+(1/12") B.37
<n - u) < V2mu(u/e)t/2m(n — u)((n — u)/e)nv (B.37)
B n n"(n/e)l/u"
B 21(n —u)u  u¥(n —u)nu’
By combiningEgs.(B.26),(B.27)and(B.37),we obtain
plas) < 800 [ s < B 5 (530

whereg(n) = (n/e)'*+(1/12) andthelastinequalityfollows from thefactthatn/((n — u)u) < 1,
forary u > 1, n > 2. By pluggingtheabove resultin Eq. (B.33)we obtain

1 (1—(s—1)/2n\* (n+ s)?
P(z > s,u) < B(n)\/; (1 e 1)/2n> ppm— (B.39)
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Lemma9 Considern flowswith identicalratesand unit padet sizes.Thengivena buffer of size

s, whee
Inn Ine
> — = .
s_\/n< 5 5 1>, (B.40)

the probability that the buffer overflowsduring an arbitrary time slot whenthe serveris busyis
asymptotically< ¢.

Proof. To computetheasymptoticooundfor P(z > s,u) assumehats < n. Since(1 —z)/(1 +
z) ~ 1 -2z andIn(l — z) ~ z, forz — 0, andsince(n + s)?/sn < n forn > s > 4, and
B(n) < 1.102 for ary n > 1, by usingEq. (B.29) we obtairt

InP(z > s,u) =~ ( — (s 1)/2n> +1Inn—1n4 (B.41)

1
Vﬂ) 1+(s—1)/2n
~ ( \/ 1>+23 In 3_1>+lnn—ln4
2 n
1
~ 1] — In4
n( %) "
. 2
< —2—25(5 1)+1nn22(—1——)+lnn.
n n

Usinge to boundP(z > s,u) leadsusto

Pz > s;u) <e= (B.42)

§2
2[-1—— | 4+Inn<lne =

O

Next we prove a strongerresultby computingan asymptoticupperboundfor the probability
with which a queueof sizes overflons duringanarbitrary busyintenal. Let Q(z > s) denotethis
probability The key obserationis thatsinceall flows have periodn, the aggrgatearrival traffic
will have the sameperiodn. In addition,sinceduring eachof theseperiodsexactly n pacletsare
receved/transmittedt follows thatthe queuesizeatary timety + ¢ - n + j isthesamey:,j > 0.
Consequentlyif the queuedoesnot overflow during [¢o, o + 1), the queuewill not overflov at
ary othertime ¢ > t; duringthe samebusy period. Thus,the problemreduceso computethe
probabilityof queueoverfloving duringtheintenal [to, to + n). Thenwe have thefollowing result.

Corollary 1 Considem flowswith identicalratesandunit padet sizes.Thengivena buffer of size
s, Whee

s> \/n(lnn —(lne)/2 - 1), (B.43)

the probability that the buffer overflowsduring an arbitrary busyintervalis asymptotically< e.

More preciselyln 3(n),/1/(27) —In4 < —2.2081062 . . ..
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Proof. Let ¢’ be the probability that a buffer of size s overflowvs at aninstantz during the busy
intenal [to, o + u). Thenthe probability that the buffer overflows during this intenal is smaller
thanl — (1 — &)* < u - €. Now, recallthatif the buffer doesnot overflov during [to, %o + n),
thebuffer will notoverflow aftertime ¢y 4+ n. Thusthe probabilitythatthe buffer will not overflow
during an arbitrary busy periodis lessthanne’. Finally, lete = n - ¢/, andapply the resultof
Lemma9 for €/, i.e.,

s > \/n (lnTn_ln(z;/n) —1) :\/n (lnn—lnTg—l). (B.44)

O

B.3.2 Arbitrary Flow Rates

In this sectionwe determinghe buffer boundfor a systemin which pacletsareof unit size,but the
reserationscanbearbitrary Thebasicideais to usea successionf transformationso reducethe
problemto thecasen whichtheprobabilitiesassociatetb theflows cantake, atmost,threedistinct
valuesandthento applytheresultsfrom the previouscasewhenall reserationsareassumedo be
identical.

Considem flows, andlet r, denotetheratereseredby flow &k, where

n
dorp=1. (B.45)
k=1

Consideragainthe casewhenall flows arecontinuouslybackloggedL et ¢, denotethe starting
time of abusyperiod.Sincethetimewhenflow £ become®ackloggeds assumedb beindependent
of tg, it follows thatduringtheintenal [to, to + d) flow k recevesexactly |d - ;| + 1 pacletswith
probability

pr(d) =d-ry — [d- 7], (B.46)

and|d - r | pacletswith probabilityl — pg(d).
Let p(m; d) denotethe probability with which the sener recevesexactly >-p_; |d - x| + m
pacletsduringtheintenal [¢g, 1o + d). Then

p(m; d) = Tr’rzn(pl(d)ap2(d)’ Tt apn(d))v (B47)

whereT"(p1(d), p2(d), - .., pn(d)) is thecoeficientof 2™ in the expansiornof

n

[ (zpi(d) + (1 - pi(d))). (B.48)
i=1
Notethatwhenall flows have equalreserations,i.e.,r, = 1/n,1 < k < n, Eq.(B.47)reducego
Eq.(B.27).
By usingEq. (B.46) thenumberof pacletsrecevedduring[to, to + d) canbewrittenas

n n

ZLd ‘rE] +m = Z(d-rk —pe(d)+m=d— zn:pk(d) + m. (B.49)
k=1 k=1 k=1
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Sincet, is the startingtime of the busy periodandsincethe sener remainsbusyduring [to, to + d),
from Eq. (B.25)it follows thatg(tg + d) = m — Y 7_; pr(d).
Similarly, the probability P(z > s, ) will overflov aqueueof sizes attimety + u is

n

P(z > s,u) = Z p(i;u), (B.50)

wherev = >3 pr(u) + s.
Sincein thefollowing, px (u) is alwaysdefinedover [tg, to + u) wewill droptheagumentfrom
thepi(u)’s notation.Next, notethatfor ary two flows k andl, p(m; u) canberewritten as

p(m;u) = peprAg(m) + (pe(1 — pr) + (1 — pr)p1) Brg(m) + (1 — pi) (1 — py) Cra(m),(B.51)

wherepyp; Ag,, representsill termsin 7" (p1, p2, - . ., pn) thatcontainpgp;, (px(1 — pr) + (1 —
pr)p1) By, representall termsthatcontaineitherpy (1 — p;) or (1 —pg)p, and(1 —pg) (1 —p;)Cry
representall termsthatcontain(1 — pg)(1 — py).

FromEgs.(B.50) and(B.51), the probability a queueof size s will overflov attime iy + u is
then

Pz > s,u) = Z p(i;u) (B.52)
i=v+1

= pepr - Aka(v,n) + (pe(1 — pr) + (1 = pi)p1) - Bra(v,n) +
(1 _pk)(l _pl) ) Ck,l(van)a

whereAy (v,n) = 377,11 Ak1(4), Bri(v,n) = 35,41 Bea(d), andCr (v, n) = 3702, 11 Cra(4),
respectiely.

Our next goalis to reducethe problemof boundingP(z > s, u) to the casein whichtheflows’
probabilitiestake a limited numberof values. This makesit possibleto usethe resultsfrom the
homogeneouseserations casewithout compromisingthe boundquality too much. The ideais
to iteratvely modify the valuesof the flows’ probabilities,without decreasingP(z > s,u). In
particular we considerthe following simpletransformationselecttwo probabilitiesp, andp; and
updatethemasfollows:

P = pr—6, (B.53)
» = m+,
whereé is arealvaluesuchthat( < p;,p;c < 1, andthe new computedprobability

P'(z>s,u) = pppp- Agi(v,n) + (pp(L = pp) + (1 = pl)p)) - Bra(v,n) +  (B.54)
(1 = pi) (1 = p1) - Cra(v,m).
is greateror equalto P(z > s,u).
It isinterestinghotethatperformingtransformatior{B.53)is equivalentto defininganew system

in which the reserationsof flows £ and! arechangedo rj. andr}, respectiely, suchthatpj =
d-r,—|d-r.], andp, = d-r] — |d - r]|]. Therearetwo obserationsworth noting aboutthis
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systemFirst,by choosing}, = r, —d/d andr] = r;+6/d, we maintaintheinvariant}"?"_, r; = 1.
Secondwhile in the newv systemthe starttime ¢, of the busy period may change this will not
influenceP’(z > s,u) asthisdepend®nly onthelengthof theintenal [tg, to + u).

Next, we give thedetailsof ourtransformationFromEqs.(B.52),(B.53)and(B.54),aftersome
simplealgebrawe obtain

P'(z > s,u) — P(z > s,u) = §(px — pr — 0)Dyy(v,n), (B.55)

where
D(Zaj) = Ak,l(iaj) - 2Bk,l(iaj) + Clc,l(iaj))' (556)

Recallthat our goalis to choosed suchthat P'(z > s,u) > P(z > s). Without loss of
generalityassumehatp, > p;. We considertwo cases:(1) if Dy ;(v,n) > 0, thené > 0 and
pr > pr+ 06 (6 < 0andp, < p; + 6 cannotbe simultaneouslyrue); (2) if Dy (v,n) < 0, then
eitherd > 0 andpy < p; +4d,0rd < 0andpg > p; + 4.

Let ppin = mini<i<n pi, ANAPme; = Maxi<;<n, p;, respectrely. Considerthefollowing three
subsetsdenoted’, V, and M, whereU containsall flows k& suchthatp, = pmin, V containsall
flows k suchthatp, = pmaz, and M containsall the otherflows. Theideais thento successiely
applythetransformation(B.53) on p1, po, - - - , pn, until the probabilitiesof all flowsin M become
equal.In this way we reducethe problemto the casein which the probabilitiesp,, cantake at most
threedistinctvalues:p,in, Pmaz, @Ndpas, Wherep, = pas, VE € M. FigureB.2 shavstheiterative
algorithmthat achievesthis. Lemmasl10 and11 prove that by usingthe algorithmin FigureB.2,
p1, P2, - - -, Prn, CONVERYe asymptoticallyto thethreevalues.

while (|M| > 1) do /x while sizeof M is greaterthanonex/

pr = minep (pi);

P = maXiEM(pi);

if (Dkvl(v,n) > 0)
pr=p = (px +m)/2;

else
0= max(pk — Pmaz>Pmin — pl);
Pr=pr—0;p=p+9;

if (o1 = Pmin)
M=M\{l};U=UuU{l};
if (pk :pmam)

M=M\{k};V =V Uk}

FigureB.2: Reducingp:, ps, - - - p, to threedistinctvalues.

Lemma 10 Afteraniteration of thealgorithmin Figure B.2,eitherthesizeof M deceasesdyone
or thestandad deviation of the probabilitiesin M deceasedy a factor of atleast(1 — ﬁ).

Proof. Thefirst partis trivial; if Dy ;(v,n) < 0 thesizeof M decreaseby one. For the second
part,letp denotethe averagevaluesof probabilitiesassociatedo theflowsin M, i.e.,

2icM Pi

P= = (B.57)
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Thestandardleviation associatetb the probabilitiesin M is

dev =Y (pi — D). (B.58)
1eEM

After averagingprobabilitiesp, andp;, standardleviation v changeso

2 N2
dev' = dev + 2 (w —ﬁ) — (pk —]_3)2 — (m —]_3)2 =dev — M (B.59)

Sincep;, andp; arethelowest,andrespectiely, the highestprobabilitiesin M we have (p; — p)? <
(p1 — pi)?, Vi € M. Fromhereandfrom Egs.(B.58)and(B.59) we have

dev = Z (p; — D)% < |M|(p; — pi)? = 2|M|(dev — dev') = dev' < dev - (1 — L) (B.60)
i 2AM|

O

Lemma 1l Considern flows,andlet p; denotethe probability associatedwith flow i. Then,by
usingthe algorithmin Figure B.2, the probabilitiesp; (1 < i < n) corveme to, at most,three
values.

Proof. Let ¢ be an arbitrarysmallreal. The ideais thento shav that after a finite numberof
iterationsof the algorithmin FigureB.2, the standarddeviation of p;'s (i € M) becomesmaller
thane.

The standardleviation for the probabilitiesof flowsin M is trivially boundedasfollows

dev = Z (pi _ﬁ)2 S Z (pmaz _pmin)2 = |M‘(pmaz _pmin)2 < 'n'(pmaz _pmin)2- (861)
ieM ieM
AssumeDy, ;(v,n) > 0 (i.e., M doesnot change)for n; consecutie iterations. Then, by using
Lemmalo, it is easyto seethatn; is boundedabore by N, where

1 \Y 1\ _ In(e/dev)

Sincetheaborebound,N, holdsfor ary setM, it followsthataftern NV iterationswe areguaranteed
thateithersetM become&mpty a casein whichthelemmais trivially true,ordev < e. O
Thus,we have reducedhe problemto computean upperboundfor probability P(z > s,u) in
asystemin which probabilitiestake only threevaluesattime u: pmin, Pmaz, @Ndpas.
Next we give the mainresultof this section

Lemma 12 Considern flowswith unit padet sizesand arbitrary flow reservationsThengivena

buffer of sizes, whee
s> [3n (ln n Ine — 1) (B 63)
2 2 ’ '

the probability that the buffer overflowsin an arbitrary time slot during a serverbusy period is
asymptotically ¢.
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Proof. Considerthe probability P(z > s,u), with which the queueoverflons attime ¢y + u (see
Eq. (B.50)). Next, by usingthe algorithmin FigureB.2, we reduceprobabilitiesp;'s (1 < i < n) to
threevalues:pmin, Pmaz, aNdpas, respectiely. Let plf denotethefinal probabilityof flow ¢, andlet
Pf(z > s,u) denotethefinal probability of the queueoverflowing attime ¢, 4+ u. More precisely
from Egs.(B.50)and(B.47)we have

n n
Plz>su)= Y p/(iu)= Y Tip1,p2,---,pn), (B.64)
i=v+1 1=v+1

wherev = Y 2_; pr(u) + s, andp; = pmin, Vi € U, pi = Prmaz, Vi € V, andp; = ppr, Vi € V.
Sinceafter eachtransformationP(z > s,u) canonly increasewe have P/ (z > s,u) > P(z >
s,u).

Letny, ny, andnj, bethenumberof flowsin setsU, V', and M, respectiely. Defineintegers
vy, Vv, andwyy, suchthaty = vy, + vy + vy, andovy < ny, vy < ny, andvy, < nyy, respectiely.
Then,it canbeshavn that

Pl(z > s,u) < Py+ Py+ Py, (B.65)

where

nU n . .
Py = Z <1U> zm'm(l_pmin)nU_Z (B.66)

i=vy+1

nv. ny . .
PV = Z ( . )p;naz(l _pmaz)nv !

t=vy+1 t

Ny
Py = Z <nM) 3\4(1 —pM)"M_i.

i=vpr+1 ¢
Due to the notationcompleity we omit the derivation of Eq. (B.65). Instead belov we give an
alternatemethodthatachievesthe sameresult.

Thekey obserationis that Py representtheprobabilitywith whichmorethan ", .7 | u-r; | +vy
pacletsfrom flowsin U arrive duringtheintenal [to, ¢ + u). Thisis easyto see astheprobability
thatexactly y~;c [ - ;] + m pacletsfrom flowsin U arrive during [to, to + w) is (77) i, (1 —
Pmin)"U "™ (seeEq. (B.47)for comparison).

Similarly, Py is theprobabilitythatmorethan}_, .y, | u-r;] + vy pacletsfromflowsin V arrive
during [to, to + u), while Py is the probability thatmorethan";. /| u - 7] + var pacletsfrom
flowsin M arrive duringthe sameintenal.

Consequently(1 — Py)(1 — Py)(1 — Pyr) representthe probabilitywith which nomorethan
Yievluril +ou, Yiev i) +oy, andy o | u-ri | +var pacletsarerecevedfrom flowsin U,
V', andM during|to, to + u). Clearlythis probabilityis no larger thanthe probability of receving
nomorethan) i, |u - ;] + v pacletsfrom all flows duringtheintenal [¢o, to + ), aprobability
whichis exactly1 — Pf(z > s,u). Thisyields

1—-Pl(z>su) > (1-Py)(1—-Py)(1-Py)= (B.67)
Pl(z>s,u) < 1—(1—Py)(1-Py)(1-Py)<Py+Pv+Py.
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Next, considetthe expressiorof Py in Eq. (B.66). Let
Sy = vy — uy, (868)

whereuy = pminny. Thenit is easyto seethatthe expressionf puin (i-€., Pmin = vy /nv)
and Py, givenby Eg. (B.66), areidenticalto the expression®of p(d) and P(z > s,u), givenby
Egs.(B.26) and(B.28),respectiely, afterthefollowing substitutionsd < uy, n < ny, u < uy,
s « sy. By applyingtheresultof Lemma8 we have thefollowing bound

ny n . .
Py = > (ZU> min(1 = Pmin)"" ™" (B.69)

i=upy+sy+1
[T (1—(sy —1)/2ny\* 2
< B(ny) —( (s = 1)/ nU) (ny + 5u)”
27 \1+ (SU — 1)/2nU dsyny
Next we computesy, suchthat

s = ﬂ(nU)\/; (1 . 1)/2nu>23U (w + SU)2- (B.70)

3 1+ (SU — 1)/2’[7,(] dsyny

By applyingthe sameapproximationsisedin proving Lemma9 (seekg. (B.41)),i.e., sy < ny,
sy < ny, andsys < nar, respectiely, we get

sy ~ \/nU (ln;”f - ln(’;/?’) - 1), (B.71)
andsimilarly
sy =~ \/nv (m;w - ln(;/ 3) _ 1) (B.72)

S~ \/nM (ln;M — 1n(52/3) — 1).

By usingthe above valuesfor sy, sy, andsys, respeciiely, andby the definitionof P/ (z >
s,u) andEg. (B.65),we have

P(x>s,u)SPf(ar>s,u)SPU+PV+PM§3-§=5. (B.73)

Now it remaingo computes. First,recallthatsy = vy —uy, sy = vy —uy, Sp = vy — U,
whereuy = pminlt, Uy = Pmaztt, anduns = paru (SeeEq. (B.68)). Fromherewe obtain
Sy+sy+sy = (UU—nU)+(Uv—nv)+(7)M—nM) (B.74)
v—ny—ny —ny — 3

= U= Pmin"U — Pmaz"V — PMTM
= U_mein_zpmaz_ZpM
€U 1% tEM

n
= ’U—Zpi:S.
=1
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AsbothP(z > s,u) andPf(z > s, u) decreasen s, for our purposst is sufficientto determine
anupperboundfor s. FromEqgs.(B.71),(B.72)and(B.74)this reducego compute

max ( Z ny (hl% — @ — 1>) , (B.75)

Ie{U,V,M}

subjectto nyy + ny + nar = n. Sincethe function/z In z is concae, it follows thatexpression
(B.75) achi&zesmaximumfor ny; = ny = npr = n/3. Finally, we choose

s=3. \/% (ln(v;/?)) _ ln(;/?’) _ 1) - \/3n (1“7” - 1“75 - 1), (B.76)

which completeghe proof.O
By combiningLemmas9 and12 we have the following result

Theorem 3 Considera servertraversedby n flows. Assumehat the arrival timesof the pad-
etsfrom different flows are independentand that all padcets havethe samesize Then,for any
givenprobability ¢, the queuesizeat anytimeinstantduring a serverbusyperiodis asymptotically

boundedaboreby s, whee
Inn Ine

with a probability larger than1 — ¢. For identicalreservationg? = 1; for hetepgeneouseserva-
tionsg = 3.

B.4 Proofof Theorem4

Theorem4 Considera link of capacityC' at timet. Assumehat no reservationterminatesand
there are no reservationfailures or requestiossesafter timet. Thenif thete is suficient demand
aftert thelink utilization approadesasymptoticallyC'(1 — f)/(1 + f).

Proof. If theaggrgatereserationattimet is largerthanC(1 — f)/(1 + f), theproofis trivially
true. Next, we considerthecasein which theaggregatereserationis lessthanC'(1 — f)/(1 + f).

In particular let C(1 — f)/(1 + f) — A bethe aggrgatereseration attime ¢. Without loss
of generalityassumé = u;. Thenwe will shav thatif no reserationterminatesno reseration
requestfails, andthereis enoughdemandafter time wy, thenat least(1 + f)A/2 bandwidthis
allocatedduringthenext two slots.i.e.,duringtheintenal (ug, ug42]. Thus,for ary arbitrarysmall
reale, we areguaranteethatafter, at most,

2% ; In(e/A) (B.78)

n((1-1)/2)
slotstheaggr@atereserationwill exceedC(1 — f)/(1+ f) —e.

FromEq.(5.20)it follows thatthe maximumcapacitywhich canbeallocatedduringtheintenal
(ug, ug+1] 1S max(C — Req(ug),0). AssumethenthatA; capacityis allocatedduring (ug, ug+1],
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edge node

core node

FigureB.3: Thescenaridn which the upperboundof b;, i.e.,r;(Tw — Tr — TY), is achieved. The arrons
represenpaclettransmissionsTyy is the averagingwindow size; T is anupperboundon the pacletinter

departuretime; T’y is an upperboundon the delayjitter. Both m1 andm2 fall just inside the estimation
interval, Ty, atthecorenode.

whereA; < max(C — Req(ug),0). Considetwo casesvhetherA; > A ornot. If A; > A, the
prooffollows trivially.

AssumeA; < A. Thenwewill shav thatattimeuy, o theaggrgatereserationcanincreasdy
atleastaconstanfractionof A. FromFigureB.3is easyto seethat,for ary reserationcontinuously
active duringanintenal (ug, ug+1], we have

bi(ug, ugt+1) < ri(Tw + T+ T). (B.79)

Sinceno reseration terminatesduring (uk, ug+1], we have L(ugy1) = L(ug) U N (ugy1). Let
ac; € (ug, ux+1) bethetime whenflow 1 becomesctive during (uk, uk+1]. Sinceb;(ac;, ugt1) <
bi(uk, ug+1), by usingEq. (B.79),we obtain

Blug,ug1) = > bilug,up1) < D ri(Tw + Tr +Tw). (B.80)
i€L(ug+1) i€L(uk+1)
Fromherewe get
Rpps(uk,up1) < Rlupg1)(1+ f). (B.81)

Sincethereare no duplicaterequestsor partial reseration failuresaftertime ¢ = wuy, we have
A1 = Rpew(uky1). Fromhereandfrom Eq. (5.20)andEq. (B.81) we have

Bops(ril) | A < Rlugi) it 4 A, (B.82)

1—f 1-f

In addition,we have R(ug+1) = R(ux) + Aq1. SinceR(ug) = C(1 — f)/(1 + f) — A, from
Eq.(B.82),it follows

Rcal (uk—H) <

1+f 1+ f 2
C — Rear(ugy1) 2 C — R(“k+1)ﬁ —A1 27— fA - 1= fAl' (B.83)
Finally, consideitwo casesvhether(@) A; < A(1 + f)/2, or (b) not. If (a)is truethenthelink
canallocateup to
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1+ f 2 1+ f

A — A=—=(A-A
1/ Py f( 1) >
capacityduringthetime intenal (ug, ux12]. In case(b) we have trivially A; > A(1 + f)/2. Thus
in bothcaseave canallocateatleastA(1 + f)/2 new capacityduring (ug, ukto]. O

1+f

A1+ C — Rear(ug+1) > A1 + A, (B.84)
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